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Abstract—We study the properties of a finite volume scheme for the two-phase Stefan problem.
The numerical algorithm based on the explicit interface tracking is considered. The mathemat-
ical model takes into account the convective motion in the liquid and heat transfer in both
phases. A fixed melting temperature and internal energy balance condition are given at the
phase boundary. The moving interface position is determined using the front-fixing method.
It is shown that the proposed computational scheme is conservative and inherits the generic
properties of the original differential problem.
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INTRODUCTION

The existing experience shows that to obtain a robust numerical procedure for complex applied
problem it is not enough to focus only on the basic properties of numerical algorithms such as
consistency, stability and convergence. It is also crucial to take into account specific physical
properties of the studied phenomenon. It is known that the discrete counterparts of conservation
laws should be satisfied in reliable numerical model. Conservative numerical schemes are constructed
with finite volume method [1–3]. The use of nonconservative numerical algorithms can significantly
reduce the accuracy of the simulations, in some cases incorrect results are obtained. Tikhonov
and Samarskii constructed an example [1, 4–7], where a nonconservative difference scheme, having
a second order of approximation to the smooth solutions, diverges in the case of a discontinuous
solution of the differential equation.

Samarskii and Popov introduced the concept of completely conservative difference schemes [3].
For such schemes, the divergence and nondivergence forms of conservation laws and balances for
individual types of energy are satisfied at the discrete level. Moreover, in a reliable discrete model,
various forms of conservation laws can be transformed into each other using relations similar to
those occurring in the differential case.

The completely conservative schemes were originally constructed for the equations of gas dy-
namics and magnetohydrodynamics, and then the corresponding approach was extended to other
classes of problems in mathematical physics. In the paper [8], some specific features of design of
completely conservative schemes for one-dimensional evolution problems with moving boundaries
were considered. The divergence and nondivergence forms of conservative numerical scheme were
constructed on moving and fixed grids for the multicomponent solution crystallisation problem.
Just as in the differential case, the grid equations on moving and fixed grids are transformed into
each other by a change of variables.

The paper [9] considers the Stefan problem in a cylindrical coordinate system in the axisymmetric
case. The mathematical model is based on the Navier–Stokes equations in the stream function
vorticity form, the equations of heat and mass transfer in the solid and liquid phases, and the
conditions of thermodynamic equilibrium on the interface. The front-fixing method [10] is used
to determine the interface position. The problem is solved in a coordinate system obtained by
a change of variables of a special form. In this coordinate system, the interface position is fixed.
The difference scheme is constructed in the new coordinate system on a fixed grid. Divergence
and nondivergence forms of numerical scheme that approximate the respective forms of the original
differential problem are obtained. The kinetic and internal energy conservation laws, as well as
mass balances for the components, are satisfied at the discrete level. It was shown in [11] that in
a difference scheme constructed with the front-fixing method one can perform a discrete analog of
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ON THE PROPERTIES OF CONSERVATIVE FINITE VOLUME SCHEME 919

the coordinate system transformation and obtain an algebraically equivalent computational scheme
on a moving grid consistent with the shape of the interface.

In the present paper, we continue studying the properties of the difference scheme proposed
in [9, 11]. We prove that the discrete operator approximating the dissipative terms in the Navier–
Stokes and heat transfer equations in the computational coordinate system is self-adjoint and neg-
ative definite. We show that the computational scheme obtained using the front-fixing method is
conservative. Boundary conditions for the vortex ensuring the vorticity conservation law at the
discrete level are considered. The results obtained below and in [9, 11] permit one to claim that the
class of schemes constructed inherits the main properties of the original differential phase transition
problem.

1. STATEMENT OF THE PROBLEM

The phase transition problem is considered under the following assumptions. The solid and liquid
phases have the same densities ρs = ρlq and specific heat capacities csp = clqp but different thermal
conductivity coefficients ks and klq, respectively. The liquid phase is a viscous incompressible
fluid with kinematic viscosity ν. The liquid temperature field T (t, r, z) and velocity field V(t, r, z)
are assumed to be axisymmetric. The modeling is carried out in the cylindrical coordinate sys-
tem Orz in the domain Ω(r, z) = [0, R] × [0, Z]. The subdomain Ωs(t, r, z) = {(r, z) : r ∈ [0, R],
z ∈ [0, ζ(t, r)]} contains the solid phase, and the liquid phase is located in the subdomain Ωlq(t, r, z) =
{(r, z) : r ∈ [0, R], z ∈ [ζ(t, r), Z]}. Here z = ζ(t, r) is the moving melt/solid interface.

The motion of the liquid is described by the Navier–Stokes equations in the stream function–
vorticity variables. The velocity vector components V = (V r, 0, V z) are written as

V r =
1

r

∂ψ

∂z
,

V z = −1

r

∂ψ

∂r
,

(1)

where ψ is the stream function. The vorticity ω = rotV is defined as follows:

ω = (0, ωφ, 0),

ωφ = ∂zV
r − ∂rV

z,

where ∂r = ∂/∂r and ∂z = ∂/∂z. For convenience, we use ω = −ωφ/r as the unknown function
in the equations of motion. The convective transport in the liquid is described by the vorticity
transport equation

∂ω

∂t
+

1

r
K(r,z)(ω, ψ) =

1

r
D(r,z)(r2ω) + βT g

1

r

∂T

∂r
,

the equation relating the vorticity and the stream function

−ω =
1

r
D(r,z)(ψ),

and the convective heat transfer equation

∂T

∂t
+

1

r
K(r,z)(T, ψ) =

1

r
D(r,z)(T ).

Here βT is the thermal expansion coefficient, g is the free fall acceleration, and K(r,z)/r is an operator
describing the convective transfer,

K(r,z)(f, ψ) = ∂rHr + ∂zHz, f = ω, T, (2)

where the components of the convective flux H(r,z) = (Hr,Hz) have the form

Hr(f) = rV rf = [∂zψ]f,
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Table 1. Dissipative flow parameters

f κ α β

ω ν −1 2

ψ 1 −1 0

T k/(cpρ) 1 0

Hz(f) = rV zf = −[∂rψ]f,

D(r,z)/r is an elliptic operator describing dissipative processes in the vorticity transfer and convective
heat transfer equations,

D(r,z)(rβf) = ∂rWr + ∂zWz, f = ω, ψ, T, (3)

the flux components W(r,z) = (Wr,Wz) are calculated as follows:

Wr(rβf) = κrα∂r(rβf),
Wz(rβf) = κrα∂z(rβf),

and the values of the parameters κ, α, and β are given in Table 1.
The temperature distribution in the solid phase is described by the heat equation

∂T

∂t
=

1

r
D(r,z)(T ).

On the interface, the temperature is equal to the melting temperature,

T |z=ζ(t,r) = Tph,

and the energy conservation law (the Stefan condition) is satisfied,[[
(k∇T ·N)

]]
= λρvn. (4)

Here [[q]] = qs − qlq, ∇ = (∂r, ∂z), λ is the latent heat of fusion, vn = vph(ez ·N), vph = vph(t, r) =
dζ/dt is the phase boundary velocity, N is the unit normal to the interface directed into the liquid
phase, and ez is the unit vector in the direction of the z-axis.

The boundary conditions for temperature have the form

T |z=0 = Tbot(t, r),

T |z=Z = Ttop(t, r),

T |r=R = Twall(t, z).

The symmetry conditions for the stream function and temperature on the ampoule axis are

ψ = 0, ωφ = 0, ∂rT = 0.

The boundary conditions for the stream function on the crystallization interface and the upper and
lateral boundaries of the liquid phase are

ψ = 0, ∂nψ = 0.

Here ∂n is the outward normal derivative on the corresponding boundary.
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Fig. 1. Coordinate system transformation.

2. FRONT-FIXING METHOD

To handle the moving-boundary problem, we use the front-fixing method [10]. The physical
domain Ω(r, z) is mapped onto a computational domain S(ξ, η) so that the interface position in the
new coordinate system is fixed and coincides with the coordinate line η = const.

2.1. Coordinate System Transformation

In this paper, we perform the coordinate system transformation such that the domains Ωs and Ωlq

become the rectangles Ss and Slq (Fig. 1), and the boundaries of the domains z = 0, z = ζ(t, r),
and z = Z become the stationary lines η = 0, η = 1, and η = 2, respectively. The relationship
between the coordinate systems is given by

t̃ = t,

ξ = r,

η =

z/ls, z ∈
[
0, ζ(t, r)

]
1 + (z − ζ)/llq, z ∈

[
ζ(t, r), Z

]
,

(5)

where ls = ls(t, ξ) = ζ(t, ξ) and llq = llq(t, ξ) = Z − ζ(t, ξ) are the thicknesses of the zones Ωs

and Ωlq, respectively. The Jacobian of the transformation (5) is Jm = ∂(t̃, ξ, η)/∂(t, r, z) = 1/lm,
m = s, lq.

Let us write the problem in the new coordinate system (t̃, ξ, η). The partial derivatives of the
unknown functions f = T, ω, ψ are transformed as follows:

∂f

∂t
=
∂f

∂t̃
+
∂η

∂t

∂f

∂η
,

∂f

∂r
=
∂f

∂ξ
+
∂η

∂r

∂f

∂η
,

∂f

∂z
=
∂η

∂z

∂f

∂η
.

To calculate the derivatives ∂η/∂t, ∂η/∂r, and ∂η/∂z, we use the inverse coordinate transformation

t = t̃,

r = ξ,

z =

φs(t̃, ξ, η) = Z1 + ls(η − 1), η ∈ [0, 1]

φlq(t̃, ξ, η) = Z2 + llq(η − 2), η ∈ [1, 2].

(6)

The Jacobian of this transformation is J−1
m = ∂(t, r, z)/∂(t̃, ξ, η) = lm. One can readily show that

the entries of the Jacobian matrix are calculated [12, 13] by the formulas

∂η

∂t
= − 1

J−1
m

∂z

∂t̃
= − 1

lm
∂φm

∂t̃
,
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∂η

∂r
= − 1

J−1
m

∂z

∂ξ̃
= − 1

lm
∂φm

∂ξ
,

∂η

∂z
=

1

J−1
m

∂r

∂ξ
=

1

lm
.

For the time derivative, we obtain

∂f

∂t
=

1

ξlm

[
∂

∂t̃
(ξlmf)− ∂

∂η
(ξφm

t̃ f)

]
=

1

ξlm
T (ξ,η)(f).

In what follows, for brevity we omit the tilde over t in t̃ and the superscript m on the functions lm,
φm, φm

t = ∂φm/∂t, and φm
ξ = ∂φm/∂ξ.

The formulas for calculating the fluid velocity (1) are transformed as follows:

V r =
1

ξl

∂ψ

∂η
,

V z = − 1

ξl

[
l
∂ψ

∂ξ
− φξ

∂ψ

∂η

]
.

(7)

Then for the convective terms (2) we have

1

r
K(r,z)(f, ψ) =

1

ξl
K(ξ,η)(f, ψ),

K(ξ,η)(f, ψ) = ∂ξHξ + ∂ηHη.

(8)

In the computational domain, the components of the convective flux H(ξ,η) = (Hξ,Hη) have the
form

Hξ = ξlU ξf = [∂ηψ]f,

Hη = ξlUηf = −[∂ξψ]f.
(9)

Here the variables U ξ and Uη are equal to the velocities of transfer of f along the corresponding
coordinate directions and are calculated by the formulas

U ξ = ∂ηψ/(ξl),

Uη = −∂ξψ/(ξl).

It is important to note that the expressions (8) and (9) for the convective terms in the compu-
tational coordinate system (t̃, ξ, η) coincide with the corresponding operator in the physical do-
main Ωlq(t, r, z) up to the Jacobian.

The operator (3) is transformed as follows:

1

r
D(r,z)(rβf) =

1

ξl
D(ξ,η)(ξβf),

D(ξ,η)(ξβf) = ∂ξWξ + ∂ηWη,

where the components of the flux W(ξ,η) = (Wξ,Wη) in the computational coordinate system have
the form

Wξ(ξβf) = κξα
[
Lξξ∂ξ(ξ

βf) + Lξη∂η(ξ
βf)

]
, (10)

Wη(ξβf) = κξα
[
Lηξ∂ξ(ξ

βf) + Lηη∂η(ξ
βf)

]
. (11)

The coefficients Lξξ, Lξη, Lηξ, and Lηη are calculated by the formulas

Lξξ = l,
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Lξη = Lηξ = −φξ,

Lηη = (1 + φ2
ξ)/l.

Thus, the Navier–Stokes equations in the computational coordinate system have the form

1

ξl
T (ξ,η)(ω) +

1

ξl
K(ξ,η)(ω, ψ) =

1

ξl
D(ξ,η)(ξ2ω) + βT g

1

ξl

[
∂

∂ξ
(ξlT )− ∂

∂η
(ξφξT )

]
, (12)

−ω =
1

ξl
D(ξ,η)(ψ). (13)

For the heat equation, we obtain

1

ξl
T (ξ,η)(T ) +

1

ξl
K(ξ,η)(T, ψ) =

1

ξl
D(ξ,η)(T ). (14)

It is assumed that the convective terms are identically zero in the solid phase.
The boundary and interface conditions are transformed in a similar way. For the Stefan condi-

tion (4), we have (see [9]) [[
k

(
Lηξ ∂T

∂ξ
+ Lηη ∂T

∂η

)]]
= λρvph. (15)

Let us define the inner product of square integrable functions f and g in the domain S(ξ, η) as
follows:

(f, g)S =

∫
S

fgξl dS.

Here and below dS = dξ dη.

2.2. Model Properties in the Computational Coordinate System
System (12)–(15) has the following properties.

Vorticity conservation law. Let us write Eq. (13) relating the stream function and the vorticity
in the fixed coordinate system,

−ω =
[
∂ξ(lV

z)− ∂η(V
r + φξV

z)
]
/(ξl). (16)

Here we have used the expression (7) for the fluid velocity and the equation lξ = φξη. Applying the
divergence theorem, from Eq. (16) we obtain the vorticity conservation law

−
∫
Slq

ωξl dS =

∫
Slq

[
∂ξ(lV

z)− ∂η(V
r + φξV

z)
]
dS =

2∫
1

(lV z)|ξ=0 dη. (17)

Kinetic energy conservation law. The convective terms in the vorticity transport equa-
tion (12) do not contribute to the kinetic energy balance [14]; i.e.,(

K(ξ,η)(ω, ψ)

ξl
, ψ

)
Slq

=

∫
Slq

K(ξ,η)(ω, ψ)ψ dS = 0. (18)

Internal energy conservation law. The heat conservation law is satisfied in the considered
system. Here for the convective terms in the heat equations (14) we have(

K(ξ,η)(T, ψ)

ξl
, 1

)
Slq

= 0,(
K(ξ,η)(T, ψ)

ξl
, T

)
Slq

= 0.

(19)
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Properties of the elliptic operator. The operator
D(ξ,η)(f)

ξl
, f = ξ2ω, ψ, T , is self-adjoint

and negative definite in the function space D(S′) = {f ∈ C2(S′) : f |∂S′ = 0}.
Let us show that the operator is self-adjoint. We use the fact that the functions f and g vanish

on the boundary of the domain; integrating twice, we obtain(
D(ξ,η)(f)

ξl
, g

)
S′

=

∫
S′

[
∂ξ(κξαLξξ∂ξf + κξαLξη∂ηf) + ∂η(κξαLηη∂ηf + κξαLηξ∂ξf)

]
g dS

=

∫
S′

[
∂ξ(κξαLξξ∂ξg + κξαLηξ∂ηg) + ∂η(κξαLηη∂ηg + κξαLξη∂ξg)

]
f dS

=

(
f,

D(ξ,η)(g)

ξl

)
S′

.

(20)

The operator is self-adjoint because Lξη = Lηξ.
Let us show the negative definiteness of the operator,(

D(ξ,η)(f)

ξl
, f

)
S′

=

∫
S′

D(ξ,η)(f)f dS

= −
∫
S′

[
κξαLξξ(∂ξf)

2 + 2κξαLξη∂ξf∂ηf + κξαLηη(∂ηf)
2
]
dS.

(21)

By the Sylvester criterion, the integrand is a positive definite quadratic form, and so the opera-

tor
D(ξ,η)(f)

ξl
is negative definite.

We will construct a numerical method for solving the problem in such a way that discrete
counterparts of properties (17)–(21) are satisfied at the discrete level.

3. DIFFERENCE PROBLEM

3.1. Grid and Grid Functions

In the computational domain S(ξ, η), we introduce the rectangular grid ω(ξ,η)
h = ωξ

h × ωη
h,

ωξ
h = {ξi, i = 0, . . . ,M, ξ0 = 0, ξM = R},
ωη
h = {ηj, j = 0, . . . ,N, η0 = 0, ηj∗ = 1, ηN = 2}

so that the crystallization front is located at the grid points with coordinates (ξi, ηj∗), i = 0, . . . ,M;
the grid increments are

hξ
i+1/2 = ξi+1 − ξi,

hη
j+1/2 = ηj+1 − ηj.

We also introduce the flux nodes

ξi+1/2 = (ξi+1 + ξi)/2,

ηj+1/2 = (ηj+1 + ηj)/2.

We split the computational domain S(ξ, η) into the rectangular control volumes

S
(ξ,η)
ij = [ξi−1/2, ξi+1/2]× [ηj−1/2, ηj+1/2]
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Fig. 2. Grid and grid functions.

with boundaries ∂S(ξ,η)

i+1/2,j, ∂S
(ξ,η)

i,j−1/2, ∂S
(ξ,η)

i−1/2,j, and ∂S
(ξ,η)

i,j+1/2; the lengths of the boundaries of the
cell S(ξ,η)

ij are equal to

ℏξ
i = 0.5(hξ

i+1/2 + hξ
i−1/2),

ℏη
j = 0.5(hη

j+1/2 + hη
j−1/2),

and its area is dS
(ξ,η)
ij = ℏξ

iℏ
η
j . We also consider the cells S

(ξ,η)

i+1/2 j+1/2 centered at the
points (ξi+1/2, ηj+1/2) (Fig. 2). The time grid is ωτ = {t0 = 0, tk+1 = tk + τ , k = 0, 1, . . .},
where τ is the time step.

The grid functions fk
ij = f(tk, ξi, ηj), f = T, ψ, ω, are related to the grid nodes. Let us extend

these functions inside the computational cells, f(tk, ξ, η) = fk
ij for (ξ, η) ∈ S

(ξ,η)
ij . The lengths of the

phases lij+1/2 are set at the midpoints of the horizontal boundaries of the cells S(ξ,η)
ij . The length of

the phase at the center of the cell is calculated using the linear interpolation

lij = (lij+1/2h
η
j+1/2 + lij−1/2h

η
j−1/2)/(2ℏ

η
j ).

Thus, lij = lsi in the solid phase, lij = llqi in the liquid phase, and

lij∗ = (llqi h
η
j∗+1/2 + lsih

η
j∗−1/2)/(2ℏ

η
j∗)

on the crystallization front. The physical parameters of the domains κ and the metric coeffi-
cients Lξξ, Lξη, and Lηη are defined at the centers of the cells S(ξ,η)

i+1/2 j+1/2 (see Fig. 2).

The nodes of the grid ω(ξ,η)
h belonging to the liquid phase are denoted by ω(ξ,η)

lq . Let us introduce
the set (Iγ × Jγ), γ = h, lq, of grid points indices ω(ξ,η)

γ and the set (Iγ × Jγ) of interior grid points
indices ω(ξ,η)

γ . We define the inner product for grid functions defined at the centers of the cells S(ξ,η)
ij

as follows:
(f, g)γ =

∑
(i,j)∈(Iγ×Jγ)

fijgijξilij dS
(ξ,η)
ij , γ = h, lq. (22)

We also use local grid notation [2] (see Fig. 2). The finite-difference operators are introduced in
the following way. For the spatial derivatives in the direction of the ξ-axis, we have

fP,ξ = (fE − fP)/h
ξ
e ,

fP,ξ̄ = fW,ξ;

DIFFERENTIAL EQUATIONS Vol. 58 No. 7 2022



926 GUSEV et al.

the finite-difference approximations to the spatial derivatives in the direction of the η-axis are

fP,η = (fN − fP)/h
η
n ,

fP,η̄ = fS,η,

fP,η̃ = (fn − fP)/(0.5h
η
n),

fP,η̃ = fS,η̃.

The finite-difference derivative with respect to time will be denoted by ft = (f̂P − fP)/τ , where
f̂P = f(tk + τ, ξP, ηP).

3.2. Finite-Difference Scheme
The conservative numerical scheme is constructed using the finite volume method. We integrate

Eqs. (12)–(14) over the cell S(ξ,η)
P . At the regular grid points, for the evolution equations (12), (14)

we obtain ∫
S

(ξ,η)
P

T (ξ,η)(f) dS +

∫
S

(ξ,η)
P

K(ξ,η)(f, ψ) dS −
∫

S
(ξ,η)
P

D(ξ,η)(ξβf) dS = 0. (23)

(The approximation to the gravitational body force in the vorticity transport equation is constructed
in a standard way.)

First, we construct approximations to the second and third integrals in Eq. (23). Using the
Gauss divergence theorem, we obtain∫

S
(ξ,η)
P

K(ξ,η)(f, ψ) dS ≈ K(ξ,η)
h (f, ψ)ℏξℏη =

∫
∂S(ξ,η)

[HξN ξ +HηNη] dγ, (24)

∫
S

(ξ,η)
P

D(ξ,η)(ξβf) dS ≈ D(ξ,η)
h (ξβf)ℏξℏη =

∫
∂S(ξ,η)

[WξN ξ +WηNη] dγ. (25)

Here N ξ and Nη are the the components of outward normal vector to the boundary of the cell S(ξ,η)
P .

The process of constructing approximations to the operators K(ξ,η) and D(ξ,η) reduces to calcu-
lating the values of the corresponding fluxes at the centers of the cell S(ξ,η)

P boundaries. Here one
needs to calculate the values of grid functions as well as their derivatives at the nodes where they are
not defined. The corresponding values can be reinterpolated in various ways; however, preference
should be given to approximations ensuring that the discrete counterparts of properties (17)–(21)
of the differential problem (12)–(15) are satisfied. Later on, when choosing interpolation formulas,
we will rely on this principle.

3.2.1. Approximation to the convective terms. For the convective terms, we have∫
∂S(ξ,η)

[HξN ξ +HηNη] dγ =

∫
∂S

(ξ,η)
e

Hξ dη −
∫

∂S
(ξ,η)
w

Hξ dη +

∫
∂S

(ξ,η)
n

Hη dξ −
∫

∂S
(ξ,η)
s

Hη dξ.

It follows that the expression (24) can be represented as

K(ξ,η)
h (f, ψ)ℏξℏη = (Hξ

e −Hξ
w)ℏη + (Hη

n −Hη
s )ℏξ.

The convective flux at the cell boundary centers is approximated in the vorticity transfer equa-
tion (12) as follows:

Hξ
e = 0.5

[
ψ

E,
◦
η
ωE + ψ

P,
◦
η
ωP

]
,

Hη
n = 0.5

[
ψ

N,
◦
ξ
ωN + ψ

P,
◦
ξ
ωP

]
.
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The fluxes through the “western” and “southern” boundaries are calculated in a similar way. Thus,
the approximation to the convective terms in the Navier–Stokes equations has the form

K(ξ,η)
h (ω, ψ) =

(
ψ

P,
◦
η
ωP

)
◦
ξ
−
(
ψ

P,
◦
ξ
ωP

)
◦
η
. (26)

The expression (26) coincides with the relation proposed by Arakawa [14] to approximate the con-
vective terms in the Navier–Stokes equation in the Cartesian coordinate system. The following
assertion was proved in [14].

Assertion 1. The convective terms written in the form (26) do not contribute to the kinetic
energy balance; i.e., (

K(ξ,η)
h (ω, ψ)

ξl
, ψ

)
lq

= 0.

The convective flux components at the cell boundary centers are calculated in the heat equa-
tion (14) as follows:

Hξ
e(T ) = ψ

e,
◦
η
Te,

Hη
n(T ) = ψ

n,
◦
ξ
Tn,

and the convective terms are written as

K(ξ,η)
h (T, ψ) =

(
ψ

e,
◦
η
Te

)
ξ̃
−
(
ψ

n,
◦
ξ
Tn

)
η̃
. (27)

The expression (27) was also proposed in [14] for approximating the convective terms in the heat
equation in the Cartesian coordinate system. One more assertion was proved there.

Assertion 2. The convective terms written in the form (27) do not affect the heat balance and
the mean squared temperature over the domain; i.e.,(

K(ξ,η)
h (T, ψ)

ξl
, 1

)
lq

= 0,(
K(ξ,η)

h (T, ψ)

ξl
, T

)
lq

= 0.

Thus, using the expressions (26) and (27) for approximating the convective terms in the vorticity
and heat transfer equations permits one to construct an computational scheme conserving the total
kinetic energy of the fluid.

3.2.2. Approximation to the elliptic operator. For the operator D(ξ,η) in (25), we obtain

D(ξ,η)
h (ξβf)ℏξℏη = (Wξ

e −Wξ
w)ℏη + (Wη

n −Wη
s )ℏξ. (28)

Let us approximate the fluxes in the expression (28) on the boundary of the cell S(ξ,η)
P . To be

definite, consider the “eastern” boundary,

Wξ
e ℏη =

∫
∂S

(ξ,η)
e

Wξ(ξβf) dη =

∫
∂S

(ξ,η)
e

[
Lξξ∂ξ(ξ

βf) + Lξη∂η(ξ
βf)

]
dη. (29)

Here Lξξ = ξακLξξ, Lξη = ξακLξη, Lηη = ξακLηη, and Lηξ = ξακLηξ. For the integrals over the
cell boundary in (29), we have∫

∂S
(ξ,η)
e

Lξξ∂ξ(ξ
βf) dη ≈ Lξξ

e (ξβf)ξℏη,

∫
∂S

(ξ,η)
e

Lξη∂η(ξ
βf) dη ≈ 0.5

[
hη
nLξη

ne (ξ
βf)e,η + hη

sLξη
se (ξ

βf)e,η̄
]
.

(30)
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We use the following interpolation formulas to calculate the metric coefficients and finite-difference
derivatives at the center of the boundary ∂S(ξ,η)

e :

Lξξ
e = [hη

nLξξ
ne + hη

sLξξ
se ]/(2ℏη),

(ξβf)e,η = 0.5
[
(ξβf)P,η + (ξβf)E,η

]
,

(ξβf)e,η̄ = 0.5
[
(ξβf)P,η̄ + (ξβf)E,η̄

]
.

The flux through the “northern” boundary ∂S(ξ,η)
n is calculated using the formula

Wη
n ℏξ =

∫
∂S

(ξ,η)
n

Wη(ξβf) dξ ≈ Lηη
n (ξβf)ηℏξ + 0.5

[
hξ
eLηξ

ne (ξ
βf)n,ξ + hξ

wLηξ
nw(ξ

βf)n,ξ̄
]
,

and at the center of the boundary we have

Lηη
n = [hξ

eLηη
ne + hξ

wLηη
nw]/(2ℏξ),

(ξβf)n,ξ = 0.5
[
(ξβf)P,ξ + (ξβf)N,ξ

]
,

(ξβf)n,ξ̄ = 0.5
[
(ξβf)P,ξ̄ + (ξβf)N,ξ̄

]
.

The expressions for the fluxes through the “western” and “southern” boundaries can be calculated
in a similar way.

Consider the grid function space

Dh(ω
(ξ,η)
γ ) =

{
fij, (i, j) ∈ (Iγ×Jγ) : fij = 0, (i, j) ∈ (Iγ×Jγ) \ (Iγ×Jγ)

}
.

We will prove the following assertions.

Assertion 3. For grid functions in the space Dh(ω
(ξ,η)
γ ), the discrete operator D(ξ,η)

h (fij)/(ξilij)
is negative definite with respect to the grid inner product (22),(

D(ξ,η)
h (f)

ξl
, f

)
γ

< 0, γ = h, lq. (31)

Proof. We write the left-hand side of inequality (31) in the form(
D(ξ,η)

h (f)

ξl
, f

)
γ

=
∑

(i,j)∈(Iγ×Jγ)

(Wξ
i+j/2 −Wξ

i−j/2)fijℏ
η
j

+
∑

(i,j)∈(Iγ×Jγ)

(Wη
ij+1/2 −Wη

ij−1/2)fijℏ
ξ
i .

(32)

Consider the first sum on the right-hand side in (32). Let us transform the terms containing
the coefficient Lξξ in it. Let us represent these terms as the half-sum of backward and forward
finite-difference derivatives in the direction of ξ,∑

(i,j)∈(Iγ×Jγ)

[Lξξ
i+j/2fξ − Lξξ

i−j/2fξ̄]fijℏ
η
j

=
1

2

∑
(i,j)∈(Iγ×Jγ)

[
hξ
i−1/2(L

ξξ
i+j/2fξ)ξ̄ + hξ

i+1/2(L
ξξ
i−j/2fξ̄)ξ

]
fijℏη

j .
(33)
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On the right-hand side in Eq. (33), we use the summation by parts formula [15, p. 46] over the
index i. Taking into account the conditions on the boundary of the domain, we have

1

2

∑
j∈Jγ

∑
i∈Iγ

[
hξ
i−1/2(L

ξξ
i+j/2fξ)ξ̄ + hξ

i+1/2(L
ξξ
i−j/2fξ̄)ξ

]
fijℏη

j

= −1

2

∑
j∈Jγ

∑
i∈Iγ

[
hξ
i+1/2L

ξξ
i+j/2(fξ)

2 + hξ
i−1/2L

ξξ
i−j/2(fξ̄)

2
]
ℏη
j .

(34)

Let us write the terms containing mixed derivatives in the form

S1 =
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j+1/2(L

ξη
i+j/2+1/2fη)ξ̄fij

+
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j+1/2(L

ξη
i−j/2+1/2fη)ξfijm

+
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j−1/2(L

ξη
i+j/2−1/2fη̄)ξ̄fij

+
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j−1/2(L

ξη
i−j/2−1/2fη̄)ξfij.

(35)

Let us apply the summation by parts formula over the index i to the first term in (35),

1

4

∑
j∈Jγ

∑
i∈Iγ

hξ
i−1/2h

η
j+1/2(L

ξη
i+j/2+1/2fη)ξ̄fij = −1

4

∑
j∈Jγ

∑
i∈Iγ

hξ
i+1/2h

η
j+1/2L

ξη
i+j/2+1/2fξfη.

We transform the second, third, and fourth terms in (35) in a similar way to obtain

S1 = −1

4

∑
(i,j)∈(Iγ×Jγ)

[hξ
i+1/2h

η
j+1/2L

ξη
i+j/2+1/2fξfη + hξ

i−1/2h
η
j+1/2L

ξη
i−j/2+1/2fξ̄fη]

− 1

4

∑
(i,j)∈(Iγ×Jγ)

[hξ
i−1/2h

η
j−1/2L

ξη
i−j/2−1/2fξ̄fη̄ + hξ

i+1/2h
η
j−1/2L

ξη
i+j/2−1/2fξfη̄].

(36)

Consider the second sum on the right-hand side in the expression (32). For the terms containing
the coefficient Lηη, we have∑

(i,j)∈(Iγ×Jγ)

[Lηη
ij+1/2fη − Lηη

ij−1/2fη̄]fijℏ
ξ
i

= −1

2

∑
(i,j)∈(Iγ×Jγ)

[
hη
j+1/2L

ηη
ij+1/2(fη)

2 + hη
j−1/2L

ηη
ij−1/2(fη̄)

2
]
ℏξ
i .

(37)

We write the terms containing the mixed derivatives in the form

S2 =− 1

4

∑
(i,j)∈(Iγ×Jγ)

[hξ
i+1/2h

η
j+1/2L

ηξ
i+j/2+1/2fξfη + hξ

i+1/2h
η
j−1/2L

ηξ
i+j/2−1/2fξfη̄]

− 1

4

∑
(i,j)∈(Iγ×Jγ)

[hξ
i−1/2h

η
j+1/2L

ηξ
i−j/2+1/2fξ̄fη + hξ

i−1/2h
η
j−1/2L

ηξ
i−j/2−1/2fξ̄fη̄].

(38)

Since Lξη = Lηξ, it follows that the expression (38) coincides with (36); i.e., S1 = S2.
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Replacing the fluxes on the right-hand side in (32) by their representations (34) and (36)–(38),
we obtain(
D(ξ,η)

h (f)

ξl
, f

)
γ

=− 1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j+1/2

[
Lξξ

i+j/2+1/2(fξ)
2 + 2Lξη

i+j/2+1/2fξfη + Lηη
i+j/2+1/2(fη)

2
]

− 1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j+1/2

[
Lξξ

i−j/2+1/2(fξ̄)
2 + 2Lηξ

i−j/2+1/2fξ̄fη + Lηη
i−j/2+1/2(fη)

2
]

− 1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j−1/2

[
Lξξ

i+j/2−1/2(fξ)
2 + 2Lξη

i+j/2−1/2fξfη̄ + Lηη
i+j/2+1/2(fη̄)

2
]

− 1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j−1/2

[
Lξξ

i−j/2−1/2(fξ̄)
2 + 2Lξη

i−j/2−1/2fξ̄fη̄ + Lηη
i−j/2−1/2(fη̄)

2
]
.

By the Sylvester criterion, the quadratic forms in the summands are positive definite,

Lξξ
pq = lpq > 0, Lξξ

pqLηη
pq − (Lξη

pq)
2 = 1 > 0, p = i± 1/2, q = j ± 1/2;

hence (
D(ξ,η)

h (f)

ξl
, f

)
γ

< 0, γ = h, lq.

The proof of the assertion is complete.

Assertion 4. For grid functions in the space Dh(ω
(ξ,η)
γ ), the discrete operator D(ξ,η)

h (fij)/(ξilij)
is self-adjoint with respect to the grid inner product (22),

(
D(ξ,η)

h (f)

ξl
, g

)
γ

=

(
f,

D(ξ,η)
h (g)

ξl

)
γ

, γ = h, lq. (39)

Proof. Let us write the left-hand side of (39) as follows:

(
D(ξ,η)

h (f)

ξl
, g

)
γ

=
∑

(i,j)∈(Iγ×Jγ)

D(ξ,η)
h (fij)gijℏξ

iℏ
η
j

=
∑

(i,j)∈(Iγ×Jγ)

(Wξ
i+j/2 −Wξ

i−j/2)gijℏ
η
j +

∑
(i,j)∈(Iγ×Jγ)

(Wη
ij+1/2 −Wη

ij−1/2)gijℏ
ξ
i .

(40)

Consider the first sum on the right-hand side in (40) and transform the terms containing the
coefficient Lξξ. To this end, we use the summation by parts formula over the index i twice to obtain

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2(L

ξξ
i+j/2fξ)ξ̄gijℏ

η
j = −

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2L

ξξ
i+j/2fξgξℏ

η
j

=
∑

(i,j)∈(Iγ×Jγ)

hξ
i−1/2(L

ξξ
i+j/2gξ)ξ̄fijℏ

η
j .

(41)

Successively applying the summation by parts formula over the indices i and j, we write the terms
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containing mixed derivatives in the form

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j+1/2(L

ξη
i+j/2+1/2fη)ξ̄gij +

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j+1/2(L

ξη
i−j/2+1/2fη)ξgij

+
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j−1/2(L

ξη
i+j/2−1/2fη̄)ξ̄gij +

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j−1/2(L

ξη
i−j/2−1/2fη̄)ξgij

=
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j−1/2(L

ξη
i+j/2+1/2gξ)η̄fij +

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j−1/2(L

ξη
i−j/2+1/2gξ̄)η̄fij

+
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j+1/2(L

ξη
i+j/2−1/2gξ)ηfij +

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j+1/2(L

ξη
i−j/2−1/2gξ̄)ηfij.

(42)

Here we have used the fact that

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j+1/2(L

ξη
i+j/2+1/2fη)ξ̄gij

= −1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j+1/2L

ξη
i+j/2+1/2fηgξ

=
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j−1/2(L

ξη
i+j/2+1/2gξ)η̄fij;

the remaining terms on the left-hand side in (42) can be transformed in a similar way.
Consider the second sum on the right-hand side in (40). For the terms containing the coeffi-

cient Lηη, we obtain∑
(i,j)∈(Iγ×Jγ)

hη
j−1/2(L

ηη
j+1/2fη)η̄gijℏ

ξ
i =

∑
(i,j)∈(Iγ×Jγ)

hη
j−1/2(L

ηη
ij+1/2gη)η̄fijℏ

ξ
i . (43)

By analogy with (42), we write

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j−1/2(L

ηξ
i+j/2+1/2fξ)η̄gij +

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j+1/2(L

ηξ
i+j/2−1/2fξ)ηgij

+
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j−1/2(L

ηξ
i−j/2+1/2fξ̄)η̄gij +

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j+1/2(L

ηξ
i−j/2−1/2fξ̄)ηgij

=
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j+1/2(L

ηξ
i+j/2+1/2gη)ξ̄fij +

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i−1/2h

η
j−1/2(L

ηξ
i+j/2−1/2gη̄)ξ̄fij

+
1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j+1/2(L

ηξ
i−j/2+1/2gη)ξfij +

1

4

∑
(i,j)∈(Iγ×Jγ)

hξ
i+1/2h

η
j−1/2(L

ηξ
i−j/2−1/2gη̄)ξfij.

(44)

Let us substitute the right-hand sides of the expressions (41)–(44) into the right-hand side of
Eq. (40). Since Lξη = Lηξ, we have(

D(ξ,η)
h (f)

ξl
, g

)
γ

=

(
f,

D(ξ,η)
h (g)

ξl

)
γ

, γ = h, lq.

The proof of the assertion is complete.
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There are other ways to reinterpolate the desired functions into stream points. The correspond-
ing difference expressions can have the same order of approximation as the operators (26)–(28).
However, the numerical models constructed on their basis will not have properties similar to those
of the original differential problem. The following approximation to the operator D(ξ,η) was proposed
in [16]:

D̃(ξ,η)
h (ξβf)ℏξℏη = (W̃ξ

e − W̃ξ
w)ℏη + (W̃η

n − W̃η
s )ℏξ,

W̃ξ
e = Lξξ

e (ξβf)ξ + Lξη
e

[
(ξβf)ne − (ξβf)se

]
/ℏη,

W̃η
n = Lηη

n (ξβf)η + Lηξ
n

[
(ξβf)ne − (ξβf)nw

]
/ℏξ.

One can readily show that the discrete operator D̃(ξ,η)
h (fij)/(ξilij) is not self-adjoint with respect

to the grid inner product (22). Moreover, the expressions used in the paper [16] for approximating
the convective terms do not ensure the validity of the difference counterparts of the kinetic energy,
mass, and heat conservation laws.

3.2.3. Approximation to the time derivative. For the operator T (ξ,η)(f), we obtain∫
S

(ξ,η)
P

T (ξ,η)(f) dξ dη ≈ T (ξ,η)
h (f)ℏξℏη = ∂t(lPfP)ξPℏξℏη −

[
(φtf)n − (φtf)s

]
ξPℏξ. (45)

Here (φtf)n = φn,tfn and (φtf)s = φs,tfs. The values of the function f at the centers of the
horizontal faces of the cell are calculated by the formulas fn = (fP + fN)/2 and fs = (fP + fS)/2.
Let us integrate (45) over the interval [tk, tk+1] and divide the resulting expression by the step τ

and the cell area dS(ξ,η)
P ,

1

ξP
T (ξ,η)
h,τ (f) = (lPfP)t −

[
(φtf̂)n − (φtf̂)s

]
/ℏη. (46)

The approximation (46) contains the nonlinear term l̂PfP; for convenience, we write this approxi-
mation in nondivergence form,

1

ξP
T (ξ,η)
h,τ (f) = (lPfP)t −

[
(φtf̂)η̃h

η
n + (φtf̂) ˜̄ηh

η
s

]
/(2ℏη).

We use the discrete counterpart of Leibniz product rule [15, p. 51],

(lPfP)t = lP,tf̂P + lPfP,t = [ln,th
η
n + ls,th

η
s ]/(2ℏη)f̂P + [lnh

η
n + lsh

η
s ]/(2ℏη)fP,t,[

(φtf̂)η̃h
η
n + (φtf̂) ˜̄ηh

η
s

]
/(2ℏη) =

[
(φtη̃f̂P + φt,nf̂η̃)h

η
n + (φt ˜̄ηf̂P + φt,sf̂ ˜̄η)h

η
s

]
/(2ℏη).

Since ln,t = φtη̃ and ls,t = φt ¯̃η, the nondivergence form of time derivative is

1

ξP
T (ξ,η)
h,τ (f) = lPfP,t − [φt,nf̂η̃h

η
n + φt,sf̂ ˜̄ηh

η
s ]/(2ℏη). (47)

3.2.4. Approximation to the equation relating the values of the stream function and
vorticity. The approximation to Eq. (13) at the interior points of the domain has the form

−ωPlPξP dS
(ξ,η)
P = D(ξ,η)

h (ψ) dS
(ξ,η)
P . (48)

The boundary conditions for the vorticity are constructed as follows: Eq. (13) is integrated over
the boundary cells taking into account the no-slip conditions. To be definite, consider a cell on the
vertical boundary of the domain. We obtain

−ωPrPlP
hξ
w

2
ℏη =

[
Wξ

P(ψ)−Wξ
w(ψ)

]
ℏη +

[
Wη

n (ψ)−Wη
s (ψ)

]hξ
w

2
.
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Due to the no-slip condition at the boundary of the liquid phase, we have ψ = 0, Wξ
P(ψ) = 0, and

ψP,ξ = ψN,ξ = ψS,ξ = 0, and hence

−ωPrPl
lqh

ξ
w

2
ℏη =

Lξξ
nwh

η
n + Lξξ

swh
η
s

2hξ
w

ψW − Lξη
nw

2
ψNW +

Lξη
sw

2
ψSW. (49)

In the Cartesian coordinate system, Lξξ = 1, Lξη = Lηξ = 0, and condition (49) is transformed into
the well-known Thom’s condition [17]. The equations for the vorticity on the other parts of the
liquid phase boundary can be approximated in a similar way.

Assertion 5. Let the grid function ωij satisfy Eq. (48). Then the discrete counterpart of the
vorticity conservation law is satisfied in the form

−
∑

(i,j)∈(Ilq×J lq)

ωijlijξi dS
(ξ,η)
ij =

∑
j∈J lq

(V zl)1/2jℏη
j .

Proof. It follows from Eq. (48) that

−
∑

(i,j)∈(Ilq×J lq)

ωijlijξi dS
(ξ,η)
ij =

∑
(i,j)∈(Ilq×Jlq)

[
(Wξ

i+j/2 −Wξ
i−j/2)ℏ

η
j + (Wη

ij+1/2 −Wη
ij−1/2)ℏ

ξ
i

]
−

∑
j∈Jlq

[ω0jl0jξ0 dS
(ξ,η)
0j + ωNjlNjξN dS

(ξ,η)
Nj ]

−
∑
i∈Ilq

[ωij∗ l0j∗+0ξi dS
(ξ,η)
ij∗ + ωiM liMξi dS

(ξ,η)
iM ].

(50)

The sum of fluxes through the faces of the interior grid cells can be reduced to the following sum
over the boundary control volumes:∑

(i,j)∈(Ilq×Jlq)

[
(Wξ

i+j/2 −Wξ
i−j/2)ℏ

η
j + (Wη

ij+1/2 −Wη
ij−1/2)ℏ

ξ
i

]
=

∑
j∈Jlq

[Wξ
N−j/2 −Wξ

j/2]ℏ
η
j +

∑
i∈Ilq

[Wη
iM−1/2 −Wη

ij∗+1/2]ℏ
ξ
i .

(51)

Substituting (50) into (51), we obtain

−
∑

(i,j)∈(Ilq×J lq)

ωijlijξi dS
(ξ,η)
ij

= −
∑
j∈Jlq

[ω0jl0jξ0 dS
(ξ,η)
0j +Wξ

j/2ℏ
η
j ]−

∑
j∈Jlq

[ωNjlNjξN dS
(ξ,η)
Nj −Wξ

N−j/2ℏ
η
j ]

−
∑
i∈Ilq

[ωij∗ lij∗+0ξi dS
(ξ,η)
ij∗ +Wη

ij∗+1/2ℏ
ξ
i ]−

∑
i∈Ilq

[ωiM liMξi dS
(ξ,η)
iM −Wη

iM−1/2ℏ
ξ
i ].

(52)

The vorticity on the axis is ω0j = 0, and owing to the boundary conditions (49), the second,
third, and fourth sums on the right-hand side in (52) are zero as well. Then

−
∑

(i,j)∈(Ilq×Jω)

ωijlijξi dS
(ξ,η)
ij =

∑
j∈J lq

−Wξ
1/2jℏ

η
j .
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Fig. 3. Cell on the crystallization interface.

Comparing the expression (7) for the velocity V z and the relation (10) for the flux Wξ, we obtain
V zl = −Wξ(ψ) and hence

−
∑

(i,j)∈(Ilq×J lq)

ωijlijξi dS
(ξ,η)
ij =

∑
j∈J lq

(V zl)1/2jℏη
j .

The proof of the assertion is complete.
In Eqs. (12) and (13), we replace the differential operators by their finite-difference approxima-

tions (26)–(28) and (47). Thus, the implicit finite-difference scheme for the Navier–Stokes equations
has the form

T (ξ,η)
h,τ (ω) dS

(ξ,η)
P +K(ξ,η)

h (ω̂, ψ̂) dS
(ξ,η)
P = D(ξ,η)

h (ω̂) dS
(ξ,η)
P −F (ξ,η)

h (T ) dS
(ξ,η)
P ,

− ω̂l̄PξP dS
(ξ,η)
P = D(ξ,η)

h (ψ̂) dS
(ξ,η)
P .

The stream function and vorticity in the boundary conditions (49) are also referred to the upper
time level.

3.2.5. Approximation to the Stefan condition. To approximate the Stefan condition (15),
we integrate the heat equation (14) over the cell S(ξ,η)

P containing the interface. We divide the
integration domain into two subdomains, S(ξ,η)+

P located in the liquid and S(ξ,η)−
P lying in the solid

phase (Fig. 3). The approximation of T (ξ,η)(T ) on the interface is given by (45), where ln, φt,n

and ls, φt,s refer to the liquid and solid phases, respectively. Integrating the convective terms over
the domain S(ξ,η)+

P , we obtain

K(ξ,η)
h (f, ψ)ℏξ h

η
n

2
=

[
Hξ

e(T )−Hξ
w(T )

]hη
n

2
+
[
Hη

n(T )−Hη
P(T )

]
ℏξ.

To calculate Hξ
w(T ) and Hξ

e(T ) we use the expressions Hξ
w(T ) = ψw,ηTw and Hξ

e(T ) = ψe,ηTe with
the component Hη

P(T ) = 0 because ψ
P,

◦
ξ
= 0. After integrating the dissipative terms over the

domains S(ξ,η)+
P and S(ξ,η)−

P , we have

D(ξ,η)+
h (T )ℏξ h

η
n

2
≈

∫
S

(ξ,η)+
P

D(ξ,η)(T )dΩ = [Wξ
e+ −Wξ

w+ ]
hη
n

2
+ [Wη

n −Wη
P+ ]ℏξ, (53)

D(ξ,η)−
h (T )ℏξ h

η
s

2
≈

∫
S

(ξ,η)−
P

D(ξ,η)(T )dΩ = [Wξ
e− −Wξ

w− ]
hη
s

2
+ [Wη

P− −Wη
s ]ℏξ. (54)

Here the variables with indices P+, e+, and w+ belong to S(ξ,η)+
P , and those with indices P−, e−,

and w− lie in S(ξ,η)−
P . Summing (53) and (54), we obtain the approximation

D(ξ,η)
h (T )ℏξℏη = [Wξ

e −Wξ
w]ℏη + [Wη

n −Wη
s ]ℏξ + [Wη

P− −Wη
P+ ]ℏξ.
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It follows from the Stefan condition (15) that

Wη
P− −Wη

P+ = λρξPvph.

Thus, the approximation to the dissipative terms (28) is supplemented on the interface by a term
describing the heat release/absorption.

At the interior points of the grid, the implicit difference scheme for the heat equations has the
form

T (ξ,η)
h,τ (T ) dS

(ξ,η)
P +K(ξ,η)

h (ψ̂, T̂ ) dS
(ξ,η)
P = D(ξ,η)

h (T̂ ) dS
(ξ,η)
P .

Since the approximations to the conditions on the interface and the boundaries of the domains
are consistent with the approximations to the corresponding equations at the interior grid nodes,
it follows that the internal energy conservation law is satisfied at the difference level. It follows
from the discrete counterpart of the conservation law for the square of the unknown variable that
the temperature throughout the entire calculation is bounded at any grid point. This excludes the
possibility of nonlinear computational instability [14, 18] in the calculation.

CONCLUSIONS

The conservative finite volume scheme for the two-phase Stefan problem in cylindrical coordinate
system is constructed. The discrete counterparts of conservation laws for vorticity and kinetic and
internal energy are satisfied in the numerical model. It is shown that the discrete operator that
approximates the dissipative terms in the Navier–Stokes and heat transfer equations is self-adjoint
and negative definite. Applying coordinate system transformation to the considered numerical
scheme, one obtains a conservative finite-difference model for the Stefan problem on moving grid
(see [11]). Thus, the proposed numerical model inherits generic properties of the original differential
problem both in the computational and in the physical coordinate system. It is important to note
that considered numerical algorithm can naturally be generalized to simulate the multicomponent
solution crystallisation process.
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