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Abstract—We study classical solutions of boundary value problems for a nonstrictly hyperbolic
third-order equation. The equation is posed in a half-strip and a quadrant of the plane of two
independent variables. The Cauchy conditions are posed on the lower boundary of the domain,
and the Dirichlet conditions are posed on the lateral boundaries. By using the method of
characteristics, we find the analytic form of the solution of considered problems. The uniqueness
of the solutions is proved.
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1. INTRODUCTION

The study of boundary value problems for a nonstrictly hyperbolic third-order equation is mo-
tivated not only by the development of the theory of partial differential equations. They arise
in the description of particular physical phenomena, for example, in the mathematical modeling
of the propagation of linear acoustic waves in a dispersive medium [1, p. 87]. The properties of
such equations and problems were studied in [2, 3].

A large part of publications on hyperbolic equations deal with the Cauchy problem. Generalized
solutions of mixed problems of third-order hyperbolic equations were considered in [4-6], and
existence and uniqueness theorems were proved for such solutions in appropriate function spaces.
Note also the papers [7-9], where boundary value problems on the plane were studied by functional
methods in the case of two independent variables.

The study or construction of classical solutions of problems is topical for the theory of partial
differential equations and for numerical methods for boundary value problems. Note that the clas-
sical solutions of such problems are determined not only by the choice of the form of boundary
conditions for partial differential equations but also by matching conditions for the functions oc-
curring in the conditions and the equations. The paper [10] deals with the classical solution and
considers the first mixed problem for the simplest third-order hyperbolic equation with distinct
characteristics. To the best of the author’s knowledge, the present paper is the first to construct
the classical solutions of the mixed problem and the Cauchy problem with a nonsmooth boundary
for a nonstrictly hyperbolic third-order equation with multiple characteristics in closed form.

2. STATEMENT OF THE PROBLEM

In the domain @ = (0, +00) x (0,) of two independent variables, (¢,x) € Q C R?, consider the
nonstrictly hyperbolic third-order equation

(0, — ad, + b)*u(t,z) = f(t,x), (t,z) € Q =[0,00) x [0,1], (1)

where a, b, and [ are real numbers, () is the closure of the domain ), and 0; and 0, are the par-
k+p

tial derivatives with respect to ¢ and w, respectively. In the general case, OFOF = ok P are the
t Uz
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BOUNDARY VALUE PROBLEMS FOR A NONSTRICTLY HYPERBOLIC EQUATION 211

partial derivatives with respect to t and = of order k + p, where k and p are nonnegative integers.
To be definite, we assume that a < 0. On the lower side of the domain @, we supplement Eq. (1)
with the Cauchy conditions

Oiu(0, ) = ¢;(x), i=0,1,2, x € [0,1], (2)
and, on the lateral part of the boundary 0Q), we pose either the boundary conditions
duu(t,0) =v;(t), i=0,1,2,  tel0,+o0), (3)
or the conditions
diu(t,0) =;(t), i=0,1, te[0,400), wu(tl)=p(t), te[-l/a,+o0). (4)

We study the boundary value problems (1)-(3) and (1), (2), (4) for the case in which Eq. (1) is
homogeneous; i.e.,

(0; — ady + b)*u(t,z) =0, (t,z) € Q. (5)

By [11], the general solution of Eq. (5) can be represented as a linear combination of three
arbitrary functions,

u(t,x) = e " fi(z + at) + e fo(w + at)t + e f3(x + at)t? (6)

with the corresponding domains D(f;), i = 1,2,3. One can readily see that D(f;) = (—o0,l],
i =1,2,3, if (t,x) € Q. By C?(Q) we denote the set of three times continuously differentiable

functions defined on @, and by C*(Q) we denote the set of functions that are defined on @ and
are 1 times continuously differentiable with respect to the first argument and j times continuously
differentiable with respect to the second argument.

We formulate the obtained result in the form of a lemma.

Lemma 1. The general solution of Eq. (5) in the class C*(Q) can be represented in the form (6),
where the f; are arbitrary three times continuously differentiable functions on the half-open inter-
val (—o0,1].

Therefore, to find the solutions u : R* D Q > (t,z) — u(t,z) € R of problems (2), (3),
(5) and (2), (4), (5), one should choose functions f;, i = 1,2,3, such that the sum (6) satisfies
conditions (2), (3) and (2), (4), respectively.

3. MATCHING CONDITIONS

First, consider problem (2), (3), (5).

For the values of functions and their derivatives in the case of one independent variable, we in-

troduce the following notation. Let g : R — g(z) be a function of the variable z. Then
k

dbg(z) = ddkg(z) is the kth derivative; g(a) and d*g(a) are the values of the function g and
z
its derivative d*g of order k at a point a, etc.
Lemma 2. Suppose that the given functions satisfy the smoothness conditions
pieC(0,1]),  i=012  ¢;€C°V(0,400)), =012
then problem (2), (3), (5) is uniquely solvable in the class C*(Q) if and only if
©0(0) =0(0),  dpo(0) =41 (0),  do(0) = ¥(0),
a’d’p(0) = b%4po(0) + 30 (dio (0) — ar (0)) (7)

+ 3b(d?1o(0) — 2adip,(0) + a®1h5(0)) + (d*4ho(0) — 3ad?4h1(0) + 3a®dep,(0)),
901( ) = d%( )7 dp, (0) = d¢1(0)a d2901(0) = dng(O),
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212 KORZYUK, MANDRIK

a*d ¢ (0) — 3a’bd®py(0) + 3a*b*d*py(0) — ab’dip,(0)
= a®d®p,(0) + 3a®d*1),(0) — a(3b*dep, (0) + 9bd*+, (0) + 5d>1)(0))
+ 2(b%deo (0) + 3b2d?4po(0) + 3bd®1h (0) + d*4(0)), (8)
2(0) = d*(0), dip>(0) = d*¢(0),
a*d®1(0) = a®(d*p2(0) + 2d%12(0)) + b>dabo(0) + 3b>d* ¥ (0) + d* 1 (0)
+ 3b(a*d*p1(0) — 2ad?1(0) + d*1hy(0)) — 3a(b?diy (0) + d*e1(0)), (9)
a*(3bd*po(0) + 2d"¢1(0)) + a*(b*d*po(0) + d*1hy(0)) + a(b>dp, (0) — 3bd>4h, (0) — 2d" ), (0))
+ b3d%1ho(0) + 3b2d®1)o(0) + 3bd 1) (0) + d®4ho(0)
= a®(a®d’ o (0) + 3b*d>py (0) + 3bd> 1 (0) + d*p5(0)).
Proof. By substituting the general solution (6) into the initial conditions (2), we obtain the
system of equations
fi(z) = wo(x),
—bpo(r) + adfi(z) + fo(x) = ¢1(2), (10)
—bp1 (x) — abdf,(z) + a®d® f1(z) + 2adfs(x) — bfs(z) + 2f3(2) = @a(x)
for = € [0,1]. By solving (10), we find the functions f;, i = 1,2, 3, on the interval [0, ],

f1(y) = @o(y),
f2(y) = 1(y) + bpo(y) — adpo(y),

2 . (11)
fs(y) = d*po(y) — adp: (y) — abdeo(y) + , ©o(y)-

1 a
©2(y) + b1 (y) + 5 5

2

Therefore, the functions f;, i = 1,2, 3, are uniquely determined by the initial conditions (2) on
the closed interval [0,1]. Consequently, for each point (t,2) € @, 0 < z + at < [, the solution of
problem (2), (3), (5) is given by the formula

u(t,z) = e <cp0(a: + at) + [p1(z + at) + boo(z + at) — adpo(x + at)]t

1
+ |:2Q02(x +at) + by, (x + at) + a2 d*@o(x + at) — adp, (x + at)

2
— abdpy(x + at) + b2 wo(z + at)} t2>.

Next, we find the functions f;, i = 1,2, 3, on the half-open interval (—o0, 0].

By substituting the general solution (6) into the boundary conditions (3), we obtain the system
of equations

e " fi(at) + e fo(at)t + e fa(at)t> = ¢o(t), ¢ €[0,400),
e Pdf, (at) + e P dfy(at)t + e Pdfs(at)t? = 1y (1), t € [0, +o0),
e P d? fy(at) + e d? foat)t + e U d? fs(at)t? = iy (1), t € [0, +00),

which, after the multiplication by e, acquires the form

filat) + falat)t + fa(at)t® = 4o (t),  t € [0,+00),
dfy(at) + dfz(at)t + dfs(at)t* = e, (1), t € [0,400),
d’ fi(at) + d° fo(at)t + d® f3(at)t® = e ahy(t), t € [0, +0o0).

By computing the derivative of the first equation, we obtain the relation
aldfy (at) + dfa(at)t + dfs(at)t?] + fao(at) + 2fs(at)t = be’ o (t) + e dapy (t).
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BOUNDARY VALUE PROBLEMS FOR A NONSTRICTLY HYPERBOLIC EQUATION 213

Using the second equation of the system, we rewrite the last relation in the form

falat) + 2 fs(at)t = be o (t) + " dipo(t) — ae 1y (t). (12)
Likewise, from the second equation in the system, we obtain the relation
dfa(at) + 2dfs(at)t = be" ¢y (t) + " dipy (t) — ae 1y (1), (13)

Next, we compute the derivative of Eq. (12),
aldfy(at) + 2dfs(at)t] + 2fs(at) = b2 4o (t) + 2be dipo (t) + e d*eho(t) — abe’ 1y (t) — ae® dip, (t).
We use Eq. (13); to this end, we rewrite it in the form
2f5(at) = b2e 1y (t) + 2be” dipo (t) + e d*iho(t) — 2abe’ 1, (t) — 2ae’ dip, (t) + a”eahy(t);
then we obtain a system of equations without derivatives for the functions f;, i = 1,2, 3,

filat) + fa(at)t + fs(at)t® = e"ypo(t),
falat) + 2f5(at)t = beP'yho(t) + e dapo(t) — aehy (),

2f3(at) = 02" o(t) + 20e” dipo(t) + € d*iho(t) (14)
— 2abe® 1y (t) — 2ae dipy (t) + a4y (t),
t €0, +00).

By solving it, we find the functions

fi(at) = e <(1 —bt) (1o (t) + atipy (t) — tdipo(t)) + t;(dzwo(t) — 2ady (t) + 021/12@) + b2¢o(t))>7
falat) = " (b(1 = bt)ho(t) + (1 — 2bt) (dapo () — arpy (1)) — td>eo(t) + 2atdipy (t) — a*tyhs (1)),
fs(at) = e <;b21/10(t) + bdapo (t) + ;d%o(t) — abiy (t) — adipy (t) + ;a%g(t)), t € [0, +00),

which can be reduced by the change of variables y = at to the form
eby/a

o= - o ) o 2) - ()

2a2

5 (o (2) + e (7) =i (7) s (1)

Laly) = ebu/a [b(a — by)y (i) + (a — 2by) (dzpo (Z) — ay <Z>)
-t (1) s (1) = o 1))

= [ ) (1) + (2 = (7) s () + 0 ()]
y € (—00,0].

As a result, the functions f; are determined by the boundary conditions (3) on the half-open
interval (—oo,0]. For the resulting solution to belong to the class C*(Q), it is necessary that the
function wu(t,x), together with its derivatives, is continuous in the domain . This is equivalent
to the fact that the functions f;, together with their derivatives of order < 3, are continuous at
zero; i.e.,

df70)=d f0), i=0,....3 (15)
a0y =d f70), i=0,...,3, (16)
a0y =d f70), i=0,...,3. (17)
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214 KORZYUK, MANDRIK

However, these conditions are equivalent to the relations in Lemma 2. Indeed, relation (15)
is equivalent to condition (7); relation (16), to condition (8); and relation (17), to condition (9).
Therefore, if conditions (7)—(9) are satisfied, then the solution that we have found belongs to the
class C*(Q). The same reasoning implies the necessity in Lemma 2. Indeed, if the problem has
a solution, then, from the general form of the solution and from the initial and boundary conditions,
we find that the functions f;, i = 1,2, 3, are defined in the same way on the interval [0,] and on
the half-open interval (—oc,0]. Since this solution belongs to the class C*(Q), it follows that
relations (15)—(17) hold. This implies relations (7)—(9). The proof of Lemma 2 is complete.

Next, consider the boundary value problem (2), (4), (5).

Lemma 3. Suppose that the given functions satisfy the smoothness conditions p; € C57([0,1]),
i=0,1,2,1; € C°([0,400)), 1 = 0,1, and p € C*([—1/a,+00)). Problem (2), (4), (5) is uniquely
solvable in the class C*(Q) if and only if the following matching conditions are satisfied :

©0(0) = 1 (0), dpo(0) = 11(0),
20° (" 11(y))ly=—1/a — Pd*(€"90(y))y=0 + 2ald(e™ (191 (y) + o (y)))ly=0
= a*(IPd*po(0) + 21dpo(0) + 2¢0(0)), (18)

6ad(e™ 1(y))ly=—1/a — 20°d* (€10 (y)) ly=0 + 3ald*(e" (Ith1 (y) + 2¢0(y)))ly=o0

= d*o(0)a™? + BaZd(e" (I () + (1)) lyos
©1(0) = dipo(0), dip1(0) = dip1(0),
a”d(e™ 1u(y))ly=—1/a — Pd* (8o (y)]y=0 + ald® (™ (Y1 (y) + 40 (y)))ly=0

— da”d(e" (191 (y) + vo(¥)))ly—0 = a*1*(ad’po(0) — bd*o(0) — d*¢1(0)), (19)
6a”d* (" u(y))]y=—1/a — Pd* ("o (y))ly=0 + ald® (€™ (Ih1(y) + 6¢o(y)))ly=o
— 6a”d?(e" (It (y) + 1ho(y)))ly=0 = a’1*(ad" gy (0) — bd® 0o (0) — d*¢1(0)),

©2(0) = d*(0), d>(0) = d*1,(0),
2ad? (€™ 1u(y))ly=-17a — 2ad (" (191 (y) + Yo ()))ly=o + 21d* (€"0(y))l,—o0

= al?(2b(d*1(0) — ad’¢y(0)) + a(ad' o (0) — 2d%p1(0) + b°d*pe(0) + d*2(0)), (20)
2ad*(e" 1(y))ly=—1/a — 2ad (" (o (y) + W1 (y)))ly=0 + 21d* ("o (y)) =0

= a’I*(20(d*1(0) — ad"o(0)) + a(ad’pe(0) — 2d" ¢ (0)) + b*d’py(0) + d*p2(0)).
Proof. By analogy with the proof of Lemma 2, we substitute the general solution (6) into

the boundary conditions (4) and obtain a system of differential equations for the functions f;(y),
1 =1,2,3. By solving it, we obtain

1= (s () = s () = ()~ (1)

+y [aebl/“ < > (bl — )by )+ld¢0< )—awl (Z)D
faly) = eb;/a (bﬂw (1) + v () —arre (V)

— 9y [ae—bl/a < > (bl — )t )+zd¢0( )—awl (z)D

aetv/a [ y—1 y
falw) =, [ae bl/au< ) > (bl—a)wo( )+1d¢0( )-mpl(a)]

As a result, by using the boundary conditions (4), we define the functions f;, i = 1,2, 3, on the
half-open interval (—o0,0]. To ensure that the resulting solution belongs to the class C?*(Q),
we require that the function wu(¢,x), together with corresponding derivatives, is continuous in the
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BOUNDARY VALUE PROBLEMS FOR A NONSTRICTLY HYPERBOLIC EQUATION 215

domain ). This is equivalent to saying that the functions f;, together with their derivatives of
orders < 3, are continuous at zero, i.e., that relations of the form (15)—(17) hold.

However, these conditions are equivalent to the matching conditions (18)—(20). Indeed, re-
lation (15) is equivalent to condition (18); relation (16), to condition (19); and relation (17),
to condition (20). Therefore, if conditions (18)-(20) are satisfied, then the solution that we have

found belongs to the class C*(Q). The same reasoning implies the necessity in Lemma 3. Indeed,
if the problem has a solution, then the general form of the solution and the initial and boundary
conditions imply that the functions f;, i = 1,2, 3, are defined in a similar way on the interval [0, (]

and on the half-open interval (—oo,0]. Since this solution belongs to the class C?(Q), it follows
that relations (15)—(17) hold, which implies relations (18)—(20). The proof of Lemma 3 is complete.

4. INHOMOGENEOUS EQUATION

Now consider the following Cauchy problem with homogeneous initial conditions for Eq. (1):

(0r — ad, + b)*v(t,x) = f(t,x), (t,x) € Q, (21)
Oiv(0,z) = 0, i=0,1,2, z €10,1]. (22)

Lemma 4. If the function f belongs to C*(Q), then there exists a function v(t,x) of the class
C3*(Q) that is a solution of problem (21), (22).

Proof. Consider the following boundary value problem for the function w(t, 7, ) :
(8, — ad, + b)’w(t,7,2) =0,  (t,a)eQ, Te€][0,400), (23)
Olw(0,7,2) =0, i=0,1, Ow(0,7,2)=f(r,x), x€]0,]], 7€[0,+00).
The general solution of Eq. (23) has the form
wt,7,x) = e "Wy (z +at,7) + e "Wy(x + at, 7)t + e "Wy (x + at, 7)t%.

By substituting this solution into the initial conditions of the Cauchy problem (23), we determine
the functions W; on the interval [0, ]; namely,

W1 (.T, T) = 0,
(Iarwl(l’ﬂ') + W2($7T) =0, T € [07 l]v (24)
— ab0,Wy(z,7) + a*0>W,(x,7) + 200, Wy (x,7) — bW (z,7) + 2Ws (2, 7) = f(T, 7).

By solving system (24), we find the functions W;, i = 1,2, 3, on the interval [0, ],
1
W) =0, W) =0, W71 = f(1y).

We extend the functions I/Vi(o), i =1,2,3, to the interval (—oo, 0] so as to obtain three functions W,
i =1,2,3, of the class C*((—o0,1]). Let

Wl(y’T) =0, Y€ (—O0,0],
WQ(y’T) =0, Y€ (—O0,0],

2 3
ol ) = (F7.0) 40,7000 + 4 B10) + 4§ 37(R0)). y€ (o0,0]

We have thereby obtained a solution of the Cauchy problem in the class C?(Q), where the functions
W; are defined by the relations

VVi(yaT) = m(O)(yaT)7 Yy € [Oal]a Wz(yaT) = Wi(ny), Y € (—O0,0].
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216 KORZYUK, MANDRIK

We introduce a function v(t,x) by the relation

t

o(t,z) = /w(t—T,T,x) dr.

0

The function v belongs to the class C?(Q) and satisfies the initial conditions (22). Indeed,

v(0,z) =0, 0w(0,z) = w(0,t,x) + /&_Tw(t —7,7,2)dT|i—o = 0,

t
92v(0,2) = 0,w(0,t,z) + O,w(0,t, ) + /8t2Tw(t —7,7,2)dT|i—o = 0.

The function v is also a solution of Eq. (21), which can readily be justified by a straightforward
substitution. The proof of Lemma 4 is complete.

Let v(t,z) € C*(Q) be a solution of problem (21), (22). Then, along with the boundary value
problem (1)—(3), consider the problem

(816 - aaz + b)3 U(t,ﬂj‘) = 07 (tvl‘) € Q) (25)
u(0,z) = pi(z), i=0,1,2, =x€l0,l], (26)
dlu(t,0) = i (t) — Do(t, 0) = iy (t), i=0,1,2, t € [0, +00), (27)

and, along with problem (1), (2), (4), consider problem (25), (26) with the boundary conditions

Olu(t,0) = oi(t) = i(t) — Dw(t,0), i=0,1, te]0,+00), (28)
u(t,l) = p(t) = p(t) —v(t,1), t€[-l/a,+0).

Lemma 5. Problem (1)-(3) is uniquely solvable if and only if problem (25)—(27) is uniquely
solvable, and problem (1), (2), (4) is uniquely solvable if and only if problem (25), (26), (28) is
uniquely solvable.

Proof. First, let us prove the first part of the lemma, dealing with problem (1)—(3). Assume
that problem (1), (3) has a unique solution u. Then, by taking u = u — v, we obtain a solution
of problem (25)-(27). Assume that problem (25)-(27) has a solution w; other than w. Then the
function u; = uy 4w differs from the function u and is a solution of problem (1)—(3) as well. We have
obtained a contradiction. Therefore, problem (25)—(27) is uniquely solvable.

Now let us prove the sufficiency. Let problem (25)—(27) be uniquely solvable, and let the function
u be its solution. Then, obviously, the function u = u+ v is a solution of problem (1)—(3). Assume
that a function u; other than u is a solution of that problem as well. In this case, the function
u; = uy — v differs from w and is a solution of problem (25)—(27). We have obtained a contradiction.
We have thereby proved the first part of Lemma 5. The second part of the lemma, dealing with
problem (1), (2), (4), can be proved in a similar way. The proof of the lemma is complete.

Theorem 1. Suppose that the conditions ¢; € C°7*([0,1]), i = 0,1,2, ¢; € C°7/([0,+0)),
j = 0,1,2, and f € C3(Q) are satisfied; then problem (1)—(3) is uniquely solvable in the class
C3(Q) if and only if the following matching conditions hold:

©0(0) = 10 (0), dipo(0) = 11(0), dz%(o) = 1,(0),

a’d’po(0) = by (0) + 3b*(den(0) — arh(0)) (29)
+ 3b(d*1 (0) — 2adip (0) + a*h5(0)) + (d°1o(0) — £(0,0) — 3ad?h1(0) + 3a*dyb(0)),

©1(0) = dipo(0), dep1(0) = dip1(0), d2901(0) = dip»(0),
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BOUNDARY VALUE PROBLEMS FOR A NONSTRICTLY HYPERBOLIC EQUATION 217

a*d oo (0) — 3a’bd®py(0) + 3a*b>d*py(0) — ab’dip, (0)
= a*’d®p1(0) + 3a®d*1)5(0) — a(3b*dap, (0) + 9bd*+, (0) + 5d%41(0) — 50, £(0,0)) (30)
+ 2(b%dipy (0) + 3b°d*9h (0) + 3bd>1po(0) — 3b£(0,0)
+ [d"o(0) — 9, £(0,0) + 3b£(0,0) — 3ad, £(0,0)]),
02(0) = d*ho(0),  dips(0) = d*1(0),
a*d®p1(0) = a®(d*p2(0) + 2d*1h5(0)) + b3 depo(0) + 3b>d*4pe(0) + [d*4e(0) — 0, £(0,0)
+3bf(0,0) — 3ad, f(0,0)] + 3b(a*d*p; (0) — 2ad*yp, (0) + d*e(0) — £(0,0))
— 3a(b?dy (0) + d*¢1(0) — 9. £(0,0)),
a’(3bd* go(0) + 2d" 1 (0)) + a®(b7d* 9o (0) + [d*4h2(0) — 92 f(0,0)]) + a(b>dyx (0) (31)
— 3b[d*¢1(0) — 0, £(0,0)] — 2[d*41(0) — 9,0, £(0,0) +3b8 £(0,0) — 3493 £(0,0)])
+ 62?1 (0) + 3b°[d°10o (0) — £(0,0)] 4 3b[d*4po(0) — 8,£(0,0) + 3b£(0,0) — 3ad. (0, 0)]
+ [d®3o(0) — D2 £(0,0) — [6b*£(0,0) — 12abd, £(0,0) + 6ad? £(0,0)]
+ 360, £(0,0) — 32,0, £(0,0)]
= a®(a®d’ o (0) + 3b°d>py (0) + 3bd> 1 (0) + d*p5(0)).
Proof. It follows from Lemmas 4 and 5 that problem (1)—(3) is uniquely solvable if and only

if the homogeneous problem (25)—(27) is uniquely solvable. By Lemma 2, the latter problem is
uniquely solvable only if the following matching conditions hold:

00(0) = ¥o(0),  dipo(0) =1 (0),  d*pp(0) = 1(0),

a*d*(0) = b4 (0) + 36 (di(0) — athr (0)) (32)
+ 3b(d?4)o (0) — 2adiby (0) + a®h5(0)) + (4o (0) — 3ad®; (0) + 3adiy»(0)),

01(0) =v5(0),  dpi(0) =dy(0),  d®pi(0) = dip(0),

a'dpo(0) — 3a®bd®py(0) + 3a*b>d* ¢, (0) — ab’dip,(0)

= a®d®p; (0) + 3a2d*, (0) — a(3b2de, (0) + 9bd>eh, (0) + 5d%¢ (0)) (39
+ 2(b%dafo (0) + 3b2d?4 (0) + 3bd>1) (0) + d*e(0)),
2(0) = d*o(0),  dips(0) = 11 (0),

a*d®p1(0) = a®(d?2(0) + 2d15(0)) + b>dipo(0) + 3b2d?1he(0) + d*ey (0)
+3b(a’d?p; (0) — 2ad® ¢y (0) + d*(0)) — Ba(b2des (0) + d*4 (0)), (34

a*(3bd* o (0) + 2d*p;(0)) + a(BPd*po(0) + d*i5(0)) + a(b*dy (0) — 3bd>4 (0)
— 2d*)1(0)) + B> d*1P(0) + 3b%d*4P(0) + 3bd* 1o (0) + d®4(0)
= a®(a*d®o(0) + 3b2d> o (0) + 3bd> 4 (0) + d*4(0)).

By using the relations B
Vi(t) = ¥i(t) — OLo(t, z), i=0,1,2,

we obtain

dii(t) = Pi(t) — 00 v(t,x), i=0,1,2,  j=0,...,5—i.
Therefore,
F;(0) = &4 (0),  j=0,1,2,
d*;(0) = d*(0) — 8L £(0,0), ' (0) = d*;(0) — 8,8 £(0,0) — DD w(0,0,0),
d®,(0) = d®4;(0) — 928% £(0,0) — 820 0,w(0,0,0) — d9:w(0,0,0);
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ie.,
A"y (0) = d'4y(0) — 8,£(0,0) — 8w(0,0,0),
', (0) = d*41(0) — 8,0, £(0,0) — 820,w(0,0,0), (35)

d®1o(0) = d®vpo(0) — 87 £(0,0) — 920,w(0,0,0) — {w(0,0,0).
Let us compute the derivatives of the function w(t, 7, z) at the point (0,0,0),

d}w(0,0,0) = 3ad, f(0,0) — 3bf(0,0),
920,w(0,0,0) = 3ad?£(0,0) — 360, £(0,0),
929,w(0,0,0) = 3ad,0, £(0,0) — 3b9, £(0,0),
9w (0,0,0) = 66%£(0,0) — 12abd, £(0,0) + 64202 £(0,0).
By substitEting relations (35) into these derivatives, we obtain the values of the derivatives of the
functions 1 and ¥, at the point t = 0,
d" 4P (0) = d"4h(0) — 0, £(0,0) + [3b£(0,0) — 3ad, f(0,0)],
d',(0) = d",(0) — 0,0, £(0,0) + [3b0,, £(0,0) — 3ad2 £(0,0)],
&1 (0) = d*4(0) — 97 £(0,0) + [369, £(0,0) — 30,0, f(0,0)]
— [6b £(0,0) — 12abd, f(0,0) + 6a*d2 f(0,0)].

After the substitution of the computed value of d/t;(0) into conditions (32)—(34), we obtain
Egs. (29)—(31). The proof of the theorem is complete.

Problem 1. In problem (1)—(3), the function ¢;, i = 0, 1,2, can be defined not on the segment
[0,1] but on the entire half-line [0,00). In this case, Eq. (1) should be considered in the plane

quadrant £ = [0,00) x [0,00). Therefore, we have a problem on the nonsmooth boundary 92 of
the domain ©Q = (0,00) x (0,00). The construction of the classical solution of problem (1)-(3)
in the case of the domain 2 is essentially reproduced without any modifications. Let us state the
definitive result for the classical solution of problem (1)—(3) in this case in the form of a theorem.

Theorem 2. Assume that @;,v; € C°79([0,+00)), j = 0,1,2, and f € C3(Q); then prob-
lem (1)—(3) is uniquely solvable in the class C*(Q) if and only if the matching conditions (29)—(31)
are satisfied.

The proof of Theorem 2 reproduces the proof of Theorem 1 without any important modifications.

Theorem 3. Assume that ¢; € C°7([0,1]), i = 0,1,2, ¢; € C°79([0,+)), 7 = 0,1, p €
C3*([~l/a,+0)), and f € C*(Q); then problem (1), (2), (4) is uniquely solvable in the class C*(Q)
if and only if the following matching conditions are satisfied:

©0(0) = (0), dipo(0) = 91(0),
—l/a

2a° (" p(y))ly=—1/a — / (I +ar)?e" f(r, —aT)dr — Pd* ("o (y))]y=0

+ 2ald(e™ (11 (y) + Yo () ly=o = a®(12d*po(0) + 2ldip, (0) + 2¢4(0)),

—l/a

6a2d(eby,u(y))|y:_l/a —3a / (1 +a1)*e 0, f(r,—at) — 2(1 + a7)e" f(1, —aT) dr

— 2123 (€"4ho (1)) [y=o + 212 £(0,0) + 3ald? (€™ (111 (y) + 2¢0(y)))|y=o
= d®po(0)a’1* + 6ad(e™ (191 (y) + Yo(y)))y=0;
©1(0) = dipo(0), dip1(0) = dy1(0),
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—l/a
4a*d(e™ 1Y) |y=—1/a — 2a / (I +a1)*e 0, f(r,—at) — 2(1 + a7)e’” f(r, —aT) dr
0
— Pd* ("o (y))ly=0 + ald® (€™ (191 (y) + 40()))ly=0 — 4ad(e™ (11 (y) + ¥0(y)))ly=0
= a?I*(ad’po(0) — bd*po(0) — d*¢1(0)) — 1£(0,0),
6ad*(e" u(y))ly=—1/a — Pd* ("0 (y))ly=0 + 1?8 £ (0,0) + 3al*0, f(0,0) + bi* £(0,0)
—l/a
— 6a? / e f(r,—ar) — 2( + ar)e’ 0, f (1, —aT) +
0
+ald® (" (1Y (y) + 610 (y)))|y=0 — 6al f(0,0) — al?d, £(0,0) — 6a’d* (™ (141 (y) + Yo(y)))ly=0
= a’*(ad"po(0) — bd’po(0) — d°p1(0)),
2(0) = d*1(0), dpy(0) = d*y(0),
2ad* (™ 1u(y))ly=—1/a — 2ad*(™ (11 (y) + 1o (y)))y=0 + 201d* (€10 (y))|y=0 — 21£(0,0)
—l/a
—2a / e f(r,—ar) = 2(1 + ar)e’ 0, f (1, —at) +
0
= al?(2b(d*¢1(0) — ad®o(0)) + a(ad'o(0) — 2d°p1(0)) + b*d* o (0) + d*p»(0)),
2ad” (" 11(y)) | y=—1/a + 21d* (€100 (y))|y=0 — 210; f(0,0) — 6ald, f(0,0) — 2blf(0,0)
— 2ad’ (" (Yo (y) + 141 (y)))|y=0 + 2a(f(0,0) + 10, f(0,0) — e~/ f(=1/a,1))
—l/a
—a? / 6e"70, f(1, —at) — 6e"" (L + a7)0? f (1, —at) + " (1 + a7)?02 f (1, —aT) dT
0
= a?1*(2b(d®p1(0) — ad*py(0)) + alad®vy(0) — 2d*¢1(0)) + b2d®¢y(0) + d*p4(0)).

(I + at)?

5 e’ 0 f (1, —at) dr

(I + at)?

N O f (1, —ar)dr
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