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Abstract—In this paper, we study the global solvability of well-known equations used to
describe nonlinear processes with dissipation, namely, the Burgers equation, the Korteweg—
de Vries—Burgers equation, and the modified Korteweg—de Vries—Burgers equation. Using a
method due to Pokhozhaev, we obtain necessary conditions for the blow-up of global solutions and
estimates of the blow-up time and blow-up rate in bounded and unbounded domains. We also study
the effect of linear and nonlinear viscosity on the occurrence of a gradient catastrophe in finite time.
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1. INTRODUCTION

In 1915, Bateman obtained the following partial differential equation describing the effects of both
nonlinear propagation of waves and diffusion:

Ut + UUy = Vg (1)

In the literature, Eq. (1) is now known as the Burgers equation and is considered as one of the standard
equations of the theory of nonlinear waves. The rigorous derivation of Eq. (1) from the system of
equations of gas dynamics involving viscosity and heat conduction, the behavior of self-similar solutions,
the asymptotics as v — 0, the questions of uniqueness and solvability were studied in great detail in the
classical textbooks [1]—[3]. The most important fact is that, in 1950, Cole and Hopf managed to reduce,
by the nonlinear change

u(z,t) = —2v(Inp(x,t)).,
the Burgers equation to the linear heat equation and obtain an exact smooth solution of the correspond-

ing Cauchy problem.

The present paper deals with the singular solutions of Burgers-type equations, not existing globally in
time. Using the method of test functions proposed and developed by Pokhozhaev and Mitidieri [5], [4], we
shall show that the linear dissipative summand does not always ensure the boundedness of the solution
u(zx,t) and its derivative u,(z,t). In other words, nonlinearity results in that, for certain initial and
boundary conditions, there exists a finite time 7" such that the functional

J(t) = /u(m,t)gp(m) dr — oo as t—T
"E-mail: yushkov.msu@mail.ru
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504 YUSHKOV, KORPUSOV

for some smooth test function ¢(x).

To exclude a possible misunderstanding, we must note that, for the Burgers equation, the maximum
principle holds. Therefore, the solution of the initial boundary-value problem for Eq. (1) with boundary
conditions of the first kind at both endpoints of a closed interval is bounded for all instants of time.
However, the maximum principle does not preclude the occurrence of a gradient catastrophe or the
occurrence of a blow-up under nonclassical boundary conditions as well as the global unsolvability of
initial boundary-value problems for the Korteweg—de Vries—Burgers equation

Ut + Uy + Blgre = Vg, (2)

describing collisionless waves in a plasma and for the modified equation Korteweg—de Vries—Burgers
equation

Ut — 'LL2’U,x + /Bumcz = VlUgz, (3)
which is the main equation for media with cubic nonlinearity describing magnetic sound and Alfven
waves [6].

The present paper is a continuation of the series of papers devoted to the global unsolvability of
one-dimensional problems of hydrodynamic type, which was initiated by Pokhozhaev’s result for the
Korteweg—de Vries equation [7], [8]:

The method of test functions has turned out to be convenient for the study of both the equations
indicated above and systems of shallow-water equations [9]. The principal advantage of this method
is the possibility of proving the blow-up result for initial boundary-value problems with classical and
nonclassical boundary conditions that can be given at one endpoint or both endpoints. The greatest
difficulty associated with this method is to choose the best test function and to prove the local (in time)
solvability. Unfortunately, at present, there are no complete answers to these problems, but, despite this
setback, the use of the method of test functions is a convenient practical approach to estimating the
solvability time for problems studied in present-day mathematical physics.

2. BLOW-UP OF THE SOLUTION OF THE BURGERS EQUATION

Let us analyze the general scheme of the method of test functions, using the initial boundary-value
problem for the Burgers equation

Up + Uy = Vlgy, x €10, L], (5)
ult=0 = uo(z), v >0, (6)

as an example. The boundary conditions for problem (5) (6) will be given in what follows. Suppose that
we can find the time T > 0 for which the classical solution of the problem under consideration exists and
belongs to the class

u(z,t) € CV([0,T];CP ([0, L])).

Using the method of test functions, we shall obtain sufficient conditions for the blow-up of the solution;
to do this, we multiply (5) by the function ¢(z) € C®) ([0, L]) and integrate by parts:

d L 1 L L
o | ue@ s =) [Ciedo vy [Cupede+ Gl p)es - Gupllmo, ()
0 0 0

where
2

G(u,p) = — o ¥ + DUz — VUP,.

Let the function ¢(x) be monotone nondecreasing: ¢, > 0. Then the following equality holds:

L L L 2 o
/ (w2 oy + 20Uy, dz = / w?o, dr — 1/2/ T dx, where w=u+v""". (8)
0 0 0 Pz P

MATHEMATICALNOTES Vol.98 No.3 2015



GLOBAL UNSOLVABILITY OF PROBLEMS FOR BURGERS-TYPE EQUATIONS 505

In view of the Cauchy—Bunyakovskii inequality, we can find the following lower bound for the second

summand on the right-hand side:
L 2 L L 2

| wteiewas] < [ 70 (9)
0 0 0 Pz(T)

Naturally, the function ¢(x) is chosen so that all the resulting integrals are convergent. Now expres-

sion (7) can be rewritten as
L 2
/ p() o
0 pa(T)

dJ _ 1
>
J = / (z,t)p

dt — 2
Suppose that there exists a test function ¢(z) for which G(u, ¢)|§ is independent of time. If there is no

such function, then G(u, ¢)|& must be considered separately, for example, assuming that the constant
independent of ¢ is bounded above. For convenience, denote

-1 2 L, 2
J2 4 Glu, )| — 7 / #ua(®) 4 10

where

1[5 *)  |7 vtk (@) L
K = / der| < oo, a’ = / TN dr — G(u, )|, < oo,
2 0 Qoz(x) 2 0 ng(x) ( ) 0
and rewrite inequality (10) as
dJ 272 2
> —a’. 11
& 2 k°J° —a (11)

Applying the theory of ordinary differential inequalities, we obtain the following statement.

Theorem 1. Let the initial function ug(z) € LY ([0, L]) and the boundary conditions of problem

(5), (6) be such that there exists a nondecreasing test function p(z) € C([0, L]) for which the
following inequality holds:

L
o . Sox:c(m) a
JO—J(O)—/O <u0(m)+ugpx(m)>go(x)da:> i (12)
Then there does not exist a global (in time) classical solution and the following estimate holds:
) > a1+ coexp(2akt) o = kJo—a

k1 — coexp(2akt)’ kJo+a’

. 1 kJy—a
| = T<— 1 .
im J(t) = +o0, < n(kJ0+a>

and hence

t—T 2ak

Example 1. Note that, in practice, the method of test functions is very convenient, especially when the
conditions at one of the endpoints are redefined. For example, suppose that, in problem (5), (6) on the
closed interval [0, 1], the following conditions are imposed on the function u(z,t) and its derivative on
the right boundary:

u‘z:l = uz|:c=1 =0.

3 we obtain

15
a? = 6y2,

Then choosing the test function as p(x) = =

and Theorem | immediately implies the global (in time) unsolvability of the equation under the following
additional conditions on the initial function:

1 _
/0 23ug(z) dr > 1/2(33\/;/5). (13)
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Thus, if the boundary conditions are not conditions of the first kind at both endpoints of the closed
interval, then the maximum principle does not prevent the validity of the blow-up result. However, we
can encounter the situation in which a problem with boundary conditions can be ill-defined only at one
boundary. Therefore, to preserve mathematical rigor in each particular case, it is necessary to solve the
problem of local solvability, which can often be done by using the contraction mapping method [10].

Example 2 (Gradient catastrophe). Now suppose that the boundary conditions are given so that the
maximum principle ensures the global (in time) boundedness of the solution. Let us study the “soft
blow-up” phenomenon for the initial boundary-value problem (5), (6) in a domain € under the classical
boundary conditions. Let there exist a smooth bounded solution u(x,t) < max,{ug(z)}. Differentiating
Eq. (5) with respect to x, we obtain
(g )i + U2 + Ul = Vigee. (14)
Substituting the expression for u,, from (5), we rewrite (14) as
1 1
(ug)s +u 4+ uuy +  uup = Vg, (15)
14 14

Let us multiply the equation by the test function ¢(x) and integrate by parts over the domain 2, obtaining

2 1
_d /gp(ux+ Y >d$:/gp<u§+ u2uw> d:E—I—u/gpzmudx—l—GﬂaQ, (16)
dt 2v v

where Gr = V(=g + Uz Py — wpg,). Denote

u?

v

Using the maximum principle (Ju(zx, t)| < M)and assuming, for simplicity, that the boundary conditions
are independent of time, we obtain the inequality

d
dt/gpwde/godex—MA‘/;jQ d:z:—Ml//|gpzm|da:+Gr|ag. (17)

Let the test function be nonnegative, and let us use the Cauchy—Bunyakovskii inequality

</cpwdm>2 §/g0w2da:/g0da:. (18)

By analogy with (9), we obtain the inequality

-1 2
d /gowdmz /gpdaz /gpwdaz —M4/ v dm—Mu/\gomx\dz—kGr\aQ. (19)
dt 412
Let us make the change
u? p
50 = [ (- ) o

—1
k2 — </g0dac> , a2 :M4/4i2 d:z:+M1//|gpzm|da:+Gr|ag,

and rewrite inequality (19) as an ordinary differential inequality of the form (11) for which we can
immediately write the blow-up result using the example of Theorem 1 in which condition (12) must
be replaced by the following one:

Jo = J(0) = / (—um(O) - “225/0)>gp(x) do > Z (20)

W= —Uy —

Note that since it is not required that the function ¢(z) satisfy the monotonicity condition, but only that
it be positive, it follows that result can be formulated for both the initial boundary-value problem and the
Cauchy problem.
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GLOBAL UNSOLVABILITY OF PROBLEMS FOR BURGERS-TYPE EQUATIONS 507

Further, there are two interesting aspects: first, it is obvious that by choosing a solitory initial profile
with long leading front and decreasing the amplitude, we can always ensure that condition (20) will hold
and wave breaking will occur. In other words, if the perturbation is given sufficient distance to travel, the
wave will break even in the presence of dissipation. Second, decreasing or increasing v for a fixed initial
profile and a chosen test function, we can always ensure that condition (20) will not hold and, therefore,
there will be no blow-up.

3. BLOW-UP OF THE SOLUTION
OF THE KORTEWEG—-DE VRIES—BURGERS EQUATION

[t becomes clear from the examined problem that the important feature of the method of test functions
is its universality in the application to equations differing by summands of the form u,. ... Since the
main idea is to integrate by parts, it follows that the order of the derivative will define only the boundary
conditions, not the form of the final inequality.

As an example, let us consider the initial boundary-value problem for the Korteweg—de Vries—Bur-
gers equation describing processes in a medium with both dispersion and dissipation. Let us show that
even the presence of two factors, restraining wave breaking will not lead to the global solvability (in time)
of the problem for arbitrary initial data,

Ut + Uy + Blgrr = Vg, x €0, L], (21)

uli=o = uo(z), v>0, [>0. (22)

The processes described by such a model are observed, for example, in a plasma, where they are called
collisionless, because dissipation is not determined by the collision of particles, but is caused by other
factors. As examples of such processes, we can indicate, in particular, ion-sound and magnetic sound

waves first studied by Sagdeev in the 1960s [6].

Suppose that there exists an T" > 0 for which the classical solution of the problem under consideration
belongs to the class

u(z,t) € ([0, T); P ([0, L))
Multiplying Eq. (21) by the test function ¢(z) € C® ([0, L]) and integrating by parts, we obtain

L
(;it /0 u(z, t)p(z) de

1

L L
=y [ werdt [T uon+ Bpen) do + Gluplles — Glu@llemon (23)

where
2

G(’LL, 90) = - <u2 + ﬁuww>90 + (VQD + ﬁ%pr)um - (V@m + ﬁ@ww)u

Let us choose a nondecreasing test function ¢, (x) > 0; then, collecting a perfect square, we obtain

the equation
dar 1 L, 1 (5 (vpe + Bbawa)?
= o dz — d :
5t 2/0 W, d 2/0 o x4+ G(u, p)

L
0°

(24)

where

L
J(t) = / w(x,t)go(x) dzx, w=u-+ Vozz ;Z/BSOIII '
0 z

Let us use the Cauchy—Bunyakovskii inequality to find estimate (9); then, from (24), we can obtain the
inequality

Cfi“t’ > K2J(1) — a2,
_ 25)
1 (7 ) | L[5 (Vs + Bprns)’ !
K2 = / dx| a’? = / o T dr + G(u, ;
2 0 Qoz(x) 2 0 Px ( 80)|0
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508 YUSHKOV, KORPUSOV

here we have again assumed that the function G(u, ¢)|§ is independent of time or that this function is
bounded above by a constant independent of time. Thus, we have proved the statement.

Theorem 2. Let the initial function ug(x) belong to LW ([0, L)), and let the boundary conditions

for problem (21), (22) be such that there exists a nondecreasing test function o(x) € C®) ([0, L))
for which the following inequality holds:

L
a
Jo = J(O) = / <QD’LL0(I‘) + ;0 (V@rm + ﬁ@www)) dx > k; (26)
0 T
then the result of Theorem 1 is valid.

Example 3. Consider problem (21), (22) on the closed interval [0, 1] with boundary conditions only at
the right boundary:

u‘z:l = uz|:c=1 = uzz|:c:1 =0. (27)

Then we can chose the power-type test function (x) = 2° for which we will have the equalities

4
k% = 325 , a? = 30 (% + 98v + 275%)
and, therefore, if the initial condition satisfies the inequality
1 2 2
5 v 3pv 98 4y
d 4\/ — 36— 28
/Oacuo(a:)x> 21—1— 7+7 B 5 (28)

then we will have the global unsolvability for the function
1
J(t) = / (zPug(x) + 4vat +12623) dx.
0

Example 4. In the following example, we can use the absence of the maximum principle for the
Korteweg—de Vries—Burgers equation. This allows us to assume that the blow-up of the solution of
problem (21), (22) can also occur for boundary conditions of the first kind that are given at both endpoints
of the closed interval.

Indeed, consider problem (21), (22) on the closed interval [0, 1] with boundary conditions

u‘z:O = u|:c=1 = umc|:c:0 =0. (29)
For convenience, suppose that o« = v/ > 5 and choose the test function p(x) = —(1 — z)®. Then the
boundary conditions yield

G(u, )6 = [Buzay — (Ve + Bew)uala=o = 0, (30)
and the sufficient conditions for the blow-up of the functional
a—1 !
Jit)=v —B(a—2)—/ (1 —2x)%u(z,t)dz,
@ 0
12— ala+2) 22— ala =127 12 _ 2Bv(a—2) N B2 (o —2)?
2 2 a—2 a—3 a—4

immediately follow from Theorem 2.

Finally, if we assume that the solution u(x,t) is bounded, then, in the same way as above, we can
obtain sufficient conditions for a gradient catastrophe. Note that, in the given examples, the power-type
test function p = 2*(x — L)* was chosen. This is the traditional choice of the function o(z) used to
exclude the left or right boundary condition. However, to obtain the optimal estimate of the blow-up
time, it is necessary to find the best test function, i.e., to solve the corresponding variational problem in
each particular case.
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GLOBAL UNSOLVABILITY OF PROBLEMS FOR BURGERS-TYPE EQUATIONS 509
4. BLOW-UP IN THE MODIFIED KORTEWEG—DE VRIES—BURGERS EQUATION

The successful application of the method of test functions to the study of the global solv-
ability of various problems for the Korteweg—de Vries equation, Zakharov—Kuznetsov equation,
Kadomtsev—Petviashvili equation, Khokhlov—Zabolotskaya equation, Ostrovskii equation, Burgers
equation, Korteweg—de Vries—Burgers equation, and many others containing the gradient nonlinear-
ity uu, demonstrate the wide possibilities of the method [11]. However, the idea of the approach is also
applicable to problems involving nonlinearities of other types.

Example 5. Consider the initial boundary-value problem for the widely-known modified Korteweg—
de Vries equation with dissipation:

Uy — 'LL2'LLI + /Bu:c:c:c = VlUgg, T e [07 L]? (31)
u|t:0 = UO(x)7 u‘z:O = u:c‘zzO = u|:c:L =0, v>0, [B>0. (32)

Equation (31) is used, in particular, for modeling waves in nonlinear transmission lines [1]. The zero
boundary conditions are chosen to reduce the amount of calculations, but we can also prove the global
(in time) unsolvability for boundary conditions of general form by analogy with the previous problems.

Multiplying Eq. (31) by the test function ¢(z,t) = u(x,t)¢(z) and integrating by parts, we can
obtain the following expression:

1d [* 1 [t 1 [t L /3
th/o u2¢dm:—4/0 u4¢x,dm+2/0 u2(u¢m+ﬂ¢mx)dx—/0 ui<2’8¢z+u¢>daz
B

2

L

ui¢—ﬁuum¢} . (33)

+ |:le ¢u4 + (qu + ﬁ¢m)uum - ;(VQSm + ﬁ¢mm)u2 +
0

To obtain a lower bound for the left-hand side, it is necessary to choose the test function so that the third
summand on the right is bounded. In the general case, the following condition must hold:

(35 ¢z+u¢> 0.

Consider the following particular case by choosing the test function as ¢(z) = exp(—2vz/3/); then, for
the boundary conditions (32), expression (33) can be rewritten as

dl _ v (F, 2v wd b 2v
> - + - 4
. Z g /0 U exp< 5 :1:> dx o732 /0 u exp( 5 x) dz, (34)

L
J(t) :/0 u? exp(—gg m) dz.

Let us use a rough estimate to obtain the blow-up result: let us get rid of the second nonnegative
summand on the right-hand side of (34) and bound the first summand by the Cauchy—Bunyakovskii

where

inequality
L 2ux 2 38 [ 2ux
2 4
u“exp| — dr) < u~exp| — dx. 35
</0 p( 35) >—2vO p< 3ﬂ> )
Then (34) can be written as the ordinary differential inequality
dJ 9 202
> = ;
at ="k 982’

solving it, we obtain the following statement.
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Theorem 3. The classical nontrivial solution u(x,t) of problem (31), (32) belonging to the class

M ([0,T); ¢ ([0, L])) cannot exist on a time interval greater than [0,T) and must satisfy the
estimate
J(0) 1

TOz o TS ki) (36)

Acting according to the proposed scheme, we can also apply the method of test functions to problems
with nonlinearities of the type |u|"u, and additional summands of the form u,_ ., arising in the physics
of solitons [13], [12]. Thus, linear dissipation is not the principal factor ensuring the global (in time)
solvability of problems with gradient nonlinearity.

5. BLOW-UP IN UNBOUNDED DOMAINS

For the Burgers problem, we considered problems on a closed interval with the exception of the “soft
blow-up.” However, the method of test functions is also applicable in unbounded domains.

Example 6. Consider the following problem for the Korteweg—de Vries—Burgers equation on the
half-line:

U + Uy + Blgrr = Vg, x € [0, +00), (37)
uli=o = uo(x). (38)
Suppose that there exists a classical solution of the problem belonging to the class
([0, T]; ([0, +00))).

For the test function we take ¢(x) = — exp(—=) and choose the following special boundary conditions
to reduce the amount of calculations:

U —_—
u|:c:0 = 07 uz|:c:0 = 17 umc|:c:0 = ﬁ ﬁ .
Let us multiply Eq. (37) by ¢(z) and then integrate by parts, obtaining
d +o0 1 +o0o +o0
/ u(z,t)(—e ") dx = / u’e " dx + (B — V)/ ue” “dx. (39)
dt Jo 2 Jo 0

Denote

and rewrite equality (39) as

dj 1 [T o (v — B)?

dt_2/0 we Tdr — . (40)
Using the Cauchy—Bunyakovskii inequality

+oo 2 +o00 +oo
</ w(z,t)e™™ d:z:> < / w?e™® dx/ e *dr,
0 0 0

we write (40) as the ordinary differential inequality

dJ
dt

1 o 2
2k2J2—a2, k2:2, aQZ(V 2/8) ) (41)

Then we can formulate the following blow-up result.
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GLOBAL UNSOLVABILITY OF PROBLEMS FOR BURGERS-TYPE EQUATIONS 511
Theorem 4. Let the initial function ug(z) € LU ([0, L]) of problem (37), (38) satisfies the inequal-
ity

“+oo
| w@e e <v -5l (42)
0

then the result of Theorem 1 holds.

Note that often the correct choice of test function can decrease the number of boundary conditions
sufficient for global unsolvability. For example, for problem (37), (38), the blow-up result can also be
obtained for the case

u|:c:0 = Cla u:c:c|:c:0 = 027 Cl: 02 = const

if the test function p(z) = exp(—vz/p) is taken.

Example 7. Similarly, the blow-up result for the modified Korteweg—de Vries—Burgers equation on the
half-line can only be obtained with one boundary condition, although of special nonphysical form:

Uy — UQUCC + /Bumcz = VlUgg, MRS [07 +OO)7 (43)
1
U= = uo(x), 5 ut + BuZ — 2Butig, < a’. (44)
z=0

To do this, it suffices to take the test function in the form
v =u(x,t)p(x) = u(x,t) exp <—; x>

Then, denoting J(t) = [u?exp(—vax/B) dx and using Eq. (33), we obtain the inequality

L
(Zi > ZVﬁ /0 ut exp <—V;> dx — B ut + ,Bui — 2,6uum} , > E2J?% — a?, (45)
where k2 = 12/2/32, from which we find sufficient (for a blow-up) conditions on the initial function ug(z):
+00
) v a
— d . 46
/0 uo(az)exp< 5) z>k (46)

Concluding the discussion on the subject of unbounded domains, it is impossible to avoid the
paper [7] in which the method of test functions for the Korteweg—de Vries equation was used to obtain
the blow-up result for the solution of the Cauchy problem. However, in the proof given in [7], special
nonphysical constraints on the growth at infinity were imposed on the initial function; therefore, despite
the fact that similar results for Burgers-type equations can also be obtained, we will not dwell on this
subject.

6. THE MAXIMUM PRINCIPLE

The last section is devoted to several technical questions and some derivations from the results
obtained. In studying the gradient catastrophe for the Burgers equation (5), we used the maximum
principle, but, due to the lack of references on this subject, we shall give its proof.

Maximum Principle. If the function u(z,t) defined and continuous in the closed domain0 <t <T
and 0 < z < L satisfies the Burgers equation (5) at the points of the domain0 < x < L,0 <t < T,
then the maximum and minimum values of the function u(x,t) are attained either at the initial
instant of time, or on the boundary.

MATHEMATICALNOTES Vol.98 No.3 2015



512 YUSHKOV, KORPUSOV

Proof. The proof of the principle is obtained by arguing by contradiction. The case u(x,t) = const is
trivial. Denote by M the maximum value of the function for ¢ = 0 or for x = 0, L. Assume that the
function u(x,t) attains its maximum value M + ¢ at the interior point (x,tg). Let us find the point
(:L‘l, tl) at which

0%u ou
922 (l‘l,tl) <0, ot (ZL‘1,t1) > 0. (47)
For some constant k, let us introduce the auxiliary function
v(x,t) = u(x,t) + k(to — t). (48)

Obviously,
’U(xo,to) = u(xo,to) =M++¢ and k(to — t) < (kT)

Choose (kT') < €/2; then the maximum value of the function v(z,t) for ¢ = 0 or for z = 0, L is at most
M + /2. In view of the continuity of the function v(x,t), it must, at some point (x1,¢1), attain its
maximum value:

v(z1,t1) > v(zo, to) = M + €.
Therefore, at the point (x1,¢1): t1 > 0,0 < x1 < L, the following inequalities must hold:
Uz (21, t1) = Uga(21,t1) <0, ve(x1,t1) = ue(w1,t1) —k >0, vz (21, t1) = ug(w1,t1) = 0.

Thus, the function u(z,t) does not satisfy the Burgers equation at the interior point (z1,¢1). The
second part of the theorem on the minimum value does not require a special proof, because the function
ui(—z,t) = —u(x,t) has maximum value where u is minimal.

The theorem is proved.

In view of the given scheme of proof, we can conclude that a similar principle of the boundedness of the
solution will hold not only for Eq. (5), but also for equations with nonlinear viscosity on the right-hand
side. For example, for the simple-wave equation regularized by smoothing on s small time interval and
used for modeling hydrodynamic processes on shallow water,

up + uugy = v(|u|%u) e, (49)
or for the equation with nonlinear viscosity of simplified form,
up + uty = vi|ulTug,. (50)

As a consequence of the maximum principle, we can obtained the global unsolvability result, because
after differentiation of the equation with respect to x, the left-hand side will contain only two summands
uge and u2 ensuring a blow-up, while all the other summands will be either bounded or of first order
inug.

Example 8. Using the method of test functions, we shall prove the occurrence of the gradient
catastrophe for Eq. (43) in the case ¢ = 2. Let us rewrite (49) in the form

up + U (u — 6runy) = 3vuuy,, (51)

from which we see that the maximum principle holds. To prove this, it suffices to take into account
the fact that the second summand on the left-hand side vanishes because of the equality u, = 0 and
the fact that the multiplier before u,, is not negative. Thus, there exist constants m and M such that
m < |u(x,t)] < M forall (z,t). For the simplicity of calculations, we assume that m > 0 and M < 1.

Let us differentiate (51) with respect to =z,
(ug)s + U2 + utipe = V(1) go
and substitute the expression for wu,, resulting from (51):
1w ug

— — 22
ez = 3,4, + 3y ‘Yo

(52)
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obtaining the equation
9 (1 o 1 )
Py <31/ Inu + ux> = v(u’)pre — 5, e + uj. (53)

Let us now multiply (53) by the test function ¢(z) € C®)(Q) and integrate over the domain Q. Let
the function ¢(x) > 0 have finite support on €2; then, after integrating by parts, the conditions on the
boundary 02 will yield zero, and Eq. (53) becomes

d 1 1
/gow dr = /gpui dr + /gpzu dx — /gomwug’ dx, where w= _ Inu+ ug. (54)
dt 3v 3v

Let us use the obvious estimate

2
012 (Inu)?.

Then, using the maximum principle, we can rewrite the expression (55) in the form

d 1 ) 1 1 )
> - - - .
dt/gowdac_ 2/g0w dz 3U/|gpm||u|d:1: /|gpzm||u| dz 012 /|gp|(lnu) dx (55)
Using inequality (18) and introducing the notation

J(t) = /g0<311/ lnu—i-ux) dx,

1 -1 1 1
k2 = 2</g0da:> ; a’? = 3V|gpm|da:—|—/|gomw|d:c+ 9V2/|g0|(lnm)2dx,

we obtain the global (in time) unsolvability result irom the ordinary differential inequality (11) under the
condition J(0) > a/k. Note that if the assumption M < 1 did not hold, then a similar estimate for a?
would contain the constant M and (Inm) could be replaced by an estimate of (In M), which, certainly,
would not change essentially the result obtained.

w? < Zu?E +

[t is also of interest that the gradient catastrophe in the case considered above occurs not because of
the gradient nonlinearity, but is caused by the nonlinearity —2u2 on the right-hand side (see (52)). In
particular, if, for Eq. (49) with ¢ = 1, we carry out similar transformations, then, for the Cauchy problem
with zero conditions, as x — oo, the gradient and dissipative nonlinearities cancel each other out and
the gradient catastrophe will not occur and, conversely, the conservation law

d [T
gt / () (ux + 2uy> dx =0

will hold.

Finally, all the equations considered in this paper are model equations for perturbations propagating
in one direction. Thus, this must be taken into account in the setting of the initial boundary-value
problem. In particular, in passing to a fixed reference system, the equations may contain an additional
summand of the form cyu,, where ¢q is the velocity of the reference system in which the equation is of the
form (1), (2), or (3). Nevertheless, this summand will not essentially affect either the proof of a “severe”
blow-up involving the additional summand

o / prudr,

or the study of the gradient catastrophe involving two additional summands, u; on the left-hand side and
@,u?/2 on the right-hand side. Finally, in the study of processes involving perturbations propagating in
both directions, problems must be posed for Boussinesq-type equations whose global solvability will be
studied by the method of test functions in another paper.
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7. CONCLUSIONS

The method of test functions used in the study of the global (in time) unsolvability of problems
for Burgers-type equations has a very wide range of applications. Using this method, one can show
that the presence of linear and nonlinear dissipation is not a sufficient condition for the existence of
bounded smooth solutions. It is shown that, under certain boundary and initial conditions, both gradient
nonlinearity and nonlinearity in the dissipative summand can lead to a blow-up of the solution or to a
gradient catastrophe in finite time. Using the proposed method, we can obtain estimates of the blow-up
rate and blow-up time depending on the initial and boundary data as well as on the choice of the test
function.
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