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Abstract—The interannual—multidecadal variability of the temperature and depth of the upper mixed layer
(UML) in the North Atlantic (NA) is analyzed on the basis of the ORA-S3 ocean reanalysis data for 1959—2011.
A large part of the UML in the NA is characterized by warming and thinning in all seasons in the period
under study. After removing a linear trend, the UML temperature and depth anomalies in individual sea-
sons are decomposed into empirical orthogonal functions (EOF). It is found that the three leading EOFs
describe more than 50% of the total variability of the UML temperature and depth. The structure of the
first EOF is horseshoe-shaped; this EOF represents coherent changes in the UML temperature and depth
throughout the NA, which manifest themselves the year round. This mode corresponds to the Atlantic
multidecadal oscillation. The spatial structure of the second EOF in the winter—spring period is a tripole
and is caused by the North Atlantic Oscillation (NAO). The time coefficient of the second EOF of the
UML temperature in the NA and the NAO index strongly correlate both synchronously and when the NAO
index is 11 years ahead. The second EOF of the UML temperature in the summer—autumn period is asso-
ciated with the Atlantic meridional mode. The third EOF is typical for the UML temperature fluctuations
in January and corresponds to the East Atlantic Pattern.
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INTRODUCTION

The results of the fundamental study by J. Bjer-
knes [1] show that the interannual variability of the sea
surface temperature (SST) is caused by heat fluxes on
the sea surface, which, in turn, are caused by changes
in the atmospheric circulation, while decadal or longer
SST fluctuations are associated with changes in ocean
circulation. In particular, the interannual variability of
the subtropical gyre can be a response to the long-term
atmospheric forcing (changes associated with the
intensity and position of the subtropical maximum).
The structures of coherent low-frequency variability
in the ocean—atmosphere system, which partly con-
firm the results by J. Bjerknes, were later obtained with
the use of long-term data arrays [2—6]. The authors of
recent work [7] note that the interdecadal variability in
the North Atlantic (NA) is a direct response of the
upper mixed layer (UML) of the ocean to the stochas-
tic atmospheric forcing without the participation of the

thermohaline circulation of ocean waters. The discus-
sion about the role of the ocean in the formation of
interdecadal variability continues [8, 9]. Hence, it is
quite difficult to identify modes of interannual and
multidecadal variability of the NA UML parameters
associated with the atmosphere—ocean interaction.

Let us consider main climate signals that can be
determined for the NA water area.

The natural long-period SST fluctuation in the NA
is called the Atlantic Multidecadal Oscillation (AMO)
[2, 10]. This is one of the main climate signals in the
World Ocean temperature field on interannual-to-
multidecadal scales, and its origin is not associated
with the El Nifio—Southern Oscillation (ENSO) [11].
Many studies show the AMO effect on climate condi-
tions in the Northern Hemisphere.

The main climate signal in the air pressure field

over the Atlantic—European sector is North Atlantic
Oscillation (NAO) (see, for example, [12] and the bib-
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liography therein). The NAO has several definitions,
but it is generally a meridional dipole structure in the air
pressure field over the NA. The climate signal that is
second in significance is the East Atlantic pattern (EA).
The EA is a well-defined monopole in the air pressure
field south of Iceland. The NAO and EA strongly
affect the atmospheric circulation and long-term
weather changes in Europe [13].

The Atlantic meridional mode (AMM) is clearly
pronounced in the interannual—decadal variability of
the hydrophysical parameters of the tropical Atlantic.
It differs from the “zonal” mode of the ENSO type in
its physical nature [14]. This mode manifests itself in
the form of an anomalous meridional SST gradient
through the central latitude of the Intertropical Con-
vergence Zone (ICZ) [15]. The SST anomalies in the
tropical Atlantic show significant consistency with
NAO and with the variability of the sea level pressure
over Iceland and the Azores separately on two sides of
the ICZ [16]. Assuming that the NAO affects the merid-
ional modes, the authors of [14] suggest that the AMM
can act as an effective conductor for the effect of the
extratropical atmosphere on the tropics. In addition, the
AMM and AMO strongly correlate with hurricane
activity in the NA on the decadal scale. The AMM also
strongly correlates with hurricane activity in the NA on
an interannual scale [17]. Thus, tropical and extratropi-
cal modes of climate variability are interrelated.

To identify the self-consistent spatiotemporal
structures in the fields of hydrophysical parameters,
decomposition into the empirical orthogonal func-
tions (EOFs) can be used successfully [18]. The SST
anomalies are decomposed into EOFs in many works
for various time periods and different NA regions.
However, different authors use different data process-
ing techniques. First and foremost, this refers to the
spatiotemporal averaging of the source data. This can
be one of the reasons for the inconsistency of the
results. At the same time, the main, most energetic,
EOF modes show a strong tendency to have the sim-
plest spatial structure inside a region analyzed. This
property leads to a strong dependence of EOFs on the
shape of the spatial boundaries of a region. In addi-
tion, the results of the EOF analysis depend on the
length of the time series, since individual modes of
upper ocean layer temperature variability can make
different contributions to the total dispersion at differ-
ent time periods and, therefore, are time dependent.
Thus, EOFs should be extremely carefully interpreted
as physical/dynamic modes of variability; this inter-
pretation should always be accompanied by the physi-
cal analysis of their generation.

The EOF analysis was apparently first applied to the
SST field in the NA in [19]. The low-frequency winter
climate variability over the NA was analyzed in [2] on
the basis of observations over 90 years. The main spa-
tiotemporal regularities in the SST and sea-level pres-
sure variability in the Atlantic Ocean for 1856—1991
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are described in [20]. Note that interannual fluctua-
tions in hydrophysical fields are shown in simultaneous
variations in the annual averages and characteristics of
seasonal variability. This means that the annual vari-
ability of parameters of hydrophysical fields changes
from year to year, which is confirmed in [21] for large-
scale SST anomalies in the NA. Therefore, we analyze
the spatiotemporal structures of the interannual and
multidecadal variability of the monthly average UML
temperatures and depth in the NA separately for differ-
ent seasons. The results are based on the analysis of
EOFs calculated from the detrended data of ORA-S3
ocean reanalysis. We set the goal to find the correlations
between the EOF of the UML temperature and depth
and the above-described climate signals.

DATA AND PROCESSING TECHNIQUE

The data on the monthly average UML tempera-
ture and depth are taken from the ORA-S3 ocean
reanalysis array for the period from January 1959 to
December 2011 [22]. The spatial resolution of these
data is 1° and, in the equatorial zone (+10° latitude),
0.3° x 1° in latitude and longitude, respectively. In
addition, we use data on the net ocean surface heat
fluxes and the wind stress over the NA water area taken
from the ERA-40 atmospheric reanalysis array [23] for
the period from January 1959 to June 2002 and opera-
tional ERA-40 model analysis for July 2002 to
December 2011. These heat and momentum fluxes are
used as boundary conditions in the ORA-S3 ocean
reanalysis model. The NA water area selected for this
study is bounded by the coordinates 0°—70° N and
80°—10° W, which coincides with the water area of the
AMO definition.

The UML depth is calculated from the selected
reanalysis based on the semiempirical theory of turbu-
lence [24]. According to this theory, the UML depth
corresponds to the depth where the Richardson num-
ber attains a critical value of 0.3.

The average temperature is calculated for each
month from 1959 to 2011 within the UML depth vari-
able in space and time based on 3D data of the reanal-
ysis selected. Then, the values of the temperature and
UML depth are distinguished for individual months.
Further, linear trends are removed from the UML
temperature and depth time series at each node of the
spatial grid. Linear trend parameters are calculated by
the least-squares method. After this, the resulting
arrays of UML temperature anomalies and depths are
EOF decomposed separately for each calendar month
over the period under study [25].

The monthly average AMO and AMM indices for
1948—2017 were taken from the website https://
www.esrl.noaa.gov/psd/data/climateindices/list/. The
monthly average NAO and EA for 1950—2017 were
taken from http://www.cpc.ncep.noaa.gov/data/
teledoc/telecontents.shtml.
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Along with EOF decomposition, we use composite
analysis, which consists of the following. The NAO,
AMM, and EA indices, which exceed in absolute value
one standard deviation, allowed us to identify anoma-
lous years. These years are grouped into two samples
which correspond to the positive and negative phases
of each climate signal. Each phase for each index
includes at least 7 abnormal years, which is no less
than 15% of the length of the corresponding time
series. For these groups of years, the average values,
variances, and standard deviations of the UML tem-
perature and depth are calculated at each node of the
regular grid. Then, a “clean” climate signal in the NA
UML temperature and depth is found for calendar
months. For this, the difference between the sample
averages at each grid node (the so-called difference
composite) is determined. The statistical significance
of the differences between composite anomalies in the
periods under study is assessed by the standard algo-
rithm with the use of Student’s #-test. We also use cor-
relation analysis.

RESULTS

Analysis of Linear Trends
in UML Temperature and Depth

According to the data used, most of the NA is char-
acterized by a positive linear trend in the UML tem-
perature. The highest coefficients of the linear trend
are observed in the region of the Gulf Stream transi-
tion into the North Atlantic Current. Their values are
0.05, 0.08, 0.04, and 0.04°C/year in January, April,
July, and October, respectively. The coefficients of the
linear trend in the cold season noticeably exceed those
in the warm season, which corresponds to stronger
warming in the winter period. Inside the subpolar
gyre, the coefficients of the linear trend in the UML
temperature are negative, except for October. The
contribution of the linear trend variance into the total
variance of the UML temperature exceeds 30% in the
latitudinal band 0°—10° N to the east of 40° W (except
for April), in the region of Gulf Stream transition into
the North Atlantic Current (except for July) and in the
vicinity of the East Greenland Current in July. The
contribution of the linear trend variance into the total
variance of the UML temperature throughout the NA
water area is 13.8, 9.4, 15.4, and 20.7% in January,
April, July, and October, respectively.

In tropical and subtropical latitudes, there are
regions where the UML depth is characterized by an
insignificant positive linear trend in the winter months
in 1959—2011. In high latitudes, significant negative
linear trends in the UML depth were revealed for the
period under study. The coefficient of the linear trend
inthe UML depth is 30 m/year in the region of intense
convection in the Labrador Sea in January, which
results in an almost twofold decrease in the average
UML depth (from 3 to 1.5 km). After removing the
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linear trend, the standard deviation of the UML depth
is equal to ~1 km in this region in January. The UML
depths, their standard deviations, and the coefficients
of the linear trend in the summer months are smaller
than in the winter months. Thus, processes which
occur in high latitudes make the main contribution to
the low-frequency variability of the NA UML depth.
A decrease in this parameter is generally noted and is
most pronounced in the cold season.

Thus, the NA UML is characterized by warming
and thinning during the period under study. The latter
occurs mainly due to the weakening of convective
mixing in high latitudes. This might well be due to an
increase in the Arctic Ocean temperature, the intensi-
fication of melting of Greenland glaciers, and the flow-
ing of desalinated waters out of the Arctic Ocean in the
second half of the 20th century [26]. Possible climate
changes in the Northern Hemisphere if the oceanic
heat influx in the NA ceases were estimated in [27].
Then, after detrending the time series, we analyze the
interannual and multidecadal variability of the UML
temperature and depth based on the EOF decompo-
sition.

Main EOFs of the UML Temperature
and Depth in the NA

The spatial structures of the first EOF of the NA
UML temperature for each month are consistent with
each other and are of horseshoe shape. The values
have the same sign in most of the water area, while the
region of the opposite sign is in the western part of the
subtropical gyre (Fig. 1a). However, there are some
differences between the structures in different months.
The size of the region of the opposite sign in the west-
ern part of the subtropical gyre is maximal in April and
minimal in October. The contribution of the first EOF
to the total variability of the UML temperature in the
NA is 29.6, 40.4, 18.3, and 21.8% in January, April,
July, and October, respectively. The high contribution
in April is explained by a change from winter mixed to
summer stratified state, when high temperature anom-
alies spontaneously occur in UML at its small depth.
The time coefficients of the first EOF of the NA UML
temperature show the same variability on the inter-
decadal—multidecadal scale for each month of the
year (Fig. 1¢). This is manifested in a strong correla-
tion between these time series. As for the multidecadal
variability, there are long periods of low (e.g., in the
early 1970s to the early 1990s) and high UML tem-
peratures (e.g., in the late 1990s and 2000s). The cor-
relation coefficients between the time coefficients of
the first EOF of the NA UML temperature and the
AMO index are 0.82 in January, 0.88 in April, 0.85 in
July, and 0.88 in October in 1959—2011.

The spatial structures of the first EOF of the
UML depth in the NA for each month are consistent
with each other. The highest values of the same sign
Vol. 56
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are concentrated in the inner part of the subpolar
gyre (Fig. 1b). The area of this region is maximal in the
autumn—winter months and minimal in summer. The
contribution of the first EOF to the total variability of
the UML depth in the NAis 51.5, 40, 32.5, and 59.7%
in January, April, July, and October, respectively. The
correlation coefficient between the time coefficients of
the first EOF of the UML depth is equal to 0.73 in
January and April. A low-frequency quasi-sixty-year
oscillation is manifested in the time coefficients of the
first EOF of the UML depth in the NA for each month
of the year, which is similar to the behavior of the
AMO index. The correlation coefficient between the
time coefficient of the first EOF of the UML depth
and the AMO index is 0.69 in January in the period
under study (Fig. 1c). The correlation coefficient
between the time coefficient of the first EOF of the
UML temperature and the time coefficient of the first
EOF of the UML depth is 0.75 in January.

Thus, despite some local differences between
months, the first EOFs of the UML temperature and
depth in the NA correlate well with the AMO. This
points out to the large-scale nature of this climate sig-
nal. The UML temperature increases with a decrease
inthe UML depth in the subpolar gyre during the pos-
itive AMO phase. Note that the amplitude of this EOF
in the subpolar gyre can be underestimated because of
averaging of the ocean temperature over deep UML,
the depth of which can exceed 2000 m in January. This
becomes possible in the upper ocean layer when
regions of local heating are formed in it due to the win-
ter interaction of the active ocean layer with the atmo-
sphere [28].

The spatial structures of the second and third EOFs
of the UML depth in the NA are regions of different
signs within the subpolar gyre. The contributions of
the second and third EOFs to the total variability of
the UML depth are low; they are 8.7, 8, 10.3, and 8.6%
for the second EOF and 5.8, 6, 9, and 5.6% for the
third EOF in January, April, July, and October,
respectively. We will not dwell on these EOFs of the
UML depth in detail below; only note that, according
to the data used, the variance of the UML depth
throughout the NA water area is 19134, 17442, 2333,
and 4631 m? in January, April, July, and October,
respectively. This variance is approximately 7—8 times
higher in the winter months than in the summer
months. Therefore, despite the higher relative contri-
bution (in %) of the second and third EOFs to the total
variability of the UML depth in the summer months as
compared to the winter months, the parts of the vari-
ance described by these EOFs are small in the summer
months.

Let us analyze the second EOF of the NA UML
temperature. Figure 2a shows its spatial structure for
January and April. The structure of the second EOF
in these months shows changes in the UML tempera-
ture of different signs in different latitudinal zones of
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Fig. 1. Spatial structures of the first EOF of the (a) UML
temperature and (b) depth in January; (c) corresponding
time coefficients of the decomposition of the UML tem-
perature (red curve, second scale on the right) and depth
(blue curve, first scale on the right) and AMO index in
January (black curve, left scale). The dashed curves in
(a, b) show the zero isolines.

the NA. The changes in the spatial structure of this
mode for January and April are insignificant and are
mainly shown in an increase in the regions of the
opposite signs in the western parts of the subtropical
and subpolar gyres in April. This EOF describes from
11.3 (January) to 8.6% (April) of the total variability of
Vol. 56
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Fig. 2. (a) Spatial structure of the second EOF of the UML temperature in January; (b) spatial distribution of the correlation coef-
ficients between the UML temperature and the NAO index in January; differences between (c) the UML temperature (°C) and
(d) net ocean surface heat fluxes (W/mz; positive values correspond to the heat loss) anomalies during the positive and negative
NAO phases in January; (e) time coefficients of the second EOF of the UML temperature (red curve, right scale) and the NAO index
(black curve, left scale) in January; and (f) cross-correlation function between the time series shown in (e). Negative shifts (years)
correspond to the advance in the NAO index. Dashed curves in (a—d) show the zero isolines. Black dots in (c, d) show the grid nodes,
where the difference is statistically significant at a level of 90%. The dashed curves in (f) show the 95% confidence interval.

UML temperature in the NA. The correlation coeffi-  variability (Fig. 2¢). The correlation coefficient between
cient between them is 0.48 in January and April for the time coefficient of the second EOF of the UML
1959—2011. The time coefficients of the second EOF temperature and the NAO index is 0.51 after removing
of the UML temperature show strong interannual the linear trend in January.
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The correlation analysis of the NAO index and the
NA UML temperature at each grid node in January
shows a close relationship between these characteris-
tics, negative in the inner part of the subpolar gyre and
in the West African upwelling region and positive in
the inner part of the subtropical gyre (Fig. 2b).

The period under study includes 10 years with the
positive phase (1974, 1983, 1984, 1986, 1989, 1990,
1993, 1994, 2005, and 2006) and 9 years with the neg-
ative phase of the NAO (1960, 1966, 1970, 1971, 1977,
1979, 1985, 1987, and 2010). The UML temperature
during the positive NAO phase, as compared to the
negative phase, is characterized by a statistically signif-
icant decrease by 0.4°C in the inner part of the subpo-
lar gyre and in the West African upwelling region and
an increase in the inner part of the subtropical gyre
(Fig. 2¢).

The spatial structures of the second EOF of the
UML temperature (Fig. 2a), the field of the correla-
tion coefficients between the UML temperature and
the NAO index (Fig. 2b), and the difference compos-
ite (Fig. 2¢) are very similar. A similar structure is also
confirmed by the composite analysis of the net ocean
surface heat fluxes during the positive and negative
NAO phases (Fig. 2d). Regions with high heat loss
from the ocean surface are located in the inner part of
the subpolar gyre (+70 W/m?) and in the Northern
Equatorial Current (+35 W/m?). A decrease in the
heat release to the atmosphere is noted in the western
part of the subtropical gyre (—45 W/m?). Thus, the
composite and correlation analysis confirm that the
intensification of NAO is accompanied by a drop in
the UML temperature in the regions of trade and
westerly winds and its increase in subtropical latitudes.
However, the signs of the heat flux and UML tem-
perature anomalies are inconsistent to the east of
Newfoundland along 45° N, where the extreme point
of the northern cell of the EOF is located. This can be
explained by a significant role of advection factors of
formation of UML temperature anomalies here, since
this region is influenced by the Gulf Stream and the
North Atlantic Current.

The analysis of the cross-correlation function
between the time coefficient of the second EOF of the
UML temperature and the NAO index after detrend-
ing in January showed that the highest correlation
coefficients of about 0.5 are observed at a zero shift
between these time series (Fig. 2f). In addition, these
time series strongly correlate when the NAO index is
11 years ahead.

The spatial structures of the second EOF of the
UML temperature in the NA in July and October are
similar. Figure 3a shows the spatial structure of the
second EOF based on July data. The structure of this
EOF is horseshoe-shaped, oriented from west to east,
with values of one sign in the eastern part of the equa-
torial Atlantic, latitudinal band 35°-50° N, and the
East Greenland Current and values of the opposite sign
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in the rest of the water area. The second EOF describes
from 12 (July) to 10.5% (October) of the total variabil-
ity of the UML temperature in the NA. The coeffi-
cient of correlation between the time coefficient of this
EOF and the AMM index after detrending is equal to
0.47 for 1959—2011 (Fig. 3e). The AMM index in July
shows pronounced 10-year variability: it decreases by
the early 1970s and then increases.

The detrended AMM index and the UML tem-
perature strongly correlate at each grid node in the
NA, especially to the south of 25° N, in July (Fig. 3b);
the correlation coefficients exceed 0.6 here. Thus,
more than 35% of the total variability of the UML
temperature in the tropical Atlantic in summer is due
to the effect of the AMM.

The period under study includes 7 years with the
positive AMM phase (1962, 1988, 1989, 1995, 2004,
2005, and 2010) and 9 years with the negative AMM
phase (1972, 1973, 1974, 1984, 1986, 1991, 1993, 1994,
and 2002). During the positive AMM phase, as com-
pared to the negative phase, the UML temperature is
characterized by a statistically significant increase in
the inner part of the subpolar gyre, the eastern part of
the subtropical gyre, and tropical latitudes (except for
the eastern part of the equatorial Atlantic) (Fig. 3c).
Negative UML temperatures are observed in the East
Greenland Current. The analysis of the difference com-
posite of the wind-stress module during the positive and
negative AMM phases shows a significant decrease in
this parameter during the positive AMM phase in the
trade-wind region (—0.012 N/m?) (Fig. 3d). Thus, it is
confirmed that the intensification of the AMM in July
is accompanied by UML warming in the tropical
Atlantic and a decrease in the wind-stress modulus in
the trade wind region.

Let us now consider the third EOF of the NA UML
temperature. Figure 4a shows the spatial structure of
this mode for January. One can see changes in the
UML temperature of different signs: one sign in the
vicinity of ICZ and to the north of 30° N, and the
opposite sign in the latitudinal band 15°—30° N. This
EOF describes 8.2% (January) of the total variability
of the NA UML temperature; its time coefficient is
characterized by pronounced interdecadal variability.
The correlation coefficient between this coefficient
and the EA index after removing the linear trend is
equal to 0.31 in January for 1959—2011 (Fig. 4b). The
correlation between these time series after the removal
of the parabolic trend is 0.33.

The period under study includes 10 years with the
positive EA phase (1970, 1971, 1973, 1988, 1991, 2001,
2002, 2003, 2007, and 2009) and 8 years with the neg-
ative one (1963, 1965, 1968, 1969, 1976, 1981, 2000,
and 2005). A statistically significant decrease of 0.3°C
in the UML temperature during the positive EA
phase, as compared to the negative phase, is observed
within the region 35°—45° N and 35°—20° W. Positive
UML temperatures are observed to the north of South
Vol. 56
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Fig. 3. (a) Spatial structure of the second EOF of the UML temperature in July; (b) spatial distribution of correlation coefficients
between the UML temgerature and the AMM index in July; differences between (c) the UML temperature (°C) and (d) the wind-
stress-modulus (N/ m“) anomalies during the positive and negative AMM phases in July; and (e) time coefficient of the second
EOF of the UML temperature (red curve, right scale) and the AMM index (black curve, left scale). Dashed curves in (a—d) show
the zero isolines. Black dots in (¢, d) show the grid nodes, where the difference is statistically significant at a level of 90%. The
vectors in (d) show the 1959—2011 averaged wind stress in July.

America (+0.2°C) (Fig. 4c). Thus, the intensification coefficients between the time series of the UML tem-
of EA is accompanied by the cooling of UML in the perature and the EA index after the removal of the
vicinity of the Azores and warming in the Greater linear trend at each grid node in January (Fig. 4d).
Antilles. This result is confirmed by the correlation Note, however, that the third EOF describes a much
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Fig. 4. (a) Spatial structure of the third EOF of the UML temperature in January; (b) time coefficient of the third EOF of the

UML temperature (red curve, right scale) and the EA index (b

lack curve, left scale) in January; (c) difference between the UML

temperature anomalies (°C) during the positive and negative EA phases in January; and (d) spatial distribution of the correlation

coefficients between the UML temperature and the EA index i

n January. Dashed curves in (a, c, d) show the zero isolines. Black

dots in (¢) show the grid nodes, where the difference is statistically significant at a level of 90%.

smaller fraction of the total winter variability of the
UML temperature.

The spatial structures of the third EOF of the UML
temperature in April, July, and October are regions
with different signs within the NA. The contribution
of this EOF to the total variability of the UML tem-
perature is low: 6, 10, and 7.7% in April, July, and
October, respectively. The variance of UML tempera-
ture is 0.38, 0.28, 0.22, and 0.26°C? in January, April,
July, and October, respectively, for the entire NA water
area. This parameter is approximately 1.5 times higher
in the winter months than in the summer months.
Therefore, despite the large relative contribution (in %)
of the third EOF to the total variability of the UML
temperature from the summer months as compared to
the winter months, the part of the variance described by
this EOF in January is almost 1.5 times larger than the
corresponding part of the dispersion of this EOF in July.
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DISCUSSION

The variability of the NA UML depth was previ-
ously analyzed for 1960—2004 in [29]. The authors
showed that the UML depth increased by 10—40 m in
the central part of the NA during the winter—spring
period for those 45 years. In that work, the UML
depth was calculated using the temperature criterion.
According to this criterion, the UML depth is defined
as the depth at which the temperature changes by
0.2°C with respect to its value at a depth of 10 m. We
emphasize that the difference and gradient criteria for
UML depth estimation require the careful selection of
the threshold values, since the resulting UML depth
(and its long-period variability) strongly depend on
the methodology for its estimation. High values of the
temperature criterion apparently cover deeper gradi-
ents in the thermocline instead of the lower UML
boundary, which is especially important under condi-
Vol. 56
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tions of low-temperature stratification in the northern
NA (see, for example, Figs. 2g and 2i in [30]). It should
be noted that the temperature difference criterion for
UML depth estimation does not take into account the
salinity contribution to the density. Therefore, it is
more correct to use the density difference criterion.
Note that the technique for determining the depth of
the UML lower boundary by the Richardson number is
more justified from the physical point of view. Accord-
ing to our data, the UML depth actually increased in
the subtropics in the winter—spring period from 1960 to
2004. However, since the early 2000s, during the posi-
tive AMO phase, the intensity of the subtropical con-
vective cell has weakened [31] and the UML depth in
January has decreased on a multidecadal scale [32].
That resulted in a decrease in the long-term (1959—
2011) winter deepening of the UML in the subtropics.
As for the interannual—multidecadal variability of the
UML depth for the entire NA (after removing the linear
trend), the role of ocean processes at high latitudes is of
great importance. Note that linear trends are separately
analyzed and removed in this work, after which the
UML parameters are analyzed. This is due to the fact
that tendencies in the anthropogenic forcing and natu-
ral variability coincided in the UML in 1960—2004.

The maximal UML depth in the central part of the
Labrador Sea was assessed in [33] on the basis of avail-
able observational data for 1993—2014. The winter
maxima of the UML depth significantly decreased
from the mid-1990s to the mid-2000s against the
background of intense interannual variability. This
fact is consistent with our assessments of the UML
depth by the Richardson criterion.

According to our results, the AMO index can also
be defined as the time coefficient of the first mode of
EOF decomposition of the monthly average UML
temperature or depth. This statement is probably true
for the EOF decomposition of long time series (longer
than or equal to the AMO period). For example, the
Pacific Decadal Oscillation index is defined as the
time coefficient of the first mode of monthly average
SST decomposition in the North Pacific Ocean (to the
north of 20° N) [34]. Our results also show the subpo-
lar gyre to be a key region for the AMO formation and
the importance of processes at the lower UML bound-
ary in the evolution of variability on this scale. This con-
clusion does not agree with the results [7], obtained
with the use of an extremely simplified model of the
ocean with the constant-depth UML. This is an indi-
rect confirmation of the important role of thermohaline
circulation in the AMO formation defended in [8]. In
addition, the Arctic ocean processes play a large role
in maintaining the AMO [35, 36].

The spatial structure of the second EOF of the
UML temperature, consistent with the NAO index, is
tripole, where correlations with SST are positive in the
Sargasso Sea and negative in the northwestern part of
the tropical Atlantic and the vicinity of the Labrador
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Sea (see, e.g., [4, 5, 37, 38] and others). This structure
in the ocean—atmosphere system is associated with
wind heat advection over the ocean [39]. As is shown
in [4, 5], this mode in winter UML temperature anom-
alies is generated under the atmospheric forcing, which
confirms the forced nature of this mode. The maximal
correlation coefficient between the time coefficient of
the second EOF ofthe UML temperature and the NAO
index after detrending increases to approximately 0.75
when the atmospheric forcing is 0.5 months ahead [5],
which is explained with the help of a simple analytical
model for the evolution of UML temperature anoma-
lies. The half-month shift of the delay of large-scale
UML temperature anomalies in the midlatitudes is
defined as a quarter of the period from the most signif-
icant period of fluctuations in the atmospheric forc-
ing, which is about 2 months in the most energy-car-
rying range of NAO variability, since the low-fre-
quency variability of the atmosphere in the monthly
average fields is clearly manifested just in this period.

The increase in the correlation observed when the
NAO index is 11 years ahead (Fig. 2f) cannot be
explained by these simple considerations, since a min-
imum is observed in the NAO index spectrum in 10- to
40-year periods (see, for example, [40]). Therefore,
the relationship between the UML temperature
anomalies and the NAO 11 years ahead requires an
explanation. Note that the typical time for the sub-
tropical gyre to adapt to changing atmospheric forcing
is about 10 years [41].

The authors of [42] suggested a correlation between
the monopole mode south of Iceland (the third EOF
of the UML temperature in January in the present
work) and the ocean effect on atmospheric processes
based on relatively short time series (1950—1987). Our
results are based on long-term data; they show the
coincidence of the third EOF of the UML tempera-
ture in January with the EA. Moreover, the EA signifi-
cantly affects the UML temperature in several small
NA regions. However, its contribution to the total
winter variability of the UML temperature is the
smallest in comparison with other modes under study.

Atmospheric circulation factors play an important
role in the formation of the NA UML temperature
variability in winter. In summer, winds and currents
are weak in the NA and the UML depth is reduced.
Hence, the atmospheric circulation indices, such as
NAO and EA, correlate weakly with the time coeffi-
cients of the EOF decomposition of the UML tem-
perature for the summer months. The summer NAO is
characterized by lower amplitude when compared
with the winter period and the northeastward dis-
placement of its centers of action beyond the NA
boundaries [43]. Therefore, in summer, this climate
signal can no longer describe a large fraction of the
variance of the NA UML parameters, and the role of
tropical variability modes increases.
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Changes in the intensity of the trade winds in the
tropical Atlantic precede SST anomalies (and, there-
fore, the anomalous SST gradient at the central lati-
tude of the ICZ): weaker (stronger) trade winds are
accompanied by warmer (colder) SST anomalies [15].
In addition, this means that the “meridional” mode of
the NA UML temperature variability is generated under
an external forcing. The NAO can act as one of the
sources of this forcing. However, another explanation of
the meridional mode is a positive feedback between the
wind speed, evaporation, and SST anomalies [44, 45]
(although an external forcing is also required to main-
tain the meridional mode in this case).

The close relationship between the EOF decompo-
sition modes of the UML temperature and individual
processes in the ocean—atmosphere system is of inter-
est. Since EOFs are mutually orthogonal by defini-
tion, there must also be a quasi-orthogonal AMO,
NAO, EA, and AMM associated with them. This is
partially confirmed by the small values of the synchro-
nous correlation coefficients between the indices of
the climate signals under study in different seasons.

CONCLUSIONS

We have analyzed the linear trends and interan-
nual—multidecadal variability of the NA UML tem-
perature and depth in different seasons. The results are
based on the EOF decomposition of ORA-S3 ocean
reanalysis data for 1959—2011.

Warming of the NA UML is noted, along with a
decrease in its depth in the period under study. A pos-
itive linear trend in the UML temperature is pro-
nounced in all months of the year in most of the NA
water area, although negative trends are observed in
some regions. Significant linear trends in the UML
depth are mainly concentrated at high latitudes and
better pronounced in the winter months. In summer,
linear trends in the UML depth variability are also
observed, but their coefficients are small.

The analysis of the main modes of NA UML tem-
perature and depth after detrending shows the follow-
ing. The three leading EOFs describe more than 50%
of the total variability of the UML temperature and
depth. The first EOF shows a coherent multidecadal
variability of these parameters throughout the NA
water area. Despite some differences in its spatial
structure in individual months, this EOF is a manifes-
tation of the AMO. The second EOF is characterized
by a spatial structure with opposite signs in different
latitudinal zones of the NA for UML temperature
fluctuations in January and April. The contribution of
this EOF to the total variability of the UML tempera-
ture is about half the contribution of the first EOF.
This EOF is caused by the NAO. A significant correla-
tion was found between the time coefficient of the sec-
ond EOF of the UML temperature and the NAO
index without the linear trend, both synchronously
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and when the NAO is 11 years ahead. The second EOF
for UML temperature variations in July and October is
characterized by a spatial structure, where changes in
the UML temperature have one sign in the eastern part
of the equatorial Atlantic, North Atlantic, and East
Greenland currents and the opposite sign in the rest of
the NA water area. This EOF was found to correspond
to the AMM. The third EOF of the UML temperature
fluctuations coincides with the EA in January. How-
ever, its contribution to the total UML temperature
variability is low.

Thus, only the lowest frequency mode shows the
evolution of the AMO index, which can be associated
with fluctuations in the thermohaline circulation in
the NA. The second and third EOF modes are the
response of the UML to the atmospheric forcing
determined by the NAO, AMM, and EA. Moreover,
the second UML temperature mode differs in nature
in the cold and warm season.
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