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Abstract—A numerical experiment on the reproduction of the variability in the state of North Atlantic water
in 1948–2007 with a spatial resolution of 0.25° has been performed using the global ocean model developed
at Institute of Numerical Mathematics, Russian Academy of Sciences (INM RAS), and the Shirshov Insti-
tute of Oceanology (IO RAS) (the INM–IO model). The data on the state of the atmosphere, radiation
fluxes, and bulk formulas of the CORE-II protocol are used as boundary conditions. Five successive 60-year
calculation cycles have been performed in order to obtain the quasi-equilibrium state of a model ocean. For
the last 20 years, the main elements of large-scale ocean circulation have been analyzed and compared with
the WOA09 atlas data and the results of other models.
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1. INTRODUCTION
It is necessary to understand many complex poorly

studied physical processes in different mediums
(water, ice, and the atmospheric boundary layer) in
order to solve current oceanological problems, which
cannot be performed without using mathematical
simulation. The large volume of data and ambiguous
parametrization of these processes make it especially
difficult to model the ocean and the entire climatic
system of the Earth. To improve models, it is neces-
sary to verify them based on observational data and
compare them with the results of other models, which
in turn makes it possible to better understand the
physical mechanisms responsible for the state of a real
ocean [1, 2].

Using the INM–IO numerical model [3], we calcu-
lated the variations in the World Ocean water circula-
tion and the sea ice state from 1948 to 2007. The
experimental set up corresponds to the CORE-II
protocol [4, 5], according to which the calculations are
performed by research teams in different states and are
aimed at a coordinated study of different regions and
physical characteristics of the World Ocean. The
present work contributes to one such direction pro-
posed in [6], namely, studying the present-day state of
the North Atlantic ocean basin and the role of the
Atlantic meridional overturning circulation. We analyze
the calculation results averaged over the last 20 years,

comparing them with the data of the WOA09 climatic
atlas [7] and with the results for several models pre-
sented in [6]. This work continues the study [8], which
considered the quasi-stationary state of the World
Ocean obtained after 500 years of the model integration
with recurrent “normal” year forcing of the CORE-I
atmospheric data. In Russia works on this subject mat-
ter have also been performed by the research team of
the INMOM model, which substantially differs from
the INM–IO in the set of applied numerical algo-
rithms [6, 9].

In Section 2 we describe the INM–IO model, its
configurations, and the set up of the numerical exper-
iment. In Section 3 we analyze the calculation results
and compare them with the data of WOA09 and other
models. Section 4 presents the conclusions and speci-
fies the planned aspects of a further work.

2. INM–IO MODEL AND NUMERICAL 
EXPERIMENT SET UP

The INM–IO numerical model of the World
Ocean was developed in order to study the seawater
circulation in a wide range of spatial and time scales.
The primitive system of equations for the 3D ocean
dynamics in Boussinesq and hydrostatic approxima-
tions [10] was approximated by the finite volume
method on the B-type grid in vertical z coordinates.
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The horizontal grid is tripolar with a resolution of
0.25° in the spherical part. The vertical discretization
includes 49 horizons spaced at 6 m in the upper layer
to 250 m at larger depths. The time step is 10 min for
baroclinic processes. We calculated independently a
fast barotropic dynamics by solving the system of shal-
low-water equations with a step of 25 s. We apply an
original fast algorithm [11] for solving the system of
shallow-water equations using parallel distributed-
memory computers.

The state of sea ice is described by the thermody-
namic model [12]. We described the air–water inter-
face together with the f luxes of heat, momentum, and
water using the CORE bulk formulas [4]. By tempera-
ture we mean the potential temperature relative to the
ocean surface. The condition of free sliding is used at
solid boundaries. Biharmonic filters are used to addi-
tionally maintain the numerical stability in the equa-
tions of momentum, temperature, and salinity trans-
port. The variable horizontal diffusion coefficient was
taken proportional to the minimal grid step at a given
point, and the biharmonic diffusion coefficient is pro-
portional to the third degree of the step. The corre-
sponding values at the equator are 1000 m2 s–1 and
‒2.8 × 1011 m4 s–1. The horizontal viscosity coefficient
is specified according to the Smagorinsky method
with a factor of C2 = 2.52 [13]. The background value
at the equator is 2060 m2 s–1. For biharmonic viscosity,
the factor is 1 and the background field is zero. The
indicated values of the viscosity and diffusion coeffi-
cients (not biharmonic) correspond to the analyzed
calculation cycle (see below in this section). The coef-
ficients larger by factors of 1.4 and 2.8 were taken in
the previous cycles. A viscosity coefficient of 300 m2 s–1

is used in the shallow-water equation.
To calculate the momentum transport, we applied

the central difference scheme; to calculate the heat and
salt transport we applied the scheme with the correction
of fluxes. Vertical mixing is parametrized according to
the Munk–Anderson scheme, including a convective
adjustment. The background values of vertical viscosity
and diffusion are 10–4 and 10–6 m2 s–1, and the maximal
values in the regions with a small Richardson number
are 10–2 and 10–3 m2 s–1, respectively. All processes
except vertical turbulent mixing are described by the
explicit numerical methods, which made it possible to
effectively parallelize the software code. The model was
implemented on massive parallel computers controlled
by the Compact modelling framework [14], maintain-
ing parallel exchanges, multilevel data interpolation,
and asynchronous operation with the file system. The
model is described in more detail in [3].

The experimental set up corresponds to the
CORE-II protocol, specifying the daily mean
descending radiation f luxes, monthly mean precipita-
tion, and river f low, as well as the daily variations in
the atmospheric parameters (temperature, humidity,
and wind velocity at an altitude of 10 m) during a

60-year period (1948–2007) according to the reanaly-
sis data and satellite observations. The data include
several modifications [4, 15] that are used to provide
for the thermal balance of the ocean model, which
operates without a complete model of the atmosphere.
To form the quasi-equilibrium state of the solution, we
perform the calculation for 300 years (five 60-year
cycles without interruption) with a jump in going from
conditions for 2007 to conditions for 1948.

To avoid drift, we relax the surface salinity to a
modified monthly mean climatic field using an artifi-
cial salt f lux proportional to the local salinity anomaly
with a coefficient of 50 m per four years (weak relax-
ation according to [4]). On the ocean surface we apply
the normalization (the subtraction of the average
global value) for the water f lux and the artificial salt
f lux. The initial temperature and salinity fields were
taken equal to the mean annual WOA09 fields, and the
initial values of the current velocities and the sea ice
thickness are zero. Inland basins and the Black Sea are
ignored in the calculations.

A comparison of the results with the model data
[6], obtained under the same atmospheric conditions
and using the same bulk formulas, allows us to make
an assumption about the origination of deviations of
the model solution from observations and prepare the
basis for studying the variations in the ocean state on
different timescales.

3. EXPERIMENTAL RESULTS
We consider the North Atlantic region as the first

stage of studies according to the CORE-II program
using the INM–IO model and analyze the present-
day state of the region reproduced by the model. As in
[6], we will consider the fields averaged for the last
20 years in the fifth cycle of the experiment (corre-
sponding to the external conditions in 1988–2007)
unless otherwise specified, and will compare these
fields with the mean annual climatic data from the
WOA09 atlas.

3.1. Atlantic Meridional Circulation
The climate of the North Atlantic largely depends

on the heat and salt f lows transferred by the meridio-
nal overturning circulation (MOC) of water; there-
fore, it is important to correctly reproduce the circula-
tion intensity in order to realistically model the region.
According to [4], this value was very sensitive to the
parameter setting of the model. A low MOC intensity
can result from an excessive viscosity of the model
ocean.

Figure 1 shows the distribution of the Atlantic
MOC streamfunction constructed based on the aver-
age velocity field obtained by us. The function value at
a plot point is equal to the southward integral water
transport at a given latitude through the vertical sec-
tion from the bottom to a given depth. The maximums
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correspond to the circulation centers in a clockwise
direction. The function primary maximum is about
21 Sv, which falls in the upper part of the result scatter
of a low-resolution model [6] (8–28 Sv) and exceeds
the data obtained in [16] with the 0.25° (18 Sv), [17] 0.1°
(17.4 Sv), and [18] (1/12)° (18 Sv) resolutions. The
maximum location depths are close in different works
(about 900–1100 m), whereas the latitudes differ pro-
nouncedly: 45° N in our work, 30°–55° N in [6], and
30°–35° N in [16–18]. This difference should be stud-
ied independently, but a comparison of the sources of
literature indicates that the maximum point as a rule
shifts southward as the model resolution increases.
Comparing the results of the experiment and works [4,
6, 8], we can assume that the maximum shifts north-
ward because the mixing depths are increased in the
Labrador Sea and the Irminger Basin (see Fig. 7).

The penetration depth of the North Atlantic deep
water (NADW), determined based on the streamfunc-
tion zero isoline, is about 3000 m in our case, which
coincides with most models in [6] but is smaller than
the available measurement data. In Fig. 2 the Atlantic
MOC vertical profile at 26.5° N latitude is compared
based on the INM–IO and [6] data. The estimation
based on the observational data according to the
RAPID program, taken from the same work, is also
presented. In contrast to Fig. 1, the streamfunction for
all model data is specified here as an integral north-
ward water transport between the surface and the
selected depth. Therefore, the function at the bottom

can differ from zero, which corresponds to the contri-
bution of the current through the Bering Strait and
water f luxes on the ocean surface to MOC. In the
RAPID data, the correction constant in space, such as
the streamfunction at the bottom is zero, is added to
the f low field. The average data for April 2004 to
March 2008 is used; therefore, the 4-year average for
the next available years (2004–2007) is also taken for
the models. Despite the fact that the RAPID estima-
tion is uncertain (the velocity field is corrected and the
reference level method is used to calculate MOC at
open ocean depths [19, 20]), we can rather confidently
state that the INM–IO model, as well as most remain-
ing models (see Fig. 5 in [6]), underestimates the
meridional water transport (10–15 Sv in the models
and 18.6 Sv in the RAPID data). The NADW penetra-
tion depth is insufficiently large, and, correspond-
ingly, the Antarctic bottom water occupies a wider
range of depths (from 2500–3000 m to the bottom in
most models and from 4400 m in the RAPID data).
The water southward transport maximum for the
INM–IO model (4.2 Sv at a depth of 3.5 km) lies near
the upper boundary of the model scatter [6].

Since NADW is mainly replenished by cold and
dense water of Nordic seas f lowing through the
Greenland–Scotland Ridge [21], it is apparently nec-
essary to parametrize the process in order to improve
the reproduction of this water. The NCAR model in
[6], which uses such a parametrization, indicated a
depth close to the observations.

Fig. 1. Atlantic MOC streamfunction according to the calculation performed using the INM–IO model.
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3.2. Meridional Heat Transport

The meridional heat transport (MHT) by the
ocean from tropical latitudes to polar regions is
important in the formation of the Earth’s climate. Fig-
ure 3 presents the latitude distribution of the Atlantic
MHT according to the results of our experiment as
compared to the data from [6]: the results of some
models, the implicit MHT calculation in [15] based on
the climatology of the atmospheric and ocean surface
data for 1984–2006, and the estimates based on the
data of measurements from [22, 23].

For INM–IO, we calculated MHT as a sum of
advection and diffusion heat f luxes calculated imme-
diately according to the model numerical schemes.
The result is generally close to the estimates based on
the observations and is near the uncertainty lower
boundary, whereas most 18 models in [6] show smaller
MHT values. All models failed to reproduce the esti-
mation based on the RAPID data [23]. The authors of
[24] indicated that decreased model MHT values at
realistic (or even increased) MOC values are possibly
caused by a diffused thermocline and an insufficient
NADW penetration depth.

If the model reaches the state of equilibrium, the
positive (negative) graph slope indicates ocean integral
heating (cooling) through the surface at a correspond-

ing latitude. Thus, the graph slope is positive near 45°–
55° N due to the atmospheric heat flux, which tends to
suppress a decrease in the surface temperature that is
observed in most considered models since the North
Atlantic current route is too zonal (Fig. 4). At about
65° N, the INM–IO graph spike is apparently caused
by an increased flow rate of a cold East Greenland cur-
rent (subsection 3.3).

3.3. Temperature and Salinity

Temperature and salinity distributions make it pos-
sible to judge model circulation singularities, specifi-
cally, the quality of reproduction of currents, vertical
mixing, and water mass formation. Based on the INM–
IO model results, we consider the temperature and
salinity deviations from the WOA09 atlas data, averaged
over the depth of the upper 700-m layer (Fig. 4) and
over latitude (Fig. 5). The dashed isolines correspond to
the negative values.

The temperature and salinity deviations often com-
pensate each other to a certain degree in the density
field. This is illustrated by warm and saline water near
the North American coast and by cold freshened water
at midlatitudes in the Atlantic Ocean, which is also
present in many models [6]. This indicates that the
point of the Gulf Stream separation from the conti-
nental slope shifts northward in the model solution
and the North Atlantic current is zonal in the region of
the Subpolar gyre.

Extensive freshening in the Greenland Sea is proba-
bly caused by increased ice formation during winter
(Fig. 6) and the following increased flux of fresh melt
water in summer. Fresh water blocks vertical mixing,
which is seen in the model solution as a warming at
depths of 500–2000 m in this region. A similar effect
was obtained in [6] using the ICTP model, according to
which the Atlantic MOC maximum is shifted north-
ward like in the INM–IO model.

In the 60° N region, vertical mixing is on the con-
trary intense, which is shown as a descent of warm
and saline Atlantic water. The velocity of the East
Greenland Current south of the Denmark Strait is
increased: the mean annual values constantly reach
20–30 cm s–1 on the shelf slope to the sill depths. The
total average f low rate through the strait for 20 years
is 5.8 Sv, whereas this f low rate is 3–4 Sv according
to the measurements and eddy-resolving models
[25]. As a result, cold and fresh water erroneously
originates south of the strait. Warm and saline water,
extending along the northwestern African coast and
through the tropical Atlantic to depths of 1000–2000 m,
was typical of the INM–IO model and, to a certain
degree, of most models in [4, 6]. This can indicate
that the model resolution is insufficient for the repro-
duction of upwelling, and the atmospheric or oceanic
(climatic) data in the tropics include errors.

Fig. 2. Vertical profile of the Atlantic MOC streamfunc-
tion at 26.5° N latitude according to the data of (a) the
INM–IO model and some models from [6] ((b) NCAR,
(c) MIT, (d) AWI, and (e) MRI-F) and (f) the estimation
made using the RAPID program data. 
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3.4. Ice Cover Area

The reproduction of the sea ice state is among the
most complex modeling problems and simultaneously
a good diagnostic characteristic, since it ref lects the
singularities of the atmospheric action and model
reproduction of the processes in the upper ocean layer.

Based on the results of several models, the authors
of [4] found that the mean annual ice area in the
Northern Hemisphere under the specified atmo-
spheric and radiation conditions remains constant
when the meridional circulation inherent variability is
significant. For our experiment, we present the aver-
age sea ice parameters in the Northern Hemisphere for

March and September of 1988–2007, obtained in the
considered fifth experimental cycle and in the previ-
ous fourth cycle (see Table). The NSIDC satellite data
[26] are also shown for comparison. The initial vol-
umes of northern ice in cycles 4 and 5 are almost iden-
tical: 5.9 × 1013 and 6.1 × 1013 m3. The table indicates
that the circulation intensification can be accompa-
nied by a substantial increase in the ice area when the
model parameters change, which mainly takes place
since ice is more conserved during the summer period.
Like in [6], this result contradicts the coupled simula-
tion of the atmosphere, ocean, and ice [27] in which
the MHT intensification causes a decrease in the ice
area. Such behavior of a stand-alone ocean–ice model

Fig. 3. Meridional heat transport in the Atlantic Ocean according to the data of the INM–IO model, models from [6] ((b) NCAR,
(c) MIT, (d) AWI, and (e) MRI-F), and estimates from [22, 23] (triangles and a square, respectively, with uncertainty intervals),
and calculations performed in [15] with the variability range for 1984–2006 (a dashed line and a filled region). 
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Fig. 4. Deviations of (а) temperature (°С) and (b) salinity (psu) from the WOA09 mean annual fields averaged over the ocean
upper layer with a depth of 700 m. 
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Fig. 5. Deviations of (а) temperature (°С) and (b) salinity (psu) in the Atlantic Ocean from the WOA09 mean annual fields aver-
aged over latitude. 
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can be caused by the absence of the feedback with the
atmospheric conditions. The origination of a nonreal-
istic model f luxes near the ice edge in this case is dis-
cussed in [4].

To illustrate the experimental results, we present
the monthly mean fields of the ice concentration for

March and September 2007 according to the INM–
IO model and climatology [26] (Fig. 6). The model
qualitatively reproduces the ice area in March except
for the Greenland Sea, where the ice concentration is
increased. In the Newfoundland region, model ice is
on the contrary almost absent, since Gulf Stream

Fig. 6. Ice concentration in March (top row) and September (bottom row) in 2007 according to the INM–IO model data (left
column) and NSIDC satellite observations (right column).
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warm water shifts toward the coast. The thermody-
namic model [12] substantially increases ice concen-
tration in September due to the accumulation of win-
ter ice, which cannot melt in summer and is not car-
ried by the East Greenland Current into the North
Atlantic.

3.5. Mixed Layer Depth

The depth distribution in the surface mixed layer
(SML) of the ocean is closely related to the formation
of deep water and to the heat, fresh water, and carbon
dioxide exchange. The deep convection zones in the
North Atlantic and the Weddell Sea are among the key
elements of the “global ocean conveyor belt.”

Following [6], we consider the March depths of the
mixed layer and use the SML determination, according
to which the potential density deviation from its surface
value in this layer is no more than 0.125 kg m–3. For
comparison, we construct the SML depth climatic dis-
tribution based on the WOA09 March fields of tem-
perature and salinity, taking into account the fact that
these depths can be underestimated, since the spatial
resolution is low and it is difficult to perform measure-
ments in a cold season.

Figure 7 indicates that the INM–IO model repro-
duces the deep-water formation boundaries in the
Labrador and Irminger seas, as well as the mixing
regions in the central North Atlantic. The model gen-
erally indicates that mixing at latitudes of 60°–65° N

Fig. 7. Average depth of the surface mixed layer in March according to the INM–IO model data (top) and the WOA09 atlas (bottom).
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is deeper than is shown in the atlas, and the zones of
deep SML gravitate toward the shelf slope and are
shifted northward. A similar SML depth distribution
(specifically, the mixing depths larger than 500 m in
the Denmark Strait) was obtained in [6] using the
MRI-A model, assimilating the climatic fields of tem-
perature and salinity, and in several works based on the
Levitus climatology and the SML determination
through a temperature difference, e.g., [28]. Increased
mixed layer depths in the Labrador Sea are a typical
disadvantage of many up-to-date models [18]. In the
Norwegian Sea, mixing depths determined by us are
on the contrary pronouncedly decreased, apparently
due to the surface fresh anomaly.

4. CONCLUSIONS
This numerical experiment is an important step in

the development of the World Ocean model. An anal-
ysis of the results indicated that the INM–IO model
corresponds to the present-day level of this scientific
field development on the considered spatial and time
scales. Many detected disadvantages are general for a
number of models. The correction methods are pro-
posed for some of these models in the literature and
should be found for other models.

Thus, the Atlantic MOC intensity in the INM–IO
model solution reaches its maximum far in the north
and is on the contrary decreased in the tropics, if the
resolution is 0.25° and viscosity is rather high. It is
important to correctly reproduce the North Atlantic
deep water body. For this purpose, it is apparently nec-
essary to include the parametrization of the bottom
water overflow into the model code. It turned out that
a decrease in MHT related to large-scale circulation
distortions is even a more complex problem.

To all appearance, the deviations from the observa-
tional data in the case when the water thermohaline
structure is reproduced are first and foremost caused
by the incorrect routes of the Gulf Stream and North
Atlantic current and weak upwelling in the model
solution. It is considered that it is necessary to increase
the model resolution in order to correct these disad-
vantages [4, 18]. The quality of the ice model is of fun-
damental importance, and the sensitivity of the ocean
ice system to the meridional transport intensity should
be studied independently.

An analysis of mixed layer depths confirmed the
observation [6] that these depths increase at an
increased meridional circulation intensity. Buoyancy
flows, caused by heat and salt carried from low lati-
tudes, and the effect of f lows on the ice cover and, cor-
respondingly, on the heat exchange with the atmo-
sphere can be responsible for this relation. It is neces-
sary to specify the reproduction of the East Greenland
Current.

Further works will be related to setting the model in
the eddy-permitting regime, improving parametriza-

tions and submodels (in particular, ice and vertical
mixing), and transitioning to a higher resolution.
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