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1 1. INTRODUCTION

Numerical models of the ocean general circulation
have been used for more than fifty years to study the
ocean dynamics, the Earth’s climate as a whole, and
their variability on different spatial and temporal
scales [1–3]. Over this time period, the resolution of
models has increased two orders of magnitude (from
several degrees to hundredths of a degree) and the
parameterization of physical processes has been sig�
nificantly improved. Here, each stage of the progress
posed a problem of the verification and calibration of
models by comparing with observation data on appro�
priate spatial and temporal scales (from global climatic
characteristics of the ocean to the synoptic variability
of mesoscale eddies and jet currents).

The program code of a model suitable for both cli�
mate studies and weather forecasts should provide
operation in a wide range of spatial scales. For exam�
ple, a recent IPCC report [4] suggests a horizontal res�
olution of ocean models of 1°–0.5°. At the same time,
a number of studies showed that, to describe mesos�
cale eddies and dynamic structures of the ocean (such
as the Gulf Stream [5, 6] and the currents in the straits

1 The paper is dedicated to the memory of Academician
G.I. Marchuk.

between Europe and Greenland [7]), the horizontal
resolution must be no less than (1/10)°. The calcula�
tions of the entire World Ocean with this high resolu�
tion require efficiently scalable numerical algorithms
and powerful supercomputers. At present, activities of
this kind are conducted by three research groups: Los
Alamos National Laboratory, Naval Postgraduate
School, United States (POP model [8]); Earth Simu�
lator Center, Japan (OFES model based on MOM
[9]); and the European Community DRAKKAR pro�
gram (NEMO model [10]). The Russian INMOM
ocean model [11] contributing to the report [4] cur�
rently has a number of specific structural features that
do not allow the model to be run on the massively par�
allel computing systems.

In view of this, the Institute of Numerical Mathe�
matics of the Russian Academy of Sciences and the
Shirshov Institute of Oceanology of the Russian Acad�
emy of Sciences initiated research on creating a high�
resolution model of the global ocean. This model was
based on the model of enclosed sea hydrodynamics
[12]. The new model involved significant modifica�
tions. First, the shallow water equations are solved
using an explicit scheme [13] to find the barotropic
components of currents. A unique fast algorithm was
proposed for solving shallow�water equations on par�
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allel computers with distributed memory [14]. In addi�
tion, new technologies were developed for parallel
exchanges, multilevel data interpolation, and asyn�
chronous treatment of the file system, which outper�
formed their foreign counterparts (CESM cpl7, MCT,
OASIS) in terms of the efficient use of supercomput�
ing resources [15–18]. The first results of the run of
the new model of the World Ocean dynamics on grids
with a horizontal resolution of ((1/10)°) and 49 verti�
cal levels (INM–IO model 1/10 × 1/10 × 49 [19, 20])
show that the computing technologies developed are
correct and efficient and can be used for the explicit
simulation of a wide range of physical processes in the
ocean. At the same time, it should be recognized that
the detailed testing of high�resolution global ocean
models requires very large computing resources.
Therefore, it is still desirable to test the numerical
schemes on models of a low (around 1°) horizontal
resolution.

This paper presents the results of the first stage of
the verification of the INM–IO World Ocean model
with a resolution of 0.5°. The verification was con�
ducted through a numerical experiment for a simula�
tion period of 500 years; the initial state was repre�
sented by the climatological distribution of tempera�
ture and salinity and the temporal dynamics of
external forcing was specified by a cyclic repetition of
the CORE�I “normal” year [21]. In Russia, a similar
experiment with interannual variability of the forcing
was conducted by the authors of [11].

Section 2 presents the main features of the
INM–IO model. Section 3 describes the setup of the
numerical experiment and the values of model param�
eters used. Section 4 demonstrates the results of the
experiment and a number of spatial and integral char�
acteristics of the solution, providing a comparison
between observed data and the results of models
involved officially in the CORE�I experiment. Section
5 presents the conclusions drawn from this study and
projects further lines of model improvement.

2. THE INM–IO OCEAN MODEL

The INM–IO World Ocean model is a software
package designed for analyzing the seawater circula�
tion in a wide range of spatial and temporal scales. The
complete system of equations of three�dimensional
ocean dynamics in the Boussinesq and hydrostatic
approximations is solved by a finite volume method on
type B grid. Since this type of grid is characterized by
a number of drawbacks (for example, a two�step noise
in the ocean surface field), we plan to use a type C grid
in the future. The vertical axis uses z coordinates. The
barotropic dynamics is described with the help of a
two�dimensional system of shallow�water equations
by the scheme [13]. The state of sea ice is described by
the thermodynamic model [22], and the heat, salt,
momentum, and water flows on the atmospheric
boundary are calculated by the boundary layer model

[23]. Horizontal turbulent mixing is described using
the hypothesis that the turbulence flows are propor�
tional to the gradients of transferred substances (tem�
perature, salinity, and momentum). Additionally,
these fields are smoothed by a biharmonic filter. The
corresponding coefficients of diffusion and viscosity
are constant. Vertical mixing is parameterized by the
Munk–Anderson scheme [24]. These simple parame�
terizations were used as the first step of model develop�
ment and in the future will be replaced by more
advanced schemes or rejected as useless when an
increased resolution is used. The surface of the air–
water interface is free, with an explicit description of
water, heat, salt, and momentum flows.

Except for vertical turbulent mixing, all the pro�
cesses were described using explicit numerical meth�
ods. This made it possible to perform a reasonable par�
allelization of the program code using the method of
two�dimensional domain decomposition. Test calcu�
lations showed that the model is almost linearly scal�
able up to 32400 processor cores with a spatial resolu�
tion of (1/10)° and that the resolution can be
increased up to (1/20)°. The data input–output was
also fully parallelized using tools of the Framework for
Coupled Modeling [15–17].

The numerical schemes of water volume transport
and heat and salt transport/diffusion are fully consis�
tent, which ensures (when the format of data storage is
real(8)) that the mean level of the ocean is conserved
in this numerical experiment with an accuracy of
10–11 m, the value of vertical velocity at the bottom is
within 10–15 m/s, and the mean values of temperature
and salinity (in the test calculation for one year with no
external flows) are conserved with an accuracy of
10–5 °С and 10–5 psu, respectively. The momentum trans�
port is calculated using a central difference scheme and
the heat and salt transfer is calculated using a flux�cor�
rected scheme [25]. A more detailed description of the
model and the first results of eddy�resolving calcula�
tions of the ocean state can be found in [19, 20].

3. SETUP OF THE NUMERICAL EXPERIMENT

In this paper, we describe a numerical experiment
for calculating the proper climate in the ocean model
under the effect of cyclically recurring (over a period of
500 years) “normal” annual variation in atmospheric
parameters and solar radiation determined from the
CNYFv2 database of the CORE�I protocol [26]. The
wind velocity, air temperature, and humidity at a
height of 10 m are specified with a resolution of 6 h;
the longwave and shortwave downward surface radia�
tion are daily mean values and the precipitation and
continental runoff are monthly mean values. Here, to
avoid a model drift, the surface salinity is drawn
(relaxed) to the monthly mean PHC2 climatology [27]
using an artificial salt flux proportional to the salinity
anomaly with a factor of 50 m/4 years (in terms of
[21], this value of the coefficient corresponds to weak
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relaxation). After this, the flows of moisture and artifi�
cial salt are normalized (the global mean value is sub�
tracted) at each time step.

The initial fields of temperature and salinity are the
annual mean fields taken from the WOA2009 database
[28], the initial values of current velocities are zero,
and the sea ice is disregarded at the start of the experi�
ment.

The horizontal system of coordinates is three�polar
[29]. The grid resolution in the spherical part (south of
60° N) is 0.5°. The grid cell dimensions vary from 56 ×
56 km at the equator to 12 × 56 km on the Antarctic
coast, 15 × 33 km at the North Pole, and 21 × 16 km
along the coasts of Siberia and Canada. On the bound�
ary of spherical and bipolar grids, the longitudinal res�
olution varies continuously, and the latitudinal step
jump is less than 15% for most of the boundary. The
depth of the computational domain is piecewise con�
stant and lies in the range of 12 to 6125 m. The bottom
topography was taken from the ETOPO5 database
[30]. The inland water areas and the Black Sea are dis�
regarded in the calculations. There are 49 vertical lev�
els with a step of 6 m in the upper layer to 250 m in the
lower layer. The time step is 12 min for three�dimen�
sional baroclinic equations and 0.6 min for shallow
water equations.

The coefficients of turbulent exchange (viscosity
and diffusion) were chosen so as to ensure the stability
of computations and retain the variability of ocean
dynamics as much as possible for the given resolution
and time step. The horizontal viscosity coefficients for
shallow�water equations and baroclinic dynamics are
1000 and 2500 m2/s, respectively. The coefficients of
horizontal biharmonic viscosity and diffusion are used
only for baroclinic equations and constitute –1.25 ×
1012 m4/s. The coefficient of horizontal diffusion for
heat and salt is 1000 m2/s. The background values of
vertical viscosity and diffusion are 10–4 and 10–6 m2/s,
respectively; their maximum values in areas with a
small Richardson number are 10–2 and 10–3 m2/s,
respectively. The test experiments indicated that the
horizontal exchange coefficients for most of the World
Ocean can be significantly reduced; however, in this
paper, we limit ourselves to a calculation with spatially
constant coefficients.

The calculations were performed on the MVS10P
computer of the Joint Supercomputer Center of the
Russian Academy of Sciences. The number of proces�
sor cores used was 1615; here, the calculation for one
model year took around 10 min of real time.

4. NUMERICAL EXPERIMENT RESULTS

This section analyzes the model capability to simu�
late the main elements of the global ocean climate cir�
culation. We consider a number of diagnostic charac�
teristics of the model solution and compare them with
the results of other models, as well as observational
and reanalysis data.

4.1. Change in Average Temperature and Salinity

The numerical experiment for a period of 500 years
revealed that the mean temperature of the World
Ocean has increased by approximately 0.1°C and
reached a quasi�equilibrium value (hereafter, by tem�
perature, we mean potential temperature relative to
the ocean surface). The increase in mean salinity was
around 0.03 psu with a residual trend of 0.004 psu for
100 years caused, as is shown by additional sensitivity
experiments, by the unbalanced response by the ice
model. Despite salinity drift, these results (Fig. 1) are
sufficiently realistic and lie in the range of data scatter
by the most widely used models mentioned in the
CORE�I experiment review [21].

A more detailed presentation of the model spinup
can be obtained by constructing plots of water proper�
ties as a function of time and depth. Figure 2 shows the
temporal dynamics of deviations in annual mean tem�
perature and salinity from WOA2009 annual mean
climatological data. It can be seen that the tempera�
ture of surface waters and the thermocline becomes
almost stabilized during the first 50 years, while the
remaining waters retain a weak positive drift at depths
of 300 to 1000 m and a negative drift at a depth of
around 250 m. A similar distribution of temperature
trends is observed in the calculations conducted with
the POP, ORCA, and MPI z�coordinate models [21],
while the temperature plots in models with and isopy�
cnic or hybrid coordinates (HIM, MICOM, and
HYCOM) are qualitatively different. Specifically, the
isopycnic models are characterized by cooling of the
entire oceanic column except the upper layer up to
300 m. It should be noted that during the preparation
of this experiment, the upwind scheme used earlier for
scalar transport was found to be completely unsuitable
for long�term calculations because it leads to the unre�
alistic overheating of deep oceanic layers.

The plot of salinity shows a noticeable freshening
with expressed interannual variations in the upper
500�m layer and a salinization center at depths of
around 1000 m. Like in the case of temperature, this
pattern is similar to the results of calculations con�
ducted with z�coordinate models, with the difference
that no freshening of deep waters is observed in this
experiment.

In all sections except for 4.4 and 4.7, we consider
the numerical experiment results averaged over 491–
500 years.

4.2. Surface Temperature and Salinity

Figure 3 shows the deviations in surface tempera�
ture and salinity from the WOA2009 annual mean val�
ues. Despite the fact that these fields are rather rigidly
fixed to a given atmospheric forcing, the internal
model dynamics gives rise to a number of specific fea�
tures.
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Fig. 1. Change in global annual average (a) temperature and (b) salinity during the numerical experiment in comparison with the
results of the models of [21]. (1) INM–IO, (2) POP, (3) HYCOM, (4) MOM, (5) HIM, (6) ORCA, (7) MPI, and (8) MICOM.
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Fig. 2. Change in horizontally averaged (a) temperature (°C) and (b) salinity (psu) as a function of time (years) and depth (m)
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Primarily, this refers to the expressed positive devi�
ations north of frontal zones in the areas of western
boundary currents (the Gulf Stream and Kuroshio).
To simulate these currents, it is necessary to have a
spatial resolution of no less than 0.1° (for example, see

[5, 6, 9]); therefore, the resolution used by us (0.5°)
inevitably leads to this kind of error. To one extent or
another, these errors appear in all models covered by
the review [21]. In [20], the quality of the simulation
of the Gulf Stream current was demonstrated to
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depend on the model resolution. Most likely, the lack
of the resolution is responsible for the fact that the
northward transport of freshened cold waters of the
Falkland Current is blocked and the rate of rise of cold
waters near the west coasts of Africa and South Amer�
ica is insufficient.

The model also fails to correctly simulate the loca�
tion of the North Atlantic Current near the subpolar
gyre, which manifests itself in the alternation of posi�
tive and negative temperature deviations and is proba�
bly the source of insufficient heat transfer into the
Nordic Seas. The correction of these errors may
require an adjusted parameterization of vertical
mixing.

The extensive Arctic freshening points to the need
for a more accurate model of sea ice, while the sharp
positive deviations near the mouths of Siberian rivers
may be indicative of errors in the specification of
external atmospheric forcing or inconsistency between
WOA2009 (the deviations are measured from these
data) and PHC2 (used for calculating the relaxation
salt flux) data.

The central regions of the Pacific, Indian, and
Atlantic oceans are simulated with a sufficient ade�
quacy. For example, the temperature deviations were
comparable with the uncertainty of climatological
data themselves (0.5–2°С in a number of areas [21]).

One of the most difficult regions for the model was
the Southern Ocean. The model solution for this
ocean is characterized by extended zonal deviations of
temperature and salinity. These deviations can be
explained in part by uncertainty in climatological
data. Indeed, according to the remark in [21], the sur�
face temperatures for the African and Atlantic sectors
of the Southern Ocean in [31] turn out to exceed the
values obtained in [32] by 0.5–1°С. However, some
diagnostic characteristics considered below point to
the need for adjusting the model solution namely in
this region.

4.3. Zonal Mean Temperature and Salinity

The distribution of temperature and salinity by lat�
itude and depth directly reflects the intensity of the
circulation and ventilation of deep waters. This distri�
bution makes it possible to study processes such as the
meridional transport of mass, heat, and salt, convec�
tive mixing, and carbon exchange, which cannot be
easily measured directly.

Figure 4 shows the global zonal mean fields of tem�
perature and salinity as deviations from the WOA2009
annual average fields. Like in most models [21], one
can see heat areas in the upper layer of the tropical
ocean. These areas are probably caused by the insuffi�
ciency of the model resolution to simulate equatorial
upwelling (see subsection 4.9). The clearly expressed
deviations at 40°–80° N point to an overly strong ver�
tical exchange in these areas and can explain the defi�
cit of heat transfer into the Arctic.

Conversely, the resulting Antarctic bottom water is
significantly colder than the measured values. The
numerical experiment yields an ice deficit in this area
(subsection 4.5), which apparently leads to a reduced
near�surface salinity; an increased heat emission into
the atmosphere; and, accordingly, an intensified
downward motion of cold waters and their northward
transport at deeper layers (subsection 4.9).

The strong freshening in the upper 250�m layer at
25°–45° S generally follows the surface deviation
from climatology. Although the reason remains
unknown, we can note that, according to the results of
[21], this proves to be typical for models with a weak
relaxation of surface salinity.

4.4. Interannual Dynamics of Heat Content 
in the Upper Oceanic Layer

To estimate the quality of the simulation of the
annual cycle of near�surface thermal characteristics of
the ocean, we compare (see Fig. 5) the monthly aver�
age values of surface temperature and heat content
(integrated temperatures over the vertical) of the upper
250�m layer for a number of model years and for
WOA2009 data at the point 35° N, 48° W. The plot
points corresponding to the months of the year are
arranged counterclockwise from January to Decem�
ber. Figure 5b shows similar plots for the 50th year of
modeling with the INM–IO and three other models
described in [21]; here, the authors of the MPI model
conducted experiments with strong and weak relax�
ation of surface salinity (the relaxation rates were
50 m/300 days and 50 m/4 years, respectively).

All these models qualitatively simulate the phase of
seasonal heat�content oscillations; during the pro�
cessing of the results of our experiment, we revealed
that the phase errors of the models have the same order
of magnitude as the differences between different cli�
matological data (for example, between PHC3.0 and
WOA2001 with a resolution of 0.25°). However, the
average value and amplitude of heat content proved to
be significantly underestimated in comparison with
observational data. Our experiment improved the
mean value slightly rather than completely. Since the
ocean seasonal cycle of heat content at mid�latitudes
is controlled primarily by surface heat flux (for exam�
ple, see [33]), the thermal characteristics of the model
can apparently be improved through advanced param�
eterizations for surface flows and vertical mixing. An
increased relaxation can also have a positive effect, but
this is an artificial method and cannot be used in cal�
culations with a fully interactive model of the atmo�
sphere. Finally, the fact that most models underesti�
mate the maximum summer surface temperature tes�
tifies that there can be errors in the external forcing.
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4.5. Ice Cover Area

Simulation of high�latitude processes, such as the
seasonal cycle of sea ice, is one of the most difficult
problems for numerical modeling and an explanation
of its results because these processes are very sensitive
to external atmospheric influence and to model
parameters. This section considers only one of the
characteristics of the model climate: the sea ice con�
centration in the months of its maximum and mini�
mum. Figure 6 shows the field of ice concentration in
the Arctic and Antarctic for March (with a maximum
in the Northern Hemisphere and a minimum in the
South Hemisphere) and September (with a minimum
in the Northern Hemisphere and a maximum in the
South Hemisphere). The left column shows the fields
calculated with the INM–IO model for March 15 and
September 15 and the right column shows the data
described in [34] for the same months. The total
annual mean sea ice area reaches a quasi�equilibrium
value over the 10 first years of the experiment for the
Northern Hemisphere and over the 50 years for the
Southern Hemisphere.

For the Arctic in winter, the model shows a good
agreement with observed data except for a slight differ�
ence near the southern boundary of ice propagation in
near�polar regions of the Atlantic and Pacific oceans.
It can be concluded that the ice conditions of the area
in this season are most stable with respect to parame�
ters of the experiment and can be qualitatively repro�
duced even with a simple thermodynamic model of
ice. On the contrary, during the Arctic summer, the ice
formed in the winter is melted incompletely; there�
fore, there is too much multiyear ice and our model
considerably overestimates ice cover. This season
turned out to be also problematic for the group of
models described in [21], which were characterized by
a largely scattered and generally underestimated ice
area (except for the MPI model).

For the final period of the warm season in the Ant�
arctic, the model results are qualitatively consistent
with observational data, with the largest deviation in
the Ross Sea and an overestimated (on the mean) ice
concentration in areas covered by ice. At the same
time, the area of the model ice formed during the cold
season is smaller than the ice area observed in nature
due to both incorrectly ice�free areas and underesti�
mated ice concentration.

4.6. Equatorial Section in the Pacific

The realistic simulation of near�surface character�
istics of the tropical Pacific is important for interpret�
ing the El Niño–Southern Oscillation processes. In
this section we verify the model on the basis of obser�
vational data [35] taken from the review [21].

Figure 7 shows the structure of zonal currents on
the equator in the Pacific. According to observational
data, the maximum velocity of the Equatorial Coun�

tercurrent exceeds 1 m/s, while the model yields a
value that is approximately two times lower; here, the
countercurrent core turns out to be shifted westward.
Most likely these errors are caused primarily by the
resolution insufficiency and inaccuracy in the descrip�
tion of vertical mixing, which manifested itself in the
eastern (less deep) part of the countercurrent. How�
ever, the total flow of the model countercurrent
(through the meridian 140° W, in the “corridor” from
3° S to 3° N, and between 60 and 440 m in depth) is
33 Sv, which is very consistent with estimates from
observational data (for example, 39 Sv at 140° W [36]).
Qualitatively, the model simulates the observed local
maxima of the current velocity near 155° E and
145° E. An overestimated velocity of the surface west�
ward current at the east of the section is observed in this
experiment like in all experiments of the review [21],
which is probably caused by errors in the wind field.

4.7. Mixed Layer Depth

The surface mixed layer of the ocean (SML) is gen�
erated by wind, Ekman subduction, and convective
instability. The distribution of its maximum depths
reached over the year is closely associated with the for�
mation of deep water masses and with the exchange of
heat, fresh water, and carbon dioxide. The deep con�
vection zones in the North Atlantic and the Weddell
Sea are key elements of the “global ocean conveyor
belt.”

Different studies use slightly different criteria for
determining the SML depth. Since the SML includes
small vertical gradients of temperature, salinity, and
density, most of the criteria determine the lower
boundary of the SML as a level at which the gradients
of temperature, density, or buoyancy, or their devia�
tions from the surface values reach given threshold val�
ues. We use the criterion described in [37]: the thresh�
old value is taken to be the deviation of potential den�
sity by 0.125 σ�units.

The climatological distribution of maximal SML
depths is constructed on the basis of monthly fields of
temperature and salinity (Fig. 8b). This calculation
has the potential to underestimate the actually existing
depths because these fields have been smoothed ini�
tially and have a data deficit for the cold season due to
difficulties in measurements. However, according to
[21], climatology generally yields a correct large�scale
estimate coinciding with the available data of Argo
buoy measurements and WOCE sections, except for
the northern margins of the Atlantic and the Labrador
Sea, where the climatological mixing depths are
underestimated.

It can be seen from Fig. 8 that the INM–IO model
qualitatively simulates the boundaries of deepwater
formation in the Labrador and Greenland seas as well
as near the northwestern coast of the Pacific and in the
Mediterranean (overestimated). The deep SML in the
Weddell gyre is simulated. For this area, it looks likely
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Fig. 6. (a) Sea�ice concentration in the Arctic in March (top) and September (bottom). Results of the INM–IO model (left col�
umn) and data of [34] (right column). (b) Same as Fig. 6a except for Antarctica.
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that the choice of the criterion for determining the
SML depth is important because the method based on
the buoyancy deviation for the WOA2005 climatology
[21] revealed no deep mixed layer in the central part of
the gyre.

The wide and deep SML along the remaining Ant�
arctic coast points to a highly overestimated rate of the
meridional overturning circulation and the formation
of Antarctic deepwater. The northern boundary of its
deepest part (>1500 m) almost coincides with the

actually observed position of the southern front of the
Antarctic Circumpolar Current [38]. The deep mixed
layer (pycnostad) observed on the northern edge of this
current and reflecting the formation of the sub�Ant�
arctic water mass is simulated relatively well by our
model in the Indian Ocean and western Pacific but is
almost absent in the eastern Pacific. As is shown in
[21], the numerical models generally fail to simu�
late this feature.

.0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1

(b)

Fig. 6. (Contd.) 
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and data of [35] (b).
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4.8. Meridional Heat Transport

Meridional heat transport (MHT) in the Earth’s
climate system is conditioned by nonuniform heating
when tropical areas absorb solar radiation while polar
regions emit thermal radiation. A number of studies
found that it is highly important to adapt the meridi�

onal heat transport by the ocean with flows on the
ocean–atmosphere boundary to ensure that model
system climate is stable (for example, see [39] and ref�
erences therein).

Figure 9 shows the plots of global northward MHT
obtained with INM–IO and models of the review
[21], its separation in our experiment into an explicit
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Fig. 8. Distribution of mixed layer depths (m). Maximum of instantaneous values for 491–500 years of the experiment with the
INM–IO model (a) and maximum based on WOA2009 monthly mean temperature and salinity fields (b).
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(advection) and subgrid (diffusion) components, and
an estimate [40] from observational and reanalysis
data. For INM–IO and most models of [21], MHT is
calculated explicitly. Only for MPI and MICOM is the
heat transport determined from mean heat fluxes on
the ocean–atmosphere boundary. Since the horizon�
tal resolution of most models of [21] is around 1°, the
INM–IO model data were averaged over 1° cells
before the comparison.

The result of our model is generally close to the
data of [40]. At most latitudes, the difference does not
exceed the uncertainty in these data or the difference
between various databases (for example, the climatol�
ogy of shipboard observations [41] shows that the
northward heat transport in tropical and mid�latitudes
of the Southern Hemisphere is larger by 0.4 PW). The
heating of tropics defined as the MHT difference
between 20° N and 20° S was 2.9 PW for the range of
estimates from 2.0 PW ([21] on the basis of [23]) to
3.5 PW [40].

An exception was the Southern Ocean, where the
model heat transfer reaches significantly overesti�
mated values due to the subgrid component. In addi�
tion, the subgrid component is largely responsible for
the sharp minimum of MHT at around 40° N. In both
cases, errors occur in areas where the MHT is non�
monotonic; therefore, it can be assumed that it is here
that the correct description of vortex dynamics by the
model is most important. This requires an increased
resolution and/or more detailed parameterizations of
turbulence.

4.9. Meridional Overturning Circulation

Figure 10 shows the distributions of the stream
function of the meridional overturning circulation
built from the velocity field of the model solution for
the World Ocean and the Atlantic. The value of the
function at a point of the plot is the integral southward
water transport at the given latitude through the verti�
cal section from the bottom to a given depth.

The distribution and values of the stream function
qualitatively coincide with those obtained tradition�
ally with z�coordinate models of the same resolution
(for example, [9, 21]). The model simulates wind cir�
culation cells in the upper ocean layer, the powerful
deepwater Deacon cell associated with the Antarctic
Circumpolar Current and supported by westerly
winds, the northern thermohaline cell driven mainly
by water downwelling in the North Atlantic, the cell of
the Antarctic bottom water mass, and the Abyssal cell
near 20° S.

The intensity of tropical wind cells reaches 63 Sv at
3° S and 53 Sv at 3° N. In comparison with the eddy�
resolving experiment [9], these cells that were
obtained were almost twice as intense and pressed to
the equator. However, the intense upwelling in equato�
rial areas was not simulated, presumably because of
the insufficient resolution. The intensity of the north�
ern subpolar wind cell was 6 Sv at latitude 39° N,

which almost coincides with the result of the men�
tioned study.

The Deacon Cell in the Southern Ocean reaches a
depth of 3500 m and an intensity of 20 Sv. For [9], the
respective values were 3000 m and 34.5 Sv. In [21],
most models yielded values of 20–25 Sv; however, it
should be taken into account that this quantity
involves subgrid circulation parameterized by the
Gent–McWilliams method and having an opposite
sign to the explicit one.

The circulation of Antarctic bottom water reaches
an intensity of 25 Sv at 67° S, which is a significantly
overestimated value in comparison with both the
coarse z models of [21] (5–10 Sv) and the eddy�resolv�
ing calculation [9] (up to 4 Sv). The Abyssal Cell yields
21 Sv at 22° S, which lies on the upper boundary of the
scatter by the remaining models and, according to
[21], is very consistent with estimates from observa�
tional data.

The thermohaline cell associated with the deepwa�
ter Atlantic water mass (Fig. 10b) yields a maximum
transfer of 24 Sv at a depth of approximately 1000 m,
which almost coincides with calculated data [5]
(23.9 Sv, 1140 m), slightly exceeds [9] (17.4 Sv, 900 m),
and exceeds the estimates from observational data
(15 Sv in [21]). According to [21], this intensity turns
out to be very sensitive to the model configuration. In
addition, the maximum obtained with a coarse resolu�
tion is found to be shifted northward (46° N in our
model, 33.2° N in [5], and 30° N in [9]).

4.10. Flows of Some Currents

In this section we analyze the mean flows of some
currents to estimate the quality of modeling.

The Drake Passage is the narrowest meridional sec�
tion of the Antarctic Circumpolar Current. The
amount of water flowing through this passage is esti�
mated by various methods and observational data to be
from 100 Sv [38] to 135 Sv [42]. This value depends in
a complicated way on wind influence, baroclinicity,
and distribution of pressure gradients; therefore,
model verification at this stage is only possible at a
qualitative level with respect to this parameter. In our
experiment the flow of the Antarctic Circumpolar
Current in the Drake Passage was 185 Sv, which signif�
icantly exceeds the observed value but falls on the
upper limit of the range of model results of [21]. In this
case, the model solution obtained in the experiment
had a sharp runup to 215 Sv by the 9th year, with a sub�
sequent decline to 177 Sv by the 150th year and reach�
ing to the quasi�steady state level of 185 Sv by the
320th year. A similar result (180–185 Sv) was obtained
in [21] by the MPI model using (like INM–IO) a weak
relaxation of surface salinity. In a similar experiment
with a strong relaxation (50 m/300 days), the MPI
model yielded a flow of 135 Sv.

As was noted above, the flow of the Pacific equato�
rial countercurrent (the Cromwell Current) calculated
by the model was around 33 Sv with a measured value
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of 39 Sv. For the Equatorial countercurrent in the
Atlantic Ocean (the Lomonosov Current), the model
yields 13 Sv on the meridian 30° W on the lower
bound of the estimate from observational data
20.7 ± 6.9 Sv [43].

In the numerical experiment, the rate of the flow to
the Arctic through the Bering Strait was 1.4 Sv.
According to measurement data [44], the flow aver�
aged over 1991–1994 is 0.83 Sv, with a large interan�
nual variability of up to 50% of the mean value. The
eddy�resolving calculation [8] for the same years
yielded a value of around 1 Sv with flow fluctuations
from –1 to 2 Sv.

The flow from the Arctic through the Fram Strait
was 1.7 Sv in our experiment and 1.8 Sv in [8]. In both
cases the flow is close to the lower bound of 1997–
1999 observation data [45] (4.2 ± 2.3 Sv).

A large number of measurements were conducted
for the Gulf Stream in its different areas. We limit our�
selves to the flow near the Cape Hatteras. This numer�
ical experiment yielded a flow of 39 Sv, while the mea�
sured value was 65 Sv [46]. A more detailed study of
the Gulf Stream structure is planned in subsequent
calculations using the INM–IO model with an eddy�
resolving resolution.

5. CONCLUSIONS

The quasi�equilibrium state of the ocean obtained
in the numerical experiment is the own climate of the
INM–IO model. Despite the fact that this state was
calculated with a sufficiently coarse resolution and
using simple parameterizations, the experiment
showed that the model is appropriate for simulating
large�scale oceanic processes. The experiment pro�
vided an original view of the mechanisms controlling
the model climate and made it possible to identify the
lines for further improvement of the model. The prac�
tical results of the experiment can be formulated as the
following conclusions.

(1) When a conservative and not overly viscous
advection scheme is used, the mean temperature of the
ocean quickly becomes stabilized. To conserve mean
salinity, it is very important to balance the ice model in
a way that prevents its drift. The character of the verti�
cal distribution of temperature and salinity is largely
determined by the type of vertical coordinates used in
the model.

(2) When a coarse spatial resolution is used in the
model, the largest errors in the distribution of temper�
ature and salinity occur in the areas of coastal jet cur�
rent and upwelling. The accuracy of the simulation of
the thermohaline structure of Arctic regions signifi�
cantly depends on the ice model accuracy and the
setup of the salinity relaxation scheme. The Southern
Ocean turned out to be the most difficult among plan�
etary basins for both modeling and obtaining estimates
from observational data; presumably, this happens pri�
marily due to complexity in the vortex dynamics of the
Antarctic Circumpolar Current.

(3) Model solutions proved to be highly smoothed
even in comparison with climatology, which can be
caused by both the low resolution of atmospheric forc�
ing and the model ocean viscosity. The flows of the
currents are qualitatively simulated, while the flows for
jet currents are underestimated. The intensity of large�
scale elements of the circulation can be overestimated
or underestimated.

(4) In terms of many parameters, the results were
close to those obtained with the MPI model, which
uses a vertical grid and salinity relaxation scheme sim�
ilar to our model.

(5) The reasons for a given error in the model solu�
tion cannot be always clearly established. The errors of
even low�resolution models are often comparable with
the uncertainty of observational data.

Further activities with the model will be related to
calibration, the improvement of parameterizations
and submodels (specifically, the submodels of ice and
vertical mixing), transition to a high resolution, and
numerical implementation on a C�grid.
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