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Scientists often use randomized controlled trials to compare a newly developed treat-
ment to the existing one, or to a placebo. Patients are randomly assigned to a treatment,
and they are compared with respect to the outcome of interest. The cluster randomized
trial (CRT) is a type of randomized controlled trial in which the treatments are ran-
domized at the group, rather than individual, level. The intracluster correlation (ICC)
measures the degree of similarity between individuals within clusters. CRTs can be
designed in several ways; it is essential that researchers carefully plan the study, from
sample size calculations to ICC calculation to analysis, in order to get valid and mean-
ingful results. In this article we review and discuss the considerations essential to
conducting a successful CRT using both frequentist and Bayesian approaches, and we
discuss recent trends in CRT analysis, including highlighting new methodology for both
binary and continuous data.
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In a typical randomized trial, the treatments are randomly assigned to individuals. However,
in a cluster randomized trial (CRT), treatments are randomized by a type of group (e.g.,
hospitals, clinicians, medical practices, schools, households, villages, communities, or
administrative boundaries). The most recently published paper discussing aspects of CRT
design and analysis was more than 10 years ago in 2004 (Murray et al. 2004), and some new
methods have been developed since then. In this paper we review and discuss recent trends
in CRT analysis, including highlighting new methodology for both binary and continuous
data and considerations essential to conducting a successful CRT using both frequentist and
Bayesian approaches.

Trials where clusters can be formed on the basis of geographic boundaries or a natu-
ral grouping have become the gold standard for the evaluation of new health interventions
(Hayes and Bennett 1999; Chakraborty 2008b). Depending on these factors, there are sev-
eral ways to plan and execute the trial. Most CRTs fall into one of three most common
design types: completely randomized, stratified, and matched pair designs. According to
a 2004 review, in the majority of CRTs, researchers used parallel groups to evaluate an
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intervention or drug effect (Eldridge et al. 2004). In a review of CRTs in primary care,
123 out of 152 trials used this two-arm parallel design (Eldridge et al. 2004; Eldridge and
Kerry 2012). If the study includes many clusters, it is fine to use a completely randomized
design in which interventions are assigned randomly to the clusters. However, if only a rel-
atively small number of clusters were to be randomized this way, the risk is that the arms
of the study would not be balanced with respect to baseline characteristics like sex or age.

The goal of stratified randomization is to ensure that treatment groups are balanced
with respect to baseline characteristics or important factors (Kernan et al. 1999). In a strat-
ified design, clusters are placed into groups (strata), which are then randomly assigned to
one of the interventions. Kernan et al. (1999) and others assert that stratification is neces-
sary to get valid results in small trials. Two benefits to this type of randomization are that
(1) it helps ensure that each arm of the trial contains an approximately equal number of par-
ticipants, and (2) cluster size could be a surrogate for within-cluster dynamics, which could
in turn be associated with outcome. Other common factors for stratification are geographic
area or socioeconomic status.

Matched pair design is analogous to a matched case-control study. It is an extreme form
of stratification in which each stratum consists of only two clusters. Each one is randomly
assigned to a different treatment. The main advantage of this design is that the study is
carefully balanced with respect to important baseline risk factors (Donner 1998).

There are several advantages to using a cluster randomized design. Because groups are
physically separated from each other, it is highly unlikely that an intervention will spread
to the control group, a phenomenon called contamination (Chuang et al. 2002; Killip et al.
2004; Reading et al. 2000). This could potentially be a problem in trials of behavioral, rather
than drug or medical, intervention, if participants are able to interact with each other (i.e., if
they are not in separate groups). Cluster randomized designs can lower costs, partly because
of increased administrative efficiency; they may eliminate potential ethical problems; they
can provide a less intrusive randomization; and they may be the most convenient option
(Reading et al. 2000; Donner and Klar 2004; Donner and Donald 1987). Finally, CRTs are
virtually the only way to evaluate interventions that must be implemented at a group level,
such as hospital-based or community-based interventions (Hayes and Bennett 1999).

Consistent with the advantages just described, the use of CRTs is specifically recom-
mended as the best choice in some situations (Hayes and Bennett 1999). First, trials such
as educational interventions or hospital procedure interventions should be implemented
at the cluster level to avoid procedural or information contamination that could occur if
the intervention were provided for some individuals but not others within the same hos-
pital or group. Also, group-level randomization can reduce resentment among participants
who may perceive that their benefits are inferior to those of other participants (Hayes and
Bennett 1999). Second, without doing a CRT, it is difficult to capture the effect of applying
an intervention to a community—for example, the effect of providing advanced training to
birth attendants, on early neonatal mortality in a rural setting (Carlo et al. 2010). In vaccine
trials, CRTs allow researchers to estimate these indirect group effects (Hayes et al. 2000;
Halloran et al. 1997). Third, when the efficacy of an intervention has been established at the
individual level, CRTs are useful to measure intervention effectiveness at the community
level. Can the intervention successfully be applied in the group setting of interest?

The main disadvantage of CRTs is that researchers cannot assume independence of
observations on individual members of a cluster; that is, in each cluster, participants
may respond to the intervention similarly due to shared, cluster-level characteristics. This
results in two potential sources of correlation: between-cluster correlation, which mea-
sures the variation in outcomes between clusters (Campbell et al. 2004), and within-cluster
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correlation, which is correlation among members because they share similarities or char-
acteristics, such as age, gender, geographic, socioeconomic, or political factors (Chuang
et al. 2002; Killip et al. 2004). The within-cluster correlation is the cause of many of the
challenges inherent to the design and analysis of CRTs.

A series of recent studies have generated some discussion weighing the benefits and
drawbacks of CRTs versus individually randomized trials. In particular, Hewitt et al. (2008)
pursued the question of whether contamination (described earlier) can be measured. If it
were possible to measure and account for contamination, should researchers choose to do an
individually randomized trial? A meta-analysis by Gilbody et al. (2008) sought to determine
whether CRTs achieved more reliable results and thus whether the effort of conducting a
CRT paid off. Comparing both cluster-randomized and individually randomized trials of
a depression treatment intervention, they found that both types of trials achieved similar
results in terms of effect size. This result suggests that researchers should design studies
with care and thought (a principle that can hardly be disputed) and that more meta-analyses
are necessary (Gilbody et al. 2008).

When planning trials, researchers should carefully weigh advantages of a design that
randomizes groups, rather than individuals, against the disadvantages in terms of statistical
power and cost. One of the main challenges of designing a CRT is that a large number
of clusters may be needed, but it may be difficult to recruit enough study participants and
clusters.

Inferences from Cluster Randomized Trials

In a CRT, researchers can draw inferences on the group or cluster level and on the individual
level. For cluster-level inferences, the unit of analysis is the same as the unit of randomiza-
tion; therefore, outcomes are assessed only at the level of the cluster. The outcome can be
continuous (e.g., the percentage of individuals in the cluster who benefited) or dichotomous
(e.g., “success” or “failure”). We give two examples next that illustrate inferences made on
both the cluster and individual level.

The Guideline trial randomly assigned 19 hospitals in three urban districts of Argentina
and Uruguay to intervention or a control group (Althabe et al. 2005). The intervention group
received multifaceted behavioral training on new guidelines for episiotomy use during labor
and delivery. The control group continued with standard in-service training activities. The
outcomes assessed were use of oxytocin and episiotomies during the third stage of labor.
In this trial, the unit of randomization and unit of analysis are the same.

The FIRST BREATH trial tested an education intervention given to birth attendants,
randomized by community (Carlo et al. 2010). Birth attendants in communities in six dif-
ferent countries received the revised Essential Newborn Care training; however, those in
the intervention clusters also received training in the American Academy of Pediatrics
Neonatal Resuscitation Program. The outcome was 7-day neonatal mortality. Each com-
munity was a geographical area defined by physical or political boundaries, and each had
an average of 500 births per year. Although the primary outcome (7-day mortality) was
individual level, the researchers wanted to draw inferences at cluster and individual levels.
Thus, the design and analysis accounted for both within- and between-cluster correlation.

Intracluster Correlation

The variance within a cluster is often less than what would be expected among randomly
assigned individuals, because cluster members tend to share similarities. For example,
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residents of the same community probably use many of the same resources, such as edu-
cation, health care, and access to nutrition; therefore, their outcomes are more likely to be
similar than for residents who do not share these resources. The intracluster correlation
(ICC) is used to measure the degree of similarity in response from members of the same
cluster. ICCs in most human studies are usually small and positive (between 0 and 1, but
often less than 0.2), indicating the expected similarity among group members (Killip et al.
2004; Baskerville et al. 2001). The ICC is almost never negative, although this is theoreti-
cally possible. If it is negative, the researcher usually assumes a value of zero, which means
there is no correlation. In this case the data can be analyzed using the methods for simple
(individually randomized) trials.

The ICC, usually denoted by ρ (rho), can be calculated in several different ways.
Fleiss’s method uses a formula derived from mean square values in a one-way analy-
sis of variance (ANOVA); this method has become quite popular (Fleiss 1986). Another
popular method uses mixed models. Using Fleiss’s method, ICC is calculated by dividing
between-cluster variance by the total variance. An ICC of 1 indicates perfect agreement
in the responses of individuals within the same cluster (Chuang et al. 2002). An ICC of
0 indicates no intraclass correlation, as described earlier.

Several other methods to estimate the ICC for binary data have been proposed
and refined. These include estimators based on direct calculation of correlation within
each cluster (Donner 1986; Karlin et al. 1981; Lipsitz et al. 1994), moment estimators
(Kleinman 1973; Tamura and Young 1987; Williams 1982; Yamamoto and Yanagimoto
1992), extended quasi-likelihood and pseudo-likelihood estimators (Carrol and Ruppert
1988; McCullagh and Nelder 1989; Nelder and Pregibon 1987), and estimators with direct
probabilistic interpretation (Fleiss and Cuzick 1979; Mak 1988). Chakraborty and Sen
(2013) present a new method for estimating ICC, based on resampling with replacement
and U-statistics. The method was tested in simulation studies using binary outcome data.
When compared to the ANOVA method and an approach based on method of moments
(Yamamoto and Yanagimoto 1992), Chakraborty’s method estimated ICC values more
precisely (Chakraborty and Sen 2013). It is true that there are disadvantages to resampling-
based methods, which are discussed in that paper. In an extensive simulation comparison of
several of these methods, researchers found that that the ANOVA estimators, some of the
moment estimators, and one of the probabilistic estimators performed well in terms of bias
and standard deviations (Ridout et al. 1999). Additional correlation models have been pub-
lished, where the authors assumed beta binomial distribution (Kupper and Haseman 1978;
Prentice 1986), a correlated binomial distribution (Kupper and Haseman 1978; Altham
1978), or a correlated probit distribution (Ochi and Prentice 1984). Wu et al. (2012) com-
pare (via simulation) several methods for estimating ICC for binary clustered data. Then,
using real data from cancer screening intervention trials, they concluded that researchers
cannot assume the ICC is the same across clusters. They also demonstrated a method of
estimating ICC from generalized estimating equations (GEE) (Wu et al. 2012).

More and more researchers are beginning to publish observed, stable ICC values, espe-
cially for sample-size calculation and study design purposes (Hedges and Hedberg 2007).
In addition, registries or databases of ICC values, organized around particular types of data,
are being made available. Two examples are a surgical ICC database (Cook et al. 2012),
and a database established at the Northwestern Institute for Policy Research to aid in the
design of education policy research (Online intraclass correlation database n.d.). This prac-
tice assumes a standard acceptable range of values for ICC, given a set of circumstances.
For example one group provides their ICC estimates, both crude and adjusted, for several
types of cancer screening, noting that their ICC values agree with previously published
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cancer screening ICCs (Hade et al. 2010). However, another study summarized the ICCs
from many CRTs in primary care settings with 10 or more clusters, and found that different
datasets give a wide range of ICC values for the same variables (Adams et al. 2004). They
found that using either individual or cluster characteristics to calculate an adjusted ICC will
give a smaller ICC (Adams et al. 2004). Because of the wide range of ICCs, the researchers
suggest that ICC is inherently uncertain at least in the primary care setting (Adams et al.
2004).

Recent advances in computing techniques have led to advances in Bayesian methods,
which sometimes utilize a large amount of computing power. Bansal and Bhandary (2000)
present a general Bayesian approach to estimation of ICC using a prior distribution of the
eigenvectors of the covariance matrix. Turner, Omar, and Thompson (2001) consider the
CRT situation with a binary outcome, comparing the results of using informative vs. non-
informative priors. The potential benefit of using informative priors is that researchers may
consider non-normal underlying distributions for the random effects underlying the clus-
tering (Turner et al. 2001). They find that prior choice can affect both the bias (precision)
and the variability of ICC estimates: using informative priors resulted in narrower credi-
ble intervals for the ICC. Ahmed and Shoukri (2010) demonstrate an alternative approach
that is less computer-intensive than the Markov-chain Monte Carlo (MCMC) method and
that works with both informative and noninformative priors. One drawback to their process
is that it assumes equal cluster sizes, requiring additional computations if the clusters are
uneven in size (Ahmed and Shoukri 2010). Spiegelhalter (2001) explores how prior choice
affects results in randomized trials with continuous outcomes, finding that the use of non-
informative priors has an impact, and calls for continued work in this area to determine
the best practices. He recommends using an informative prior based on known information
for the ICC. With regard to MCMC methods, this approach is promising but can be slow,
and there is still a need for more research to confirm which steps yield convincing, reli-
able results (Spiegelhalter 2001). Bansal et al. (2013) compare a Bayesian approach to a
non-Bayesian method presented by Srivastava (1984) for the case of unequal cluster (fam-
ily) sizes. The Bayesian posterior distribution obtained for the ICC provided estimates that
performed better in that they had a smaller MSE.

This review of Bayesian methods shows that researchers must plan carefully in order to
get meaningful and valid results when using a Bayesian analysis. In particular, researchers
should take care when choosing a prior distribution, understanding what the implications
may be in terms of variance and bias. Misspecified priors could impact both accuracy and
precision of the estimate. This is an area ripe for further methodological work.

Confidence Intervals for Intracluster Correlation

Confidence intervals for ICCs can be calculated in a number of ways. Several common
methods use an approximation to the F-distribution: Thomas and Hultquist’s proce-
dure (Donner 1979; Thomas and Hultquist 1978), Fisher’s transformation procedure
(Fisher 1925), procedures by Smith (1956) and Swiger et al. (1964), and a maximum
likelihood-based confidence limit (Donner and Koval 1980; Smith 1980a; Smith 1980b).
For moderately large sample sizes, Donner and Koval (1983) showed that Fisher’s trans-
formation procedure approximates the true variance of ICC estimates with a great degree
of accuracy and robustness. Donner and Wells (2013) compared several confidence interval
estimators, using Monte Carlo simulation with a one-way random-effect model. They rec-
ommended Smith’s method, which uses large-sample standard error of sample ICC (Smith
1980a; Smith 1980b), because it provides consistently good coverage for all ICC values.
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Chakraborty’s simulation-based technique for estimating ICC and its confidence interval
is useful in planning trials because it gives a reasonable range of possible ICC values,
and it can be used effectively when possible ICC values or number of clusters are not
known in advance (Chakraborty et al. 2009a). It can be used for both binary and continuous
outcomes.

Bayesians usually present credible intervals rather than confidence intervals. A credible
interval uses an upper and a lower percentile of the posterior distribution as boundaries
for the value of the parameter of interest, in this case the ICC. Rather than being “95%
confident” of the true value of the parameter of interest, Bayesians can confidently say that
there is a 95% probability that the ICC is between these values, because the credible interval
is based on a probability distribution for the ICC.

Sample Size Estimation for Cluster Randomized Trials

Sample size calculation for a CRT is a little different than for individually randomized
trials because the researcher must account for both within- and between-cluster variation.
Because the sample size is directly proportional to the variance and the clustered design
affects the variance, researchers can use standard sample size estimation methods, then
multiply the result by the variance inflation factor (also called the design effect), [1+ (m –
1) ρ]. Here, m represents the cluster size and ρ represents the estimated ICC. Sometimes
researchers use an upper 95% confidence limit for the estimated ICC instead of the estimate
itself; this is a very conservative approach that leads to a larger sample size. For trials that
will have varying cluster sizes, using the average cluster size in place of m will give a
slight underestimate of sample size, and using the maximum cluster size will provide a
conservative estimate (Donner and Klar 2000). If using Fleiss’s method to estimate ICC
and the average cluster size approximation, the sample size will be slightly underestimated;
however, if the total number of participants is large, the effect will be negligible. Again,
an alternative is to replace the average cluster size but using the largest expected cluster
size; this gives a conservative sample size estimate (Donner et al. 1981). In this setting,
a conservative estimate errs on the side of having more participants per cluster, to ensure
sufficient power to detect a statistical difference (should one exist).

The design effect tells us the ratio of the number of participants required using cluster
randomization to the number that would be required using individual randomization (Killip
et al. 2004). This ratio will always be greater than one, although it can be very close to one.
We can see from the design effect formula that there is a direct relationship between the
ICC, the design effect, and sample size: a larger the ICC means that there is a larger design
effect, therefore, more participants are needed (Kerry and Bland 1998).

If the CRT is to have a binary outcome, consideration should be given to the prevalence
of the outcome, because it has an impact on the ICC (Gulliford et al. 2005). In recent work,
it was found that higher prevalence is associated with higher ICC and sample variance
(Gulliford et al. 2005). Turner, Prevost, and Thompson (2004) present a Bayesian method
that can handle imprecision of ICC; this method provides an option for researchers to accu-
rately calculate power and sample size. This method can be used when designing Bayesian
CRTs.

Several methods for sample size estimation for CRTs must also be considered carefully.
Lee and Durbin (1994) proposed a method for clustered binary data in which equal weights
are assigned to all clusters (although in actuality cluster size may vary); this simplifies the
derivation. A more recent formula, presented by Donner and Klar (2000), is used when
cluster sizes are constant.
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Using standard (nonclustered) sample size methods for a cluster randomized design
may lead to seriously underpowered studies. This problem gets more severe as ICC
increases and as average cluster size increases. To gain statistical power, it is more efficient
to add clusters, rather than to increase the number of participants by adding to each cluster.
Although it may be more feasible to add participants to existing clusters, this approach can
only increase statistical power to a point (Donner 1998). As discussed earlier, this is one of
the main challenges in CRT design.

The simulation method described earlier by Chakraborty et al. (2009a) can be used to
estimate the sample size during the design phase of a CRT with dichotomous outcome. The
method simulates the ICC estimate and its 95% confidence interval. It works for different
cluster sizes and number of clusters. In general, during the design phase of cluster ran-
domized, a common design effect across intervention groups is usually assumed; however,
after the intervention period ends, the design effect can no longer be assumed. To compen-
sate for this situation, Chakraborty et al. (2009b) demonstrated that the ICC value depends
on three factors: effect size distribution, cluster size, and number of clusters. Under the
assumption that the effect size changes overall at the end of the intervention period, the
authors also showed how to adjust for the ICC value during the design phase. In a Bayesian
analysis of a CRT, when specifying a prior distribution for ICC, researchers are essentially
stating what they believe to be true about the ICC and describing their uncertainty about
it (Spiegelhalter 2001). Based on this statement, researchers can calculate a reasonable
corresponding sample size.

Analysis of Cluster Randomized Trial Data

Statistical methods for CRT analysis are not as well established as methods for individ-
ually randomized trials. Fisher’s classical theory of experimental design assumes that the
unit of analysis will be the same as the unit of randomization (McKinlay et al. 1989), so
for cluster randomized data, standard (individually-randomized) analytic methods cannot
be used (Donner 1998), and the analysis must take the clustering approach into account
appropriately. Unit of analysis error occurs if an investigator incorrectly analyzes trial data
as though the unit of randomization had been the individual participant, rather than the
cluster, without accounting for clustering (Whiting-O’Keefe et al. 1984). Cornfield (1978)
brought to the attention of the health research community the analytic implications of clus-
ter randomization in 1978. Ignoring cluster randomization during data analysis will cause
the within-cluster variance and between-cluster variance to be mixed, resulting in an under-
estimate of the overall variance. The p values will be inaccurately small and confidence
intervals will be inaccurately narrow, potentially leading to false inferences of statistical
significance (Donner and Klar 2000; Puffer et al. 2003; Schulz 1995). The likelihood of
false statistical significance increases as ICC increases and as average cluster size increases
(Donner and Klar 2000). Several studies have reported problems with the analysis and
reporting of CRTs, especially related to the ICC (Donner and Klar 1994b; Chakraborty
2008a). Additional review articles have been published every several years as the method-
ology continues to advance (Donner 1998; Donner and Klar 2000; Donner and Klar 1996;
Bland 2004; Campbell et al. 2007).

Researchers have developed statistical methods to analyze data for CRTs and to draw
inferences both at the cluster level and at the individual level. For cluster-level analysis, just
one summary measure (e.g., the cluster mean or proportion) is calculated from individual
observations within a cluster; then standard statistical methods are used to analyze this sum-
mary measure as a primary observation. Of course, since the sample size of this test is now
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equal to the number of clusters, the statistical power is lower and the degrees of freedom
are reduced. Cluster-level CRT analysis is fully efficient if the clusters are all equal in size.
To draw cluster-level inferences, researchers can use most of the standard statistical analy-
sis techniques, for example, simple t-tests, weighted and unweighted linear regression, and
random-effects meta-analysis. For example, two groups in a CRT can be compared with
a t-test applied to a cluster-specific measure like the mean, weighted by the cluster size
(Kerry and Bland 1998; Donner and Klar 1994a). Similarly, a paired t-test can be used to
analyze continuous outcomes from a paired CRT. Since the paired t-test requires normality
and homogeneity assumptions, some researchers prefer to use permutation tests(Gail et al.
1992; Maritz and Jarrett 1983); however, other researchers found that the t-test is remark-
ably robust when these assumptions are violated, even for fairly small samples (Donner and
Klar 1996; Hereren and D’Agostino 1987). For stratified CRTs we need to adjust for the
stratification factor in the analysis. However, the paired t-test accounting for design effect
can only be used to test unadjusted primary outcome, so other methods such as GEE or
mixed models can be used to adjust for covariates.

CRT analysis is analogous to meta-analysis (DerSimonian and Laird 1986; Thompson
et al. 1997). In a meta-analysis, information from different groups (i.e., trials) is combined.
In random effect meta-analysis, maximum likelihood estimation is used, and summary
statistics are pooled across clusters defined by similar characteristics, rather than across
studies (DerSimonian and Laird 1986; Thompson et al. 1997). The parameter estimates
from different analyses are not hugely different unless the cluster sizes and/or outcome
proportions are also hugely different. When drawing conclusions at the individual level, it
is essential that researchers account for clustering. The simple analysis strategy is to treat
individual data as independent observations (ignoring the clustering) and apply a standard
statistical approach, then use the variance inflation factor (described previously), to adjust
the variance before performing hypothesis tests (Donner and Klar 2000). The number of
clusters, not the total number of individual participants, is the basis for determining the
degrees of freedom of the revised test statistics.

Several statistical methods account for clustering while also allowing inference on
individuals. For binary variables, the “sandwich” variance estimator may be used to esti-
mate robust standard errors (Huber 1981; White 1980), which are modified as described
by Rogers (1993) to allow for clustering. This means that the analysis might be based on
a standard logistic regression with these robust standard errors; that is, the model adjusts
the estimated standard errors to allow for the clustered study design. The regression coeffi-
cient estimators (e.g., log odds ratios) are the same as those in a standard logistic regression
model because they are not affected by the procedure.

It is common to use mixed effect linear models with the generalized least-square
method to analyze continuous outcome data from a completely randomized or a strati-
fied CRT (Stiratelli et al. 1984; Ware 1985; Wolfinger and O’Connell 1993). Additionally,
GEE extend the use of standard logistic regression to account for clustering. Researchers
can specify different types of correlation matrices, and both the regression coefficients and
their standard errors are accurate in the sense that they are consistently estimated (assuming
a large enough sample size, and if robust standard errors are specified) (Liang and Zeger
1986). The parameter estimates from GEE do not correspond to the parameter estimates
from random effects models, instead GEE parameter estimates are considered “population-
averaged” interpretations because they are averaged across the cluster-level random effect
values in the context of longitudinal data analysis (Williams 1982; Zeger and Liang 1992).
Other analysis methods, such as multilevel modeling (Goldstein 1995), hierarchical linear
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modeling (Bryk and Raudenbush 1992; Raudenbush 1997), and variance components anal-
ysis to analyze CRT data. Finally, there exist various sensitivity analysis methods, including
the presentation of results using different analysis methods. Sensitivity analysis was used
to assess the chosen analysis technique, or to test whether a non-cluster-based technique
could have been used (Thabane et al. 2013). A recent CRT aimed at reducing prescrip-
tion of unnecessary antibiotics tested two different interventions given to groups of general
practitioners (Cals et al. 2009). The goal of the sensitivity analysis was to determine if
the interventions were more effective among sub-groups of physicians, suggesting that
the results were not due to the intervention but to latent characteristics (Cals et al. 2009).
Thabane et al. (2013) found that only 26% of incorporated sensitivity analyses in a sur-
vey of January 2012 editions, but their paper is an excellent primer on the application of
sensitivity analysis to clinical trials, and this may begin to change.

ICCs are seldom reported in published literature. For example, recent reviews found
that ICC values were reported by only 2.0% to 8.6% of trials (6 of 149, 13 of 152, and
1 of 51, respectively) (Elddrige et al. 2004; MacLennan et al. 2003; Isaakidis and Ioannidis
2003). In a review of 54 papers on physicians’ behavior published in a broad selection of
journals, 70% used the wrong unit of analysis (Divine et al. 1992). In a study of 21 pub-
lished reports of primary prevention trials, only 57% accounted for clustering in the analysis
(Simpson et al. 1995). Other investigators have reported similar findings (Donner et al.
1990; Ennett et al. 1994). However, there is evidence that there is improvement in CRT
reporting. Perhaps because CRTs are becoming more common, researchers may be more
familiar with the methodology and are, accordingly, doing more accurate work (Bland
2004; Campbell et al. 2007). Bland (2004) suggests that 1998 is a benchmark year after
which improvements became apparent. Handlos, Chakraborty, and Sen (2009) found that
between 1998 and 2008, in CRTs related to maternal and child health in developing coun-
tries 29% did not adjust for clustering in their sample size calculations, and 20% did not
adjust for clustering in their analysis.

A Bayesian approach to the analysis of CRTs is beneficial because it does not require
assumptions of normality to model the random effects (Turner et al. 2001). In general,
the Bayesian approach involves specifying prior distributions for parameters (such as the
variance components), then either directly deriving posterior distributions analytically, or
indirectly deriving them using MCMC methods (Turner et al. 2001). It is often easier,
and much more common, to use MCMC methods rather than to solve it via integration
(Spiegelhalter 2001).

Discussion

In this paper we have discussed many of the issues related to the design and analysis of a
CRT, including the nature of clusters and the inherent similarity among cluster members.
To summarize, the ICC measures this similarity and thus plays an important role in the
design and analysis of CRTs. Although it may seem small enough not to have much impact,
failing to account for ICC can result in underestimated standard errors for intervention
effects, confidence intervals that are too narrow, and p-values that are too small. This, of
course, means that researchers could make a false conclusion of statistical significance.

As discussed in the preceding, various methods are available to calculate ICC.
Different software packages may use different method(s) and may find different values
for ICC. Therefore, it is important for researchers to report the method used for estimation
(Ukoumunne et al. 1999). Another factor for consideration is whether to adjust for covari-
ates. If researchers decide to do this, they may likely get smaller ICCs because some of
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the between-cluster variation is explained by cluster-level factors (Feng et al. 1999). To
facilitate more accurate estimation of ICC for study design, researchers should continue to
report ICC values. This information could help other groups design studies and calculate
sample sizes.

Although many principles for RCT design and analysis have been established, there is
still lack of consensus about the relative merits of the different methods. More methodolog-
ical research is required to compare alternative methods and their performance in different
settings. Because researchers have a variety of options and tools at their disposal, it is
important that they carefully make informed decisions about the analysis and the vari-
ables included. These considerations can have an impact on the conclusions of the study.
Different procedures generate different parameters, and it is important to know how each
procedure performs in different circumstances (Evans et al. 2001).

So far, there is plenty still to be learned through methodological studies. The fruits
of this labor have implications in trial design and in analyzing CRT data for individual-
level inference. For example, researchers need methods to (1) address adjustment for other
covariates when length of subject follow-up varies; (2) analyze ordinal, multinomial, and
time-to-event data; (3) deal with missing values at both the individual and the cluster level;
and (4) further develop and establish the reliability of Bayesian methods for estimating
ICC and CRTs, for which particular attention needs to be paid to prior distribution choice.
Without sufficient methodological guidance, researchers must check their model assump-
tions and the sensitivity of their conclusions carefully before interpreting CRT results.
Murray et al. (2004) reviewed the methodological developments regarding the design and
analysis of CRTs and concluded that the methods required are not as simple as those for
individually randomized trials; still, several methods are readily available for the design
and analysis of such trials.
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