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Abstract
The ability to run experiments, or to see natural data as a quasi-experiment, does not 
free one from the need for theory when evaluating insurance behavior. Theory can 
be used to motivate the experimental design, evaluate latent effects from the experi-
ment, or test hypotheses about latent effects or about observable effects that could be 
confounded by latent effects. The risk, evident in the broader behavioral literature in 
general, is the attention given to “behavioral story-telling” in lieu of rigorous schol-
arship. Such story-telling certainly has a role in fueling speculation about possible 
casual forces at work generating the data we see, but should not be mistaken for the 
final word. There is also a severe cost in terms of the heroic assumptions needed 
for identification. Again, such identifying assumptions can have a valuable role, 
but many general claims rely critically on those assumptions. Controlled laboratory 
experiments and Bayesian econometric methods should play a complementary role 
to field experiments and quasi-experiments. One clear lesson from the evaluation of 
methodological challenges is to use theory more, to explore the ability of “standard 
economics” to explain behavior. The time has long passed where straw men theories 
are set up to fail when confronted with behavior. Just as we want to consider flexible 
parametric functional forms when appropriate, we should be open to conventional 
economics applied more flexibly.
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1  Introduction

The decision to purchase insurance is an ideal place to see the economics of risk in 
action. The demand for insurance pops out of the simplest discussion of the risk pre-
mium as the difference between the expected value of a lottery someone faces and 
their certainty equivalent of that lottery. For a full-indemnity insurance contract with 
known loss probabilities, no deductible, no coinsurance, and no performance risk, 
any insurance premium less than the risk premium is a good deal. It is a good deal in 
the sense that the expected subjective welfare of purchasing the product is positive. 
That simple theoretical result lends itself to descriptive and normative inferences 
from experimental data.1 Even in the setting of experimental or quasi-experimental 
data, methodological challenges remain with respect to the way in which risk prefer-
ences and risk perceptions are incorporated.

This definition of the risk premium is general, and applies whether the decision 
maker has risk preferences consistent with Expected Utility Theory (EUT), Rank 
Dependent Utility (RDU) theory, or most alternative models of risk preferences that 
have any currency within economics.2 Those alternative theories typically differ on 
what the implied risk premium is for the same individual, but the logic with respect 
to the evaluation of demand for insurance is the same.

The RDU model of Quiggin (1982) extends the EUT model by allowing for deci-
sion weights on lottery outcomes that can differ from the probabilities of outcomes, 
and has proven to be one of the most important empirical generalizations of EUT. 
The specification of the utility function is the same specification used for EUT. 
For example, the popular Constant Relative Risk Aversion (CRRA) utility function 
U(x) = x(1−r)/(1 − r) might be used, where x is the lottery prize and r ≠ 1 is a param-
eter to be estimated. In this case the parameter r is directly estimating the coeffi-
cient of CRRA: r = 0 corresponds to risk neutrality under EUT, r < 0 to risk loving 
under EUT, and r > 0 to risk aversion under EUT. Let there be J possible outcomes 
in a lottery. Under EUT the probabilities for each outcome xj, p(xj), are those that 
are induced by the experimenter, so Expected Utility (EU) for lottery i is simply 
the probability weighted utility of each outcome in that lottery, or EUi = ∑j=1,J [ 
p(xj) × U(xj)]. To calculate decision weights under RDU one replaces EUi with the 
RDU for lottery i, which is RDUi = ∑j=1,J [w(p(xj)) × U(xj)] = ∑j=1,J [ wj × U(xj)], 
where wj = ω(pj + … + pJ)  -  ω(pj+1 + … + pJ) for j = 1,…, J-1, and wj = ω(pj) for 
j = J, with the subscript j ranking outcomes from worst to best, and ω(⋅) is some 

1  Harrison (2019, 2024) considers implications for inferences from observational data.
2  This qualification is just to rule out some bizarre theories of risk preference that have appeared in the 
economics and psychology literature, and quickly disappeared. Starmer (2000) provides an excellent 
review of experimental evidence over the years on different models of risk preferences. The controlled 
laboratory evidence for Cumulative Prospect Theory is actually very weak when reviewed in detail. 
Moreover, it is common to find empirical studies that claim evidence for probability weighting when 
literally using RDU specifications for lotteries defined solely over gains, and astonishingly claim that as 
evidence for Cumulative Prospect Theory: see Harrison and Swarthout (2023). The controlled laboratory 
evidence is even weaker for Dual Theory, the special case of RDU that assumes a linear utility function. 
Dual theory plays a key role in identification of “limited consideration” in behavioral insurance when 
EUT is not assumed, solely because it can be reduced to just one parameter (unlike RDU): for example, 
see Barseghyan and Molinari (2023).
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probability weighting function. The reason for using rank-dependent weighting is to 
avoid violations of first-order stochastic dominance if the decision weights had been 
assumed to be the weighted probabilities, as in w(p(xj)) = ω(p(xj)) for all j, rather 
than the de-cumulative probabilities in RDU. EUT assumes the identity function 
ω(p) = p.

There are three popular probability weighting functions. The first is the simple 
“power” probability weighting function proposed by Quiggin (1982), with curva-
ture parameter σ, ω(p) = pσ, so σ ≠ 1 is consistent with a deviation from EUT. Con-
vexity of the probability weighting function is said to reflect “pessimism” and, if 
one assumes for simplicity a linear utility function, generates a risk premium since 
ω(p) < p ∀p and hence the “RDU EV” weighted by ω(p) instead of p has to be less 
than the EV weighted by p. The second popular specification is the “inverse-S” 
probability weighting function used by Tversky and Kahneman (1992), ω(p) = pγ / 
( pγ + (1 − p)γ)1/γ. This function exhibits inverse-S probability weighting (optimism 
for small p, and pessimism for large p) for γ < 1, and S-shaped probability weighting 
(pessimism for small p, and optimism for large p) for γ > 1. EUT is the special case 
γ = 1. The third popular probability weighting function is a general functional form 
proposed by Prelec (1998) that exhibits considerable flexibility: ω(p) = exp{-η(-ln 
p)φ}, defined for 0 < p ≤ 1, with η > 0 and φ > 0. When φ = 1 this function collapses 
to the Power function ω(p) = pη, so EUT is the special case η = φ = 1.3

The definition of the risk premium also allows for the individual to have subjec-
tive beliefs about loss probabilities for insurance, as in Subjective Expected Utility 
(SEU) where we define πi as the subjective probability of outcome i in a lottery and 
simply replace objective probabilities pi with πi. The RDU specification can also be 
directly applied to πi instead of the objective probability pi. One then needs to have 
appropriate priors or data from choice tasks to identify πi independently of the prob-
ability weighting function ω(⋅), as demonstrated by Andersen et al. (2014).4 Hence 
we should distinguish conceptually between someone having subjective probabili-
ties from whether they act “optimistically or pessimistically” towards those (sub-
jective or objective) probabilities. Subjective beliefs about loss probabilities are a 
challenging confound to many field inferences about insurance, whether or not an 
experiment was conducted.

3  Many apply the Prelec [1998; Proposition 1, part (B)] function with constraint 0 < φ < 1, which 
requires that the probability weighting function exhibit subproportionality (so-called “inverse-S” weight-
ing). Contrary to received wisdom, many individuals exhibit estimated probability weighting functions 
that violate subproportionality, so it is better to use the more general specification from Prelec [1998; 
Proposition 1, part (C)], only requiring φ > 0, and let the evidence determine if the estimated φ lies 
in the unit interval. This seemingly minor point often makes a major difference empirically. One also 
often finds applications of the one-parameter Prelec (1988) function, on the fallacious grounds that it is 
still “flexible” while only using one parameter. The additional flexibility over the Inverse-S probability 
weighting function is formally valid, but minimal compared to the full two-parameter function. The need 
to allow for a wider range of probability weighting functions than the Inverse-S is also stressed power-
fully by Wilcox (2023).
4  The additional choice task is a proper scoring rule for eliciting subjective probabilities over binary 
events, which can be extended to eliciting subjective probability mass functions over non-binary events 
(Harrison et al. 2017b).
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The statement that insurance can be evaluated by the individual as a risk manage-
ment tool by the change in the individual’s subjective welfare from the decision to 
purchase the contract is, at one level, not controversial. As a simple matter of theory 
for standard models of risk preferences in economics, such as EUT, it is uncontro-
versial, as stressed by Harrison and Ng (2016) and Ericson and Sydnor (2017). But 
the failure of the assumption that the individual does evaluate insurance in this man-
ner, rather than the statement that the individual could have done so, is the basis 
of many descriptive analyses of insurance experiments. And the apparent failure 
of this assumption as a descriptive matter, along with the possibility that different 
models of risk preferences might be normatively unattractive, is the basis of many 
normative analyses of insurance experiments. We consider how these apparent fail-
ures have been evaluated in field experiments (Sect. 2) and laboratory experiments 
(Sect. 3), and then review some methodological implications (Sects. 4 and 5).

There are many types of experiments that can be used to evaluate the econom-
ics of insurance. Following Harrison and List (2004), one taxonomy distinguishes 
laboratory experiments with convenience subjects, artefactual field experiments, and 
natural field experiments, primarily on the basis of the experimenter’s control of the 
task, the source of subjects, and the awareness the subject has of the experiment. 
They propose (p. 1013/4) a broad taxonomy to guide understanding of the method-
ologies in use:

.. a conventional lab experiment is one that employs a standard subject pool of 
students, an abstract framing, and an imposed set of rules; an artefactual field 
experiment is the same as a conventional lab experiment but with a nonstand-
ard subject pool; a framed field experiment is the same as an artefactual field 
experiment but with field context in either the commodity, task, or information 
set that the subjects can use; [and] a natural field experiment is the same as a 
framed field experiment but where the environment is one where the subjects 
naturally undertake these tasks and where the subjects do not know that they 
are in an experiment.

We consider experiments in the two extremes of this classification. The presumption 
throughout, unless otherwise stated, is that the subject faces decisions with real con-
sequences for them, usually but not necessarily financial consequences.5

5  Harrison and List (2004) also consider another category of “thought experiments,” which play an 
important role even with no actual financial consequences since the experiment is not implemented. A 
wonderful example of a thought experiment becoming a meme, only to be dispelled by someone work-
ing out how to actually conduct the experiment, is the claim behind the “calibration critique of EUT” 
by Hansson (1988) and, much later, Rabin (2000). Cox and Sadiraj (2006) proposed an elegant design 
to implement a test of this claim, building on the ability to vary “lab wealth” for a given subject, as 
required from the formal premisses of the claim. Evidence from university undergraduates in the U.S. 
indicates that the premise is simply false for that population (Harrison, Lau, Ross and Swarthout (2017a), 
although evidence from representatives of the adult Danish population shows that the premise is valid for 
the range of lab wealth considered (Andersen, Cox, Harrison, Lau, Rutström and Sadiraj (2018a, b)). In 
the latter case there are alternative assumptions about the degree of asset integration between field wealth 
and lottery prizes that allow the reconciliation of small stakes risk aversion with plausible high stakes 
risk aversion under EUT, and these assumptions appear to apply to the Danish population.
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Another taxonomy differentiates experiments by the use of randomization to 
provide control for unobservable characteristics of subjects, or the use of statisti-
cal procedures (e.g., propensity scores, coarsened exact matching, or other matching 
algorithms) to facilitate “quasi-experimental” evaluations with observational data as 
if a randomization had occurred.6 A neglected topic has been the use of such quasi-
experimental evaluations from observational data as a source of priors for the effi-
cient conduct of controlled experiments.7 In economics, a related ethical problem 
with field experiments arises when scholars propose to “just see what works” with-
out working hard to form priors as to whether the interventions will, in expectation, 
improve or harm the welfare of the subjects of the experiment.8

2 � Natural field experiments

Many exciting field experiments in insurance (and annuities) have exploited natu-
rally-occurring controls, often with administrative data, and worked hard to augment 
those data to draw rigorous inferences about the demand for insurance. It is use-
ful to think generally about the methodological approach here, and the assumptions 
required, and then examine specific instances for natural field experiments with 
insurance.9

Some variable or event is said to be a good instrument for unobserved factors if 
it is orthogonal to those factors. Many of the difficulties of “man-made” random 
treatments have been discussed in the context of social experiments, which are 
field experiments commissioned by governments. However, in recent years many 
economists have turned to “nature-made” random treatments instead, employing an 
approach to the evaluation of treatments that has come to be called the “natural natu-
ral experimental approach” by Rosenzweig and Wolpin (2000).

For example, monozygotic twins are effectively natural clones of each other at 
birth. Thus one can, in principle, compare outcomes for such twins to see the effect 
of differences in their history, knowing that one has a control for abilities that were 
innate at birth. Of course, many uncontrolled and unobserved things occur after 
birth, and before humans get to make choices that are of any policy interest. So the 

6  Some define an experiment by the use of randomization, but this is far too narrow: see Harrison 
(2011a, 2013) for discussion.
7  This is a particularly serious matter with respect to medical procedures and drugs: the long delays in 
setting up a clinical trial can have potentially dire consequences to patients in the short-term, not least 
because they form the underwriting basis for many health insurance schemes to cover them. In turn, this 
problem is exacerbated by the complete disregard of observational data that comes when experiments 
assume “clinical equipoise” and use none of the insights from observational data in their design, or even 
as formal priors in sequential trials: see Harrison (2021) for an extended discussion.
8  This issue is tied up with the recommendations from some that all economics experiments, other than 
natural field experiments, be pre-registered. The illusory benefits of pre-registration for “good scholar-
ship” aside, few of these pre-registration documents discuss expected welfare effects with any rigor. Nor-
mally the presumed beneficial effect on observables is taken as a proxy for doing no harm (in expecta-
tion).
9  Harrison and List (2004; Sect. 8) and Harrison (2005) discuss other methodological aspects of natural 
field experiments.
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use of such instruments obviously requires additional assumptions, beyond the a pri-
ori plausible one that the natural biological event that led to these individuals being 
twins was independent of the efficacy of their later educational and labor market 
experiences. Thus the lure of “measurement without theory” is clearly illusory, even 
in these otherwise attractive settings.

Another concern with the “natural instruments” approach is that it often relies 
on the assumption that only one of the explanatory variables is correlated with the 
unobserved factors (Rosenzweig and Wolpin 2000, p.829, fn.4 and p.873). This 
means that only one instrument is required, which is fortunate since Nature is a 
stingy provider of such instruments. Apart from twins, natural events that have been 
exploited in this literature include birth dates, gender, and even weather events, and 
these are not likely to grow dramatically over time.

More generally, beyond “nature-made” random treatments, both of these con-
cerns point the way to a complementary use of different methods of experimenta-
tion, much as econometricians use a priori identifying assumptions as a substitute 
for data in limited information environments. In turn, that points to the need for for-
mal Bayesian econometric inferences, illustrated later in the discussion of laboratory 
experiments.

2.1 � Perfectly informed risk types?

A common identifying assumption in many behavioral studies of insurance and 
annuity choice is that individuals know their own risk type. It is further assumed 
that it happens to be the risk type that the actuaries at an insurance firm might infer.

Cohen and Einav (2007) examine a rich data-set of choices over menus of deduct-
ibles and premium payments for auto insurance that varied across individuals. These 
menu options constitute necessary controls to view these data as a natural field 
experiment. The researchers know the premium offered, but do not know the sub-
jective perception of the risk of a claim, or the risk that the claim will be paid in 
full. To proxy these subjective perceptions they assume that individuals have accu-
rate point estimates of the true distribution, a tenuous assumption even for experi-
enced drivers. Moreover, they must assume EUT, since they have no way to identify 
non-EUT models of risk preferences, and hence the calibration implications of such 
preferences. Certain non-EUT models of risk preferences, such as RDU, have been 
shown to dramatically affect the valuation of insurance when calibrated to estimates 
from real choices in the field: see Hansen et al. (2016).

This identifying assumption, that individuals know the actuarial loss rates and 
claim values, turns out to play a critical role in most of the observational literature 
as well. In a survey Ericson and Sydnor (2017; p.54) correctly note that, “When 
economists analyze health insurance markets, they typically assume that people are 
aware of the distribution of their possible medical bills for the year and choose their 
health plan with that information in mind.” In fact, most studies go well beyond 
assuming awareness of the distribution, and are assumed to have statistically degen-
erate beliefs on some scalar statistic derived from that distribution.
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Assuming that an individual makes decisions over risky outcomes by reacting 
optimistically or pessimistically to objective risks is not the same as assuming that 
individuals might have subjective perceptions of risk that deviate from objective 
risks. Of course, the two might be impossible to tease apart in field settings, but it is 
easy to do in theory and controlled laboratory experiments that operationalize that 
theory, as noted earlier. The implications of teasing these apart are apparent when 
one starts to engage in normative tinkering: one might plausibly adopt a different 
normative stance towards subjective beliefs being different from the beliefs of some 
actuaries than the normative stance one takes towards optimism or pessimism with 
respect to those subjective beliefs.

We can see the difficulty that RDU poses for inference about insurance choice 
when one allows for subjective probabilities in Barseghyan et  al. (2013). They 
exploit the fact that the decision-makers in their sample had a choice from multiple 
deductibles, and recognize that this allows them to identify the role of diminish-
ing marginal utility and “probability weighting” in the sense of RDU, since these 
two channels for a risk premium have different implications at different deductible 
levels. They also explicitly acknowledge that what they call probability weighting 
might also be simply subjective risk perceptions that differ from the true claims rate, 
noting that their analysis “does not enable us to say whether households are engag-
ing in probability weighting per se or whether their subjective beliefs about risk sim-
ply do not correspond to the objective probabilities” (p. 2527). Their striking result 
is that probability overweighting (or, we add, biased subjective risk) with respect to 
claims is, along with diminishing marginal utility, a central determinant of the risk 
preferences of these deductible choices.

A critical assumption tthat they make, common to most of the studies of obser-
vational data, is to estimate a scalar loss probability for each individual or house-
hold in their data. To be sure, these estimates invariably use a rich dataset of demo-
graphic characteristics from the data, and presumably available to the actuaries 
and underwriters of the insurance contract. So they have that level of credibility. 
But in all cases a point estimate is assumed as if known by the decision-maker, not 
some subjective probability distribution around that point estimate. To be specific, 
this assumption is used in Barseghyan et al. (2013, p. 2505), Barseghyan (2021b, p. 
1997), Barseghyan et al. (2021a; p. 2028) and in Barseghyan and Molinari (2023; 
p. 1021). It also plays a key role in the evaluation of health insurance in the Nether-
lands by Handel et al. (2020; p.11ff.).

2.2 � “Inertia”?

Most insurance contracts have limited contract horizons, usually one year, and are 
then renewed with potentially different coverage and premia offerings. The behavio-
ral literature often just states that insurees exhibit “inertia,” implying that they mind-
lessly renew contracts even when there appear to be better alternatives available. 
What might be going on here from the perspective of theory?

Handel (2013) exploits a natural field experiment in which a large firm changed 
health insurance options from an active choice mode for all existing employees to a 
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passive mode where the previously selected choice was the default choice in later 
years unless action was taken. This change allowed inferences about the role of 
“inertia” in insurance plan choice. The behavior of new employees, who needed to 
make an active choice when previous employees were faced with passive choices as 
a default, provides intuition for the significance of inertia, assuming comparability 
of other characteristics between the two employee groups. Some existing employ-
ees faced “dominated” choices over time as insurance parameters changed, and 
their sluggishness in the face of these incentives and the default, dominated option 
provides indicators of inertia; the use of scare quotes around the term word “domi-
nated” will be explained momentarily.

Risk preferences are assumed to be distributed randomly over the population 
sampled, and to be consistent with EUT. Individuals know their own risk prefer-
ences, but this is unobserved by the analyst. This might cause identification prob-
lems if the “nonfinancial attributes,” to use the expression of Handel and Kolstad 
(2015), also varied across all plan choices, but three Preferred Provider Option 
(PPO) plans had no differences in these attributes: hence their variations in “finan-
cial attributes,” such as deductible, coinsurance, and out-of-pocket maxima, could 
be used to identify (atemporal) risk preferences. In keeping with other observational 
studies, the distribution of claims was simulated using sophisticated models akin to 
how an actuary would undertake the task, and individuals were assumed to know the 
risks they faced exactly.

Since the focus is on “inertia” over time, a critical and implicit behavioral 
assumption is that individuals are intertemporally risk neutral with respect to the 
attributes of the health plan over time.10 An individual that is intertemporally risk 
averse cares, as a matter of preference, that attributes not vary over time. If individu-
als are assumed to be intertemporally risk neutral then they do not care about varia-
tions in attributes over time, as one moves from plan to plan over time, as long as the 
average attribute remains the same.11 So giving up their favorite family doctor for a 
new family doctor does not matter at all, ceteris paribus the average attributes of the 
doctor, and will be accepted willingly for any tiny improvement in premia. For now, 
assume that the sole attribute considered is the time spent with the doctor, not the 
identity of the doctor or whether one has a history with the doctor. Then it is being 
assumed that this non-financial attribute is the same on average, and the plans can be 
viewed as dominated on the basis of the financial attributes. The focus here is on an 
oft-mentioned attribute that, as a matter of fact, was the same across the PPO plans 
that the individuals being studied could choose from.

10  In general the reference to attributes should include what are referred to as “financial attributes” as 
well as “nonfinancial attributes,” but in the context of Handel and Kolstad (2013) the term just refers 
to the latter. For present purposes the formal theories of multiattribute risk aversion can be viewed as 
including intertemporal risk aversion as a special case, where one of the attributes is whether the attrib-
ute is consumed sooner or later: see Andersen, Harrison, Lau and Rutström (2018b). Similarly, one can 
define multattribute risk aversion even if there is no time-dating of outcomes.
11  This is separate from the assumption that “consumers are myopic and do not make dynamic decisions 
whereby current choices would take into account inertia in future periods” (p. 2662). That assumption 
has to do with sophistication with respect to the effect of current consumption on future consumption, 
akin to “rational addiction” models.
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But it is clear, as emphasized by Handel and Kolstad (2015; p. 2451) that there is 
evidence that 50% of subjects did not think the non-financial attributes of the PPO 
plans were identical, or were not sure of it. All that is needed is that individuals do 
not subjectively believe that these attributes are the same across these PPO plans. 
This is a false subjective belief: it is not a friction. Given this false belief, the prefer-
ence for not changing plans could be due to a preference for stability of attributes 
over time, which is what intertemporal risk aversion is all about. Given this false 
belief, the plans are not subjectively dominated in terms of the financial attributes. 
Given this false belief, what is attributed to “inertia” is exactly what a preference for 
temporal stability implies when one allows for it. And the methodological point is 
more general, of course, when we consider plan choice over options with objective 
differences in attributes.

Intertemporal risk preferences are currently modeled in economics and finance 
in terms of several sharply contrasting structural theories. One imposes intertem-
poral risk neutrality by assuming an additively separable intertemporal utility func-
tion. This assumption is certainly common, but is not fundamental in the same sense 
that the additivity of the standard Independence Axiom (IA) is for EUT. Similarly, 
CRRA utility preferences are common, but we would never reject EUT solely on the 
basis of predictions from a CRRA utility function.12 This additivity assumption for 
intertemporal utility also ties atemporal risk preferences and time preferences at the 
hip, in the sense that they cannot be independent of each other, which seems a priori 
implausible and leads to sharp calibration problems in macroeconomic models.

Various alternative theories allow for some non-additivity in many different ways, 
allowing aversion to stochastic variability over time or a preference for temporally 
correlated variability. Tolstoy reminded us in the opening line of Anna Karenina 
that “Happy families are all alike; every unhappy family is unhappy in its own way.” 
So it is with additivity and non-additivity. One often finds non-additivity assumed 
indirectly in terms of “habit formation” models, for example. The specific alterna-
tive that we consider to intertemporal risk neutrality, due to Richard (1975), only 
relaxes the additive separability assumption on the intertemporal utility function.13

Define a lottery α as a 50:50 mixture of {xt, Yt+τ} and {Xt, yt+τ}, and another 
lottery ω at the other extreme as a 50:50 mixture of {xt, yt+τ} and {Xt, Yt+τ}, where 

12  Well, we should not. Gneezy and Potters (1997) did: see Harrison and Rutström (2008; Appendix E).
13  The most popular alternative theory is Epstein and Zin (1989) preferences, but they require a spe-
cific, empirically-rejected, non-EUT structure on atemporal risk preferences, following Dekel (1986) and 
Chew (1989). These models replace the standard IA of EUT with a Betweenness Axiom (BWA). The 
difference is easy to explain. The usual IA states that preferences over lotteries A and B are not changed 
if we consider some lottery consisting of a p chance of A and a (1-p) chance of C and some lottery con-
sisting of a p chance of B and a (1-p) chance of C, for any C and all p. In words, preferences over two lot-
teries are not affected by adding a common consequence C with the same probability weight. The BWA 
simply restricts C to be some combination of A or B. The important consequence of this change from 
the IA to the BWA is that indifference curves within the Marschak-Machina probability simplex are still 
linear but do not have to be parallel, as in EUT. A significant finding from later experimental work was 
that linearity per se was a descriptive problem, not just linearity with parallel indifference curves. One of 
the most careful reviews and experimental tests, focused directly on the BWA, was from Camerer and Ho 
(1994), leading Starmer (2000; p. 358) to conclude that a “… general lesson in the data seems to be don’t 
impose betweenness.”.
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X > x and Y > y. We can think of {x, X, y, Y} as monetary amounts or as non-mon-
etary attributes, and in this context times t and t + τ are also attributes. Lottery α is 
a 50:50 mixture of both bad and good outcomes in time t and t + τ; and ω is a 50:50 
mixture of only bad outcomes or only good outcomes in the two time periods. These 
lotteries α and ω are defined over all possible “good” and “bad” outcomes. If the 
individual is indifferent between α and ω we say that she is neutral with respect to 
intertemporally correlated payoffs in the two time periods. If the individual prefers 
α to ω we say that she is averse to intertemporally correlated payoffs: it is better to 
have a given chance of being lucky in one of the two periods than to have the same 
chance of being very unlucky or very lucky in both periods. The intertemporally 
risk averse individual prefers to have non-extreme payoffs across periods, just as 
the atemporally risk averse individual prefers to have non-extreme payoffs within 
periods. One can also view the intertemporally risk averse individual as preferring 
to avoid correlation-increasing transformations of payoffs in different periods. More 
formal results, literature review, and experimental evidence that the average Dane is 
indeed intertemporally risk averse, are provided by Andersen et al. (2018b).

In the context of the data evaluated by Handel (2013), intertemporal risk aver-
sion is just a taste for not having variability in claims risks over time, where risks 
refer to all subjective financial and non-financial attributes of the plan, and that is 
met simply by choosing the same plan year over year. Just as one is willing to pay 
a risk premium in terms of expected value to reduce atemporal risk aversion, the 
willingness to put up with lower expected value plans can be seen as a risk premium 
to reduce intertemporal risk aversion with respect to attributes. This has fundamen-
tal implications for the resulting welfare analysis (p.2669–2679). The story here is 
that “consumers enroll in sub-optimal health plans over time, from their perspec-
tive, because of inertia. After initially making informed decisions, consumers don’t 
perfectly adjust their choices over time in response to changes to the market environ-
ment (e.g., prices) and their own health statuses” (p. 2669). Another story, equally 
consistent with the observed choices and EUT, is that consumers have a preference 
for avoiding subjective intertemporal risk in the health plan lotteries they choose. 
And yet another story has to do with where the false beliefs came from, in this spe-
cific context.

2.3 � Risk preferences versus information frictions?

Handel and Kolstad (2015) seek to tell a story about the role played by “risk prefer-
ences” and the role played by “information frictions” in determining the demand for 
health insurance products. They also seek to tell a story about the welfare implica-
tions of the inclusion of “information frictions.” I use the expression “seek to tell a 
story” to be clear that this is academic rhetoric, for the purpose of shifting discus-
sion away from just assuming that “risk preferences” alone explain insurance behav-
ior.14 Others might not see this type of rhetoric as the right way to model behavior, 

14  They reference (p. 2450) Cohen and Einav (2007) and Bundorf, Levin and Mahoney (2012) as con-
ducting welfare analysis of health insurance plans in which they use “observed choices to identify risk 
preferences.” In fact, risk preferences are not identified by Bundorf, Levin and Mahoney (2012). And 
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but that position neglects any appreciation of the paucity of data with which to draw 
inferences in the field.

Handel and Kolstad (2015) start with a rich administrative data set in which indi-
viduals with certain demographic characteristics had to choose between two health 
insurance plans. One plan, the PPO, provides “comprehensive risk protection” (p. 
2451); the other plan, a High Deductible Health Plan (HDHP), provided access to 
“the same medical providers and treatments as the PPO, lower relative upfront pre-
miums, and larger relative risk exposure.” (p. 2451). In addition to the administra-
tive data, for a significant sub-sample of the population they also had a linked survey 
of beliefs about these plans. The intuition of their results can be seen by one exam-
ple (p. 2451) referred to earlier: if 50% of individuals incorrectly believed that the 
PPO provided greater medical access to providers and treatments (20%), or were 
not sure about that (30%), they were more likely to choose the PPO than individu-
als that knew that the plans provided the same access. Call these subjective beliefs 
about some core attributes of the products. Given these subjective beliefs, apply 
SEU to these choices, and what we see is just a better apple or a less risky apple 
being selected over a poor apple. The first 20% subjectively perceive a more useful 
product, and the second 30% subjectively perceive a less risky product.

The first formal step in the analysis is just to recover risk preferences from 
observed choices between the PPO and HDHP. In this case the model assumes EUT, 
and again assumes that individuals know the actuarial probabilities of receiving 
benefits from each insurance plan. Intuitively, think of the PPO as the safe lottery 
and the HDHP as the risky lottery.15 To borrow an expression, the resulting esti-
mates of risk aversion are “just wild and crazy guys,” to be laughed at because they 
are so high (p. 2452). Of course, we know from RDU models of risk preferences 
that this might actually be a combination of (very) pessimistic beliefs about receiv-
ing the benefits of the HDHP and a (modestly) concave utility function. The point 
is that the available data is unable to differentiate these two sources of a risk pre-
mium, hence we cannot claim to have identified risk preferences without accept-
ing the maintained assumption of EUT for all individuals, and where EUT assumes 
remarkably prescient knowledge of the actuarial risks of what are clearly compound 
subjective lotteries.

The second formal step in the analysis is to correctly recognize (p. 2455ff.) that 
modern health insurance plans have many attributes that differentiate them. We are 
not in a world, at least for these product lines, of just trading off lower deductibles 
for higher premia. In the absence of these “nonfinancial attributes” the utility func-
tion has, as an argument, Wk - Pkj - si where Wk is wealth for household k, Pkj is the 

15  The effort to construct these actuarial probabilities (p. 2480) is impressive. It uses ex post information 
to predict the utilization of four types of health expenditure in the coming year, and then ex post data on 
the costs of each of these expenditure types to predict spending distributions. One could use these objec-
tive calculations as the basis for eliciting subjective probability distributions with incentive-compatible 
experiments, which is what we need to estimate an SEU model of insurance choice.

Cohen and Einav (2007) undertake no welfare analysis. Similarly, Einav et al. (2010a; p. 878) claim that 
Einav et  al. (2010b) and Bundorf et  al. (2012) “recover the underlying (privately known) information 
about risk and preferences.” Neither of these claims is true.

Footnote 14 (continued)
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premium that household k faces for insurance plan j, and si is the out-of-pocket pay-
ments for some loss event i. Then there is some actuarial probability mass function, 
let us assume, defined over the si, and that depends on the household k and plan j 
in question. Now consider the effect of “nonfinancial attributes,” such as “the net-
work of physicians and hospitals available, the time and hassle costs associated with 
dealing with claims, and the tax benefits of linked financial accounts.” (p. 2455). 
For short, call this BLOBj for plan j, recognizing that BLOB has potentially many 
arguments reflecting a vector of perceived attributes.16 The argument of the utility 
function then becomes Wk - Pkj - si + BLOBj. This specification is at the heart of the 
analysis.

A theoretical problem with this way of handling “nonattribute frictions” is that 
they are included in an additive manner. This implies that they are known quantities 
if one knows the household k and plan j, so they are not themselves risky.17 This 
further implies that even if they were assumed to be risky, they cannot trade off with 
other “financial risks.” The literature on multiattribute risk aversion shows that addi-
tive utility functions defined over risky attributes exhibits multiattribute risk neutral-
ity, as noted earlier with respect to intertemporal risk neutrality.18 The general point 
is that we are talking about “risk preferences” here, albeit in the form of an exciting 
cocktail of multiattribute risk preferences, but just risk preferences nonetheless.19

The modeling upshot is that I am suggesting a different “story” here, and there is 
no possible way for these data, as rich as they are in comparison to most observa-
tional data sets, to tell them apart. But this story has very different implications for 
how one does descriptive and normative evaluations of observed insurance choices.

2.4 � Making dominated insurance choices?

Bhargava et  al. (2017) study a remarkable data set from a company that offered 
employees a menu of 48 health insurance plans that differed solely in terms of 
“financial attributes.” In particular, there are blocks of 4 plans that literally differed 
solely in terms of the deductible and the premium. In one case, Plan A (p. 1329), a 
$1,204 = $2,134–$930 increase in the premium was accompanied by a reduction of 
$650 = $1,000 - $350 in the deductible, and this difference was representative across 

16  Indeed, BLOB could be viewed as a nested utility function defined over these attributes, as proposed 
in footnote 12 (p. 2456) and in the empirical model. In the empirical model (p. 2475) these attributes are 
all treated as binary, and included additively.
17  The only stochastic aspects of these attributes (p. 2456) is that they are observed with error by the 
researcher, reflecting unobserved but deterministic heterogeneity.
18  It may seem confusing to refer to correlation aversion to attribute variability and intertemporal risk 
aversion at the same time. The latter just refers to dated risks, where the dating of the risk as “sooner” or 
“later” is one attribute of the risk and the amount of the payoff on those dates is the other attribute. The 
usual story of time preferences for non-risky payoffs refers to the trade-off between “smaller and sooner” 
amounts of money and “larger and later” amounts of money; intertemporal risk aversion just interacts 
that time-horizon attribute with risk.
19  Handel and Kolstad (2015; p.2452) include “inertia” in their structural model, and comment that 
“incorporating inertia into the model matters a lot for risk preference estimates.” They refer here to atem-
poral risk preferences. The deeper implications for risk preferences, having to do with intertemporal risk 
preferences, is discussed earlier with reference to Handel (2013), where “inertia” is the main story.
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other plans. Roughly 55% of employees selected a dominated plan, after allowance 
for after-tax adjustments. Average medical expenditures were $3,567 (p. 1336) and 
those that chose dominated plans “could have saved an average of $352 with little 
risk of losing money” (p.1339). In nominal cost terms this is just under a 10% sav-
ings compared to expenditures.

Of course, expected savings are not the same as risk-adjusted savings. While it 
is true that “no beliefs about health care needs or standard preferences for avoid-
ing risk would rationalize the choice of the low-deductible plan” (p.1321), vari-
ous assumptions could make these welfare losses de minimis. An EUT calculation, 
assuming that individuals again use actual distributions of medical expenditure as 
their subjective distribution of medical expenditure (p.1342), leads to comparable 
estimates of the Certainty Equivalent (CE) of the foregone savings. These CE range 
from $372 down to $167 (p. 1344) depending on the level of risk aversion assumed, 
as one might expect a priori. Of course, an EUT calculation does not take probabil-
ity weighting into account, even if one continued to assume that subjective expendi-
ture probabilities equaled historical probabilities, and this could have a first-order 
effect on the implied CE.

Moreover, there is no accounting for aversion to variability of payments over 
time: a deductible of $1,000 over several years allows more room for variability of 
out-of-pocket expenditures than a $350 deductible. The same issue arises in the con-
text of the insurance decisions studied by Handel and Kolstad (2015).

A potentially valuable complement to the evaluation of observational data was 
the use of experiments (in section V) to evaluate alternative explanations in stylized, 
but “naturalistic” settings. Unfortunately, these were all hypothetical surveys con-
ducted online. These can be useful to set up tests of hypotheses,20 but suffer from the 
general problem of hypothetical bias (Harrison (2006).

3 � Laboratory experiments

3.1 � Normative evaluation of insurance decisions

Harrison and Ross (2023) propose an approach to behavioral welfare economics that 
is general, and directly applicable to the normative evaluation of insurance purchase 
decisions. They refer to it as the Quantitative Intentional Stance (QIS):

Dennett (1971)(1987) provides a rich account of the relationships between 
beliefs, preferences and propositional attitudes that provides a rigorous foun-
dation for behavioral welfare economics. He argues that the attribution of pref-
erences and beliefs involves taking an intentional stance toward understand-
ing the behavior of an agent. This stance consists in assuming that the agent’s 

20  In particular, one intriguing hypothesis (p.1353) posits that agents might “value costs associated with 
plan premiums differently than those paid (perhaps unexpectedly) out-of-pocket.” In effect, this relaxes 
the perfect asset integration assumption that some associate with EUT. Cox and Sadiraj (2006) and 
Andersen et al. (2018a, b) show how to evaluate partial asset integration specifications using incentivized 
experiments.
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behavior is guided by goals and is sensitive to information about means to 
the goals, and about the relative probabilities of achieving the goals given 
available means. The intentional stance is a product of cultural evolution. It 
arose and persists because of the importance of coordinated expectations in 
an intensely social species with massive behavioural heterogeneity due to 
large brains that support sophisticated learning. Beliefs, preferences, goals, 
and other propositional attitudes do not have counterparts at the level of brain 
states. They instead index relationships between target agents, environments, 
and interpreters trying to explain and anticipate the target agents’ behavior 
(including their communicative behavior). The welfare economist attempting 
to determine what people regard as subjectively preferable is in the same situ-
ation as all people in all social contexts all the time: she seeks accounts of her 
targets’ lattices of propositional attitudes, with particular emphasis on pref-
erences and beliefs about probabilities, that the targets would endorse them-
selves. She is not trying to make inferences about anyone’s “latent” states or 
states that are hidden in brains until someone with a neuroimaging scanner 
comes along. (p.23/24; footnotes omitted)

Armed with a rigorous theoretical basis for assessing the benefit or harm to an 
individual from some experimental treatment, how do we make it operational?

One general recommendation is to use Bayesian methods. The reason that this 
recommendation is general is that integrating economic theory with experimental 
data entails the systematic pooling of priors with data, and that is what Bayesian 
methods are designed to allow. And, critically, one should view the attribution of 
preferences and beliefs that is central to the QIS as exactly akin to forming priors 
about the agent, and then pooling them with observations of the agent to make (nor-
mative and descriptive) inferences.

For economists, a canonical illustration of the need to pool priors and data is 
provided by the evaluation of the expected Consumer Surplus (CS) from observed 
insurance choices. Even if we limit ourselves to EUT, the gains or losses from some-
one purchasing an insurance product with known actuarial characteristics depend 
on their (atemporal) risk preferences. If we have priors about those risk preferences, 
then we can directly infer if the observed purchase choice was the correct one or 
not, as illustrated famously by Feldstein (1973). Here the word “correct” means con-
sistent with the inferred EUT risk preferences for the individual making the choice 
we evaluate normatively. The same point extends immediately to non-EUT mod-
els of risk preferences, such as RDU, which can also be used normatively. From 
a Bayesian perspective, this inference uses estimates of the posterior distributions 
of individual risk preferences to make an inference over “different data” than were 
used to estimate the posterior.21 Hence these are referred to as posterior predictive 
distributions.

21  The usual application in Bayesian modeling is to additional out-of-sample instances of the same data 
used to estimate the posterior. Excellent expositions can be found in Winkler (2003; p. 102 ff.) and John-
son et al. (2022; p. 192ff.). A typical example in the present context would be to predict choices by one 
of the subjects if she had been offered a new, different battery of choices over risky lotteries.
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In the simplest possible example, considered by Harrison and Ng (2016), subjects 
made a binary choice to purchase a full indemnity insurance product or not. The 
actuarial characteristics of the insurance product were controlled over 24 choices by 
each subject: the loss probability, the premium, the absence of a deductible, and the 
absence of non-performance risk. In effect, then, these insurance purchase choices 
are just re-framed choices over risky lotteries. The risky lottery here is to not pur-
chase insurance and run the risk of the loss probably reducing income from some 
known endowment, and the (very) safe lottery is to purchase insurance and deduct 
the known premium from the known endowment.

The same subjects that made these insurance choices also made choices over 
a battery of risky lotteries,22 and a Bayesian model can then be used to estimate 
individual risk preferences for each individual from their risky lottery choices (Gao 
et al. 2023). A Bayesian hierarchical model was used in which informative priors for 
the estimation of individual risk preferences were obtained by assuming exhange-
ability with respect to the risk preferences of all of the individuals in the sample. 
A relatively diffuse (weakly informative) prior was employed to estimate the risk 
preferences of the pooled representative agent, and the posterior distribution from 
that estimation was used as the informative prior for estimation of individual risk 
preferences. One might view the estimates for the pooled representative agent as 
“nuisance parameters,” if they were not so important to the end-result of being able 
to infer individual risk preferences with informative priors.

Given these posterior estimates of risk preferences for individuals, the task is then 
to infer the posterior predictive distribution of welfare for each insurance choice of 
each individual. The predictive distribution is just a distribution of unobserved data 
(the expected insurance choice given the actuarial parameters offered) conditional 
on observed data (the actual choices in the risk lottery task). All that is involved is 
marginalizing the likelihood function for the insurance choices with respect to the 
posterior distribution of EUT model parameters from the risk lottery choices. The 
upshot is that we predict a distribution of welfare for a given choice by a given indi-
vidual, rather than a scalar.23 We can then report that distribution as a kernel den-
sity, or select some measure of central tendency such as the mean or median.

Figure 1 displays several posterior predictive distributions for insurance purchase 
choices by one subject. For choice #1 the posterior predictive density shows a clear 
gain in CS, and for choice #4 a clear loss in CS. In each case, of course, there is a 
distribution, with a standard deviation of $0.76. The predictive posterior distribu-
tions for choice #13 and choice #17 illustrate an important case, where we can only 
say that there has been a CS gain with some probability.

22  There is a long experimental literature to guide in the selection of experimental elicitation procedures 
and batteries, as well as appropriate econometric methods for different inferential purposes: see Harrison 
and Rutström (2008) for a detailed review. Often one sees experimental procedures that offer the illusion 
of “short cuts” used, despite the problems with those methods being well documented. For example, the 
procedures of Tanaka et al. (2010) were used by Jaspersen et al. (2022), despite the extensive discussion 
of problems with those procedures by Harrison and Rutström (2008; p.59ff.).
23  If one was using point estimates from a traditional maximum likelihood approach, or even point esti-
mates from one of the descriptive statistics of a posterior distribution (e.g., mean, median or mode), then 
the inferred welfare measure would be a scalar.
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This example allows us to illustrate how one can undertake adaptive welfare eval-
uation during an experiment, following Gao et al. (2023; Sect. 4.C).24 Some of the 
subjects in this experiment gain from virtually every opportunity to purchase insur-
ance, and sadly some lose with equal persistence over the 24 sequential choices. 
Armed with posterior predictive estimates of the welfare gain or loss distribution 
for each subject and each choice, can we adaptively identify when to withdraw the 
insurance product from these persistent losers, and thereby avoid them incurring 
such large welfare losses? Research by Caria et al. (2023), Hadad et al. (2021) and 
Kasy and Sautmann (2021) considers this general issue. The challenges are signifi-
cant, from the effects on inference about confidence intervals, to the implications for 
optimal sampling intensity, to the weight to be given to multiple treatment arms, and 
so on.

Assume that the experimenter could have decided to stop offering the insur-
ance product to an individual at the mid-point of their series of 24 choices, so the 
sole treatment arm was to discontinue the product offering or continue to offer it.25 
The order of insurance products, differentiated by their actuarial parameters, was 
randomly assigned to each subject when presented to them. Figure 2 displays the 
sequence of welfare evaluations possible for subject #1, the same subject evaluated 
in Fig. 1. The two solid lines of Fig. 2 show measures of the CS: in one case the 
average gain or loss from the observed choice in that period, and in the other case 

Fig. 1   Posterior predictive consumer surplus distribution for each of four insurance purchase choices by 
one subject

24  Harrison et al. (2020b) provide a number of examples of the evaluation of non-adaptive treatments, 
corresponding generally to treatments emphasized in field experiments.
25  A more sophisticated “targeting” policy might use the information from the first 12 insurance choices 
to adaptively determine the actuarial parameters that might lead each subject to make better decisions in 
the remaining 12 choices.
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the cumulative gain or loss over time. Here the average refers to the posterior pre-
dictive distribution for this subject and each choice. Since this is a distribution, we 
can evaluate the Bayesian probability that each choice resulted in a gain or no loss, 
reflecting a qualitative Do No Harm (DNH) metric enshrined in the Belmont Report 
as applied to behavioral research.26 This probability is presented in Fig. 1, in cumu-
lative form, by the dashed line and references the right-hand vertical axis.

Although there are some gains and losses in average CS along the way, and the 
posterior predictive probability of a CS gain declines more or less steadily towards 
0.5 over time, the DNH probability is always greater than 0.5 for this subject. And 
there is a steady, cumulative gain in expected CS over time. These outcomes reflect 
a common pattern in these data, with small CS losses often being more than offset 
by larger CS gains. Hence one can, and should, view these as a temporal series of 
“policy lotteries” which are being offered to the subject, if the policy of offering the 
insurance contract is in place (Harrison (2011b)). In this spirit, we can think of the 
probabilities underlying the posterior predictive DNH probability as the probabili-
ties of positive or negative CS outcomes, given the risk preferences of the subject. 
The fact that the Expected Value (EV) of this series of lotteries is positive, even 
as the probability approaches 0.5, reflects the asymmetry of CS gains and losses in 
quantitative terms and the policy importance of such quantification. For now, we 

Fig. 2   Adaptive welfare evaluations of insurance purchase decisions by subject 1

26  See Teele (2014) and Glennerster (2017) for discussion of the Belmont Report and some aspects of 
the ethics of conducting randomized behavioral interventions in economics. Even when randomized clin-
ical trials were not adaptive, or even sequential in terms of stopping rules, it was common to employ 
termination rules based on extreme, cumulative results (e.g., the “3 standard deviations” rule noted by 
Peto (1985; p. 33)).
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might think of the policy maker as exhibiting risk neutral preferences over policy 
lotteries, but recognizing that the evaluation of the purchase lottery by the subject 
should properly reflect her risk preferences.

Consider comparable evaluations for four individuals from our sample in Fig. 3. 
Subject #5 is a “clear loser,” despite the occasional choice that generates an average 
welfare gain. It is exactly this type of subject one would expect to be better off if not 
offered the insurance product after period 12 (or, for that matter and with hindsight, 
at all). Subject #111 is a more challenging case. By period 12 the qualitative DNH 
metric is around 0.5, and barely gets far above it for the remaining periods. And yet 
the EV of the policy lottery is positive, as shown by the steadily increasing cumula-
tive CS. This example sharply demonstrates the “policy lottery” point referred to for 
subject #1 in Fig. 2.

The remaining subjects in Fig. 3 illustrate different points: that we should also 
consider the time and intertemporal risk preferences of the agent when evaluating 
the policy lottery of not offering the insurance product after period 12. Assume that 
these periods reflect non-trivial time periods, such as a month, a harvesting season, 
or even a year. In that case the temporal pattern for subject #67 encourages us to 
worry about how patient subject #67 is: the cumulative CS is positive by the end 
of period 24, but if later periods are discounted sufficiently, the subjective present 
value of being offered the insurance product could be negative due to the early CS 
losses.27 Similarly, consider the volatility over time of the CS gains and losses faced 
by subject #14, even if the cumulative CS is positive throughout. In this case a com-
plete evaluation of the policy lottery for this subject should take into account the 
intertemporal risk aversion of the subject, which arises if the subject behaves con-
sistently with a non-additive intertemporal utility function over the 24 periods.

Applying the policy of withdrawing the insurance product after period 12 for 
those individuals with a cumulative CS that is negative by period 12 results in an 
aggregate welfare gain of 108%, implicitly assuming a classical utilitarian social 
welfare function over all 111 subjects.

One general lesson from this example is that we now have the descriptive and 
normative tools to be able to make adaptive welfare evaluations about treatments 
during the course of administering the treatment. How one does that optimally is 
challenging, but largely because we have not paid it much direct attention in eco-
nomics. Optimality here entails many tradeoffs, and not just those reflecting the 
preferences of the instant subject. Our focus here is on the partial equilibrium impact 
on the welfare of each and every individual.28 This is often confused by economists 
as trying to evaluate social welfare, a different concept altogether, although ideally 
concepts that are related to each other in subtle ways. Hence, when we report an 

27  This point has nothing to do with whether the subject exhibits “present bias” in any form. All that is 
needed is simple impatience, even with Exponential discounting. Berry and Fristedt (1985; chapter 3) 
stress the importance of time discounting in sequential “bandit” problems in medical settings.
28  We stress the welfare impact. Many economists confuse impact evaluation with welfare evaluation, 
arguing that surely the observable impact being measured must matter for welfare. Even when statisti-
cal circumstances are ideal, impact evaluation constitutes at best an intermediate input into the welfare 
evaluation of interventions. That intermediate input is valuable, but should not be confused with the final 
product, a proper cost–benefit analysis (Harrison (2014)).
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average of individual welfare effects descriptively, that is not to impose a utilitarian 
social welfare function, but just to describe our calculations in a familiar manner. 
The role of formal general equilibrium welfare evaluations is to account for some of 
the interactions between agents, and second-best constraints, that affect the evalua-
tion of policy. Just as the numerical models evaluating general equilibrium welfare 
effects have been extended over the years to include imperfect competition, scale 
economies, trade barriers that are not ad valorem tariffs, and so on, eventually they 
could be extended to incorporate richer models of behavior in stochastic policy set-
tings. That is not our immediate focus.

The other general lesson from this case study is the difficulty of making decisions 
during the instant experiment when the inferences from the experiment have some 
presumed welfare implications for individuals outside the instant experiment.29 If 
we had truncated these experiments adaptively as suggested, would we have been 
able to draw reliable statistical inferences about the treatment in a way that would 
influence future applications of the treatment? The only way to evaluate these issues, 
particularly with multiple treatment arms, is to undertake them in safe laboratory 
settings in which subjects literally have nothing to lose, and study the implications 
of “throwing data away” in accordance with such adaptive rules. Then be Bayesian 
about deciding how much to learn from that for the potential benefit of society.

3.2 � Methodological subtleties

The core step in undertaking behavioral welfare economics for insurance decisions 
is to relax the direct axiom of revealed preferences. It is not, as often thought, just 

Fig. 3   Individual adaptive welfare evaluations for four subjects

29  This tradeoff has long been felt keenly in the literature on sequential clinical trials in medicine: see 
Armitage (1985).
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about relaxing conventional assumptions about risk preferences or subjective beliefs, 
although they play a role in the sequel. This subtle distinction adds to the challenge 
of undertaking normative evaluation from a behavioral perspective.

3.2.1 � Are we assuming some true risk preference?

No, we are instead assuming some prior belief is being formed about the risk prefer-
ences of the agent whose behavior is being evaluated. Thinking of these as priors 
rather than some “assumed truth” has important implications, quite apart from being 
consistent with the QIS, and also opens the way to developing ways to better inform 
the choice of priors for behavioral welfare economics.

The value of viewing these QIS attributions as priors, and employing a Bayes-
ian approach, derives from the methodological need for normative analysis of risky 
choices to have estimates of risk preferences from choice tasks other than the choice 
task one is making welfare evaluations about.30 In settings of this kind, it is natural 
to want to debate and discuss the appropriateness of the risk preferences being used. 
In fact, the need for debate and conversation becomes more urgent when, as here, we 
infer significant losses in expected CS, and significant foregone efficiency. How do 
we know that the task we used to infer risk preferences, or even the models of risk 
preference we used, are the right ones? The obvious answer: we don’t. We can only 
hold prior beliefs about those, and related questions. And when it comes to system-
atically examining the role of alternative priors on posterior-based inference, one 
wants to be using Bayesian formalisms.

Saying that we view these as priors is not an invitation to then claim that the 
welfare evaluation is arbitrary. It is recognizing what economists of a wide range 
of methodological persuasions have been doing for many decades and just formal-
izing it. The analogy to the nudge literature is apt. Proponents of nudges correctly 
stress that when we adopt some choice architecture for decision-makers, and have 
priors over the effect of that architecture on their behavior, we have simply replaced 
one existing choice architecture with another. That is, some choice architecture is 
required, and will be used anyway, so why just assume that historical accident has 
generated a normatively attractive architecture? Another analogy comes from the the 
classic Specification Searches of Leamer (1978): many of the ad hoc methods used 
by econometricians are clumsy attempts to use priors, so why not recognize that and 
do it explicitly and elegantly with Bayesian methods?

There are immediate reasons why one would want to use Bayesian estimates of 
risk preferences for the type of normative exercise illustrated above. One obtains 
more systematic control of the use of priors over plausible risk preferences, and the 
ability to make inferences for every individual in a sample.

However, there are also more general reasons for wanting to adopt a Bayesian 
approach than making explicit the role for priors when making normative evalua-
tions. A related, general reason for a Bayesian approach derives from the ethical 
need to pool data from randomized evaluations and non-randomized evaluations, 

30  To be strict, we should say “other than directly, naively inferred from the choice task one is making 
welfare evaluations about.”.
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discussed by Harrison (2021). The motivation for randomized control trials in many 
areas, such as surgical procedures, derives from non-randomized evidence accu-
mulated in widely varying circumstances, such as the health and co-morbidities of 
the patient. These data are evidently not inferred from “clean beakers,” but they are 
often completely discarded when designing a randomized test of the procedure. This 
practice reflects the notion of “clinical equipoise,” which holds that one should ini-
tiate and apply the randomized procedure as if none of the prior non-randomized 
evidence had existed at all. The counter-argument is just to view those prior data 
as justifying what is actually observed: someone thinking a priori that some new 
procedure is worth testing. That is not, by construction, a completely diffuse prior 
at work, so one should formally reflect that fact. The ethical issue takes on urgency 
when patients are being asked to submit to 50:50 chances of a procedure that these 
priors suggest is inferior. Of course, such equipoise might be justified by a social 
objective of arriving at a general conclusion more quickly, for the benefit of all 
potential patients, despite the expected cost to the instant patient; we would disagree 
with the implied tradeoff, but we see the logic.

3.2.2 � Are we assuming stable risk preference?

To conduct normative evaluation of insurance decisions in our extended example 
we needed to make the explicit and necessary assumption that there is a set of risk 
preferences of an individual that we can identify in a risky lottery task,31 and that 
we can apply as priors in an insurance task, so as to infer expected welfare changes 
from insurance choices. If risk preferences are not stable over time, is there a risk of 
normative evaluation being based on “stale” preferences? If risk preferences elicited 
in one domain are not stable across domains, how do we know that they are appro-
priate for another domain?

Even though these are relevant concerns, we argue that they are second order, 
simply because there are no other assumptions that one can make if the objective is 
normative evaluation. Now that we have introduced the QIS method based on that 
assumption, however, it is entirely appropriate to engage in debate over the strength 
or weakness of our prior and potential alternative priors for risk preferences that 
might be used. This is where the ongoing discussion of these, and related, descrip-
tive characterisations of risk preferences have a legitimate role: helping us navigate 
among the various priors we might use. In our first attempt at applying the QIS 
method in the laboratory the risky lottery choice task and the insurance decisions 
are made contemporaneously, implying that there is no serious issue of temporal 

31  It is true that there are many alternative ways to elicit risk preferences, even if we restrict attention to 
those that involve incentivized choices. Although content, as a practicing applied economist, with the 
methods used here (binary choice over a randomly-ordered battery of lotteries), there is no need for any-
one to try to define a single “correct” way to elicit risk preferences, and it is not at all clear how to define 
a sensible metric to use to undertake that race and determine a winner. More strenuously, the existence of 
different risk elicitation methods is not a reason to pause using one that meets certain attractive criteria, 
just because there are others under consideration. These are, after all, just priors. The fact that there are 
several elicitation methods for these priors does not make the priors arbitrary. Rather, it makes them 
conditional on the elicitation methods, and that is all.
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stability that arises in this instance. And the financial-outcome frame of the risky 
lottery choice task is close to the financial-outcome frame of the insurance pur-
chase task, so we also don’t anticipate a serious issue of domain-specificity in this 
instance. But what can we say in general?

Consider the issues raised by any instability of risk preferences over time. Tem-
poral stability of preferences can mean three things, and can be defined at the aggre-
gate level for pooled samples or for individuals.32 Our concern is with individuals, 
and this is arguably a more demanding requirement.33 One interpretation of temporal 
preference stability is that risk preferences are unconditionally stable over time. This 
means that the risk preference parameter estimates we obtain for a given individual 
should predict the risk preference parameters she would use in the future when she 
makes the decision that we are normatively evaluating, no matter what else hap-
pens in her life. This is the strongest version of a “temporal stability of preferences” 
assumption, and will presumably be rejected for longer and longer gaps between 
elicitation of the risk preferences and normative evaluation of the decision.34

A second interpretation of temporal preference stability is that risk preferences 
are conditionally stable. This interpretation assumes that risk preferences might be 
state-dependent and a stable function of states over time, but there could be changes 
in the relevant states over time. This interpretation implies that the risk preference 
parameter estimates for a subject might depend on her age, for example, and that 
particular “state” changes in thankfully predictable ways. Of course, this predict-
ability presumes that we have a decent statistical estimate of the effect of age on risk 
preferences, but it is plausible that this could be obtained. If the states are readily 
observable, such as age, conditional stability is perhaps a reasonable prior to have 
for normative evaluation.

A third interpretation is that risk preferences might be state-dependent and the 
states are not observable, or that the risk preferences are themselves stochastic. In 
this instance there are stochastic specifications, which in turn embody hyper-priors, 
that let us say something about stability (e.g., that the unobserved states are fixed 
for the individual, or that the stochastic variation in preference realizations follows 
some fixed, parametric distribution).35

32  The relevant characteristic of stability can also vary with the inferences being made. For some infer-
ences we only care about the ranking of individuals in terms of risk premia, and for some inferences we 
care about the level of the risk premia for individuals. We assume the latter for our purposes here.
33  There are very few data collected on any forms of stability at the individual level. Most of the evi-
dence concerns averages or distributions over individuals.
34  Chuang and Schechter (2015) review the literature and suggest low correlations of risk preferences 
over time. Harrison et al. (2005) find evidence of unconditional stability over 5 or 6 months for average 
levels of risk aversion. Andersen, Harrison, Lau and Rutström (2008, §5.1) similarly find evidence of 
unconditional stability over 17 months for distributions of risk attitudes.
35  For example, allowing for unobserved heterogeneity Harrison et  al. (2020a) find evidence for tem-
poral stability of distributions of risk preferences over 6 to 12  months, but only when correcting for-
mally for sample selection and attrition. And they infer temporal instability when those corrections are 
not made. No prior study has corrected for selection or attrition when drawing inferences about temporal 
stability.
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3.2.3 � Classifying the type of risk preference?

Monroe (2023) takes up a subtlety in the application of the QIS of surprising sig-
nificance for welfare evaluations. In the application of the QIS by Harrison and Ng 
(2016) subjects were asked to make a series of binary choices over risky lotteries, 
to allow inferences about the risk preferences of each individual. Those inferences 
were, in turn, to be used as priors in the normative evaluation of insurance purchase 
decisions that the same subjects made in a separate task. A key step in the evalua-
tion was to initially determine if the risk preferences of each individual were bet-
ter characterized by EUT or by RDU, and then to use the estimates36 for EUT or 
RDU for that individual when evaluating the insurance choices by that individual. 
An individual was assumed to be characterized by EUT unless their choices over the 
risky lotteries exhibited statistically significant evidence of probability weighting, 
using appropriate tests and various significance levels. In large part, this initial step 
of “typing” the individual as EUT or RDU was undertaken to make the point that 
the normative evaluation of insurance choices depends on the type of risk preference 
as well as the level of risk aversion.

Monroe (2023) explains that there are two potential problems with this approach. 
The first problem is that subjects that are determined to be better characterized as 
EUT decision makers could just be extremely noisy RDU decision makers. And 
there is no reason to expect that the “noise” in question here affects inferences in 
some simple additive, linear manner that might wash out when making normative 
evaluations. The second problem is that declaring somebody to be better character-
ized as an EUT decision maker, and then using their EUT estimates for normative 
evaluation, is actually saying that they are a RDU decision maker with exactly esti-
mated parameters for their probability weighting function.37 This is not the same 
thing as saying that they are “sufficiently noisy” in terms of probability weighting 
that one cannot reject a null hypothesis that they exhibit no probability weighting at 
all.

What is remarkable, and demonstrated in numerical simulations by Monroe 
(2023), is that these seemingly subtle steps in the descriptive characterization of risk 
preferences can make a significant impact on normative evaluation. The impacts are 
most pronounced on the inferred size of the welfare gain or loss, rather than the 
sign of the welfare effect, but that is not the main methodological point. The impor-
tant lesson, already adopted in later studies38 with reference to his arguments, is to 
just use the RDU model for every subject when undertaking the normative evalua-
tions of welfare. One can still usefully use the classification of risk preference type, 
by whatever means one wants, to help understand the sources of welfare gains and 
losses, but one should not use the special case of EUT when an individual is better 

36  By “estimates” we mean maximum likelihood point estimates as well as estimates of standard errors 
and covariances, which were incorporated in the normative evaluation using bootstrap procedures. The 
Bayesian estimation of risk preferences handles this statistical uncertainty automatically by using poste-
rior distributions to characterize all parameters as random variables.
37  And, of course, that those exact values imply zero probability weighting consistent with EUT.
38  For example, Gao et al. (2023) and Harrison et al. (2022).
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characterized for normative purposes as RDU and EUT is nested in RDU. The clear 
exception here is if the policy maker or analyst has a well-motivated and explicit 
reason to maintain EUT as the normative metric for evaluating choices, in which 
case every subject’s risk preferences should be characterized by the EUT model, 
even if the RDU model does a better job for descriptive purposes.

3.2.4 � Identifying the inner utility function?

Many who view RDU as a better descriptive model of risk preferences nonethe-
less view EUT as an appropriate normative model of risk preferences. This raises 
an important practical issue: if all you have before you as an observer is someone 
exhibiting RDU behavior, how do you recover the utility function you need to 
undertake normative evaluations?

One approach is to simply impose EUT on the estimation of risk preferences 
that are observed, and use the utility function that is then inferred. This approach 
is used, for purposes of exposition, by Harrison and Ng (2016). One can then argue 
separately about whether RDU or EUT are appropriate normative metrics to use, 
and the answer to that argument will generally make a quantitatively and qualitative 
difference.

Bleichrodt et al. (2001) maintain that EUT is the appropriate normative model, 
and correctly note that if an individual is an RDU (or CPT) decision-maker, then 
recovering the utility function from observed lottery choices requires allowing for 
probability weighting and/or sign-dependence. They then implicitly propose using 
that utility function to infer the CE, but using EUT to evaluate the lotteries. This is 
a radically different normative position than the one proposed by Harrison and Ng 
(2016; p.116).

Some notation will help. Let RDU(x) denote the evaluation of an insurance pol-
icy x in Harrison and Ng (2016) using the RDU risk preferences of the individ-
ual, including the probability weighting function. They calculate the CE by solv-
ing URDU(CE) = RDU(x) for CE, where URDU is the estimated utility function from 
the RDU model of risk preferences for that individual. But Bleichrodt et al. (2001) 
evaluate the CE by solving URDU(CE) = EUT(x) where EUT(x) uses the URDU utility 
function in an EUT manner, assuming no probability weighting. This is normatively 
illogical. The logical approach here would be to estimate the “best fitting EUT risk 
preferences” for the individual from their observed lottery choices, following Har-
rison and Ng (2016), and then use the resulting utility function UEUT as the basis 
for evaluating the CE using UEUT(CE) = EUT(x), where EUT(x) uses the same UEUT 
function used to evaluate the CE.

3.2.5 � Modeling mistakes

Another way to undertake normative evaluations is to develop a structural model of 
mistakes, and consider the effects on behavior of removing those mistakes. The issue 
here is whether the modeled behavior is indeed reasonably classified as a mistake 
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or not, and from whose perspective.39 Behavioral economists have not been shy to 
quickly label any “odd behavior” as due to the first heuristic that comes to mind, 
rather than dig deeper. Harrison (2019; Sect. 5.2) provides a critical review of struc-
tural models of this kind applied to health insurance and income annuity choices.

An extreme example of this approach is offered by Spinnewijn (2017; p.313ff.), 
who simply assumes that exogenous frictions exist and that they have labels such as 
“inaccurate perceptions,” “inertia” and “bounded rationality.” Handel et al. (2019) 
claim to be able to estimate these “frictions,” and show that they lead observed will-
ingness to pay for health insurance to differ from some inner, “true” valuation of the 
product. The normative muddle that arises from this approach is evident from Spin-
newijn (2017; p.314):

I assume that only the true value is relevant for welfare and policy analysis. 
Depending on the policy interventions and the frictions considered, some 
weight could be given to the revealed value as well. For example, in case of 
inaccurate perceptions, one could argue that when different insurance valua-
tions are caused only by different perceptions of the underlying risk (and not 
by different perceptions of the actual coverage provided) they should not be 
considered as frictions at all. [footnote omitted] In case of inertia or bounded 
rationality, switching or processing costs could be relevant for price policies 
used to encourage individuals to change contracts, but are arguably irrelevant 
when mandating an insurance plan. While this caveat should be accounted for 
in practice, using only true values to evaluate welfare in this stylized frame-
work simply sharpens the contrast with standard Revealed Preference analysis.

The omitted footnote is also telling about the confusions here: “See, for example, 
the subjective expected utility theory in Savage (1954).” SEU is a theory about sub-
jective beliefs, which could just as well be beliefs about the attributes of an insur-
ance contract as about the chances of the insuree having to make a claim about it. In 
fact, all that SEU does in this case is turn the product itself into a compound lottery, 
along with the risk that a claim will occur, and the risk that the claim will then be a 
certain monetary amount coniditional on occurring. The notion that we can partition 
one of these beliefs as welfare-relevant and not the other beliefs as welfare-relevant 
is bizarre. And then some “frictions” are welfare-relevant when someone is choos-
ing a policy but not when the policy is being chosen for them? What logic of selec-
tive consumer sovereignty is being used here?

39  Measures developed by Alekseev et al. (2024) to implement this idea for models of risk preferences 
are, methodologically, similar to the Critical Cost Efficiency Index (CCEI) of Afriat (1972), which is 
used to evaluate the degree of consistency with the Generalized Axiom of Revealed Preference (GARP). 
The CCEI relative cost measures is defined on the unit interval, and its complement shows what propor-
tion of monetary value an agent should be allowed to waste in order to rationalize her choices by some 
utility function. While GARP provides qualitative statements, Alekseev et al. (2024) put more structure 
on the estimation procedure and provide quantitative evidence of welfare costs from observed choices. 
This approach can be applied to any model of risk preferences that admits of one or other model of noisy 
choice.
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3.2.6 � Do structural models of risk preference predict insurance choices?

Some have argued that structural models of risk preferences do not predict insurance 
choices in laboratory experiments (Jaspersen et al. 2022), so why should we think 
that those models provide good priors for normative evaluation? At one level, this 
criticism simply misses the whole point of doing normative evaluations of insurance 
decisions, and confuses it with a possible descriptive goal of trying to predict insur-
ance choices. Or else it confuses the need for an attractive prior over risk preferences 
with the Holy Grail search for the “one, true risk preference” for all inferences.

On the other hand, the normative evaluations do already provide clear informa-
tion on the descriptive ability of risk preferences to predict insurance choices, and 
with a CS metric that we should care about descriptively as well as normatively. 
After all, a positive CS from the normative exercise already tells us that the risk 
preference underlying that CS calculation correctly predicted the (binary) decision 
to purchase insurance or not. Similarly, a negative CS from the normative exercise 
already tells us that the risk preference underlying that CS calculation failed to pre-
dict the (binary) decision to purchase insurance or not.

Of even greater importance descriptively, the normative evaluations tell us when 
the foregone or gained CS was so small as to be descriptively uninteresting. In many 
instances, the absolute value of the CS is de minimis, accepting of course that one 
can identify thresholds for CS being unimportant (e.g., one cent, five cents, 5% of 
some premium, and so on). And the point is just to trace out the effect of differ-
ent thresholds of interest on inferences, in the spirit of the old “payoff dominance” 
calculations of rejections of standard theory in experimental economics (Harrison 
1989, 1992, 1994). An implication is that one should never rely on correlations of 
risk preferences with the insurance purchase decision as a metric of predictive accu-
racy, as in Jaspersen et al. (2022), since many of those decisions might be extremely 
poorly incentivized.40 The same is true of linear regressions that look for additive 
associations of multiple risk parameters with the insurance purchase decision, again 
as in Jaspersen et al. (2022).41

40  There are many other reasons to avoid such correlations. One is that the exercises in question usu-
ally employ point estimates of individual risk preferences, ignoring the imprecision of those estimates. 
A related concern is that the risk preferences elicited are often interval-censored, such as when they 
are inferred from a multiple price list, and one should not casually replace these data with mid-points 
and proceed as if they are not interval-censored (quite apart from how one handles the clopen intervals 
implied by switches at either extreme of the list). There are standard econometric methods for interval-
censored data. Another concern is that it is well-known in elementary statistics that linear correlation can 
be an unreliable statistic when the underlying relationship is non-linear (Anscombe (1973). Yet another 
concern is that the correlations refer to one risk preference parameter at a time, which of course says 
nothing in general about the risk premium the individual has for the prospect the insurance is designed to 
manage (e.g., under RDU, one needs to know both the curvature of the utility function and the shape of 
the probability weighting function to evaluate the risk premium).
41  There are many other reasons to avoid linear regression. One is that the insurance purchase decision 
in these experiments is either binary or bounded between 0 and 100%. In neither case is ordinary least 
squares appropriate, and obviously appropriate methods exist and should be familiar. Another concern is 
that insurance decisions that allowed the fraction of indemnification to be chosen are very likely to have 
“spikes” at 0% and 100%, at least under the null hypothesis being tested. In that case (single or double) 
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4 � The methodological contrast

The empirical literature in behavioral insurance can be classified into two broad cat-
egories from a methodological perspective. One reason for doing this is to point out 
the advantages and disadvantages of each approach, and to suggest ways that hybrid 
approaches might mitigate these disadvantages.

The first approach is a “tops down” methodology, illustrated in Sect. 3, that starts 
with some observed field data that has certain essential features of an experimental 
design, and asks what identifying restrictions are needed to make certain inferences 
about behavior. It does not matter if the experimental design was not the intended 
to aid these inferences: it might just be as simple as the customer being offered 
a menu of alternative contracts. Indeed, it is often just a menu of insurance con-
tracts with the only objective differences being the deductible and the premium of 
each contract. The advantage of this approach, of course, is that it directly places 
the researcher and her inferences in the field, in the domain of naturally occurring 
behavior. The disadvantage is that the identifying restrictions, in terms of risk pref-
erences and subjective beliefs of the customer, often need to be very severe indeed. 
One of the concerns with this literature is that it often leads to claims that some non-
standard behavioral pattern or “friction” has to be at work in order to explain the 
observed data adequately. The risk here is that the severe identifying assumptions 
with respect to risk preferences and subjective beliefs might also have explained 
some or all of those observed data patterns. We highlight the severity of these 
restrictions in Sect. 3, and link them to alternative hypotheses that could account for 
the observed data.

The second approach is a “bottoms up” methodology, illustrated in Sect. 4, that 
starts with some structural theory about how insurance decisions are made, then 
designs experiments to allow one to identify the “behavioral moving parts” of that 
structural theory. There is no need for the structural theory to be limited to famil-
iar, standard models of risk preferences or subjective beliefs, but they are often a 
natural starting place. The strength of this approach is that it directly connects the 
researcher and her inferences to a structural theory, so that there should be no ambi-
guity over what the resulting inferences about behavior mean. One limitation of the 
application of this approach is that it is often applied only to convenience sample 
of university students, even though there have long been “artefactual field experi-
ments” doing exactly the same thing with inconvenient samples that are representa-
tive of populations. The use of “auxiliary” artefactual tasks to statistically condition 
inferences about behavior is the methodological contribution coming from having 

hurdle models must be used, in conjunction with Beta regression models for the interior decisions. It 
is incorrect to then “point and click” at a Tobit regression and claim that the results are essentially the 
same, since that type of regression assumes that the linear latent index can be negative or greater than 
100%, which is conceptually impossible.

Footnote 41 (continued)
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structural models of behavior, whether that methodological insight is then applied in 
the laboratory or the field.42

Where the “tops down” and “bottoms up” approaches sharply conflict is when 
we move from descriptive analyses of behavior to normative analyses of behavior 
(Harrison 2019). If something is modeled as a “friction” or a “mistake,” rather than 
a preference or a belief, we face different challenges when normatively evaluating 
behavior. In the former case there is a presumption that removing or overcoming 
the “friction” or “mistake” will improve welfare for individuals deciding whether 
to purchase insurance or not. In the later case we need to investigate further if the 
preference or belief provides a basis for normative inference, as stressed by Harrison 
and Ross (2018). But it is often the case that the preference or belief are normatively 
attractive, in the “consumer sovereignty” spirit of welfarism (that welfare judge-
ments should be made on the basis of the preferences and beliefs of the affected 
individuals). So we quickly end up with sharply different normative implications of 
the “tops down” and “bottoms up” approaches.

A third approach can be thought of as a hybrid mix of the first two methodolo-
gies. In this case we augment the field observations of the “tops down” approach 
with priors about preferences and beliefs from other sources. This is just recogniz-
ing “nuisance parameters” from the point of view of statistical identification, and 
then conditioning on them with non-degenerate priors. For example, one could 
simply run artefactual field experiments to estimate the preferences and beliefs of 
samples from the sample population. Or one could conduct auxiliary surveys about 
beliefs, as in Handel and Kolstad (2015). Or one could use experiments from com-
parable subjects, with the recognition that these are only comparable subjects, not 
subjects drawn from the same (target) population. The latter step alerts us to the fact 
that these are priors that the researcher has over the preferences and beliefs of the 
target population. We can then reasonably discuss what might make better or worse 
priors for these descriptive or normative inferences, but at least we are focusing on 
the right idea of a prior rather than magically being able to estimate the “true” pref-
erences and beliefs of the target population, as stressed by by Harrison and Ross 
(2023).

5 � Are we losing the risk management plot?

5.1 � Just costs and prices, really?

Einav et al. (2010a) apply a “sufficient statistics” approach to measure changes in 
consumer, producer and social welfare from insurance, based solely on estimates 
of familiar demand and cost curves.43 The approach rests on assuming that direct 

42  Another limitation of the application of this approach is that researchers often use proxy measure-
ments of the risk preferences or subjective beliefs needed, such as hypothetical surveys. In general, these 
are known from decades of research to be unreliable. This is a limitation of the mis-application of empir-
ical methods, akin to the universal abuse of Ordinary Least Squares estimators in some fields.
43  Chetty (2009) provides an excellent exposition of this general methodological approach.
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revealed preference applies (p.879), so that the demand curves for insurance prod-
ucts are “sufficient statistics” for willingness to pay for the product. Although con-
sumer welfare and producer welfare are separately identified, there is no basis for 
making any inferences about the distribution of welfare gains (let alone gains and 
losses) among the population. Finally, it is limited to evaluating the welfare effects 
of changes in the pricing of existing contracts (p.878).

An important by-product of their approach is the claim that their estimates of the 
expected marginal cost curves of insurers provides a test as to whether information 
is symmetric or not, and that if there is a rejection of symmetry whether the selec-
tion observed is adverse (MCʹ > 0) or advantageous (MCʹ < 0). Unfortunately, these 
tests rest on the assumed monotonicity of these expected cost curves, which in turn, 
yet again, depends critically on the assumptions about loss probabilities being the 
only idiosyncratic characteristic of consumers. Einav and Finkelstein (2011, p.12) 
recognize this concern:

More generally, once we allow for preference heterogeneity, the marginal cost 
curve needs not be monotone. However, for simplicity and clarity we focus our 
discussion on the polar cases of monotone cost curves.

It is clear that this required assumption leads to a simpler analysis with more-
readily available data, but it does not follow that it provides clarity if the required 
assumption is wrong.

One surprising, related development has been the focus on adverse selection as 
if it is the sole concern for welfare evaluation. Einav and Finkelstein (2011, 2023) 
clearly give this impression. For example, from (2013, p.170): “The distinguishing 
feature of insurance markets is the cost curve, and, specifically, its link to demand.” 
Really? Perhaps a distinguishing feature of most selection markets, of which insur-
ance is one, but there are many other selection markets other than insurance. And 
perhaps a distinguishing feature of health insurance and income annuities, but surely 
not all insurance product lines? And surely not a distinguishing feature of many 
important insurance contracts, such as index insurance?

The unfortunate upshot of this emphasis is that empirical methods and short-cuts 
that might be appropriate for measure welfare effects of adverse selection in insur-
ance markets are being presented as readily portable to other settings. Again, from 
(2013, p.173),

An appealing feature of the [..] framework is that it relies on a standard demand 
and supply setting, which is a familiar and portable empirical construct. As 
such, if the researcher has access to the appropriate data and an appealing 
research design, implementing the [..] framework is reasonably straightforward 
and can be applied across a range of different insurance markets [...].

Really? We have already noted some issues with the assumptions underlying 
the approach, and they can and should be debated in the specific contexts (product 
lines and contracts) in question. But what if one is interested in relaxing the norma-
tive assumption that demand is driven by direct revealed preference? What if one 
wants to allow people deciding about purchasing insurance coverage to be making 
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mistakes? Without taking a position (yet) on how one might define, identify and 
measure those mistakes, are we just a priori ruling them out completely in the inter-
ests of tractability and portability?44

The issues involved in identifying and making welfare evaluations that allow 
for welfare losses from observed choices are subtle, and were reviewed in Sect. 4 
in the context of laboratory experiments in which one can readily implement it 
for demonstration purposes and measure welfare losses. Harrison et al. (2020a, b) 
extend the application of this method to consider a wide range of behavioral insur-
ance  interventions proposed in the field to improve take-up and hence, assuming 
direct revealed preference, welfare, showing that virtually all generate harm in terms 
of welfare losses.

From a normative perspective, a great deal of attention has been devoted to 
design better insurance products. It is apparent from the existing evidence, from the 
lab and the field, that comparable attention should be devoted to designing higher 
quality insurance decisions from an expected welfare perspective: see Harrison et al. 
(2022b). Of course, what many behavioral economists call better products, worthy 
of a regulatory nudge here or there, are really better decision scaffolds to facilitate 
better decisions.45 We see no real tension here, just the need to have a clear, struc-
tured ability to say something about the welfare effect of product innovations and 
the decision process surrounding the product.

5.2 � Forgetting the risk management role of insurance?

Many evaluations of insurance in the field understand that (formal) insurance is an 
ex ante contract designed to help manage risk. Whether the specific actuarial char-
acteristics of the product do help manage risk or not is a separate matter, and can 
vary over potential customers. However, it is becoming increasingly common to 
see evaluations of the provision of subsidies to insurance, or the provision of social 
insurance, without paying any attention to this ex ante risk management role. Often 
this shift in focus is carefully worded, by reference to the evaluation occurring con-
ditional on take-up and the quality of the product. Of course, “conditional on” does 
not mean “assuming that there are no issues arising from take-up generating welfare 
losses,” a theme stressed in Sect. 4, but it is intended to allow one to get on with the 
easier job of just looking at correlations of observables.

The evaluation literature then differentiates between possible ex post impacts of 
insurance and “other” ex ante impacts. The ex post effects arise because insurance 
provides a claim payment in the case of a shock, which  might reduce the likeli-
hood of a household being pushed into a poverty trap, and could prevent them from 

44  It would be valuable to see extensions to insurance markets of early experimental work on mar-
kets with asymmetric information about types, such as Plott, Lynch, Miller and Porter (1984), Miller 
and Plott (1985), Lynch, Miller, Plott and Porter (1991) and Holt and Sherman (1999). Such controlled 
experiments make it easier to explore these conceptual issues and their measurement, as well as evaluate 
the consequences of ignoring certain information when one must compromise with data limitations in the 
field.
45  Taxes, subsidies and purchase mandates, for example, are all decision scaffolds.
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engaging in harmful coping strategies such as cutting food consumption, taking chil-
dren out of school and putting them to work, or selling productive assets at moments 
when the sale value of those assets is low. The “other” ex ante effects might arise 
because insurance could incentivize famers or graziers to increase investment 
into higher risk production technologies with higher expected returns, leading to 
increased productivity and income, or make them more likely to take-up financial 
services such as credit.

These “other” ex ante effects and these ex post effects might be of social value, 
and probably are. That claim is worth discussion and debate. But the deep risk is 
that lack of clear evidence for these “other” ex ante or ex post effects might lead 
policy-makers to infer that insurance products are not the correct vehicle for man-
aging risk. To be blunt, there might be a wonderful insurance product that delivers 
the ex ante risk management benefits it was designed to do, but delivers none of 
the “other” ex ante benefits and none of the ex post benefits. The conceptual confu-
sion here is thinking of insurance as akin to aid, when it is not, and losing sight of a 
product that nonetheless provides significant expected welfare gains by neglecting to 
measure them. In practice, it is more likely that it is just easier to get research fund-
ing to correlate observables than to do the hard work needed to measure expected 
welfare.46

6 � Conclusions

The ability to run experiments, or to see natural data as a quasi-experiment, does not 
free one from the need for theory when evaluating insurance behavior. Theory can 
be used to motivate the experimental design, evaluate latent effects from the experi-
ment, or test hypotheses about latent effects or about observable effects that could be 
confounded by latent effects. The risk, evident in the broader behavioral literature in 
general, is the attention given to “behavioral story-telling” in lieu of rigorous schol-
arship. Such story-telling certainly has a role in fueling speculation about possible 
casual forces at work generating the data we see, but should not be mistaken for the 
final word. There is also a severe cost in terms of the heroic assumptions needed for 
identification. Again, such identifying assumptions can have a valuable role, but all 
too often we see general claims about the role of “inertia” and “frictions,” for exam-
ple, that rely critically on those assumptions.

46  On the other hand, there is a possible policy rationale for this approach, which might be to mitigate 
moral hazard when it comes to providing aid. Perhaps a 99% subsidy on an insurance product is just a 
cunning way to find out which farmers and graziers “really value” protection from risks. Of course, there 
will be some farmers and graziers that value protection from risks, but do not have the resources or bor-
rowing capacity for the minimal premia. That can be viewed as a second-best constraint in service of the 
need to avoid wholesale “demands” for aid by those that do not actually “need” it, and hence less aid get-
ting to those that do “need” it. In the nature of this rationale, it must remain unstated lest that statement 
be used ex post to sweep away the veneer of insurance as an efficient aid delivery vehicle in a second-best 
world where we cannot costlessly sort out those that are “most in need” of aid. Clarke and Dercon (2016) 
explore the tradeoffs of using alternative policy approaches to setting up contingent aid and insurance 
schemes to manage risks in developing countries facing natural disasters.
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One lesson from the evaluation of methodological challenges is to use theory 
more, to explore the ability of “standard economics” to explain behavior. In a related 
vein, the time has long passed, one would hope, where straw men theories are set 
up to fail when confronted with behavior. Just as we want to consider flexible para-
metric functional forms when appropriate, we should be open to conventional eco-
nomics applied more flexibly. The conceptual significance of intertemporal and 
multiattribute risk aversion, even if unfamiliar solely because of the convention 
of assuming additive utility structures, should become standard when considering 
insurance choices.

The laboratory provides a valuable place to work through conceptual, design and 
econometric issues, as one aims for field applications. Artefactual field experiments 
allow much-needed controls for risk preferences, time preferences, and subjective 
beliefs to be developed to help condition available field data. Lab and field experi-
ments are, as ever, complementary.

Bayesian econometric methods will play an increasingly important role as such 
auxiliary data are used as priors to condition inferences in the field. In many exciting 
applications we already see surveys being added, to try to provide insight into latent 
data-generating processes. We are no longer restricted to use point estimates of nui-
sance parameters to better condition theoretical inferences for such things as risk 
preferences and beliefs, and Bayesian methods naturally allow conditioning on prior 
distributions of parameters.

Data availability  Not applicable.
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