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Haavelmo was born in Skedsmo, Norway.
He graduated from the University of Oslo in
1933 and joined Ragnar Frisch’s newly created
Institute of Economics as a research assistant. He
spent the war years working for the Norwegian
government in the United States. After a year’s
stay at the Cowles Commission at the University
of Chicago, he returned to Norway in 1947,
becoming professor of economics at the Univer-
sity of Oslo in 1948. He retired from his chair in
1979. In 1989 he was awarded the Nobel Memo-
rial Prize in Economics, the Nobel citation refer-
ring to ‘his clarification of the probability theory
foundations of econometrics and his analyses of
simultaneous economic structures’.

Haavelmo first made his name by a series of
path-breaking contributions to the theory of

econometrics, most of which were written during
his years in the United States. His 1943 article in
Econometrica was the first to consider the statis-
tical implications of simultaneity in economic
models. This paper was one of the main sources
of inspiration for the extensive work carried out in
this area over the next decade, particularly at the
Cowles Commission. Haavelmo developed his
ideas further in the famous 1944 supplement to
Econometrica; the main general contribution of
this work was to base econometrics more firmly
on the foundations of probability theory.

After his return to Norway, Haavelmo turned
away from econometrics to economic theory as
his main field of interest. In his 1957 presidential
address to the Econometric Society (published the
next year) he emphasized the need for a more solid
theoretical foundation for empirical work as well
as the need for theory to be inspired by empirical
research.

Haavelmo’s Study in the Theory of Economic
Evolution (1954), is a broad exploration of the
contributions that analytical economics can make
to the understanding of global economic inequality.
As an early contribution to growth theory it is less
notable for simple models and precise theorems
than for its imaginative and experimental attitude
towards hypotheses concerning population growth,
education, migration and the international struggle
for redistribution. The open-mindedness of the
approach is very characteristic of the author.

Similar remarks apply to his 1960 book, A
Study in the Theory of Investment. Its main
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objective is to provide a firmer microeconomic
foundation for the macroeconomic theory of
investment demand. To this end Haavelmo probes
deeply into capital theory, emphasizing strongly,
however, that a theory of optimum capital use
does not in itself provide a theory of investment.
This insight, and his clear statement of what has
since been known as the neoclassical theory of
capital accumulation, has been a major influence
on late work in this area, both theoretical and
applied.

Of Haavelmo’s other contributions to eco-
nomic theory, special mention should be made of
his 1945 analysis of the balanced budget multi-
plier. The expansionary effect in a Keynesian
unemployment situation of a balanced increase
of public expenditure and taxes had been pointed
out before, but Haavelmo was the first to provide a
rigorous theoretical analysis of it.

Haavelmo was also been very active as a
teacher. His lecture notes on a wide range of topics
in economic theory exerted a formative influence
on generations of Norwegian economists.

Selected Works

1943. The statistical implications of a system of
simultaneous equations. Econometrica
11(January): 1–12.

1944. The probability approach in econometrics.
Supplement to Econometrica 12 (July): S1–115.

1945. Multiplier effects of a balanced budget.
Econometrica 13(October): 311–318.

1947a. Methods of measuring the marginal pro-
pensity to consume. Journal of the American
Statistical Society 42(237): 105–122.

1947b. (With M.A. Girshick.) Statistical analysis
of the demand for food: examples of simulta-
neous estimation of structural equations.
Econometrica 15(April): 79–110.

1954. A study in the theory of economic evolution.
Amsterdam: North-Holland.

1958. The role of the econometrician in the
advancement of economic theory. Econometrica
26(July): 351–357.

1960. A study in the theory of investment.
Chicago: University of Chicago Press.

1970. Some observations on welfare and eco-
nomic growth. In Induction, growth and
trade: essays in honour of Sir Roy
Harrod, ed. W.A. Eltis, M.F.G. Scott, and
J.N. Wolfe. Oxford: Clarendon Press.

Habakkuk, John Hrothgar
(1915–2002)

Ravi Mirchandani

Keywords
Britain, economics in; Capital-intensive tech-
nology; Falling rate of profit; Habakkuk, J. H.;
Labour supply; Technical change; United
States, economics in

JEL Classifications
B31

Born in Wales in 1915, Habakkuk graduated from
Cambridge in 1936, where he was a Fellow of
Pembroke College from 1938 until 1950. He held
the Oxford chair of economic history from 1950 to
1967, when he became Principal of Jesus College,
Oxford. He retired in 1984. As a member of the
Advisory Council on Public Records
(1958–1970), the Royal Commission on Historic
Manuscripts, and the British Library Organizing
Committee, amongst other bodies, he was active
in the field of public records; he was knighted
in 1974.

His major contribution was to the study of the
rates of technological change in Britain and Amer-
ica in the 19th century and the reasons for the
much more rapid development and use of
manufacturing technology in the United States.
In his book, American and British Technology in
the Nineteenth Century (1962), American indus-
trial development is roughly divided into two
important stages, the period before the first wave
of immigration in the 1840s, which laid the
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ground for future development, and the period
after 1870 when abundant natural resources and
rapid growth of market demand provided the stim-
ulus for growth.

Habakkuk argues that American technologi-
cal development in the early period, by contrast
with Britain, was stimulated by the high cost of
labour relative to capital and the relative inelas-
ticity of labour supply. The expanding manufac-
turer, to avoid a falling marginal rate of profit,
was more likely than his British counterpart to
look to capital-intensive and labour-saving tech-
nology. Though Habakkuk was also keen to
stress the importance of social factors, the suspi-
cion of British employers and the hostility of
British labour to new techniques, his explanation
of the disparity is grounded in economic
relationships.

Habakkuk’s thesis has come under consider-
able scrutiny; recent research has tended to sug-
gest that there was considerable diversity, both on
a regional basis and between different industries,
in development on both sides of the
Atlantic. Economic historians have also
questioned the timing of significant development
in the States and chosen to put greater stress on
non-economic explanations.

Habakkuk also made notable contributions to
the debates on British population growth in the
late 18th century and on the changing pattern of
landholding as smaller holdings gave way to
larger units in the same period.
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Gottfried Haberler was born on 20 July 1900 in
Purkersdorf, near Vienna. He studied economics
at the University of Vienna under Friedrich von
Wieser and Ludwig von Mises, where he received
doctorates in law (1923) and economics (1925).
After two years in the United States and Britain he
returned to Vienna, received his habilitation in
1928, and was appointed lecturer, later professor,
of economics, at the University of Vienna, from
1928 to 1936. He was appointed professor at
Harvard University in 1936, where he remained
until his retirement in 1971, after which he was a
resident scholar at the American Enterprise Insti-
tute, Washington, DC. He was President of the
International Economic Association (1950–1), the
National Bureau of Economic Research (1955),
and the American Economic Association (1963).
In 1980 he was awarded the Antonio Feltrinelli
prize.
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Haberler’s first major work was his habilitation
thesis (1927), The Meaning of Index Numbers,
summarized in Koo (1985, pp. 546–9). This
work stimulated a great deal of subsequent
research on the theory of the price or cost-of-
living index. Haberler defined the ‘true change
in the price level’ as ‘the ratio of the money
income in the first period to the money income
in the second period that would leave the individ-
ual indifferent’ (Koo 1985, p. 547). Haberler’s
main concern was to find conditions under
which this ‘true price index’ would be bounded
by the Laspeyres and Paasche price indices. Some
of the difficulties with this approach (and with the
similar, earlier approach of Konüs (1924)) were
discussed by Bortkiewicz (1928), Neisser (1929),
Staehle (1935), and Frisch (1936). Frisch
remarked (p. 25) that Haberler’s definition of the
‘true change of the price level’ involved an
implicit assumption of expenditure proportional-
ity (homothetic preferences), and attributed this
point (but apparently without justification) to
Bortkiewicz; he also interpreted Haberler
(1929) in his reply to Neisser and Bortkiewicz as
accepting this point. In terms of contemporary
concepts we may say that homothetic preferences
characterize indirect utility functions of the form
Y/C(p) where Y is income and C(p) is a
homogeneous-of-degree-1 function of prices.

Undoubtedly Haberler’s most significant contri-
bution was his reformulation of the theory of com-
parative costs (Haberler 1930a), which
revolutionized the theory of international trade.
Prior to this paper, the Ricardian theory still held
sway, but had been so amended with ill-defined
concepts such as ‘real cost’ and ‘units of productive
power’ taking the place of labour allocation that it
had lost all its simplicity and elegance. Haberler
introduced the production ‘substitution curve’
(now usually known as the production-possibility
frontier), allowing for several factors of production,
and taken to be concave to the origin as a result
of diminishing returns. This laid the foundations
for Ohlin’s theory, as well as Lerner’s and
Samuelson’s. True, as recently brought to light by
Maneschi andThweatt (1987), a footnote contained
in the posthumous edition of Barone’s Principi
(1936, pp. 170–3), depicting a (non-concave)

production-possibility frontier and a community
indifference curve, was actually present in the first
(1908) edition – but not subsequent ones; hence
Barone must be accorded priority. But Haberler’s
independent discovery – and the use to which he
put it – is what transformed the theory of interna-
tional trade.Haberler also introduced the concept of
a ‘specific factor’ – one that is completely immobile
among industries – and used this concept with great
effect in Haberler (1950) to illustrate the proposi-
tion that the gains from trade do not depend on the
assumption of factor mobility.

Haberler made numerous other contributions
to international economics, including (1) his syn-
thesis and clarification of the Keynes–Ohlin
debate on the transfer problem (Haberler 1930b);
(2) his judicious use of purchasing-power-parity
calculations to set exchange rates (Haberler
1945); (3) his introduction of the concept of sup-
ply and demand schedules for foreign exchange
(1936) and his subsequent use of them (Haberler
1949) in qualified support of the proposition that a
devaluation in a pegged-rate regime could
improve a country’s balance of payments – but
subject to the important proviso (1949, p. 213)
that it would, through monetary expansion, likely
shift these schedules; (4) his advocacy of free
trade as the best policy for developing countries
(Haberler 1959); (5) numerous contributions to
past and current history of international economic
relations (cf. Koo 1985).

The third area in which Haberler made major
contributions is business-cycle theory (Haberler
1937, 1942). His classic synthesis, notably in the
third edition of Prosperity and Depression (1941),
introduced the important ‘real-balance effect’, ini-
tially called the ‘Pigou effect’ by Patinkin (1948),
although Patinkin in his 1951 revision acknowl-
edged Haberler’s priority over Pigou (1943). In
the 1970s and 1980s Haberler furnished trenchant
analyses of the phenomenon of worldwide infla-
tion and the political economy of stagflation
(cf. Koo 1985), displaying the unique combina-
tion of clarity and wisdom that are characteristic
of his writings.

Information on Haberler’s life and work may
be found in Schuster (1979), Chipman (1982),
Baldwin (1982), Officer (1982), and Willett
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(1982). A complete bibliography of his writings is
contained in Koo (1985).
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Abstract
This article reviews the concept of habit per-
sistence and its application in macroeconomics
and finance. Special attention is given to the
role of habit persistence in explaining the
equity premium puzzle, observed business-
cycle fluctuations and inflation dynamics, and
in generating a theory of counter-cyclical
markups of prices over marginal costs.
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Habit persistence, or ‘habit formation’ in its most
common representation, is a preference specifica-
tion according to which the period utility function
depends on a quasi-difference of consumption.
Specifically, if the utility function without habit
formation is given by

P1
t¼0 b

tU ctð Þ , where ct
denotes consumption in period t, U denotes the
period utility function, and b � (0,1) denotes
the subjective discount factor, then the utility
function with habit persistence is given by

P1
t¼0

btU ct � act�1ð Þ . The parameter a � (0, 1)
denotes the intensity of habit formation and intro-
duces non-separability of preferences over time.
Under habit persistence, an increase in current
consumption lowers the marginal utility of con-
sumption in the current period and increases it in
the next period. Intuitively, the more the consumer
eats today, the hungrier he wakes up tomorrow.

It is in this sense that this type of preferences
captures the notion of habit formation.

In the habit-forming preferences given above,
past consumption represents the consumer’s stock
of habit in period t. More general specifications
allow for the stock of habit to be a function of
possibly all past consumptions. In this case, the
period utility function is given by U(ct�aSt�1),
where St�1= S(ct�1, ct�2,. . .) denotes the stock of
habit in period t. Often, the stock of habit is
assumed to follow an autoregressive law of
motion of the form St = (1�d)St�1 + lct. The
parameter d governs the rate of depreciation of
the stock of habit, and the parameter l measures
the sensitivity of the stock of habit to current
consumption.

A common variant of the habit persistence
model is to treat habits as external to the con-
sumer. When habits are external, the stock of
habit depends on the history of aggregate past
consumption as opposed to the consumer’s own
past consumption. Early formulations of the habit
formation model, for example Pollak (1970), were
cast in the external form. Since the work of Abel
(1990), external habit formation has become
known as ‘catching up with the Joneses’. The
external form of habit persistence simplifies the
optimization problem of the consumer because
the evolution of the stock of habit is taken as
exogenous by the individual.

Another variation of the habit formation model
is relative habit persistence, which features a
quasi-ratio of consumption rather than a quasi-
difference of consumption, as the argument of
the period utility function (Duesenberry 1949;
Abel 1990).

Habit Persistence and the Equity
Premium Puzzle

Habit persistence has been proposed in financial
economics as a possible solution to the equity
premium puzzle first identified in the seminal
work of Mehra and Prescott (1985). The equity
premium puzzle is that, under the assumption of
power utility and no habit persistence, observed
excess returns of stocks over less risky assets,
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such as commercial paper, are too high to be con-
sistent with actual consumption behaviour unless
households are assumed to be extremely risk
averse. At the heart of the equity premium puzzle
lies the low volatility of observed consumption
growth. To see this, note that a risky asset com-
mands a high rate of return if it provides poor
insurance against consumption fluctuations by pay-
ing plenty in periods of high consumption growth
and little in periods of low consumption growth. If
fluctuations in consumption growth are small (as is
observed in the data), then high returns on risky
assets can be supported only if one assumes that
even minute consumption fluctuations are very
painful to consumers. In other words, one must
assume that consumers are extraordinarily risk
averse.

With this intuition in mind, one can readily see
why habit persistence has the potential to solve the
equity premium puzzle. Habit-forming consumers
dislike variations in habit-adjusted consumption,
ct�aSt�1, rather than variations in consumption
itself, ct. A given percentage change in consump-
tion produces a much larger percentage change in
habit-adjusted consumption than in consumption
itself. In this way, small fluctuations in consump-
tion growth can generate large variations in habit-
adjusted consumption growth and hence explain
sizable excess returns on risky assets even for
moderate values of the degree of risk aversion.
Early studies of the ability of habit persistence to
resolve the equity premium puzzle include
Sundaresan (1989), Abel (1990), and
Constantinides (1990). Subsequent work has
refined the habit-formation model to account for
additional asset-pricing puzzles, such as the risk-
free-rate puzzle and the forecastability of excess
returns (see, for example, Campbell and Cochrane
1999).

Habit Persistence and the Business Cycle

In the asset-pricing literature, most applications of
habit persistence are conducted within the context
of partial equilibrium settings, in which private
consumption is assumed to be exogenous. This
assumption is not inconsequential. Indeed, it has

been shown that, once a general equilibrium
approach is adopted, in which consumption deci-
sions are endogenous, the ability of habit persis-
tence to reconcile the behaviour of asset prices
and consumption is diminished. This is because
habit formation induces excess smoothness in
consumption expenditure (Lettau and Uhlig
2000). Boldrin et al. (2001) show that habit for-
mation can help explain salient aspects of asset
prices and business cycles only in combination
with severe inflexibilities in factor markets.

Habit persistence features prominently in the
literature devoted to the estimation of medium-
scale macroeconomic models (for example,
Christiano et al. 2005; Smets and Wouters 2004).
The goal of this literature is to build dynamic
general equilibrium models capable of explaining
the observed behaviour at business-cycle fre-
quency of a large number of macroeconomic vari-
ables. To this end, this literature has brought
together in a single model most of the theoretical
advances in business-cycle theory since the
mid-1980s. Thus, these models include not only
habit persistence but also other rigidities such as
investment adjustment costs, variable capacity
utilization, sticky product and factor prices,
money demand by households and firms, and
imperfect competition in product and factor mar-
kets. In the data, the response of consumption to
expansionary shocks of various natures is hump-
shaped, with the peak response occurring several
quarters after the innovation. Such a response is
hard to replicate in the absence of habit formation.
For in this case consumption has a tendency to
peak immediately after the shock and then to
decline to its long-run level.

In the applications of habit formation discussed
thus far, it matters little whether habits are of the
internal or external type. The distinction is of
importance in situations in which the consumer
expects a regime shift of some nature in the future.
A case in point is the consumption dynamics
associated with temporary exchange- rate-based
inflation stabilization programmes. Exchange-
rate-based stabilization programmes, or currency
pegs, constitute the most commonly used policy
to control high inflation in emerging-market coun-
tries. It is well documented that, in response to the

Habit Persistence 5593

H



announcement of a currency peg, consumption
rises initially, reaches a peak and then declines.
Importantly, the observed eventual decline in con-
sumption typically takes place before the currency
peg is abandoned. Habit formation, be it of the
internal or external type, can explain the observed
gradual increase in consumption after the imple-
mentation of the stabilization plan (Uribe 2002).
However, Uribe shows that the observed contrac-
tion in consumption that begins well before the
collapse of the stabilization programme can be
rationalized with internal habit formation but not
with the external form of habits. In effect,
maintaining a high consumption habit after the
collapse of the stabilization programme is expen-
sive because high inflation acts as a tax on con-
sumption expenditures. When consumers
internalize the habitual nature of consumption
they start reducing their stock of habit – by cutting
back consumption – before the price of consump-
tion increases to mitigate the transition to a lower
stock of habit. By contrast, when consumers do
not internalize the habitual nature of their con-
sumption, they continue to take advantage of the
temporarily low price of consumption until the
last day of the stabilization programme.

Deep Habits

All of the models of habit persistence discussed
thus far in this article assume that habits are
formed at the level of a single aggregate consump-
tion good. An important consequence of this
assumption is that the introduction of habit forma-
tion alters the propagation of macroeconomic
shocks only in so far as it modifies the consump-
tion Euler equation and possibly the household’s
labour supply schedule. Ravn et al. (2006), here-
after RSU, propose a general equilibriummodel of
habit formation on a good-by-good basis. They
refer to this type of habit formation as ‘deep
habits’. They have in mind environments in
which consumers can form habits separately over
narrowly defined categories of goods, such as
clothing, vacation destinations, music, and cars.

The assumption that agents can form habits on
a good-by-good basis has two important

implications for macroeconomic dynamics. First,
the demand side of the macroeconomy – in par-
ticular the consumption Euler equation – is indis-
tinguishable from that pertaining to an
environment in which agents form habits over a
single aggregate good. Second, and more signifi-
cantly, the assumption of deep habit formation
alters the supply side of the economy in funda-
mental ways. Specifically, when habits are formed
at the level of individual goods, firms take into
account the fact that the demand they will face in
the future depends on their current sales. This is
because higher consumption of a particular good
in the current period makes consumers, all other
things equal, more willing to buy that good in the
future through the force of habit. Thus, when
habits are deeply rooted, the optimal pricing prob-
lem of the firm becomes dynamic.

RSU embed the deep-habit-formation assump-
tion in an economy with imperfectly competitive
product markets. This combination results in a
model of endogenous, time-varying markups of
prices over marginal cost. A central result of
RSU’s work is that in the deep habit model
markups behave counter-cyclically in equilib-
rium. In particular, expansions in output driven
by demand shocks are accompanied by declines in
markups. This implication of the deep-habit
model is in line with the existing empirical litera-
ture. In addition, RSU show that, because of the
strong counter-cyclical movements of markups,
the deep-habit theory is capable of explaining
increases in wages and consumption in response
to a positive demand shock as is observed in the
data. This latter empirical regularity has proved
difficult to explain with standard models of the
transmission of demand shocks.

In the deep-habit model it is of great conse-
quence whether habits are internal or external.
RSU show that the firm’s pricing problem is
time consistent under external habit persistence
but time inconsistent under internal habit
persistence.

See Also

▶Consumption Externalities
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American economist, educator and public servant,
Hadley was educated at Yale and at the University
of Berlin, where he studied under German histor-
icists. In a remarkable career, Hadley was, in turn,
a freelance writer and lecturer on railway econom-
ics, a professor of political economy at Yale
(1891–9), president of the American Economic
Association, president of Yale University
(1899–1921), chairman of the Railroad Securities
Commission providing the Hadley Report on
Railway finances in 1911, and was widely sought
after as a political candidate for high political
office in the United States. An inveterate traveller,
Hadley died aboard ship in Kobe harbour in 1930.

Hadley was an extremely prolific and eclectic
writer, but the bulk of his important work in eco-
nomics was completed before the turn of the 20th
century. His reputation rests essentially on two
works, Railway Transportation (1885) and a
basic text, Economics: An Account of the Rela-
tions between Private Property and Public Wel-
fare (1896), which received high praise from his
friend and colleague, Irving Fisher.

In Railway Transportation Hadley revealed
himself as the most creative railway economist
of the day through an integration of sophisticated
(certainly for the time) economic analysis with the
problems of railway organization. Among other
theoretical insights Hadley formalized a theory of
monopoly and price discrimination; developed, in
the mathematical terms of Cournot, a marginal
rule for profit maximization; and anticipated the
period analysis of Marshall’s Principles. More
importantly, perhaps, he developed a modern
and complete theory of cartels, showing that, in
the presence of open competition, such
unsanctioned behaviour on the part of railroads,
would lead to the benefits of competition without
the attendant disadvantages. In another perspica-
cious insight Hadley correctly characterized rail-
way regulation as resulting from the capture, by
the industry, of legal sanctions to obtain rate sta-
bility. In the main, Hadley viewed regulation as
representing a low-cost cartel enforcement device.
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In Economics Hadley went further than Mar-
shall by explicitly developing the interrelations
between property rights, economic evolution and
economic efficiency. Hadley utilized the real
world examples of the fisheries and mining to
demonstrate the impact of ill-defined property
rights on depletable resources, emphasizing the
necessity of altered systems to obtain optimal
resource use and allocation. This contribution,
along with his prophetic analyses of transport mar-
ket structure, establishes Hadley as one of themost
inventive pre–20th-century American economists.

Selected Works

1885. Railway transportation: Its history and its
laws. New York.

1890. The prohibition of railroad pools.Quarterly
Journal of Economics 4: 158–171.

1896. Economics: An account of the relations
between private property and public welfare.
New York.
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Hagenwas born inHolloway,Minnesota. He grad-
uated from St Olaf College (BA, 1927) and the
University ofWisconsin (MA, 1932; Ph.D., 1941).
After a short period at the University of Illinois
(1948–51) he became professor of economics at
the Massachusetts Institute of Technology
(1953–72); from 1970 to 1972 he was Director of
the Center for International Studies at MIT.

Since the Second World War, developing
nations have received unprecedented attention
from economists and large financial resources
from the industrialized world. Dr. Hagen was an
important contributor to analysing key problems
and processes of economic development.

Before concentrating on economic develop-
ment, Hagen served in the Bureau of the Budget
as a close associate of Gerhard Colm in the appli-
cation of Keynesian principles to US fiscal poli-
cies. His firm commitment to Keynes’s concepts
was a factor in his transfer to the MIT from the
University of Illinois, where more traditionalist
faculty and top officialdom were hostile to the
views of Keynes and of the New Deal.

In his book On the Theory of Social Change
(1962), Hagen correctly concluded that econom-
ics alone could not provide the theoretical or pol-
icy directions for economic development. He
studied deeply the role of human behaviour
based on studies of anthropologists, sociologists
and political scientists. Hagen’s multidisciplinary
approach provided invaluable insights for formu-
lating development plans and policies.

In his fourth edition of The Economics of
Development (1986), Hagen continued to elabo-
rate on theoretical aspects as well as policies and
implementation processes essential for develop-
ment progress. Hagen updates the most promising
lessons from successful nations replicable in the
lagging nations.

Hagen disputes the common view that high
population growth rates are a major deterrent to
development. He also documents the thesis that
protectionism is helpful to the developing world.
He sets forth a strong case for attributing
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considerable unemployment to technological
change. These somewhat unorthodox views are
persuasively articulated and documented.

Of major importance are Hagen’s conceptual
formulations, his analyses based on personal
experiences, and his challenges to economists
and members of other disciplines to work jointly
to overcome the persistent barriers to significant
progress in the lagging nations.

Selected Works

1962. On the theory of social change. Home-
wood: Dorsey Press.

1963. ed. Planning economic development.
Homewood: Richard D. Irwin.

1968. The economics of development. Home-
wood: Richard D. Irwin. Revised, 1980, 1986.

‘Hahn Problem’

F. H. Hahn

Harrod (1939), who inaugurated the postwar con-
cern with growth theory, distinguished between
three growth rates: the natural, the warranted and
the actual. True to his Keynesian heritage he
argued that there were circumstances in which
the warranted rate of growth permanently exceeds
the natural rate. More importantly from the point
of view of this essay he claimed that the warranted
growth path was highly unstable – he called it a
‘knife-edge’. By this he meant that small distur-
bances of the warranted growth path would lead to
a cumulative divergence of actual from warranted
growth. The argument was simple. Suppose, for
instance, that for some exogenous reason the
actual growth rate fell a little below the warranted
rate. By virtue of the accelerator mechanism, sav-
ings would exceed investment (exante) and
income would be given a further impulse taking
it below its warranted level. This leads to further

reductions in investment and to further downward
displacement of the actual path. This process con-
tinues. Hicks (1950) quickly saw that this theory
could easily serve as an explanation of cycles.

Many economists, however, took the view that
Harrod had underestimated the prevalence of stabi-
lizers in a market economy. In particular his theory
had little to say about the behaviour of relative
prices and had ruled out substitution possibilities
by assuming fixed coefficients of production. Not
only did he thereby overdetermine the long run
equilibrium system (the equation: natural rate =
warranted rate had only exogenously given vari-
ables on both sides) but he allowed no scope to the
price mechanism to stabilize the economy against
small shocks. This argument found its clearest
expression in a famous article by Solow (1956).

For a fuller discussion of Solow’swork the reader
should consult the entry on Neoclassical Growth
Theory, here it is very briefly summarized. Let y =
output per man and k = capital per man and let

y ¼ f kð Þ

be the production function which is concave and
has the property

f 0 0ð Þ ¼ 1, f 0 kð Þ > 0 all k� 0,1ð Þ :

Let n be the rate of population growth and s the
propensity to save. For an equilibrium, saving per
manmust equal investment perman,write it as i. But

i ¼ _k þ nk

so we require

_k þ nk ¼ sy: (1)

In steady state _k ¼ 0 and we must solve

nk ¼ sf kð Þ or n ¼ s
f kð Þ
k

which is Harrod’s equation. Given the assump-
tions on f(k) there always exists k* which solves
the equation. This then answers one of Harrod’s
arguments to the effect that it may not be possible
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to bring the natural rate (n) into equality with the
warranted rate [sf(k)/k].

Now divide both sides of (1) by k and rearrange
to give

_k

k
¼ sf kð Þ

k
� n: (2)

By the concavity of f(k), f(k)/k is a diminishing
function of k. Hence starting at any k(0) 6¼ k* and
following a path for which (a) employment grows
at the rate n and (b) savings are always equal to
investment (call this a ‘warranted’ path), the econ-
omy will be driven to the steady state k*, (where
k = 0). This was the gist of Solow’s argument.

It will be noticed straight away that this argu-
ment has no bearing on Harrod’s knife-edge
claim. Harrod had not proposed that warranted
paths diverge from the steady state but that actual
paths did. The latter are neither characterized by a
continual equality of ex ante investment and sav-
ings nor by continual equilibrium in the market for
labour. Thus although Solow thought that he was
controverting the knife-edge argument he had
only succeeded in establishing the convergence
of warranted paths to the steady state.

However, even here it was not at all clear how
robust that conclusion was to a relaxation of some
of its rather strong assumptions. In particular it
was widely agreed that the aggregate production
function in terms of an aggregate capital input was
a ‘fable’ (Samuelson 1962). The question was
whether this fable was instructive or misleading.
An attempted answer which was closely related to
the pioneering work on turnpikes by Dorfman
et al. (1958) was christened the ‘Hahn problem’,
although it was not really a problem nor was
Hahn’s analysis of startling novelty.

Before giving a precise account it will be help-
ful to have a bird’s eye view.

Suppose that there are many different capital
goods used in their own production as well as in
the production of a single consumption good. Let
t = 0 be the initial date at which we take the
capital stock as determined by past history up to
that date. (For simplicity capital goods are
assumed to be infinitely durable.) Let agents
have expectations concerning the change in

relative prices between t = 0 and t = 0 + ϵ.
These expectations together with the technologi-
cal conditions of production will determine
investment in the various capital goods. This
will have the property that everyone is, at the
margin, indifferent between investing in one
good rather than another. Once that has been
determined the economy is, as it were, on rails
from which it cannot deviate if we require expec-
tations to be correct and production to be
intertemporarily efficient. For the correctness of
the price expectations for t = 0 + ϵ imply what
prices must be in all subsequent time periods.
However, the ‘rails’ which the economy gets
onto depend on the arbitrarily postulated expecta-
tions at t = 0. There are in fact an infinity of such
rails depending on initial expectations. Most of
these, however, lead away from the steady state
and not to it (in the example of Hahn 1966, all of
them except one lead the economy away from the
steady state). There are thus many warranted paths
and they do not conform to the Solow proposition
for the single capital good. There seems to be both
indeterminacy and instability of the steady state
under warranted paths deviations. However, it
may be that the rails which lead the economy
away from the steady state are also leading it
into an abyss. That is, the paths may eventually
become infeasible because some capital good
needed in production has disappeared. However,
if we postulate some form of myopia in expecta-
tions, by which is meant no more than that agents
cannot predict prices into the infinitely distant
future, there is nothing to prevent the economy
following such errant warranted paths for a ‘long
time’. However, we return to this matter below
after the technical discussion.

The story which has just been told informally
exemplifies the difficulties which arise in an econ-
omy which does not have a full set of
Arrow–Debreu markets. Such an economy must
act on the basis of price expectations and these in
turn open up the possibility of ‘bootstrap’
warranted paths: the economy evolves the way
in which it does because expectations are what
they are and not for any ‘real’ reason. In the
conclusion we return to these intuitive explana-
tions. But first we must demonstrate the existence
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of many warranted paths which do not seek the
steady state.

Let there be m capital goods whose quantities
per man are denoted by the vector k = (k1,. . ., km)
and let y = (y1,. . ., ym) be the output vector (per
man) of the capital goods. The output of consump-
tion good per man is written as y0. Let p0 be the
price of the consumption good and p = (p1,. . .,
pm) the price vector of capital goods. All prices are
reckoned in unit of account. There are constant
returns to scale and one defines

A kð Þ ¼ y, y0ð ÞjF y0, y � kð Þ � 0f g

as the production possibility set of the economy
given k. In this definition F(�) is assumed C2,
strictly concave function with the property:

@F

@ki
> 0 for ki < 1,

@F

@ki
< þ1, for ki ¼ 0 all i:

A competitive economy in equilibrium will at all
dates behave as if it solved the problem:

max
a kð Þ

p � yþ p0y0ð Þ:

Let R be this maximized sum. Then we can write

R ¼ R p0, p, kð Þ:

Classical duality theory gives

Ri p0, p, kð Þ ¼ y, i ¼ 0, . . . , m:

where Ri ¼ @B=@pi. Moreover we know that R is
convex in (p0, p) and concave in k. If we suppose
that population is growing at the geometric rate
n then the evolution of the capital stock per man is
given by the differential equation

Ri p0, p, kð Þ � nki ¼ ki, i ¼ 0, . . . , m: (3)

But if the economy has perfect foresight so that
the expected rate and actual rate of all price
changes coincide then it must satisfy arbitrage

equations which ensure that investment in all
directions is equally profitable. If we letRmþi ¼ @

R=@ki this means that there is at each date a scalar,
r, such that

Rmþi p0, p, kð Þ þ _pi ¼ rpi, i ¼ 1, . . . ,m: (4)

Since we can choose one good as numeraire (say
the consumption good) we need only one more
equation to be able to trace the evolution of all
variables from given initial conditions. That equa-
tion must refer to the common rate of return r. This
will depend on the savings decisions of agents and
on technology and so on (p0, p, k, r). Write

_r ¼ c p0, p, kð Þ

In steady state: _r ¼ k ¼ _p ¼ 0. Let r*, p*, k* be the
solution of (3), (4), (5) in such a steady state.
(On present assumptions such a solution exists.)
To study the warranted growth path of the econ-
omy near the steady state we take a first order
Taylor expansion of these three equations at
(r* p*, k*). We write: ~p ¼ p� p�, k ¼ k�, r ¼ r

�r� and set P*0 identically equal to unity. Also

Rij ¼ @Ri p
�, k�ð Þ

@Pj
, Rimþj ¼ @Ri p

�, k�ð Þ
@Pj

etc:

and

cr ¼ @c r�, p�, k�ð Þ
@r

:

We obtain

X
j

Rimþjkj � nkjþ
X
j

Rijpj ¼ _ki, i ¼ 1, . . . , n

(6)

rp�i
X
j

Rmþimþjkj � jkj �
X
j

Rmþijpj þ r�pi ¼ _pi,

i ¼ 1, . . . , n

(7)

rcr þ
X
j

cmþjkj þ
X
j

cppj ¼ _r (8)
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Let Rpk be the n � n matrix of elements [Rim+j],
Rpp then n � n matrix of elements [Rij], Rkk the
n � n matrix of elements [Rm+j, m+j] and I the
n � n identify matrix. Then the above equations
can be written compactly as

cr cmþj

� �
cj
� �

0f g Rpk � nI Rpp

p� �Rkk �Rkp þ r�H

24 35 r
k
p

24 35¼ _r
_k
_p

24 35
(9)

Note that Rpk = R0
kp. Let us consider the

unbordered matrix:

A ¼ Rpk � nI Rpp

�Rkk �Rkp þ p�I

� �

If we make the assumption that profits are all
saved and wages are all spent then r* = n. Make
this assumption: Let

T
0 �I
I 0

� �

so that T 0 = �T. Then and B is a symmetric
matrix. Now let Ax = lx be the characteristic
equation for Awith eigenvalue l. Then

lTx ¼ Bx ¼ B0x (10)

But TA = A0T 0 = B0 and A0T0 = A0 (� T). Let
Tx = y. Then from (10)

ly ¼ �A0y or �ly ¼ �A0y

Hence if l is a root of A so is – l. One says that
A has the saddle point property. The phase diagram
for p and k in two dimensions is given in Fig. 1.

If _r remained constant at its steady state value
r* then Figure I would show all the warranted
paths of the economy. It will be seen that only
one of these approaches the steady state. On the
other hand all the other paths may eventually
become infeasible – they lead to one of the axes.
Infinite perfect foresight would rule all these paths
out of consideration. However, the postulate of
such foresight seems farfetched.

When the whole system of equation (9) is
considered matters are more complicated. One
way out of the complication is to suppose that
the economy behaves as if it were solving an
infinite ‘Ramsey problem’. The behaviour of
r would then be fully determined by the
Euler–Lagrange equations for this problem. But
once again, in the absence of discounting, all
paths but the convergent one would be ruled out
and the ‘Hahn problem’would disappear. But also
once again the realism and relevance of such a
postulate must be in doubt (see Hahn 1968; Kurz
1968).

The alternative is to proceed by way of a model
of overlapping generations or simply by a descrip-
tive savings function. Work along these lines (and
also with more than one consumption good), has
been undertaken by a number of economists. Shell
and Cass (1976) have provided a good general
treatment of systems such as (9). The main con-
clusion is that in addition to the divergent paths
there is also a manifold of paths which converge.
This is interesting since now even with infinite
perfect foresight and convergence, there is noth-
ing to tell us which of the convergent paths the
economy will choose. The same difficulty has
been encountered in the overlapping generations’
literature which has been very ably summarized
by Woodford (1984). However in both
approaches divergent warranted paths remain
and some of these (in the case of overlapping
generations) are viable over infinite time.

‘Hahn Problem’, Fig. 1
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There are a number of technical matters which
have not been considered in the above account –
for instance the relation of the problem to turnpike
theory (Samuelson 1960) and the role of
intertemporal efficiency conditions which have
been encapsulated in the dual formulation here
adopted. But enough has been provided to allow
an intditive summary.

The requirement of perfect foresight equilib-
rium is certainly too weak to determine the path of
an economy if perfect foresight is not over the
infinite future. Moreover there are then many
paths which do not converge to the steady state.
This is due to the circumstances that arbitrage,
given initial expectations, imposes a particular
path on the economy if expectations are to be
fulfilled in the future, and if the arbitrage equa-
tions are to hold. Thus the invisible hand may for a
long time provide coherence in the economy even
while it is guiding it to eventual disaster. But even
when there is perfect foresight over the infinite
future and that future is discounted, there will be
many paths that do not converge to the steady
state. (Kurz 1968, gives a case where (9) has
been converted into a Ramsey problem with
discounting and where all paths diverge from the
steady state.) It would seem that in general the
price-mechanism even with correct expectations
will not bear out the rather optimistic conclusion
of Solow with which this essay started.

Two matters remain to be mentioned.
Warranted paths which do not converge may yet
be Pareto-efficient (see Cass 1972), provided of
course they are feasible over infinite time. How-
ever this does not mean that such paths do not
provide an occasion for policy since they may be
associated with very undesirable inter-temporal
distributions of welfare between generations.
(This applies to models in which agents are not
infinitely lived and in which agents do not value
their descendants’ utility as they do their own.)

The second matter is this: one may ask whether
the steady state would not be stable if one allowed
for false expectations, that is if one considered actual
and not warranted paths. This question was posed
by Shell and Stiglitz (1967) and is also discussed in
Hahn (1969). Although Shell and Stiglitz did indeed
find that with relatively inelastic expectations the

steady state was stable their model was very special,
particularly in the manner in which it incorporates
the heterogeneity of capital goods. In amore general
model Hahn (1969) found no general presumption
that the steady state was stable unless expectations
were completely inelastic, as was postulated by
Morishima (1964). In that latter case there are no
expected capital gains and losses and the arbitrage
equation takes on a degenerate form. Nonetheless it
remains an interesting question which set of circum-
stances leads to false expectations being stabilizing.
No general answers are now available. But the
‘Hahn problem’ was concerned with correct (albeit
myopic) expectations.

See Also

▶Hamiltonians
▶ Sunspot Equilibrium
▶Tulipmania
▶Turnpike Theory
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Halévy, Elie (1870–1937)

M. Donnelly

Elie Halévy was one of the foremost historians of
19th-century English thought and politics. He was
born at Etretat, France, and educated in Paris at the
Lycée Condorcet and the Ecole Normale. His
early training was philosophical, and he remained
throughout his life associated with the Revue de
métaphysique et de morale. He passed his
agrégation in 1892, and was invited to lecture at
the Ecole des Sciences Politiques on the evolution
of political ideas in England; this was to establish
the course of his career. In 1900–1903 he
published his first major work. La formation du
radicalisme philosophique en Angleterre, a study
tracing the development of the utilitarian doctrine
from 1776 to 1832. As an offshoot of this project
he also published a short study, Thomas Hodgskin
(1903), which presents Hodgskin as a precursor of
Marx. Halévy’s major historical writings were the
volumes of hisHistoire du peuple anglais au XIXe
siècle (1912–1932), most notably vol. I, England
in 1815, and vol. V, Imperialism and the Rise of
Labour.

La formation du radicalisme philosophique is,
among other things, a signal contribution to the
history of economic thought. Halévy’s subject is
less utilitarianism in general than the application
of utilitarian principles to criticize the established

order and to justify grand proposals of reform: in
sum. Philosophic Radicalism, or what Bentham
referred to as the exposure of ‘political fallacies’.
The book offers a detailed exposition, at once
historical and analytical, of works by Bentham
and James Mill, and to a somewhat lesser extent
the classical economists (Smith, Malthus,
Ricardo). Halévy is at pains to demonstrate the
connection between utilitarianism as a moral and
political doctrine, and classical political economy.
Indeed he summarizes his argument in the for-
mula. ‘The morality of the Utilitarians is their
economic psychology put into the imperative’
(Halévy 1928, p. 478), a formula which nicely
captures utilitarianism’s debt to economics as
well as the ambiguities inherent in the doctrine.

Bentham held that only the principle of
utility – the principle of promoting the greatest
happiness for the greatest number – can offer a
satisfactory criterion for evaluating action. Not
only is this principle commonly acceptable to
reasonable men and women, it is moreover
grounded in and reinforced by human psychol-
ogy. Human beings are creatures who cannot but
pursue pleasure and avoid pain. The difficulty in
the argument arises in the comparison and sum-
ming up of individual pleasures. Is the greatest
happiness of the greatest number simply a sum-
mation of individual happinesses egoistically
pursued? Or does it require that an individual’s
pursuit of his private pleasure coincide with a
pursuit of the greatest happiness of the greatest
number? For his own part Bentham was ambigu-
ous on this point: on the one hand, he acknowl-
edged the (potential and actual) conflict between
private interests and the public interest, and hence
the need for molding or transforming human
nature. This is the sphere of the ‘artificial identi-
fication of interests’, where as Halévy puts it, ‘the
science of the legislator must intervene to identify
interests which are naturally divergent’ (p. 508).
On the other hand, Bentham argued, more opti-
mistically, that there is social order ‘realised
spontaneously, by the harmony of egoisms’
(p. 508). This is the part of the argument utilitar-
ianism shares most closely with, or borrows
from, classical economics. It provides the climax
of Halévy’s history:
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insensibly, the progress of the new political econ-
omy had determined the preponderance within
[Utilitarianism] of another principle, the principle
according to which egoisms harmonise of them-
selves in a society which is in conformity to nature.
From this new point of view, the fundamental moral
notion for the theorists of Utilitarianism is no longer
that of obligation, but that of exchange . . ..The
Utilitarian moralist dispenses the legislator from
intervening just in so far as, by his advice and by
his example, he tends, in conformity with the
hypothesis of the political economists, to realise in
society the harmony of egoisms. (p. 478)

In the event, as Halévy shows in conclusion, this
synthesis was precarious. The harmony of ego-
isms was too tenuous a factual basis for utilitarian
morality, and the ambiguities of Philosophic Rad-
icalism were supplanted by new and simplified
versions of utilitarianism, like the ‘Manchester
philosophy’.
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Hamilton, Alexander (1755–1804)

Henry W. Spiegel

Keywords
Credit; Hamilton, A.; Implied powers; Jeffer-
son, T.; Protection; Public credit; Public debt;
Subsidies
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One of the founding fathers of the United States
and Secretary of the Treasury in President
Washington’s cabinet, in which Thomas Jefferson

served as Secretary of State. The two great men
differed widely in their views about the destiny of
the young nation. Jefferson wanted to preserve the
position of the states and assign to the national
government not much more than authority over
foreign affairs. Hamilton favoured a strong and
active central government. Jefferson was eager to
preserve the rural economy in which he had
grown up in Virginia. Hamilton proposed to pro-
mote economic development, especially manu-
facture, and vest in the national government the
function of actively fostering such development.
Jefferson took a dim view of public debts, paper
money and financial institutions. Hamilton
favoured them all. Jefferson was more of an egal-
itarian and had greater faith in the common man
than Hamilton, who placed his trust in an alliance
of government and the aristocracy of wealth: nei-
ther could flourish without the support of the
other. Hamilton died in a duel with a political
adversary during Jefferson’s presidency, but his
ideas were strong enough to survive him. The
exigencies of the time caused Jefferson himself
to adopt a number of Hamiltonian policies.

Thus Hamilton became the architect of what in
The Federalist (1787, No. XI) he had called ‘the
great American system’, later to be buttressed by
such economic writers as the Careys, Daniel
Raymond and Frederick List, and by Henry Clay
in politics. He set forth his economic ideas in a
series of state papers, published under his name
when serving as Secretary to the Treasury. These
papers are the first and second Report on the
Public Credit (1790a; 1795), the Report on a
National Bank (1790b), and the Report on Manu-
factures (1791). The state papers are justly
famous, not as repositories of economic analysis,
but as a masterly presentation of a case of which
Hamilton, who had been trained in the law, was an
eloquent advocate.

The apotheosis of credit found in Hamilton’s
reports refers to public and private credit as well.
According to Hamilton, credit is a substitute of
capital almost as useful as gold and silver. It has,
and Hamilton has no doubt about this, a tendency
to lower the interest rate. If the public credit is in a
bad state, it can only have deleterious effects on
private credit. The preservation of a healthy credit
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system is thus an important task. Foreign creditors
should enjoy the same protection as domestic
ones. Domestic holders of the public debt should
be protected against the imposition of taxes on the
public funds, as foreign creditors should be pro-
tected from repudiation or expropriation.

With the help of the public debt it will be
possible to promote the economic development
of the country. Scrupulous attention must be paid
to the rights of the creditors, both for the sake of
public expediency and as a moral obligation. The
public debt of the United States should be funded,
that is, arrangements should be made for the ser-
vice of the debt by putting aside funds for the
payment of interest and principal. A funded debt
has great benefits. It will facilitate the use of
instruments of debt as money and bring about
lower interest rates, and will result in an increase
in land values, which have declined in conse-
quence of the scarcity of money.

Hamilton also proposed that the Union assume
responsibility for the debts of the states, and that
the funding of the debt should be financed in part
from new duties on imported spirits and taxes on
domestic ones and on stills. These proposals met
considerable opposition because of the windfall
gains that would accrue to speculators who had
purchased instruments of the debt at low prices.
To obtain Jefferson’s support for this measure,
Hamilton had to agree that the future capital of
the nation would be located in the South, that is, in
what is now Washington, DC.

The national bank, which Hamilton proposed
to establish, was designed to aid in the expansion
of the money supply, thereby facilitating the pay-
ment of taxes, the reduction of interest rates, the
fulfilment of public functions, and the develop-
ment of the national economy. The bank was to be
under private rather than public direction, with the
government playing the role of a minor share-
holder. When the question was raised whether
the Constitution granted the federal government
the authority to establish a bank, Hamilton
resolved it by referring to ‘implied powers’, that
is, the power to employ suitable means to pursue
constitutional ends. This solution was to have far-
reaching consequences for the future develop-
ment of constitutional law.

The Report on Manufactures goes into consid-
erable detail examining the relative merits of agri-
culture and industry. Hamilton underlines the
merits of both and the benefits which each derives
from the other. He stresses that both are produc-
tive, a point that had to be made, and made force-
fully, in view of the teachings of the Physiocrats.
Hamilton demonstrates great ingenuity in enumer-
ating the factors that are responsible for favourable
effects of industrial development on the national
income. Among these factors he mentions the
division of labour, the more extensive use of
machinery, the utilization of manpower that is
not suited for agricultural pursuits, the promotion
of immigration, the widening of opportunities for
the exercise of entrepreneurial talent, and the
strengthening of demand for agricultural products.

As far as international trade is concerned, Ham-
ilton holds that the benefits from free trade aremore
imaginary than real because of the obstacles which
foreign countries place in the way of United States
exports. Moreover, foreign governments support
domestic industries in variousways, and theUnited
States should adopt similar policies by imposing
protective and prohibitive duties, granting subsi-
dies to domestic industries, and promoting internal
improvements that facilitate the flow of commerce.
Subsidies are liable to be abused, but their advan-
tages outweigh the disadvantages. Lastly, Hamil-
ton proposes that a board be established to promote
economic development by bringing in skilled
workers from abroad, rewarding useful improve-
ments and inventions, paying premiums to
importers of machinery, and similar means.
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Hamilton, Earl Jefferson (Born 1899)

Donald N. McCloskey

Hamilton was born on 17 May 1899 in Houlka,
Mississippi. After graduating from the University
of Mississippi (and coaching football and playing
minor league baseball), he received in 1929 his
doctorate in economics at Harvard. He taught at
Duke, Northwestern, and finally for twenty years
at the University of Chicago, during the banish-
ment and eventual rehabilitation of the quantity
theory of money.

Though he has worked on several topics in the
early history of the Atlantic economy, his main
contribution to economic science is the documen-
tation of the dependence of the price level on the
quantity of precious metals, 1351–1800. Spain
through its centuries of prosperity and decline
was his field of study, and he is accounted a
major historian of that country (hon. Dr Univer-
sity of Madrid, 1967). Involved nearly from its
beginnings in the 1920s with the International
Committee on Price History, Hamilton
constructed indexes of prices, wages and money
from primary sources. The historical weight and
economic ingenuity of his volumes, 1934, 1936,
1947, made them central to the modern quantity
theory. Various attempts to revise his history of

prices (attaching it to population, for instance)
have had difficulties with the sheer mass of evi-
dence that Hamilton accumulated, Kepler-like.
Hamilton, further, is prominent in the thin, bright
stream of historical economists avant la lettre. His
combination of economic and historical erudition
is a model of cliometrics, exhibited best in his
lucid reply to his revisers (1960).
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Hamiltonians

Karl Shell

Abstract
Hamiltonian dynamics arises not only in eco-
nomic optimization problems but also in
descriptive economic models in which there
is perfect foresight about asset prices. Hamil-
tonian dynamics applies in discrete time as
well as in continuous time. In discrete time,
the system of differential equations is replaced
by a closely related system of difference equa-
tions. The theory accommodates differential
correspondences or difference correspon-
dences, which naturally arise in economics.
The Hamiltonian approach through the
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Hamiltonian function has proved remarkably
successful in establishing sufficient conditions
for the saddle-point property and related stabil-
ity questions in a class of optimal economic
growth models.

Keywords
Continuous and discrete time models; Duality;
Hamilton, W. R.; Hamiltonian dynamical sys-
tem; Hamiltonian function; Hamiltonians;
Lyapunov functions; Optimal-growth theory;
Overlapping generations models; Poincaré,
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The laws of motion for a perfect-foresight econ-
omy, whether centrally planned or competitive,
can be described by a Hamiltonian dynamical
system or by a simple perturbation thereof. The
Hamiltonian dynamical system and the Hamilto-
nian function which generates it are named for
their inventor, the great Irish mathematician Wil-
liam Rowan Hamilton (1805–1865).

Hamilton’s differential equations serve as the
basic mathematical tool of classical particle
mechanics (including celestial mechanics). Let
x(t) = (x1(t) , . . . , xi(t) , . . . , xm(t) and
y(t) = (y1(t) , . . . , yi(t) , ym(t) be m-vectors
dependent on time t. Let H be a continuous, dif-
ferentiable function of x, y, and t, H:
Rm�Rm�R ! R. Think of H as the Hamilton’s
function (HF) which generates Hamilton’s differ-
ential equations,

dxi tð Þ=dt ¼ @H x tð Þ, y tð Þ, tð Þ=@yi tð Þ

and

dyi tð Þ=dt ¼ @H x tð Þ, y tð Þ, tð Þ=@xi tð Þ

for i = 1,. . .,m. If the Hamiltonian function
H depends on time only through the variables
x(t) and y(t), i.e., @H/@t � 0, then the

corresponding Hamiltonian dynamical system
(HDS) is said to be autonomous. These differen-
tial equations are frequently interpreted in physics
as solutions to some extremization problem. In
mechanics for example, HDS is implied by the
principle of least action. Since economic planning
and many other economic problems involve max-
imization or minimization over time, it is unsur-
prising that the Hamiltonian formalism has
substantial application in economics. Its appeal
to economists goes much further than this. There
is a duality (conjugacy, in the language of
mechanics) between xi(t) and yi(t) which allows
us to interpret one as a (primal) economic flow and
the other as a (dual) economic price. Given this
point of view, the Hamiltonian function (HF) itself
has important economic interpretations. Hamilto-
nian dynamics not only arises in economic opti-
mization problems but it also arises in descriptive
economic models in which there is perfect fore-
sight about asset prices. Hamiltonian dynamics
applies in discrete time as well as in continuous
time. In discrete time, the system of differential
equations is replaced by a closely related system
of difference equations. The right side of the
equations describing Hamilton’s law of motion
need not be single-valued. The theory accommo-
dates differential correspondences or difference
correspondences, which naturally arise in
economics.

Consider first the application of Hamiltonian
approach to the theory of economic growth; see,
for example, the Cass-Shell (1976a) volume.
A large class of economic growth models can be
described by simple laws of motion based on the
instantaneous production set T, with feasible pro-
duction satisfying.

c, z, � k, � lð Þ� T � c, z, � k, � lð Þj c, k, lð Þ � 0f g,

Where c denotes the vector of consumption-goods
outputs, z the vector of net investment-goods out-
puts, k the vector of capital-goods inputs, and l the
vector of primary-goods inputs. There is an equiv-
alent representation of static technological oppor-
tunities that is better suited to dynamic analysis:
the representation of the static technology by its
Hamiltonian function H.
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Let p be the vector of consumption-goods
prices and q be the vector of investment-goods
prices. Define the Hamiltonian function H(p, q, k,
l) by

H p, q, k, lð Þ ¼ max
c0, z0ð Þ

pc0 þ qz0
�
c0
�� , z0, � k, � l

�
� T

� �
,

H is defined on the non-negative orthant and can
be interpreted as the maximized value of net
national product at the output prices (p, q) given
input endowments (k, l).

Obviously, if we know the set T, then we know
precisely the function H. If T is closed, convex,
and permits free disposal, then H is continuous,
convex and homogeneous of degree one in the
output prices (p, q), and concave in the input
stocks (k, l). If H is a function of (p, q, k, l)
which is continuous, convex and homogeneous
of degree one in (p, q), and concave in (k, l),
then H corresponds to a unique T among closed,
convex technologies permitting free disposal. In
many dynamic applications, it is only the
H representation which matters. Relax, for exam-
ple, the free-disposal assumptions on T. For a
given function H, the set T might be unique, but
the dynamics would be independent of the partic-
ular set Twhich generated the function H. Relax,
as another example, the assumption that T is con-
vex. Given an H which is convex in (p, q), and
concave in (k, l), the set Twill not be unique, but
the continuous dynamics (HDS) will not be
altered in an essential way.

Representation of the static technology by the
Hamiltonian function permits one to describe the
economic laws of motion as a Hamiltonian
dynamical system. In continuous time, the motion
is described by

_K tð Þ� @H p tð Þ, q tð Þ, k tð Þ, l tð Þð Þ=@q tð Þ

(HDS)

_q tð Þ� � @H p tð Þ, q tð Þ, k tð Þ, l tð Þð Þ=@k tð Þ

where _k tð Þ and _q tð Þ are vectors of time derivatives
and (@H/@q) and (@H/@k) are gradients
(derivatives when H is differentiable). The first

line of (HDS) is immediate from the definition of
net investment since it reduces to _k tð Þ ¼ z tð Þ ,
where z(t) is the vector of net investment. The
second line is an equal-asset-return condition
which reduces to _q tð Þ þ r tð Þ ¼ 0 , where r(t) is
the dual vector of shadow rental rates.

For discrete time, the Hamiltonian dynamical
system is

ktþ1 � kt þ @H pt, qt, kt, ltð Þ=@qt
(HDS)0

qtþ1 � qt � @H ptþ1, qtþ1, ktþ1, ltþ1

� �
=@ktþ1:

Line 1 is equivalent to kt+1 = kt + zt and line 2 is
equivalent to qt+1 � qt � rt+1 = 0, where zt is the
time r(t) gross investment vector and rt+1 is the
dual vector of shadow capital-goods rental rates in
period (t + 1).

For openers, let us analyse the case where H is
autonomous. This occurs if p tð Þ ¼ p and l tð Þ ¼ l
for (HDS) or pt ¼ p and lt ¼ l for (HDS)0. Let (q*,
k*) be a rest point to (HDS) or (HDS)0. Hence, we
have

0� @H p, q�, k�, l
� �

=@q, 0� @H p, q�, k�, l
� �

=@k:

Consider the linear approximations about (q*, k*)
of (HDS) and (HDS)0 (taken, for example, as if
H were quadratic). Study the characteristic roots
to the linearized systems. A simple but remarkable
theorem due to Poincaré tells us that if l is a root
for the linearized, autonomous version of (HDS)
then so is � l. For the linearized, autonomous
version of (HDS)0, we have if l is a root, then so
also is 1/l. If for (HDS), we could rule out pure
imaginaries (Re l 6¼ 0), then we would have: The
dimension of the manifold in (q, k) – space of
solutions tending to (q*, k*) as t ! 1 is equal to
the dimension of the manifold of solutions tending
to (q*, k*) as t ! �1 This is the saddle-point
property, where the manifold of forward solutions
and the manifold of backward solutions each have
dimension equal to half the total dimension of the
space. Similarly, we would have the saddle-point
property for (HDS)0, if the modulus |l| is unequal
to unity.
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Poincaré’s result nearly gives us the saddle-
point property. In the autonomous cases, the
saddle-point property can be assured if the geom-
etry of the Hamilton function is correct. We need
to add very little to the convexity–concavity
assumption (see Cass and Shell 1976b and
Rockafellar 1976). Strict convexity in q and strict
concavity in k will do the trick. So will a weaker
uniform Hamiltonian steepness condition, which
reduces to a value-loss condition; see, for exam-
ple, McKenzie (1968) and Cass-Shell (1976b).

What about non-autonomous systems, such as
optimal economic growth with the constant, pos-
itive discount rate r? Here c(t) or ct, is a scalar
called felicity and usually denoted in optimal-
growth problems by u(t) or ut. In this case, present
prices must satisfy

� _p tð Þ=p tð Þ ¼ r

or

� pt � pt�1ð Þ=pt ¼ r:

For simplicity, allow only for a single fixed factor
and adopt the convention l(t) = 1, or lt = 1.

It is natural then to re-express the systems
(HDS) and (HDS)0 in terms of current prices Q
� q/p, rather than in terms of present prices q. We
then have

_k� @H Q, kð Þ=@Q

(PHDS)

_Q� � @H Q, kð Þ=@k þ rQ

and

ktþ1 � kt þ @H Qt, kt
� �

=@Qt

(PHDS)0

Qtþ1 �Qt � @H Qtþ1, ktþ1

� �
@ktþ1 þ rQt:

The systems (PHDS) and (PHDS)0 are perturbed
Hamiltonian dynamical systems.

We no longer have Poincare’s root-splitting
theorems in pure form: the roots split but not
about 0 for (HDS) nor 1 for (HDS)0. The trick
here is to strengthen the geometry of H to give a
saddle-point property or something like it.

This is the basics of the approach taken by Cass
and Shell (1976b), Rockafellar (1976) and Brock
and Scheinkman (1976). Conditions are found on
H which assure that either (PHDS) or (PHDS)0

along with transversality conditions defines a
globally stable system. It suffices to strengthen
the convexity-concavity of H by an amount
dependent on p or (weaker) to strengthen the
steepness of H by an amount dependent on p.
(The Lyapunov function which does the trick is
V = (Q � Q*) (k � k*) in the continuous-time
model.)

The Hamiltonian approach through the Hamil-
tonian function has proved remarkably successful
in establishing sufficient conditions for the
saddle-point property and related stability ques-
tions in a class of optimal economic growth
models. The parallel programme of using the
Hamiltonian formalism in optimal- growth theory
to yield sufficient conditions for cycling or other
dynamic configurations has not yet been pursued
in a systematic fashion but should prove equally
successful when applied. The success of the Ham-
iltonian approach in decentralized and descriptive
growth theory has so far been very limited; see
Cass and Shell (1976b, Section 4). This has been
disappointing. I still hope to see the Hamiltonian
approach playing a pivotal technical role in, say,
the dynamical analysis of overlapping-
generations models, but there has not been much
tangible encouragement for this hope.

Many of us first met Hamiltonian dynamical
systems as necessary conditions for intertemporal
maximization in the form of Pontryagin’s maxi-
mum principle; see Pontryagin et al. (1962). See
Shell (1967) for applications to economics and
references.

Samuelson and Solow (1956) were probably
the first in economics to mention the Hamiltonian
formalism. For some of the history of Hamiltonian
dynamics, in economic, mathematics, and phys-
ics, and for some of the classical references, see
Magill (1970).
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Hammarskjöld, Dag (1905–1961)

Björn Hansson

Hammarskjöld was born in Jönköping, Sweden,
and died in an aircrash near Ndola in Zambia. He
came from a family (which was knighted early in
the 17th century) with a long tradition of public
service; his father Hjalmar Hammarskjöld was
Prime Minister of Sweden in 1914–17.
Hammarskjöld’s achievements were many and
varied: a PhD at the University of Stockholm,
1933; Decent at the University of Stockholm,
1933–41; Under Secretary of the Ministry of
Finance, 1936–45; Chairman of the Board of

Governors of the Bank of Sweden, 1941–8;
Under Secretary of the Foreign Office, 1946–51;
Vice-chairman of the executive committee of
Organization for European Economic Coopera-
tion, 1948–9; an expert non-party member of the
Swedish Cabinet as Minister without portfolio in
charge of foreign economic relations, 1951–3;
Vice-chairman of Sweden’s delegation to the UN
General Assembly in 1952 and chairman in 1953;
elected Secretary General of the UN for 1953–8
and re-elected for a five-year term in 1958; Fellow
of the Swedish Academy of Letters, 1954; post-
humously awarded the Nobel Peace Prize, 1961.

While Hammarskjöld is mainly known for his
outstanding career as a civil servant and interna-
tional statesman, he also made a contribution to
economics. After his MA in 1928 he became
secretary to the Royal Commission on Employ-
ment (1927–35). Hammarskjöld’s dissertation
(1933) was published as a report to the committee
and he also wrote the theoretical introduction to its
final report. The aim of the dissertation was to
show the determinants of the price level of con-
sumer goods for an expired period, which implies
an ex post analysis. Hammarskjöld went beyond
the earlier formulas of Keynes and Lindahl, since
his construction had profit as the mechanism by
which given changes in prices and purchasing
power are transmitted to the next period, i.e. a
form of disequilibrium process. In this context,
he was the first among Swedish economists actu-
ally to define the length of a period, namely, the
duration of time for which plans are unchanged
determines the length of the unit period. However,
his work was not particularly influential among
his colleagues, since his exposition was extremely
complicated. During his career as a civil servant
he published very little in the economic field.

See Also

▶ Stockholm School
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method for a dynamic analysis of prices.).
Ekonomisk Tidskrift 34: 157–176.

1933. Konjunturspridningen. En teoretisk och
historisk undersökning. (The propagation of
business cycles. A theoretical and historical
investigation.). Stockholm: P.A. Norstedt.

Hammond, John Lawrence le Breton
(1872–1949) and Lucy Barbara
(1873–1961)

Peter Clarke

Lawrence Hammond was born in Yorkshire in
1872. He married Barbara Bradby in 1901; they
had no children. Both the Hammonds received a
classical education, which they drew on in their
literary work. At Oxford, Lawrence was a Scholar
of St John’s College andBarbara of LadyMargaret
Hall, where she made a striking impression as an
early feminist. She became active in social work in
London at the turn of the century, while Lawrence
was making his career as a Liberal journalist and
later as Secretary of the Civil Service Commission
(1907–13). But their increasingly precarious
health (hers tubercular, his mainly coronary) led
to a steady withdrawal to a life of authorship in the
country, punctuated by Lawrence’s intermittent
work for the Manchester Guardian in later years.
It is as pioneer social historians that they are
remembered, especially for their ‘labourer’ tril-
ogy. Their account of how agricultural workers
fared under the enclosure measures of the period
1760–1830 opened up a far-reaching debate. They
did not deny the economic rationality of the pro-
cess, but pointed to the way in which its costs were
borne by the rural poor (Hammond and Hammond
1911). Their work was given contemporary
salience by the inception of Lloyd George’s Land
Campaign in 1913. In turning their attention to the
urban working class, the Hammonds helped estab-
lish the ‘pessimistic’ view of the Industrial Revo-
lution. Again, they did not disparage
industrialization itself but focused on its

exploitative effects, given the prevailing ideolo-
gies of an age which took social inequality for
granted (Hammond and Hammond 1917).
Published amid wartime planning for reconstruc-
tion, their findings once more fed current political
debate. Finally, the Hammonds analysed the
impact of technological change in making skilled
craftsmen redundant in the early 19th century, and
offered a new understanding of the Luddite move-
ment (Hammond and Hammond 1919).

The Hammonds’ view of the Industrial Revolu-
tion was countered in the 1920s by that of
J.H. Clapham, with all his authority as Professor
of Economic History at Cambridge. He mounted
an ‘optimistic’ case on the standard of living by
constructing a real wage index which showed sub-
stantial gains by industrial workers (Clapham
1926). The Hammonds publicly bowed on this
point in face of the apparent weight of the new
statistical evidence (Hammond 1930), though sub-
sequent research has shown that Clapham’s claims
themselves depended upon a flawed price index.
Insofar as the Hammonds rested their interpretation
upon a quantitative assessment, therefore, it was by
no means overturned; and its main thrust, in fact,
was qualitative in its concern for the impact of
economic change upon the lives of ordinary peo-
ple. While they depicted the ‘bleak age’ of early
industrialization, they also pointed to the civilizing
process which urban life underwent from the mid-
dle of the 19th century (Hammond and Hammond
1930). Though often identified as socialists, the
Hammonds remained liberal reformists in their
outlook. Their work came to serve as a straw
man, the object of ritual slights from a new gener-
ation of ‘optimists’ among professional economic
historians; but its scholarly credentials have sur-
vived with remarkable resilience.
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ric time series analysis, both in the elegance
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Ted Hannan, who died in 1994 at the age of
72, made contributions to statistical time series
analysis of considerable depth and originality.
His research by no means focused entirely on
problems with econometric motivation, and he
stopped publishing in econometric journals in

the 1970s. However, Hannan introduced impor-
tant econometric methodology and theory, and
some of his ideas anticipated themes that later
became important in econometrics. I focus on
his most econometric-related contributions rather
than attempt to survey the breadth of his research
(of which an account can be found in Robinson,
1994, on which we draw upon here).

Hannan in fact started out as an economic
researcher at the Reserve Bank of Australia, in
Sydney, following an undergraduate commerce
degree. While visiting the Australian National
University (ANU), Canberra, in 1953 he was ‘dis-
covered’ by the then Professor of Statistics
P. A. P. Moran, who encouraged him to undertake
doctoral research in statistics. Hannan quickly
completed a Ph.D. and within a few years
achieved professorial status at the ANU, retiring
in 1986 but continuing to be very productive in
research up to his death. Altogether he published
over 130 articles and five books (all of which are
definitely in the research monograph category).

Hannan’s intellectual development was
unusual in that his mathematical abilities and
taste for abstraction increased throughout his
career, suggesting that a different early training
might well have led to a career in pure mathemat-
ics. This partly explains why it is the earlier part of
his career in which he did most of his
econometric-related work.

In the early 1950s testing for zero autocorrela-
tion was a major theme of time series research.
Two of Hannan’s first papers, published in 1955 in
Biometrika, concerned exact tests for autocorrela-
tion. However he quickly realized the limitations
of finite-sample theory, and began the research on
asymptotic theory which he developed with such
originality and power during the rest of his years.
His first published contribution to asymptotics, in
1956, concerned Pitman efficiencies.

Soon thereafter he wrote an early, and widely
uncredited, contribution to a topic that has, since
the mid-1980s, been actively pursued in economet-
rics, so-called ‘heteroscedasticity-and-autocor-
relation consistent variance estimation’. It had
already been noticed by Grenander and
Rosenblatt that the variance of the sample
mean of a weakly dependent time series is
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approximately proportional to the spectral density
at zero frequency. On the other hand, Parzen and
others had recently developed consistent smoothed
estimation of nonparametric spectral densities.
Hannan put these ideas together in a 1957 paper
in the Journal of the Royal Statistical Society. The
awareness he displayed here of the importance of
bandwidth choice was notable for the time. Other
early contributions included bias-correction in
spectrum estimation for detrended data.

One major innovation for which Hannan does
receive credit is what econometricians know as
‘Hannan-efficient estimation’. The problem is one
of efficiently estimating regression coefficients
when the disturbances have nonparametric auto-
correlation, that is, to do as well asymptotically as
if one correctly assumed the disturbance followed
a particular parametric model, such as an auto-
regression (as Cochrane and Orcutt had assumed).
Based on the property of unitary transformation of
a stationary time series to a heteroscedastic,
approximately uncorrelated, one, Hannan, in a
paper published in the 1963 Brown Symposium
proceedings, proposed a frequency-domain gen-
eralized least squares procedure involving inverse
weighting by the disturbance spectral density.
Moreover, he established its asymptotic normality
and efficiency. This was perhaps the first instance
of justifying smoothed nonparametric estimation
in a semi-parametric model. The technical diffi-
culties here, of establishing parametric conver-
gence rates despite a slowly converging
nonparametric nuisance function, are now famil-
iar, but Hannan was perhaps the first to solve
them. He and others subsequently developed the
approach in more general models, but it is most
notable that his 1963 paper preceded by over
20 years work in the analogous problem of
adapting to heteroscedasticity of nonparametric
form, and by over ten years work in adapting to
distribution of unknown form in location and
regression models, though papers on these topics
rarely mention his work. A related paper, also
published in 1963, in Biometrika, is also insuffi-
ciently cited. There, Hannan introduced what sub-
sequently became known as ‘band-spectrum
regression’, omitting from a frequency-domain
formulation of the least squares estimate

non-degenerate bands of frequencies, with the
aim of reducing errors-in-variables bias.

Around the same time Hannan introduced new
ideas in the seasonal analysis of time series, using
operators in estimating seasonality in the presence
of trend and stationary noise, and modelling the
seasonal component by a cosinusoid whose coef-
ficients form stationary processes. He developed
this model in a 1967 Journal of Applied Proba-
bility paper, allowing the coefficients to have roots
on the unit circle, years before unit roots became
the focus of so much econometric interest. Indeed,
Hannan’s model resembles the random compo-
nent models that subsequently became popular.
One non-time series contribution to econometrics
was his work on the relation between canonical
correlation and simultaneous equations estima-
tion, which led to a 1967 Econometrica paper.

Hannan had published a short but influential
1960 monograph on time series analysis, and in
1970 he developed this into the major work Mul-
tiple Time Series. This constituted a detailed and
rigorous account of time series, mainly in a mul-
tivariate setting, and covering continuous-time as
well as discrete-time processes. It has been an
invaluable reference for researchers, stimulating
new research on a number of aspects.

Like the earlier book, Multiple Time Series
put considerable stress on the frequency domain,
but not exclusively and certainly not focusing par-
ticularly on nonparametric spectral methods. The
frequency domain is sometimes misguidedly iden-
tified with nonparametric spectral estimation, but,
just as nonparametric time series analysis can be
considered in the time domain, so frequency-
domain inference on parametric models is possible,
and indeed the frequency domain is basic in much
theoretical discussion of time series.Hannan’swork
showed how combining time-and frequency-
domain assumptions can lead to an incisive theory,
and also demonstrated immense resourcefulness in
using techniques from Fourier analysis and other
areas of mathematics in his proofs.

These qualities stand out in Hannan’s work on
linear time series models, which were the focus of
much of his effort from around 1970 on. The
publication of Box and Jenkins’ 1970 book had
greatly increased interest, especially among
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econometricians, in autoregressive moving aver-
age (ARMA) modelling. Hannan had already
become interested in the topic, as Multiple Time
Series shows. There, and in 1969 and 1971
papers, he addressed the difficult problem of iden-
tification in multivariate ARMAmodels, which he
built on in several subsequent pieces of work.

In a 1973 Journal of Applied Probability paper,
Hannan gave a rather definitive treatment of the
asymptotic theory of various forms of Whittle
estimation of scalar ARMA processes. This paper
is notable for several aspects, which typify much
of his work. First, while ARMA models are the
linear time series models of leading practical
importance, he showed that models with much
stronger autocorrelation can be handled. Indeed,
his proof of (strong) consistency actually covered
long-range dependent processes, though these had
not really been identified as a class at that time.
Moreover, he showed that secondmoments suffice
not only for consistency but for asymptotic nor-
mality (for parameters describing only autocorre-
lation). Another feature was his use of martingale
difference rather than independence assumptions
on innovations. From amethodological viewpoint,
Hannan proposed a discrete-frequency version of
Whittle estimation, which has computational
advantages over Gaussian maximum likelihood
or continuous-frequency Whittle, in that it makes
nice use of the neat, explicit form of the spectral
density for ARMA and some other models, and
makes direct use of the fast Fourier transform
algorithm. Later, in a 1976 paper with Dunsmuir,
Hannan extended the 1973 paper to multivariate
ARMA models, and in a 1980 paper with Deistler
and Dunsmuir, to models with lagged explanatory
variables (‘ARMAX’ models). From 1979
onwards, Hannan made several major contribu-
tions to the practically important problem of
order determination in ARMA and ARMAX
models. His 1988 book with Deistler, The Statisti-
cal Theory of Linear Systems collects much of his
work on linear time series models.

TedHannan ismainly thought of as an outstand-
ing technician, with the ability to elegantly solve
highly challenging problems under conditions that
are at the same time incisive and comprehensible,
but he also repeatedly demonstrated a keen

practical sense, inventing new methodology,
involving interesting tricks, and well understand-
ing computational issues. His influence in econo-
metrics has been profound and lasting, but had he
chosen to devote much more of his brilliance and
energy to econometric problems it would be diffi-
cult to overstate the further benefits to the econo-
metric profession that could have accrued.

See Also

▶Econometrics
▶Law(s) of Large Numbers
▶ Serial Correlation and Serial Dependence
▶ Statistics and Economics
▶Time Series Analysis
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Alvin Hansen grew up in Viborg, South Dakota, a
small rural community with a one-room school
house and traditional values. Preferring academic

pursuits to farm work, he proceeded to Sioux Falls
for his high school education and then to Yankton
College for his BA degree. Several years of high
school teaching followed, with rapid advance-
ment to principal and superintendent. The finan-
cial basis for his graduate work thus laid, Hansen
entered the University of Wisconsin in 1914,
where John R. Commons and R.T. Ely were to
impress him with the importance of data and their
institutional setting. In 1919 he moved to Brown
University as assistant professor. There he com-
pleted his dissertation, later published asCycles of
Prosperity and Depression (1921). He then
accepted a position at the University of Minne-
sota, where he remained for nearly 20 years. His
major works during the 1920s included a solid
Principles text, co-authored with F.B. Garver
(1928), and an historical study of Business Cycle
Theory (1927). Ranging from Malthus to
Spiethoff and Hawtrey, stress was on structural
shifts in investment rather than on monetary fac-
tors, and special attention was given to the inter-
action of short cycles with longer waves of
economic development.

A Guggenheim fellowship in 1928 permitted
extensive travel abroad, an experience that he
continued to cherish and renew in later years.
The early 1930s also brought a growing policy
involvement outside the campus, activities that in
subsequent years were to claim an increasing
share of his time. Such early activities included
that of Director of Research for the Committee of
Inquiry on International Economic Relations
(1933–34) and service as adviser on trade agree-
ments to Secretary Cordell Hull.

In 1936 Harvard University had received a
grant to establish the Littauer School of Public
Administration, and Hansen was appointed as its
first Lucius S. Littauer Professor of Political
Economy. As fortune had it, his arrival at Harvard
in the fall of 1937 closely followed the appear-
ance of Keynes’s General Theory. Hansen, dis-
tressed by the wastes of the Great Depression,
soon (though with some initial hesitation)
adopted the Keynesian approach. With Harvard’s
Fiscal Policy Seminar as his base, Hansen became
the leading analyst and expositor of Keynesian
economics in the United States. Driven by his
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enthusiasm for new ideas, his determination to
find policy solutions, and his eagerness to learn
as well as to teach, the seminar left a deep impact
on the course of macroeconomics. The still
obscure components of the Keynesian system
had to be sorted out and new tools, such as the
concept of governmental net contribution, the
multiplier-accelerator model and the balanced
budget theorem, were forged. With the applica-
tion of these new tools to the setting of the US
economy as its challenge, the seminar thus
became the training ground for a generation of
US policy economists.

The output of these years may be traced in
Hansen’s writings, beginning with the two key
volumes of Full Recovery and Stagnation
(1938) and Fiscal Policy and Business Cycles
(1941). Other volumes followed, including Busi-
ness Cycles and National Income (1951) and his
widely used A Guide to Keynes (1953). The
persistent theme was that of unemployment,
caused by a failure of private investment to
match the level of saving at a full employment
income. With the effectiveness of monetary pol-
icy reduced by inelastic investment and high
liquidity preference in a sluggish economy, the
required level of aggregate demand would have
to be provided by fiscal expansion responded to
in the private sector by a multiplieraccelerator
process. The need for expansionary fiscal policy,
however, would not be one of pump-priming
only. Linking back to his earlier interest in the
long waves of the cycle, the weakness of the
economy was seen as the downward phase of a
long wave, with the declining population growth
the most depressing factor. The stagnation thesis,
offered in Hansen’s presidential address before
the American Economic Association (1937),
placed the Keynesian model in a historical per-
spective and once more emphasized the strategic
role of expansionary budget policy. Events, to be
sure, proved different. The Second World War
generated massive budgetary expansion and a
strengthened post-war economy called for a cor-
rection, combining the traditional role of mone-
tary policy with that of fiscal controls. Hansen
the pragmatist welcomed the neoclassical synthe-
sis of the mid-1960s.

While macro policy and stabilization remained
his major concern, his activities during the Har-
vard years covered a much wider range. As a
member of the Advisory Council on Social Secu-
rity in 1937–38, he helped to shape the Social
Security System. During 1941–43 he served as
Chairman of the US–Canadian Joint Economic
Commission, and from 1940 to 1945 he acted as
Economic Advisor to the Federal Reserve Board.
At the close of the war he participated in the
monetary reconstruction of Bretton Woods and
the birth of IMF. At the same time, he played a
strategic role in the creation of the Full Employ-
ment Act of 1946 and the Council of Economic
Advisers. After retiring from Harvard in 1956,
Hansen remained in Belmont, Massachusetts,
until 1972, when he joined his daughter in
Virginia. He died there in 1975.

Throughout Hansen’s work, the goal of full
employment was central, as was the need for fiscal
action to achieve it. His social philosophy was
expressed ‘in the democratic ideal of providing
for all individuals a reasonable approach to equal-
ity of opportunity’. Beyond this, he was pragmatic
and non-ideological in approach. For him,
economics – as JamesTobin put it when presenting
him with the Walker Medal at his 80th birthday –
was a science for the service of mankind.
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Abstract
Lars Peter Hansen is the 2013 recipient of the
Nobel Prize in Economics along with Eugene
Fama and Robert Shiller. Hansen has been
instrumental in developing the Generalised
Method of Moments, a statistical method that
is particularly well suited to testing rational
expectations economics. He is also known for
his contributions to macroeconomics, in which
he focuses on the linkages between thefinancial
and real sectors of the economy. Five distinct
phases may be identified in Hansen’s research.
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In 2013, Lars Peter Hansen received the Nobel
Prize in Economic Sciences along with Eugene
Fama and Robert Shiller ‘for their empirical anal-
ysis of asset prices’ (Press Release announcing the
Nobel Prize 2013). All three recipients address
puzzles related to financial market data. Fama
does so from the efficient markets perspective,
Shiller from the behavioural finance viewpoint,
andHansen with an econometric focus. According
to the Nobel Committee, Hansen’s contributions
to the explanation of asset prices lie in developing
a statistical method that is particularly well suited
to testing rational theories of asset pricing.

Hansen was born in Champaign, Illinois, USA,
on 26 October 1952. He was the son of Gaurth
Hansen, Professor of Biochemistry and former Pro-
vost of Utah State University, and Anna Lou
Hansen, a homemaker and active volunteer. After
obtaining aBS inMathematics and Political Science
from Utah State University in 1974, he went on to
the University ofMinnesota to pursue a PhD degree
in Economics, which he received in 1978. Hansen
took classes from Thomas Sargent, and Christopher
Sims served as his primary advisor. The topic of his
dissertation was exhaustible resources.

After obtaining his doctorate, Hansen served as
Assistant and then as Associate Professor at Car-
negie Mellon University. He joined the University
of Chicago’s Department of Economics in 1981,
where he is the David Rockefeller Distinguished
Service Professor in Economics and Statistics and
has served as department chairperson and director
of graduate studies. He also serves as the Research
Director of the Becker Friedman Institute for
Research in Economics. Hansen is married to
fellow University of Chicago economist Grace
Tsjiang and they have a son, Peter. He has been
a visiting professor at Harvard, MIT and Stanford.
Hansen is a Fellow of the Econometric Society,
National Academy of Sciences and American
Finance Association and Distinguished Fellow
of the Macro Finance Society. He is also a mem-
ber of the American Academy of Arts and Sci-
ences and served as President of the Econometric
Society in 2007 and Vice President of the Amer-
ican Economic Association in 2011. He was
selected to deliver the Third Toulouse Lectures
in Economics at the Université de Toulouse in
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2005, the distinguished Fisher Schultz Lecture to
the Econometric Society in 2006, the Ely Lecture
to the American Economic Association in 2007,
the Tjalling C. Koopmans Memorial Lectures at
Yale University in 2008 and the Princeton Lectures
in Finance at the Benheim Center for Finance in
2010. Hansen is the co-winner of the Frisch Medal
with Kenneth Singleton in 1984 and was awarded
the Erwin Plein Nemmers Prize in Economics from
Northwestern University in 2006 and the CME
Group-MSRI Prize in Innovative Quantitative
Applications in 2008. In 2010, he won the BBVA
Foundation Frontiers of Knowledge Award in Eco-
nomics, Finance, and Management ‘for making
fundamental contributions to our understanding of
how economic actors copewith risky and changing
environments’. He also received an honorary doc-
torate from Utah State University in 2012.

Overall Focus

The 2013 Nobel Award for Hansen was the third
to recognise rational expectations economics,
with Robert Lucas having received the prize in
1995 ‘for having developed and applied the
hypothesis of rational expectations, and thereby
having transformed macroeconomic analysis and
deepened our understanding of economic policy’
(Press Release announcing the Nobel Prize 1995)
and Thomas Sargent and Christopher Sims in
2011 ‘for their empirical research on cause and
effect in the macroeconomy’ (Press Release
announcing the Nobel Prize, 2011).

Economics experienced the so-called rational
expectations revolution during the 1960s (Begg
1982; Guzzardi 1978; Kim 1988; Klamer 1983).
This was a direct response to the adaptive expec-
tations hypothesis, according towhich people form
their expectations about what will happen in the
future based on what has happened in the past.
Once a forecasting error is made by agents, due
to a stochastic shock, the adaptive expectations
hypothesis posits that they incorporate only part
of their errors. As a result, agents will be unable to
correctly forecast the price level again even if the
price level experiences no further shocks. This
backward nature of expectation formulation and

the resultant systematic errors made by agents
was unsatisfactory to rational expectations econo-
mists. Indeed, the central idea behind the rational
expectations revolution was that individuals
should not make systematic mistakes. Economic
agents are not stupid: they learn from their mis-
takes and draw intelligent inferences about the
future from what is happening around them.

As Hansen said in his interview with Jeff
Sommer (2013): ‘[I]t’s important to ask what hap-
pens if people actually think and have expectations
about policy. Once you say, you can’t just fool and
trick people, you kind of ask, what’s left of that
policy? So I thought that was a tremendous
insight’. Starting from this insight, Hansenworked
on the boundary between rational expectations
economics and statistics, in the field called rational
expectations econometrics. Here his interest was
to use statistics in productive ways to analyse
dynamic rational expectations models. The chal-
lenge Hansen saw was that rational expectations
econometrics requires a complete model specifi-
cation, including a specification of the information
available to the economic agents inside the model.
What he tried to do was to create and apply statis-
tical and quantitative methods that were able to
study these complicated dynamic systems with
limited information. Or in the phrase he used dur-
ing his Nobel lecture: ‘doing something without
doing everything’. In the process, Hansen paid
specific attention to the impact of uncertainty on
dynamic economic models, as elaborated in the
final section of this entry. Before returning to this
overall focus, I identify the five different phases of
Hansen’s research, during which the focus was
sometimes on developing methods and sometimes
on studying a variety of economic phenomena
ranging from consumption to investment and
from exchange rates to asset pricing.

Phase 1: Generalised Method
of Moments Estimators (1980–88)

Hansen’s initial research concentrated on the
development of the large sample properties of
Generalised Method of Moments (GMM) Estima-
tors (Hansen 1982b). GMM is a generic method
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for estimating parameters in statistical models that
is designed for estimating dynamic models that are
partially specified through conditional moment
restrictions. Maximum likelihood estimation is
not applicable in these situations, for the full
shape of the distribution function of the data is
not known. GMM merely requires that a certain
number of moment conditions is specified for the
model. As such, the strength of GMM estimation
lies in the ability it offers to learn about something
without needing to learn about everything. At the
same time, an appeal to partial specification limits
the questions that can be answered by an empirical
investigation. And herein lies the weakness of
GMM estimation, for the analysis of hypothetical
interventions or policy changes typically requires a
fully specified model.

GMM estimators opened the way to thinking
about studying and testing a variety of different
asset pricing models and models that link the
macroeconomy and securities markets. Hansen
himself elaborated the applications of GMM esti-
mation in macroeconomics and finance in papers
written with his colleagues at Carnegie Mellon
University. Along with Robert Hodrick, his col-
league at Carnegie Mellon at the time, Hansen
investigated forward exchange rates as predictors
of future spot rates (Hansen 1980b, 1983a). Along
with Kenneth Singleton, who came to Carnegie
Mellon after Hansen had left, Hansen studied
nonlinear consumption-based intertemporal asset
pricing models (Hansen 1982d, 1983e, 1988).
GMM has proven particularly valuable for the
estimation of rational expectations models,
because it facilitates estimation without the need
to impose strong explicit distribution assump-
tions. With his rational expectations colleague
Thomas Sargent, Hansen explored the nature of
the cross equation nonlinear restrictions that
emerged from linear rational expectations models
(Hansen 1980a, 1981, 1982c, 1983c, d).

Phase 2: Stochastic Discount Factor
Models (1989–95)

As a natural outgrowth of his initial applied papers
and his interest in GMM estimation in a dynamic

setting, Hansen explored stochastic discount fac-
tors that simultaneously discount the future and
adjust for risk. The discount factor is the factor by
which a future cash flow must be multiplied in
order to obtain the present value. A stochastic
factor has a random probability distribution or
pattern that may be analysed statistically but
may not be predicted precisely. Stochastic dis-
count factors represent market valuations of
risky cash flows. In stochastic discount models,
the price of an asset can be computed by
‘discounting’ the future cash flow by a stochastic
factor and then taking the expectation. These have
been used constructively in applied economic
research in asset pricing. Along with Scott Rich-
ard and Ravi Jagannathan, Hansen expanded the
methodological underpinnings of stochastic dis-
count factor models and characterised some of the
resulting empirical implications (Hansen 1987,
1991a).

Phase 3: Econometric Evaluation
of Asset Prices (1995–2000)

Subsequently, Hansen advanced the empirical
investigation of asset pricing models and con-
sidered estimation in the presence of model
misspecification on the part of the econometri-
cian, along with Ravi Jagannathan (Hansen
1997b) and John Heaton and Erzo Luttmer
(Hansen 1995c). In this work, Hansen advo-
cated the use of weighting matrices that are
suboptimal from a statistical point of view, but
which have desirable properties in financial
applications.

The theory of GMM computes a weighting
matrix based on the available data set. With the
optimal weighting matrix, the resulting estimator
is asymptotically efficient. This matrix is obtained
by asking the following statistical question: given
that a finite set of moment conditions are satisfied,
what is the most efficient linear combination to
use in estimating a parameter vector of interest? In
this phase of his research, Hansen asked a differ-
ent question, from an applied perspective: How
can one keep pricing errors small if the model is
misspecified?
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Phase 4: Expansion Empirical Analysis
of Macroeconomics–Finance
Relationship (1995–2000)

Next, Hansen studied the term structure of mac-
roeconomic risk in the presence of stochastic
growth, along with John Heaton and Jose
Scheinkman (Hansen 1996, 1997a, 1998). As
described earlier, stochastic growth has a random
probability distribution or pattern that may be
analysed statistically but may not be predicted
precisely. Macroeconomic risk refers to macro-
economic factors that influence the volatility
over time of investments, assets, portfolios and
the intrinsic value of companies. The term struc-
ture of risk, finally, refers to the entire range, from
the short-term to the long-term.

In a dynamic setting with stochastic growth,
risk prices depend on the time horizon of invest-
ment opportunities. That is, if one plans to invest
for a long period of time, one can make more risky
investments. Of course, returns play a role in one’s
investment decisions as well, and there is a
so-called risk–return tradeoff. This is because
potential return rises with an increase in risk.
More precisely, low levels of risk tend to be asso-
ciated with low potential returns, whereas high
levels risk tend to be associated with high poten-
tial returns. According to the risk–return tradeoff,
invested money can render higher profits only if it
is subject to the possibility of being lost. From the
perspective of rational expectations economics,
long-run risk–return tradeoffs are encoded in
equilibrium prices. During the fourth phase of
his research career identified here, Hansen offered
novel characterisations of these tradeoffs and
explored the resulting measurement challenges.

Phase 5: Rational Agents Guarding
Against Model Misspecification
(2000–Present)

Recently, Hansen has intensified his collaboration
with Thomas Sargent to study models in which
economic agents are capable of robust decision-
making (Hansen 2001a, b, 2002b, 2003a, b, 2005,
2006, 2007b, c, 2011). That is, they are smart

enough to take model misspecification into
account while making decisions. There are several
reasons for acknowledging model mis-
specification on the part of agents with rational
expectations. First, because econometricians face
specification doubts, the agents inside the model
might too. Second, rational expectations models
tend to under-predict prices of risk from asset
market data. Finally, while a long tradition dating
back to Friedman (1953) casts doubts about
model specification, these may be formalised by
means of robustness.

In extending results from the field of robust
control theory, Hansen studied how the concerns
of economic actors about their limited knowledge
of the future affect macroeconomic outcomes. In
particular, Hansen investigated how this can be
reflected in security market values and how learn-
ing in the presence of misspecified statistical
models can contribute to price dynamics. While
GMM – Hansen’s focus during the first phase in
his research career – is designed to estimate
partially specified models, the robustness
approach – Hansen’s focus during the most recent
phase in his research career – estimates fully spec-
ified dynamic rational expectations models using
a misspecified likelihood function.

Concluding Comments

Seemingly highly technical, Hansen’s contribu-
tions have profound implications for the model-
ling and understanding of the global financial
crisis of 2008 (Hansen 2012d). This is for two
central concerns that inspired Hansen throughout
the research phases identified in this entry. First,
he sought to integrate financial market perfor-
mance with the macroeconomy. In particular, he
developed statistical methods for exploring the
interconnections between macroeconomic indica-
tors and assets in financial markets. And in
Hansen’s words: ‘[T]he financial crisis exposed
gaps in the existing models that were about the
financial-macro linkages’ (Interview by Sommer
2013). Second, Hansen’s contributions were
centred on uncertainty outside and inside eco-
nomic models, which is also the title of his
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Nobel lecture. This uncertainty poses serious
challenges when seeking to conceptualise and
quantify systemic risk in financial markets. This
is the risk of the collapse of the entire financial
system, as opposed to the risk associated with any
one individual element of the system, which can
be contained therein without harming the entire
financial system. And mitigating systemic risk
appears to be a common defence underlying the
need for macro-prudential policy initiatives in
response to the financial crisis.

In Hansen’s view, uncertainty is related to risk
and ambiguity. Risk concerns the probabilities
assigned by a given model and ambiguity involves
not knowing which among a family of models
should be used to assess risk. The result is scepti-
cism about the model specification. This uncer-
tainty is felt by both researchers and investors.
That is, researchers outside a model must estimate
unknown parameters and assess model implica-
tions. And investors inside a model interact with
economic agents (consumers, enterprises and
policymakers) that cope with uncertainty and must
acknowledge this uncertainty in their interactions.

The uncertainty outside and inside economic
models identified by Hansen has implications for
the policy response to the so-called great recession.
This is because this uncertainty causes serious
difficulties in measuring systemic risk in a mean-
ingful way. In Hansen’s opinion, this challenges
the value of systemic risk as a guiding principle.
According to Hansen, the best way forward is
simplicity rather than trying to devise complicated
solutions. Indeed, complicated problems do not
necessarily require complicated solutions. For
example, Hansen would rather have simple and
transparent capital requirements for banks.

This is not to suggest that the entire global
financial crisis of 2008 can be understood and
solved with the contributions of Hansen, of
course. Contrary to the rational expectations
assumptions, markets do not clear, unsold goods
are left and unemployed workers do exist. At the
same time, the financial system that came tum-
bling down was based on the assumption of ratio-
nal individual behaviour and market discipline. In
particular, the financial crisis was a direct conse-
quence of the deregulation of financial markets

that was urged by the rational expectations
approach. Models based on these insights turned
out to have too much faith in financial markets and
too little interest in the inner workings of the
financial system. Indeed, convenience, not con-
viction, appears to dictate the choices that econo-
mists such as Hansen make. His models and those
of his rational expectations colleagues are influ-
ential precisely because of their simplicity. At the
same time, Hansen is more than willing to learn
from these mistakes. Along with economist
Andrew Lo, MIT Sloan Professor of Finance,
Hansen co-directs the Macro Financial Modeling
Group, a network of macroeconomists working to
develop improved models of the linkages between
the financial and real sectors of the economy in the
wake of the 2008 financial crisis. In the process,
this crisis may in the end prove to be a spur to
Hansen’s creativity.

See Also
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▶Uncertainty
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Abstract
The economics of happiness assesses welfare
by combining economists’ and psychologists’
techniques, and relies on more expansive
notions of utility than does conventional eco-
nomics. The research highlights factors other
than income that affect well-being. It is well
suited to informing questions in areas where
revealed preferences provide limited
information – for example, the welfare effects
of inequality and of inflation and unemploy-
ment. Despite the potential contributions for
policy, a note of caution is necessary because
of the potential biases in survey data and the
difficulties in controlling for unobservable per-
sonality traits.
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The economics of happiness is an approach to
assessing welfare which combines the techniques
typically used by economists with those more
commonly used by psychologists.

While psychologists have long used surveys of
reported well-being to study happiness, economists
only recently ventured into this arena. Early econo-
mists and philosophers, ranging from Aristotle to
Bentham, Mill, and Smith, incorporated the pursuit
of happiness in their work. Yet, as economics grew
more rigorous and quantitative, more parsimonious
definitions of welfare took hold. Utility was taken to
depend only on income as mediated by individual
choices or preferences within a rational individual’s
monetary budget constraint.

Even within a more orthodox framework,
focusing purely on income can miss key elements
of welfare. People have different preferences for
material and non-material goods. They may
choose a lower-paying but more personally
rewarding job, for example. They are nonetheless
acting to maximize utility in a classically
Walrasian sense.

The study of happiness or subjective well-
being is part of a more general move in economics
that challenges these narrow assumptions. The
introduction of bounded rationality and the estab-
lishment of behavioural economics, for example,
have opened new lines of research. Happiness
economics – which represents one new
direction – relies on more expansive notions of
utility and welfare, including interdependent util-
ity functions, procedural utility, and the interac-
tion between rational and non-rational influences
in determining economic behaviour.

Richard Easterlin was the first modern econo-
mist to revisit the concept of happiness, beginning
in the early 1970s. More generalized interest took
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hold in the late 1990s (see, among others,
Easterlin 1974, 2003; Blanchflower and Oswald
2004; Clark and Oswald 1994; Frey and Stutzer
2002a; Graham and Pettinato 2002; Layard 2005).

The Approach

The economics of happiness does not purport to
replace income-based measures of welfare but
instead to complement them with broader mea-
sures of well-being. These measures are based on
the results of large-scale surveys, across countries
and over time, of hundreds of thousands of indi-
viduals who are asked to assess their own welfare.
The surveys provide information about the impor-
tance of a range of factors which affect well-being,
including income but also others such as health,
marital and employment status, and civic trust.

The approach, which relies on expressed pref-
erences rather than on revealed choices, is partic-
ularly well suited to answering questions in areas
where a revealed preferences approach provides
limited information. Indeed, it often uncovers dis-
crepancies between expressed and revealed pref-
erences. Revealed preferences cannot fully gauge
the welfare effects of particular policies or insti-
tutional arrangements which individuals are pow-
erless to change. Examples of these include the
welfare effects of inequality, environmental deg-
radation, and macroeconomic policies such as
inflation and unemployment. Sen’s capabilities-
based approach to poverty, for example, high-
lights the lack of capacity of the poor to make
choices or to take certain actions. In many of his
writings, Sen (1995) criticizes economists’ exces-
sive focus on choice as a sole indicator of human
behaviour. Another area where a choice approach
is limited and happiness surveys can shed light is
the welfare effects of addictive behaviours such as
smoking and drug abuse.

Happiness surveys are based on questions in
which the individual is asked, ‘Generally speaking,
how happy are you with your life’ or ‘How satisfied
are you with your life’, with possible answers on a
four-to-seven point scale. Psychologists have a pref-
erence for life satisfaction questions. Yet answers to
happiness and life satisfaction questions correlate

quite closely. The correlation coefficient between
the two – based on research on British data for
1975–92, which includes both questions, and
Latin American data for 2000–1, in which alterna-
tive phrasing was used in different years – ranges
between .56 and .50 (Blanchflower and Oswald
2004; Graham and Pettinato 2002).

This approach presents several methodological
challenges (for a fuller description of these, see
Bertrand and Mullainathan 2001; Frey and Stutzer
2002b). To minimize order bias, happiness ques-
tionsmust be placed at the beginning of surveys. As
with all economic measurements, the answer of any
specific individual may be biased by idiosyncratic,
unobserved events. Bias in answers to happiness
surveys can also result from unobserved personality
traits and correlated measurement errors (which can
be corrected via individual fixed effects if and when
panel data are available). Other concerns about cor-
related unobserved variables are common to all
economic disciplines.

Despite the potential pitfalls, cross-sections of
large samples across countries and over time find
remarkably consistent patterns in the determinants
of happiness. Many errors are uncorrelated with the
observed variables, and do not systematically bias
the results. Psychologists, meanwhile, find valida-
tion in the way that people answer these surveys
based in physiological measures of happiness, such
as the frontal movements in the brain and in the
number of ‘genuine’ – Duchenne – smiles (Diener
and Seligman 2004).

Micro-econometric happiness equations have
the standard form:

Wit = a + bxit + eit , where W is the reported
well-being of individual i at time t, and X is a
vector of known variables including socio-
demographic and socioeconomic characteristics.
Unobserved characteristics and measurement
errors are captured in the error term. Because the
answers to happiness surveys are ordinal rather
than cardinal, they are best analysed via ordered
logit or probit equations. These regressions typi-
cally yield lower R-squares than economists are
used to, reflecting the extent to which emotions
and other components of true well-being are driv-
ing the results, as opposed to the variables that we
are able to measure, such as income, education,
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and marital and employment status. (Cross-
section work also typically yields low R-squares.)

The availability of panel data in some
instances, as well as advances in econometric
techniques, are increasingly allowing for sounder
analysis (Van Praag and Ferrer-i-Carbonell,
2004). The coefficients produced from ordered
probit or logistic regressions are remarkably sim-
ilar to those from OLS regressions based on the
same equations. While it is impossible to measure
the precise effects of independent variables on
true well-being, happiness researchers have used
the OLS coefficients as a basis for assigning rela-
tive weights to them. They can estimate how
much income a typical individual in the United
States or Britain would need to produce the same
change in stated happiness that comes from the
well-being loss resulting from, for example,
divorce ($100,000) or job loss ($60,000)
(Blanchflower and Oswald 2004).

The Easterlin Paradox

In his original study, Easterlin revealed a paradox
that sparked interest in the topic but is as yet
unresolved. While most happiness studies find
that within countries wealthier people are, on
average, happier than poor ones, studies across
countries and over time find very little, if any,
relationship between increases in per capita
income and average happiness levels. On average,
wealthier countries (as a group) are happier than
poor ones (as a group); happiness seems to rise
with income up to a point, but not beyond it. Yet
even among the less happy, poorer countries, there
is not a clear relationship between average income
and average happiness levels, suggesting that
many other factors – including cultural
traits – are at play (see Fig. 1).

Within countries, income matters to happiness
(Oswald 1997; Diener et al. 2003, among others).
Deprivation and abject poverty in particular are
very bad for happiness. Yet after basic needs are
met other factors such as rising aspirations, rela-
tive income differences, and the security of gains
become increasingly important, in addition to
income. Long before the economics of happiness

was established, James Duesenberry (1949) noted
the impact of changing aspirations on income
satisfaction and its potential effects on consump-
tion and savings rates. Any number of happiness
studies have since confirmed the effects of rising
aspirations, and have also noted their potential
role in driving excessive consumption and other
perverse economic behaviours (Frank 1999).

Thus, a common interpretation of the Easterlin
paradox is that humans are on a ‘hedonic tread-
mill’: aspirations increase along with income and,
after basic needs are met, relative rather than
absolute levels of income matter to well-being.
Another interpretation of the paradox is the psy-
chologists’ ‘set point’ theory of happiness, in
which every individual is presumed to have a
happiness level that he or she goes back to over
time, even after major events such as winning the
lottery or getting divorced (Easterlin 2003). The
implication of this theory for policy is that nothing
much can be done to increase happiness.

Individuals are remarkably adaptable, no doubt,
and in the end can get used to most things, and in
particular to income gains. The behavioural eco-
nomics literature, for example, shows that individ-
uals value losses more than gains (see Kahneman
et al. 1999, among others). Easterlin argues that
individuals adapt more in the pecuniary arena than
in the non-pecuniary arena, while life changing
events, such as bereavement, have lasting effects
on happiness. Yet, because most policy is based on
pecuniary measures of well-being, it overempha-
sizes the importance of income gains to well-being
and underestimates that of other factors, such as
health, family, and stable employment.

There is no consensus about which interpreta-
tion is most accurate. Yet numerous studies which
demonstrate that happiness levels can change sig-
nificantly in response to a variety of factors sug-
gest that the research can yield insights into
human well-being which provide important, if
complementary, information for policymakers.
Even under the rubric of set point theory, happi-
ness levels can fall significantly in the aftermath of
events like illness or unemployment. Even if
levels eventually adapt upwards to a longer-term
equilibrium, mitigating or preventing the unhap-
piness and disruption that individuals experience
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for months, or even years, in the interim certainly
seems a worthwhile objective for policy.

Selected Applications of Happiness
Economics

Happiness research has been applied to a range of
issues. Since a comprehensive review cannot be
undertaken here, a selection of some of the issues
the surveys can inform is provided. These include
the relationship between income and happiness,
inequality and poverty, the effects of macro-
policies on individual welfare, and the effects of
public policies aimed at controlling addictive
substances.

Some studies have attempted to separate the
effects of income from those of other endogenous
factors, such as satisfaction in the workplace.
Studies of unexpected lottery gains find that
these isolated gains have positive effects on hap-
piness, although it is not clear that they are of a
lasting nature (Gardner and Oswald 2001). Other

studies have explored the reverse direction of
causality, and find that people with higher happi-
ness levels tend to perform better in the labour
market and to earn more income in the future
(Diener et al. 2003; Graham et al. 2004).

A related question, and one which is still
debated in economics, is how income inequality
affects individual welfare. Interestingly, the
results differ between developed and developing
economies. Most studies of the United States and
Europe find that inequality has modest or insig-
nificant effects on happiness. The mixed results
may reflect the fact that inequality can be a signal
of future opportunity and mobility as much as it
can be a sign of injustice (Alesina et al. 2004). In
contrast, recent research on Latin America finds
that inequality is negative for the well-being of the
poor and positive for the rich. In a region where
inequality is much higher and where public insti-
tutions and labour markets are notoriously ineffi-
cient, inequality signals persistent disadvantage or
advantage rather than opportunity and mobility
(Graham and Felton 2006).
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Happiness surveys also facilitate the measure-
ment of the effects of broader, non-income com-
ponents of inequality, such as race, gender, and
status, all of which seem to be highly significant
(Graham and Felton 2006). These results find
support in work in the health arena, which finds
that relative social standing has significant effects
on health outcomes (Marmot 2004).

Happiness research can deepen our under-
standing of poverty. The set point theory suggests
that a destitute peasant can be very happy. While
this contradicts a standard finding in the
literature – namely, that poor people are less
happy than wealthier people within countries – it
is suggestive of the role that low expectations play
in explaining persistent poverty in some cases.
The procedural utilities and capabilities
approaches, meanwhile, emphasize the con-
straints on the choices of the poor.

What is perceived to be poverty in one context
may not be in another. People who are high up the
income ladder can identify themselves as poor,
while many of those who are below the objective
poverty line do not, because of different expecta-
tions (Rojas 2004). In addition, the well-being of
those who have escaped poverty is often
undermined by insecurity and the risk of falling
back into poverty. Income data does not reveal the
vulnerability of these individuals, yet happiness
data shows that it has strong negative effects on
their welfare. Indeed, their reported well-being is
often lower than that of the poor (Graham and
Pettinato 2002).

Happiness surveys can be used to examine the
effects of different macro-policy arrangements on
well-being. Most studies find that inflation and
unemployment have negative effects on happi-
ness. The effects of unemployment are stronger
than those of inflation, and hold above and beyond
those of forgone income (Di Tella et al. 2001). The
standard ‘misery index’, which assigns equal
weight to inflation and unemployment, may be
underestimating the effects of the latter on well-
being (Frey and Stutzer 2002b).

Political arrangements also matter. Much of the
literature finds that both trust and freedom have
positive effects on happiness (Helliwell 2004;
Layard 2005). Research based on variance in

voting rights across cantons in Switzerland finds
that there are positive effects from participating in
direct democracy (Frey and Stutzer 2002b).
Research in Latin America finds a strong positive
correlation between happiness and preference for
democracy (Graham and Sukhtankar 2004).

Happiness surveys can also be utilized to
gauge the welfare effects of various public poli-
cies. How does a tax on addictive substances, such
as tobacco and alcohol, for example, affect well-
being? A recent study on cigarette taxes suggests
that the negative financial effects may be
outweighed by positive self-control effects
(Gruber and Mullainathan 2005).

Policy Implications

Richard Layard (2005) makes a bold statement
about the potential of happiness research to
improve people’s lives directly via changes in
public policy. He highlights the extent to which
people’s happiness is affected by status – resulting
in a rat race approach to work and to income gains,
which in the end reduces well-being. He also
notes the strong positive role of security in the
workplace and in the home, and of the quality of
social relationships and trust. He identifies direct
implications for fiscal and labour market
policy – in the form of taxation on excessive
income gains and via re-evaluating the merits of
performance-based pay.

While many economists would not agree with
Layard’s specific recommendations, there is
nascent consensus that happiness surveys can
serve as an important complementary tool for
public policy. Scholars such as Diener and
Seligman (2004) and Kahneman et al. (2004)
advocate the creation of national well-being
accounts to complement national income
accounts. The nation of Bhutan, meanwhile, has
introduced the concept of ‘gross national happi-
ness’ to replace gross national product as a mea-
sure of national progress.

Despite the potential contributions that happi-
ness research can make to policy, a sound note of
caution is necessary in directly applying the find-
ings, both because of the potential biases in survey
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data and because of the difficulties associated with
analysing this kind of data in the absence of con-
trols for unobservable personality traits. In addi-
tion, happiness surveys at times yield anomalous
results which provide novel insights into human
psychology – such as adaptation and coping dur-
ing economic crises – but do not translate into
viable policy recommendations.

One example is the finding that unemployed
respondents are happier (or less unhappy) in con-
texts with higher unemployment rates. The posi-
tive effect that reduced stigma has on the well-
being of the unemployed seems to outweigh the
negative effects of a lower probability of future
employment (Clark and Oswald 1994; Stutzer and
Lalive, 2004; and Eggers et al. 2006). (Indeed, in
Russia even employed respondents prefer higher
regional unemployment rates. Given the dramatic
nature of the late 1990s crisis, respondents may
adapt their expectations downwards and are less
critical of their own situation when others around
them are unemployed.) One interpretation of these
results for policy – raising unemployment
rates – would obviously be a mistake. At the
same time, the research suggests a new focus on
the effects of stigma on the welfare of the
unemployed.

Happiness economics also opens a field of
research questions which still need to be
addressed. These include the implications of
well-being findings for national indicators and
economic growth patterns; the effects of happi-
ness on behaviour such as work effort, consump-
tion, and investment; and the effects on political
behaviour. In the case of the latter, surveys of
unhappiness or frustration may be useful for gaug-
ing the potential for social unrest in various
contexts.

In order to answer many of these questions,
researchers need more and better quality well-
being data, particularly panel data, which allows
for the correction of unobserved personality traits
and correlated measurement errors, as well as for
better determining the direction of causality (for
example, from contextual variables like income or
health to happiness versus the other way around).
These are major challenges in most happiness

studies. Hopefully, the combination of better
data and increased sophistication in econometric
techniques will allow economists to better address
these questions in the future.

See Also
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▶Utilitarianism and Economic Theory
▶Wage Inequality, Changes in
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Hardy, Charles Oscar (1884–1948)

Robert B. Ekelund Jr.

Financial economist; born Island City, Missouri,
2 May 1884, died 30 November 1948. Hardy held
posts at the University of Kansas and between

1918 and 1922 was a lecturer at the University
of Chicago, where he had received the PhD in
1916. Hardy was also vice-president of the Fed-
eral Reserve Bank of Kansas City and was long
associated with the Brookings Institution and with
monetary policy debates of his time. As a
Brookings scholar Hardy authored a number of
books dealing with currency problems, focusing
especially on the functioning of the gold standard.
Hardy argued (1936) that the increase in the
world’s monetary gold stock (since 1929) led to
undesirable expansions in floating credit and the
potential for monetary instability. Further he
thought that balance of trade shifts along with
changes in long-term investments created havoc
in the central bank’s ability to have an impact
upon domestic stability. He therefore argued for
large-scale modifications in the gold standard as it
was then practised. Hardy later advocated an
activist fiscal policy, coordinated with monetary
policy, to promote economic stabilization.

Hardy’smost original and important contribution
was to the theory of risk. In a 1923 paper
(co-authored with Leverett S. Lyon, 1923b) Hardy
analysed the functioning of futuresmarkets in detail,
carefully and correctly explainingwhy hedging con-
tracts cannot be expected to provide complete pro-
tection to the user against the risk of adverse price
changes. In the same year Hardy authored a
pre-Knightian textbook on risk (1923a). In it
Hardy features uncertainty as well as risk as ele-
ments in production and investment, crediting his
colleague Frank Knight for access to preliminary
versions of Knight’s Risk, Uncertainty, and Profit.
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1923a. Risk and risk-bearing. Chicago: Univer-
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1923b. (With L.S. Lyon.) The theory of hedging.
Journal of Political Economy 31: 276–87.

1932. Credit policies of the federal reserve sys-
tem. Washington, DC: The Brookings
Institution.

1936. Is there enough gold? Washington, DC:
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Harris, Seymour Edwin (1897–1975)

John Kenneth Galbraith

Keywords
Federal Reserve System; Harris, S. E.; Keynes-
ianism; New deal

JEL Classifications
B31

Harris was born in Brooklyn, New York, and
graduated from Harvard University, where he
also took his doctorate. His career, apart from
the Second World War period and a few post-
retirement years at the University of California at
La Jolla, was spent at Harvard. In the Second
World War, he was in charge of the pricing of
exported and imported products and various liai-
son tasks for the Office of Price Administration.
Throughout his life he undertook numerous
regional and developmental assignments in New
England and was one of the founders of the highly
successful Massachusetts community college
system.

Harris’s early academic work, including a major
history of the Federal Reserve System, was compe-
tent, orthodox and, as he would later view it,
uninspired. Upward progress in his academic career
at Harvard was also gradual and unspectacular, a
circumstance related at the time to his Jewish ori-
gins. In later years he emerged as one of the most
highly regarded members of the Cambridge (USA)
economic and university community. He became a
highly respected chairman of the Harvard econom-
ics department, and was the editor of the Review of
Economics and Statistics and of numerous essay
collections by fellow economists. He did not
entirely escape criticism from his more relaxed
colleagues for his prodigious work and publication
schedule. President John F. Kennedy, shortly before
he was killed, told of his intention of making Harris
his next appointment to the Board of Governors of
the Federal Reserve System.

From his earlier orthodox, even conservative,
tendencies Harris was released by Keynes and the
New Deal. His work came to reflect a strong
commitment to Keynesian economics and policy
and to the broad welfare measures of the Roose-
velt, Kennedy and Johnson years. He was not a
compelling writer; in his books, however, this was
more than compensated for by the solid compe-
tence of his research and preparation, his strongly
compassionate views on welfare issues and his
very evident desire to extend knowledge on a
great range of subject matter. On the economics
of health care, education, social security, interna-
tional monetary policy, central-bank policy, mon-
etary history and literally a dozen other topics, he
provided the basic source material from which
legislators learned what could be done, what
should be done and how it might be done. A full
listing of his works would be among the longest in
this Dictionary. Among the prominent later exam-
ples are those listed below.
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Harris–Todaro Hypothesis

M. Ali Khan

Abstract
The Harris–Todaro hypothesis replaces the
equality of wages by the equality of ‘expected’
wages as the basic equilibrium condition in a
segmented, but homogeneous, labour market,
and in so doing generates an equilibrium level
of urban unemployment when a mechanism for
the determination of urban wages is specified.
This article reviews work in which the
Harris–Todaro hypothesis is embedded in
canonical models of trade theory in order to
investigate a variety of issues in development
economics. These include the desirability
(or the lack thereof) of foreign investment, the
complications of an informal sector and the
presence of clearly identifiable ethnic groups.

Keywords
Development economics; Gains from trade;
Harris–Todaro hypothesis; Harris–Todaro
model; Heckscher–Ohlin–Samuelson trade
model; Immiserizing growth; Informal urban
sector; International trade theory;
Ricardo–Viner model; Rural-urban migration;
Rybczynski theorem; Stolper–Samuelson the-
orem; Trade unions; Underemployment;
Urban unemployment; Urban wage determina-
tion; Urban wage subsidies; Wage differentials

JEL Classifications
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The replacement of the equality of wages by the
equality of ‘expected’ wages as the basic equilib-
rium condition in a segmented, but homogeneous,
labour market has proved to be an idea of seminal
importance in development economics. Attrib-
uted originally to Todaro (1968, 1969) and Harris
and Todaro (1970), and commonly referred to as
the Harris–Todaro hypothesis, the idea was very

much in the air around the late 1960s, as can be
seen from the contemporaneous writings of Aker-
lof and Stiglitz (1969), Blaug et al. (1969) and
Harberger (1971), among others.

The motivation for the Harris–Todaro hypoth-
esis lies in an attempt to explain the persistence of
rural to urban migration in the presence of wide-
spread urban unemployment, a pervasive phe-
nomenon in many, so-called less-developed,
countries (but also see Suits 1985; Partridge and
Rickman 1997). It is natural to ask why such
unemployment does not act as a deterrent to fur-
ther migration. According to the Harris–Todaro
hypothesis, the answer lies in the migrant leaving
a secure rural wage wr for a higher expected urban
wage we

u even though the latter carries with it a
non-zero probability of urban unemployment.
The expected wage is computed by using the
rate of urban employment as an index for the
probability of finding a job. Thus

we
u ¼ wu

Lu
Lu þ U

þ 0
U

Lu þ U
¼ wu

1

1þ l
, (1)

where wu is the urban wage, Lu is the number of
urban employed, U the number of urban unem-
ployed and l = (U/Lu) the rate of urban unem-
ployment. Thus, the Harris–Todaro hypothesis is
precisely formulated by the equilibrium condition

wr ¼ we
u , wu ¼ wr 1þ lð Þ: (2)

Since the Harris–Todaro hypothesis introduces
a further unknown, namely, the rate of unemploy-
ment, a model in which the hypothesis is embed-
ded must be buttressed by a theory of urban wage
determination. The simplest setting is the one
originally adopted by Harris–Todaro and subse-
quently by Bhagwati and Srinivasan (1971, 1973,
1974). This setting assumes the urban wage to be
an exogenously given constant and typically ratio-
nalizes it as a consequence of government fiat.

In the 1970s, however, several theories of
endogenous urban wage determination were
simultaneously proposed. Foremost among these
is the work of Stiglitz, who provides a micro-
foundation for the urban wage in terms of labour
turnover (Stiglitz 1974), or in terms of biological
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efficiency considerations (Stiglitz 1976). Onemay
also mention in this context the work of Calvo
(1978), who sees the equilibrium urban wage as an
outcome of trade union behaviour (also Quibria
1988; Chau and Khan 2001; and Calvo and
Wellisz 1978, who see a higher urban wage as a
consequence of costly supervision). At this stage
of the development of the literature, each theory of
urban wage determination led to a particular ver-
sion of the Harris–Todaro model, and the common
structural similarities were obscured.

In Khan (1980a), the elementary observation is
made that all these variants of the Harris–Todaro
model could be studied under one rubric if the
Harris–Todaro hypothesis is embedded in the
Heckscher–Ohlin–Samuelson (HOS) two-sector,
so- called general equilibrium model (see Jones
1965; Johnson 1971), and the determination of
urban wages is seen in a somewhat more abstract
way, that is,

wu ¼ O wr,l,R, tð Þ, (3)

where R is the rental on capital and t a shift
parameter. This led to a model whose importance
lay, not so much in synthesizing the several vari-
ants of urban wage determination, but in empha-
sizing its points of contact with the trade theory
literature. In particular, when (3) collapses to

wu ¼ wr, (4)

that is, when the elasticity of the omega functionO(�)
with respect to wr is unity, and those with respect to
R and l are zero, we obtain the HOS model.

This point deserves further articulation. Let a
stylized economy consist solely of an urban and a
rural sector, indexed by u and r respectively, and
be endowedwith positive amounts of labour L and
capital K. Let the ith sector produce a commodity
i in amount Xi in accordance with a production
function

Xi ¼ Fi Li,Kið Þ, i ¼ u, r, (5)

which is assumed to exhibit constant returns to
scale and is twice continuously differentiable and
concave. The allocation of labour and capital, Li

and Ki is determined through marginal productiv-
ity pricing. Thus, we have

prF
K
r ¼ R ¼ puF

K
u , prF

L
r ¼ wr and puF

L
u

¼ wu, (6)

where Fj
i is the derivative of Fi(i = u, r) with

respect to j(j = Li, Ki). The economy is consid-
ered too small to influence the positive interna-
tional prices of the two commodities, pu and pr.
On rewriting the equilibrium condition (2) in the
slightly more general form,

wu ¼ rwr 1þ lð Þ; r a shift parameter, (7)

(3), (5), (6) and (7), along with the material bal-
ance equations below, complete the specification
of the model.

Kr þ Ku ¼ K and Lr þ Lu 1þ lð Þ ¼ L: (8)

The first point to be noticed about this model is
a decomposability property whereby the factor
prices, wu,wr, R and the unemployment rate l are
all independent of the endowments of labour and
capital and depend solely on pu , pr and the shift
parameters t and r. This can be seen most easily if
we subsume the marginal productivity conditions
(6) into price-equal-unit-cost equations

pi ¼ Ci wi,Rð Þ, i ¼ u, r: (9)

This allows one to decompose the model into a
subsystem comprising Eqs. (7) and (3) along with
(9). This basic observation leads to several inter-
esting characteristics of the equilibria of the
model. First, the market rural wage and market
rental correctly measure the social opportunity
cost of labour and capital if we use the interna-
tional value of GNP as the relevant measure of
social welfare. Second, despite the presence of a
distorted labour market, there is no possibility of
immiserizing growth. Third, an increase in capital
(labour) increases the output of the capital-
(labour-) intensive commodity provided the of
the labour- (capital-) intensive commodity pro-
vided the intensities are measured in employment
adjusted terms, that is
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ku
1þ l

¼ Ku

Lu 1þ lð Þ > or <ð ÞKr

Lr
¼ kr: (10)

This third property is an analogue of the
Rybczynski property of the HOS model. Not sur-
prisingly, we also obtain an analogue of the
Stolper–Samuelson property whereby the effect
of changes in international prices on factor returns
depends on factor intensities, provided these are
now measured in elasticity adjusted terms. The
urban sector is said to be capital intensive in
elasticity adjusted terms if

yrL yuK 1� elð Þ þ yuLeRð Þ
� yuLyrK ew � elð Þ
> or <ð Þ0, (11)

where yij is the share of the j
th factor (j = K, L) in

the ith sector (i= u, r), and ei is the elasticity of the
O(�) function with respect to the relevant variable.
In the setting where ew equals unity and eR and el
are all zero, (10) and (11) collapse to the conven-
tional physical and value intensities of Magee
(1976) and Jones (1971) for the HOS model with
proportional wage differentials. Under the further
specialization that p in (7) equals unity, there is no
difference between these two kinds of intensities
and a perfect correspondence between the
Rybczynski and Stolper–Samuelson theorems.

This reappearance of the divergence of the
physical and value intensities of the wage-
differential model leads us to inquire into the
possibility of downward-sloping supply curves
of Xr and Xu. This is indeed a possibility, and a
sharp generalization is available in the result that
there are perverse price–output responses in the
model if and only if the employment-adjusted
factor intensities do not conflict with the
elasticity-adjusted intensities; see Khan (1980b)
for details. Another direct consequence of the
decomposability property of the model is a gen-
eralization of the Bhagwati (1968), Johnson
(1971), Brecher and Alejandro (1977) paradox.
This states that capital inflow in the presence of
a tariff and with full repatriation of its earnings is
immiserizing if and only if the imported commod-
ity is capital intensive in employment-adjusted
terms. This result is independent of the various

mechanisms for the determination of urban
wages; see Khan (1982a) for details, and also
subsequent work by Beladi and Naqvi (1988),
Grinols (1991), Chao and Yu (1994, 1995c),
Chaudhuri and Mukhopadhyay (2002),
Chaudhuri (2001) and Sen et al. (1997). Both of
these results have a trade-theoretic flavour, and
one question that has remained in the forefront
of analytical work on the Harris–Todaro hypoth-
esis relates to the effect of urban wage subsidies
on urban unemployment and urban output.
(As emphasized above, this question could indeed
be seen as the raison d’êtrefor the introduction of
the hypothesis.) A seminal result here is the
Corden and Findlay (1975) paradox, which
draws attention to the fact that urban employment
and urban output could rise if the urban wage is
increased. This question has been readdressed by
Neary (1981) and completely resolved in the con-
text of endogenous urban wage determination by
Khan (1980b).

So far we have focused on the comparative-
static properties of the Harris–Todaro equilibrium.
It is also worth emphasizing that the actual exis-
tence of the Harris–Todaro equilibrium cannot be
taken for granted and must be proved. In the
original Harris–Todaro model with an exoge-
nously given rigid wage, equilibrium exists if
and only if the rural sector is more capital inten-
sive in employment-adjusted terms; see Khan
(1980a) and Basu (1991) for an application of
the geometric technique. Furthermore, once the
‘isomorphism’ with the HOS model is established
and understood, one can follow Neary’s (1978)
lead and ask for ‘reasonable’ adjustment pro-
cesses under which the Harris–Todaro equilib-
rium is locally asymptotically stable. It can be
shown that an adjustment process of the
Marshallian type leads to a stable equilibrium if
and only if the employment-adjusted factor inten-
sities do not conflict with the elasticity-adjusted
intensities; see Khan (1980b) for details. Since the
elasticity-adjusted intensities of (11) collapse to
yrLyuK in the Harris–Todaro model with a rigid
wage, we have the satisfying result that the criteria
for the existence of equilibrium and its stability
coincide; also see Neary (1981) for this
special case.
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The entry on this subject in the first (1987) edi-
tion of The New Palgrave: A Dictionary of Eco-
nomics was furnished under the title
Harris–Todaro hypothesis, and the model pre-
sented above referred to as the ‘generalized
Harris–Todaro’ (GHT) model. This is somewhat
misleading in that any model in which the
Harris–Todaro hypothesis is embedded has a jus-
tifiable claim to the title of a Harris–Todaro
model. Indeed, unlike the case of the HOS
model where capital is intersectorally mobile, the
hypothesis can be embedded in the Ricardo–Viner
model, a setting with three factors, or under an
alternative interpretation, one where capital can be
viewed as non-shiftable (for details on this and
other basic constructions of classical trade theory,
see, for example, Caves and Jones 1985). In many
ways, this case of a two- sector model with sector-
specific capital is more difficult and also more
interesting; see Khan (1982a, b) and Bhatia
(2002) for details. And there is at least one exam-
ple in the literature where a particular
Harris–Todaro model has been exported to inter-
national trade theory rather than imported from it:
Jones and Marjit (1992) investigate a multi-
sectoral setting of Khan (1991) by stripping it of
the Harris–Todaro hypothesis.

This updated entry would be seriously incom-
plete if it did not note a criticism of the
Harris–Todaro hypothesis centering on the urban
unemployed living on a zero wage, and a
corresponding generalization of the hypothesis.
This criticism also dovetails into an issue that has
received increasing attention from sociologists and
development economists since the early 1990s: the
existence of a dynamic informal urban sector, and
the possibility of the urban unemployed being
incorporated in it; see Portes et al. (1989) and
Fields (1975, 2005b) and their references. This
has led to a reformulation of (1) and (2) to

we
u ¼ wu

Lu
Lu þ U

þ wi
U

Lu þ U

¼ wu þ lwi

1 þ l
) wr ¼ we

u

, wu þ lwi ¼ wr 1 þ lð Þ, (12)

where wi is the wage in the informal sector. Again,
as in the original Harris–Todaro hypothesis, this
generalized hypothesis can be embedded in alter-
native production structures to yield a variety of
models tailored to the purpose the investigator has
in mind; see Chandra (1991) and Chandra and
Khan (1993) for a more detailed elaboration of
this point of view. The subject continues to receive
attention; see Stiglitz (1982), Fields (1990, 1997),
Rauch (1991), Gupta (1993, 1997a, b),
Bandyopadhyay and Gupta (1995), Kar and Marjit
(2001), Yabuuchi and Beladi (2001), Yabuuchi
et al. (2005) and Chaudhuri (2003).

We conclude this article with a partial list of
some other issues in trade and development that
have been discussed in the context of urban-rural
migration: gains from trade, now depending on
the asymmetric nature of the model and on
whether the rural or the urban commodity is
being exported, as in Khan and Lin (1982), Chao
and Yu (1993, 1997, 1999) and Choi and Yu
(2006); underemployment or educated unemploy-
ment as in Bhagwati and Srinivasan (1977) or in
Chaudhuri and Khan (1984) and Chaudhuri and
Mukhopadhyay (2003); public inputs as in Chao
et al. (2006); variable returns to scale as in
Panagariya and Succar (1986), Beladi (1988)
and Choi (1999); growth and technical progress
as in Bourguignion (1990), Chao and Yu (1995a)
and Chow and Zeng (2001); foreign enclaves as in
Gupta and Gupta (1998); capital markets,
distorted or otherwise, as in Khan and Naqvi
(1983) and Chao and Yu (1992); interaction of
ethnic groups as in Khan (1979, 1991) and Khan
and Chaudhuri (1985); risk and uncertainty as in
Beladi and Ingene (1994); environmental issues,
as in Chao et al. (2000) and Chao and Yu (2003);
cost-benefit analyses as in Srinivasan and
Bhagwati (1975), Stiglitz (1977, 1982), Gupta
(1988) and Chao and Yu (1995b); poverty and
income inequality as in Moene (1992) and
Rauch (1993). In summary then, the Harris–
Todaro hypothesis is a versatile and useful ana-
lytic instrument for investigating a variety of
questions arising in international and develop-
ment economics where urban unemployment is a
prominent issue.

5634 Harris–Todaro Hypothesis



See Also

▶Development Economics
▶Heckscher–Ohlin Trade Theory
▶Unemployment

Bibliography

Agesa, R. 2000. The incentive for rural to urban migration:
A re-examination of the Harris–Todaro model. Applied
Economics Letters 7: 107–110.

Akerlof, G., and J.E. Stiglitz. 1969. Capital, wages and
structural employment. Economic Journal 79:
269–281.

Bandyopadhyay, M., and M.R. Gupta. 1995. Development
policies in the presence of an informal sector: A note.
Journal of Economics 61: 301–315.

Basu, A. 1991. Locational choice for free trade zones:
A comment. Journal of Development Economics 50:
381–387.

Beladi, H. 1988. Variable returns to scale, urban unem-
ployment and welfare. Southern Economic Journal 55:
412–423.

Beladi, H., and C.A. Ingene. 1994. A general equilibrium
analysis of rural-urban migration under uncertainty.
Journal of Regional Science 34: 91–103.

Beladi, H., and N. Naqvi. 1988. Urban unemployment and
non-immiserizing growth. Journal of Development
Economics 28: 365–376.

Bhagwati, J.N. 1968. Distortions and immiserizing growth.
Review of Economic Studies 35: 481–485.

Bhagwati, J.N., and T.N. Srinivasan. 1971. The theory of
wage differentials: Production response and factor
price equalization. Journal of International Economics
1: 19–35.

Bhagwati, J.N., and T.N. Srinivasan. 1973. The ranking of
policy interventions under factor market imperfections:
The case of sector-specific sticky wages and unemploy-
ment. Sankhya,Series B 35: 405–420.

Bhagwati, J.N., and T.N. Srinivasan. 1974. On reanalyzing
the Harris–Todaro model: Policy rankings in the case of
sector-specific sticky wages. American Economic
Review 64: 502–508.

Bhagwati, J.N., and T.N. Srinivasan. 1977. Education in a
job ladder model and the fairness–in–hiring rule. Jour-
nal of Public Economics 7: 1–22.

Bhatia, K. 2002. Specific and mobile capital, migration and
unemployment in a Harris–Todaro model. Journal of
International Trade and Economic Development 11:
207–222.

Blaug, M., P.R.G. Layard, and M. Woodhall. 1969. The
causes of graduate unemployment in India. London:
Allen Lane.

Bourguignion, F. 1990. Growth and inequality in a dual
model of development: The role of demand factors.
Review of Economic Studies 64: 502–508.

Brecher, R.A., and C.F. Diaz-Alejandro. 1977. Tariffs,
foreign capital and immiserizing growth. Journal of
International Economics 7: 317–322.

Calvo, G.A. 1978. Urban unemployment and wage deter-
mination in LDC’s: Trade unions in the Harris–Todaro
model. International Economic Review 19: 65–81.

Calvo, G.A., and S. Wellisz. 1978. Supervision, loss of
control and the optimum size of the firm. Journal of
Political Economy 86: 943–952.

Caves, R.E., and R.W. Jones. 1985. World trade and pay-
ments. 4th ed. Boston: Little, Brown & Co.

Chakravarty, S.R., and B. Dutta. 1990. Migration and
welfare. European Journal of Political Economy 6:
119–138.

Chandra, V. 1991. The informal sector in developing coun-
tries: A theoretical analysis. Ph.D. thesis, Johns Hop-
kins University.

Chandra, V., and M. Ali Khan. 1993. Foreign investment in
the presence of an informal sector.Economica 60: 79–103.

Chao, C.C., and E.S.H. Yu. 1990. Urban unemployment,
terms of trade and welfare. Southern Economic Journal
56: 743–751.

Chao, C.C., and E.S.H. Yu. 1992. Capital markets, urban
unemployment and land. Journal of Development Eco-
nomics 38: 407–413.

Chao, C.C., and E.S.H. Yu. 1993. Content protection,
urban unemployment and welfare. Canadian Journal
of Economics 26: 481–492.

Chao, C.C., and E.S.H. Yu. 1994. Foreign capital inflows
and welfare in an economy with imperfect competition.
Journal of Development Economics 45: 141–154.

Chao, C.C., and E.S.H. Yu. 1995a. Urban growth, exter-
nality and welfare. Regional Science and Urban Eco-
nomics 24: 565–576.

Chao, C.C., and E.S.H. Yu. 1995b. The shadow price of
foreign exchange in a dual economy. Journal of Devel-
opment Economics 46: 195–202.

Chao, C.C., and E.S.H. Yu. 1995c. International capital
mobility, urban unemployment and welfare. Southern
Economic Journal 61: 486–492.

Chao, C.C., and E.S.H. Yu. 1997. Trade liberalization in
oligopolistic competition with unemployment:
A general equilibrium analysis. Canadian Journal of
Economics 30: 479–496.

Chao, C.C., and E.S.H. Yu. 1999. Export promotion,
unemployment and national welfare. International
Economic Journal 13: 17–34.

Chao, C.C., and E.S.H. Yu. 2003. Jobs, production link-
ages and the environment: Export promotion, unem-
ployment and national welfare. Journal of Economics
79: 113–122.

Chao, C.C., J. Kerkviliet, and E.S.H. Yu. 2000. Environmen-
tal preservation, sectoral unemployment, and trade in
resources. Review of Development Economics 4: 39–50.

Chao, C.C., J. Lafargue, and E.S.H. Yu. 2006. Public
inputs, urban unemployment and welfare in a develop-
ing economy. Asia Pacific Journal of Accounting and
Economics 13: 141–151.

Harris–Todaro Hypothesis 5635

H

https://doi.org/10.1057/978-1-349-95189-5_292
https://doi.org/10.1057/978-1-349-95189-5_1116
https://doi.org/10.1057/978-1-349-95189-5_1772


Chau, N.H., andM.A. Khan. 2001. Optimal urban employ-
ment policies: Notes on Calvo and Quibria. Interna-
tional Economic Review 42: 557–568.

Chaudhuri, S. 2001. Foreign capital inflow, non-traded
intermediary, urban unemployment, and welfare in a
small open economy. Pakistan Development Review
40: 225–235.

Chaudhuri, S. 2003. How and how far to liberalize a
developing economy with informal sector and factor
market distortions. Journal of International Trade and
Economic Development 12: 403–428.

Chaudhuri, T.D., and M.A. Khan. 1984. Educated unem-
ployment, educational subsidies and growth. Pakistan
Development Review 23: 395–409.

Chaudhuri, S., and U. Mukhopadhyay. 2002. Removal of
protectionism, foreign investment and welfare in a
model of informal sector. Japan and the World Econ-
omy 14: 101–116.

Chaudhuri, S., and U. Mukhopadhyay. 2003. Free educa-
tion policy and trade liberalization: Consequences on
child and adult labour markets in a small open econ-
omy. Journal of Economic Integration 18: 336–359.

Choi, J. 1999. Factor growth, urban unemployment and
welfare under variable returns to scale. International
Economic Journal 14: 17–34.

Choi, J., and E.S.H. Yu. 1993. Technical progress terms of
trade and welfare in a mobile capital Harris–Todaro
model. In Economic theory and international trade:
Essays in memoriam of J. Trout
Rader, ed. W. Neuefeind and R. Reizman. New York:
Springer.

Choi, J., and E.S.H. Yu. 2006. Industrial targeting and non-
shiftable capital in the Harris–Todaro model. Review of
International Economics 14: 1–12.

Chow, Y., and J. Zeng. 2001. Foreign capital in a neoclas-
sical model of growth. Applied Economics Letters 8:
613–615.

Corden, W.M., and R. Findlay. 1975. Urban unemploy-
ment, intersectional capital mobility and development
policy. Economica 42: 59–78.

Feldmann, D.H. 1989. The trade-off between GNP and
unemployment in a dual economy. Southern Economic
Journal 56: 46–55.

Fields, G.S. 1975. Rural-urban migration, urban unem-
ployment and job-search activity in LDCs. Journal of
Development Economics 2: 165–187.

Fields, G.S. 1989. On-the-job search in a labor market
model: Ex-ante choices and ex-post outcomes. Journal
of Development Economics 30: 159–178.

Fields, G.S. 1990. Labour market modelling and the urban
informal sector: Theory and evidence. In The informal
sector and evidence revisited, ed. D. Turnham. Paris:
OECD.

Fields, G.S. 1997. Wage floors and unemployment: A two-
sector analysis. Labour Economics 4: 85–92.

Fields, G.S. 2005a. A welfare economic analysis of labor
market policies in the Harris–Todaro model. Journal of
Development Economics 76: 127–146.

Fields, G.S. 2005b. A guide to multisector labor market
models, Social protection discussion paper, no. 0505.
Washington, DC: World Bank.

Grinols, E.L. 1991. Unemployment and foreign capital:
The relative opportunity costs of domestic labor and
welfare. Economica 62: 59–78.

Grossman, G.M. 1983. Partially mobile capital: A general
approach to two sector trade theory. Journal of Inter-
national Economics 15: 1–17.

Gupta, M.R. 1988. Migration, welfare, inequality and the
shadow-wage. Oxford Economic Papers 40: 477–486.

Gupta, M.R. 1993. Rural–urban migration, informal sector
and development policies: A theoretical analysis. Jour-
nal of Development Economics 41: 137–151.

Gupta, M.R. 1995. Tax on foreign capital income and wage
subsidy to the urban sector in the Harris–Todaro model.
Journal of Development Economics 47: 469–479.

Gupta, M.R. 1997a. Foreign capital and the informal sec-
tor: Comments on Chandra and Khan. Economica 64:
353–363.

Gupta, M.R. 1997b. Informal sector and informal capital
market in a small open less- developed economy. Jour-
nal of Development Economics 52: 409–428.

Gupta, K., and M.R. Gupta. 1998. Foreign enclaves and
economic development: A theoretical analysis. Journal
of Economics 67: 317–336.

Harberger, A.C. 1971. On measuring the social opportu-
nity cost of labour. International Labour Review 103:
559–579.

Harris, J.R., and M. Todaro. 1970. Migration, unemploy-
ment and development: A two sector analysis. Ameri-
can Economic Review 40: 126–142.

Jha, R. and Whalley, J.R. 2003. Migration and pollution,
Working paper, no. 20034. Department of Economics,
University of Western Ontario.

Johnson, H.G. 1971. The two-sector model of general
equilibrium, Yrjö Jahnsson Lectures. Chicago:
Aldine–Atherton.

Jones, R.W. 1965. The structure of simple general equilib-
rium models. Journal of Political Economy 73:
557–572.

Jones, R.W. 1971. Distortions in factor markets and the
general equilibrium model of production. Journal of
Political Economy 79: 437–459.

Jones, R.W., and S. Marjit. 1992. International trade and
endogenous production structures. In Economic theory
and international trade: Essays in memoriam of
J. Trout Rader, ed. W. Neuefeind and R. Reizman.
New York: Springer.

Kar, S., and S. Marjit. 2001. Informal sector in general
equilibrium: Welfare effects of trade policy reforms.
International Review of Economics and Finance 10:
289–300.

Khan, M. Ali. 1979. A multisectoral model of a small open
economy with non-shiftable capital and imperfect labor
mobility. Economic Letters 2: 369–375.

Khan, M. Ali. 1980a. The Harris–Todaro hypothesis and
the Heckscher–Ohlin–Samuelson trade model:

5636 Harris–Todaro Hypothesis



A synthesis. Journal of International Economics 10:
527–547.

Khan, M. Ali. 1980b. Dynamic stability, wage subsidies
and the generalized Harris–Todaro model. Pakistan
Development Review 19: 1–24.

Khan, M. Ali. 1982a. Social opportunity costs and
immiserizing growth: Some observations on the long
run returns versus and short. Quarterly Journal of
Economics 96: 353–362.

Khan, M. Ali. 1982b. Tariffs, foreign capital and
immiserizing growth with urban unemployment and
specific factors of production. Journal of Development
Economics 10: 245–256.

Khan, M. Ali. 1991. Ethnic groups and the Heckscher–-
Ohlin–Samuelson trade model. Economic Theory 1:
355–371.

Khan, M. Ali. 1992. On measuring the social opportunity
cost of labour in the presence of tariffs and an informal
sector. Pakistan Development Review 31: 535–562.

Khan, M. Ali. 1993. Trade and development in the pres-
ence of an informal sector: A four factor model. In
Capital investment and development, ed. K. Basu,
M. Majumdar, and T. Mitra. Oxford: Basil Blackwell.

Khan, M. Ali, and T.D. Chaudhuri. 1985. Development
policies in LDCs with several ethnic groups –
A theoretical analysis. Zeitschrift fur
Nationalökonomie 45: 1–19.

Khan, M. Ali, and P. Lin. 1982. Sub-optimal tariff policy
and gains from trade with urban unemployment.
Pakistan Development Review 21: 105–126.

Khan, M. Ali, and S.N.H. Naqvi. 1983. Capital markets
and urban unemployment. Journal of International
Economics 15: 367–385.

Magee, S.P. 1976. International trade and distortions in
factor markets. New York/Basle: Marcel-Dekker.

Marjit, S. 1991. Agro-based industry and rural–urban
migration: A case for an urban employment subsidy.
Journal of Development Economics 35: 393–398.

Marjit, S. 2003. Economic reform and informal wage –
A general equilibrium analysis. Journal of Develop-
ment Economics 72: 371–378.

Marjit, S., and H. Beladi. 2003. Possibility or impossibility
of paradoxes in the small country Harris–Todaro frame-
work. Journal of Development Economics 72:
379–385.

Moene, K.O. 1988. A reformulation of the Harris–Todaro
mechanism with endogenous wages. Economics Let-
ters 27: 387–390.

Moene, K.O. 1992. Poverty and land ownership. American
Economic Review 82: 52–64.

Neary, J.P. 1978. Dynamic stability and the theory of factor
market distortions. American Economic Review 68:
672–682.

Neary, J.P. 1981. On the Harris–Todaro model with
intersectoral capital mobility. Economica 48: 219–234.

Panagariya, A., and P. Succar. 1986. The Harris–Todaro
model and economies of scale. Southern Economic
Journal 52: 986–998.

Partridge, M.D., and D.S. Rickman. 1997. Has the wage-
curve nullified the Harris–Todaro model? Further US
evidence. Economics Letters 54: 277–282.

Portes, A., et al., eds. 1989. The informal economy: Studies
in advanced and less developed countries. Baltimore:
Johns Hopkins University Press.

Quibria, M.G. 1988. The Harris–Todaro model, trade
unions and the informal sector: A note on Calvo. Inter-
national Economic Review 29: 557–563.

Rauch, J. 1991. Modeling the informal sector formally.
Journal of Development Economics 35: 33–47.

Rauch, J. 1993. Economic development, urban underem-
ployment and income inequality. Canadian Journal of
Economics 26: 901–918.

Sato, Y. 2004. Migration, frictional unemployment, and
welfare-improving labor policies. Journal of Regional
Science 44: 773–793.

Sen, P., A. Ghosh, and A. Barman. 1997. The possibility of
welfare gains with capital inflows in a small tariff-
ridden economy. Economica 64: 345–352.

Srinivasan, T.N., and J. Bhagwati. 1975. Alternative policy
rankings in a large open economy with sector-specific
minimum wages. Journal of Economic Theory 11:
356–371.

Srinivasan, T.N., and J. Bhagwati. 1978. Shadow prices for
project selection in the presences of distortions: Effec-
tive rates of protection and domestic resource costs.
Journal of Political Economy 86: 91–116.

Stiglitz, J.E. 1974. Alternative theories of wage determi-
nation and unemployment in LDC’s: The labor-
turnover model. Quarterly Journal of Economics 88:
194–227.

Stiglitz, J.E. 1976. The efficiency wage hypothesis, surplus
labor, and the distribution of income in the LDCs.
Oxford Economic Papers 28: 185–207.

Stiglitz, J.E. 1977. Some further remarks on cost–benefit
analysis. In Project evaluation, ed. H. Schwartz and
R. Berney. Washington, DC: Inter-American Develop-
ment Bank.

Stiglitz, J.E. 1982. The structure of labor markets and
shadow prices in LDCs. In Migration and the labor
market in developing countries, ed. R.H. Sabot. Boul-
der: Westview Press.

Suits, D.B. 1985. US farm migration: An application of the
Harris–Todaro model. Economic Development and
Cultural Change 34: 815–828.

Todaro, M.P. 1968. An analysis of industrialization:
Employment and unemployment in LDCs. Yale Eco-
nomic Essays 8: 329–492.

Todaro, M.P. 1969. A model of labor migration and urban
unemployment in less developed countries. American
Economic Review 59: 138–148.

Yabuuchi, S., and H. Beladi. 2001. Urban unemployment,
informal sector and development policies. Journal of
Economics 74: 301–314.

Yabuuchi, S., H. Beladi, and G. Wei. 2005. Foreign invest-
ment, urban unemployment, and informal sector. Jour-
nal of Economic Integration 20: 123–138.

Harris–Todaro Hypothesis 5637

H



Harrod, Roy Forbes (1900–1978)

Walter Eltis

Keywords
Acceleration principle; Cost-push inflation;
Domar, E. D.; Dynamic theory; Effective
demand; Employment multiplier; Firm, theory
of; Harrod, R. F.; Harrod–Domar growth
model; Harrod-neutral technical progress;
Imperfect competition; Inflation; International
finance institutions; Keynesianism; Knife-
edge; Marginal revenue curve; Market share;
Monopolistic competition; Natural rate of
growth; Neoclassical growth theory;
Warranted rate of growth

JEL Classifications
B31

Roy Harrod was born in February 1900 and died
in 1978. His father, Henry Dawes Harrod, was a
businessman and author of two historical
monographs. His mother, Frances (née Forbes-
Robertson) was a novelist, and sister of the nota-
ble Shakespearean actor-manager, Sir Johnson
Forbes-Robertson. Henry Harrod’s business
failed in 1907, but Roy won a scholarship to St
Paul’s School in 1911 and a King’s Scholarship to
Westminster in 1913. He became Head of his
House, and in 1918 won a scholarship in history
to New College, Oxford, his father’s college. He
enlisted in September 1918 and was commis-
sioned in the Royal Field Artillery, but the war
ended before his training was completed.

He went up to Oxford in early 1919 and first
read Literae Humaniores (Classical Literature,
Ancient History and Philosophy). He might well
have devoted his career to academic philosophy,
and he valued his publications in that subject more
highly than his seminal contributions to econom-
ics. He has remarked that significant economic
problems have only attracted the attention of pro-
found thinkers for about 200 years, and interest in

them might well disappear in another 200. In
contrast, deep thought has been devoted to the
great philosophical problems (such as the validity
of inductive methods of thought) for more than
2,000 years and new contributions will be read for
so long as civilized life remains. But his philoso-
phy tutor at New College, H.W.B. Joseph,
deterred him from devoting his life to that subject,
by reacting extremely negatively to his essays.
Harrod has left an account of a seminar on
Einstein’s theory of relativity in Oxford in 1922
where Joseph drew attention to a few terminolog-
ical problems and believed this had undermined the
theory. Einstein’s theory of relativity survived, but
Harrod was persuaded not to pursue a career in
academic philosophy. In later years he published
in the distinguished philosophical journal, Mind,
and hisFoundations of Inductive Logic (1956a) has
received serious critical attention from philoso-
phers as distinguished as A.J. Ayer (1970), but his
main scholarly work was not to be in philosophy.

He followed his first class honours in Literae
Humaniores in 1922 with a first class in modern
history just one year later, and in 1923 Christ
Church, Oxford, elected him to a Tutorial Fellow-
ship (confusingly described as a studentship in
that college) to teach the novel subject, econom-
ics, which was to be part of Oxford’s new Honour
School of Politics, Philosophy and Economics.

Harrod was allowed two terms away from
Oxford so that he could learn enough economics
to teach it, and it was suggested that he might
spend this time in Europe, but he first went to
Cambridge where he attended a wide range of
lectures and wrote weekly essays on money and
international trade for John Maynard Keynes. He
was equally fortunate when he returned to Oxford,
for while he was critically discussing the econom-
ics essays of Christ Church’s undergraduates he
was himself writing weekly microeconomic
essays for the Drummond Professor of Political
Economy, Francis Ysidro Edgeworth.

In addition to his new academic work Harrod
took a notable part in the administration of his
college (where he was Senior Censor in 1929–31,
the most responsible office a student of Christ
Church can be called upon to discharge), and
also the university where he was elected to

5638 Harrod, Roy Forbes (1900–1978)



Oxford’s governing body (the Hebdomadal Coun-
cil) in 1929 before he was 30. In the university and
in Christ Church, he fought powerful campaigns
on behalf of Professor Lindemann (subsequently
Lord Cherwell) who held Oxford’s Chair of
Experimental Philosophy (Physics), and became
principal scientific adviser to Winston Churchill’s
wartime government and a member of his post-
war cabinet.

By 1930 his economics had developed to the
point where he was able to publish his first impor-
tant and original contribution, ‘Notes on Supply’,
in which he was the first 20th-century economist to
derive the marginal revenue curve. This should
have appeared in 1928 to produce a claim for
international priority, but Keynes, the editor of the
Economic Journal, sent the article to Frank Ram-
sey, who first believed there were difficulties with
the argument. He subsequently appreciated that his
objections rested on a misunderstanding, but
Harrod’s new contribution was less startling in
1930 than it would have been in 1928. He followed
this initial contribution to the imperfect competi-
tion literature with an important article, ‘Doctrines
of Imperfect Competition’ (1934), in which he
summarized the essential elements of the new the-
ories of Edward Chamberlin and Joan Robinson.

During the 1930s Harrod frequently stayed with
Keynes and he was increasingly drawn into the
group of brilliant young economists which
included Richard Kahn and Joan Robinson, who
were helping him develop the new theories which
culminated in The General Theory of Employment,
Interest and Money. Harrod had written a number
of important and influential articles in the press
advocating new reflationary policies in the early
1930s, and these together with his extension of
Kahn’s employment multiplier to international
trade in his International Economics (1933b) pro-
mpted JosephA. Schumpeter towrite in 1946 in his
obituary article on Keynes, ‘Mr Harrod may have
been moving independently toward a goal not far
from that of Keynes, though he unselfishly joined
the latter’s standard after it had been raised’.

Shortly after the General Theory appeared,
Harrod published The Trade Cycle (1936a) in
which he developed some of the dynamic impli-
cations of the new theory of effective demand.

The conditions where output would grow were a
central theme in Adam Smith’s The Nature and
Causes of the Wealth of Nations, and it had been
much analysed in the great 19th-century contribu-
tions of Malthus, Ricardo, Mill and Marx, but the
long-term dynamic implications of immediate
changes to particular economic variables received
virtually no attention in the neoclassical work that
followed the marginal revolution. In the General
Theory Keynes mostly went no further than to
work through completely the immediate effects
on a formerly stationary economy of a variety of
disturbances such as an excess of the saving
which would occur at full employment over the
investment businessmen considered it prudent to
undertake. Harrod went a vital step further and
showed what could be expected to occur if saving
was permanently high in relation to the long-term
opportunity to invest. In 1939 he followed The
Trade Cycle with ‘An Essay in Dynamic Theory’
(1939c), and after the war he developed his
growth theory further in the book, Towards a
Dynamic Economics (1948a). Important articles
followed including a ‘Second Essay in Dynamic
Theory’ (1960a), and ‘Are Monetary and Fiscal
Policies Enough?’ (1964a). It is almost certainly
because of Harrod’s rediscovery of growth theory
in the 1930s and his notable contributions to it that
Assar Lindbeck, the Chairman of the Nobel Prize
Committee, chose to state that he was among
those who would have been awarded a Nobel
Prize in economics if he had lived a little longer.
The nature of Harrod’s original contribution and
the gradual evolution of his theory from 1939 to
1964 are set out in the second part of this article.
The detailed technical characteristics of Harrod’s
growth model are the subject of Eltis (1987).

In the Second World War Harrod’s friendship
with Lindemann and his increasing distinction as
an economist led to an invitation to join the Sta-
tistical Department of the Admiralty (S Branch)
which Churchill set up when he again became
First Lord in 1939. This moved to Downing Street
when Churchill became Prime Minister in 1940,
but Harrod did not have a particular talent for
detailed statistical work and he developed an
increasing interest in the international financial
institutions, the International Monetary Fund and
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the World Bank, which would need to be set up as
soon as the war was won, and from 1942 onwards
he pursued this work in Christ Church. In the
immediate post-war years he took a strong interest
in national politics, and stood for Parliament
unsuccessfully as a Liberal in the general election
of 1945 and for a time he was a member of that
party’s Shadow Cabinet. He had served on Labour
Party committees before the war, and in the 1950s
with Churchill’s support he unsuccessfully sought
adoption as a Conservative parliamentary candi-
date: his economic advice was warmly welcomed
by Harold Macmillan, Conservative Prime Minis-
ter in 1957–63. Harrod received the honour of
knighthood in 1959 in recognition of his public
standing and his notable academic achievements
in the pre-war and post-war decades.

He had succeeded Keynes as editor of the Eco-
nomic Journal in 1945, and in partnership with
Austin Robinson (who looked after the book
reviews) he sustained its reputation and quality
until his retirement from the editorship in 1966.

His own post-war academic work included
important contributions in three areas. In addition
to the continuing development and refinement of
his pre-war work on dynamic theory, he published
extensively on the theory of the firm and on inter-
national monetary theory which had been his par-
ticular concern during the war.

The Oxford Economists’ Research Group had
begun to meet prominent British industrialists
before the war. A group of Oxford economists
which generally included Harrod invited individ-
ual industrialists to dine in Oxford, and after din-
ner they were questioned extensively on the
considerations which actually influenced their
decisions. This led to the publication of a number
of much cited articles and the book, Oxford Stud-
ies in the Price Mechanism (Wilson and Andrews
1951) to which Harrod himself did not contribute.
Propositions which emanated from these dinners
included the notion that businessmen took little
account of the rate of interest in their investment
decisions, and that they did not seek to profit
maximize, but priced instead by adding a margin
they considered satisfactory to their average or
‘full’ costs of production. In his important articles,
‘Price and Cost in Entrepreneurs’ Policy’ (1939b)

and ‘Theories of Imperfect Competition Revised’
(1952a), Harrod set out a theoretical account of
how firms price in which industrialists follow
something like these procedures. Their object is
especially to achieve a high market share, and by
setting prices low enough to deter new entry they
actually succeed in maximizing their long-run
profits and avoid the excess capacity that Cham-
berlin and Joan Robinson had considered an inev-
itable consequence of monopolistic or imperfect
competition. This attempt to reconcile the ‘rules
of thumb’ that the businessmen revealed with the
propositions of traditional theory was more highly
regarded outside Oxford than some of the books
and articles in the new tradition.

His work on the world’s international mone-
tary problems occupied a good deal of his time
and attention in the post-war decades. Keynes
himself had considered the breakdown in interna-
tional monetary relations a crucial element in the
collapse of effective demand in so many countries
in the 1930s, and he devoted much of the last
years of his life to the creation of new institutions
which would avoid a repetition of these disasters.
Harrod believed he was continuing this vital work
when he devoted much thought and energy to
these questions. He arrived at the conclusion that
there was bound to be some inflation in a world
which was successfully pursuing Keynesian poli-
cies, and that the liquidity base of the world’s
financial system was bound to become inadequate
if the price of gold failed to rise with other prices.
He believed that underlying world liquidity which
rested on gold in the last resort must be allowed to
rise in line with the international demand for
money. He therefore came to focus on the price
of gold, and in his book, Reforming the World‘s
Money (1965), he proposed that a substantial
increase in the price of gold would be needed if
subsequent international monetary crises were to
be avoided. Harry Johnson (1970) has summa-
rized his contribution to this debate.

Harrod took a great interest in actual develop-
ments in the United Kingdom economy, and
published seven books and collections of articles
in the first two postwar decades which were
directly concerned with the policies Britain
should follow. There was in addition an immense
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range of articles in the academic journals, the
bank reviews and the press on these questions,
not to mention monthly stockbrokers’ letters for
Phillips and Drew. Harrod argued strongly and
powerfully that nothing was to be gained by run-
ning the economy below full employment, which
meant an unemployment rate of less than two per
cent in the 1950s and the 1960s. In the late 1950s
he was deeply concerned that the removal of
import controls would render it increasingly dif-
ficult for Britain to pursue such Keynesian poli-
cies, and he was a vigorous opponent of European
Common Market entry. He attached more signif-
icance than some distinguished Keynesians to
holding down inflation but he published statistics
in Towards a New Economic Policy (1967a) to
show that in Britain this had tended to be faster
when the economy was in recession than when
output was allowed to expand. He argued there-
fore that deflationary policies could play no useful
role in policies to control the rate of cost inflation,
which he considered the essential element in
inflation in Britain. Policy swung sharply away
from this Keynesian tradition in the last years of
his life, and he wrote a final letter to The Times on
21 July 1976 in which he praised the economics
of Tony Benn and Peter Shore for their opposition
to the Labour government’s public expenditure
cuts, for, ‘To cut public spending when there is
an undesirably high rate of unemployment is
crazy’.

His advocacy of import controls and his
adverse reaction to deflationary policies at all
times might suggest that he was an economist of
the Left, but his willingness to support each of the
British political parties at various times underlines
how his approach to economic and social prob-
lems cannot be typecast. The lines of policy he
supported always followed directly from his
understanding of the significance of the major
interrelationships, and it was his belief that
Keynesian theory (which he had so notably
helped to refine and develop) provided the appro-
priate tools for the analysis of Britain’s economic
problems that led him towards the expansionist
policies he so consistently advocated. But further
theoretical and empirical relationships which he
believed were equally well founded led him to

advocate a series of social policies to which very
right-wing labels can be attached.

Just before the 1959 election his article, ‘Why
I Shall Vote Conservative’, in The Sunday Times,
put forward the startlingly unfashionable argu-
ment that only the Conservatives would allow
more money to go to the better off who had most
to contribute to the future of Britain. Harrod’s
strong belief in the importance of the quality of
the country’s population stock (which, he held,
mattered no less than the physical capital stock)
lay behind this article. Harrod thought the quality
of the population would be bound to deteriorate if
the middle classes continued to have fewer chil-
dren than the poor. He was a strong believer in the
inheritance of every kind of ability, and a provoc-
ative conversational conclusion he drew was that
in an ideal world one-third of Christ Church’s
much sought-after undergraduate places should
be sold to the rich. Their children often had insuf-
ficient academic ability to perform well in exam-
inations, but they had inherited abilities of other
kinds which would take them to the highest posi-
tions, so they should go to Oxford first. Harrod’s
reasoning on the inheritance of ability and its
implications is set out in detail in the Memoran-
dum he submitted to the Royal Commission on
Population in 1944. There he suggested that a
difficulty in finding servants was one reason why
the middle classes had fewer children. Among his
suggestions to remedy this state of affairs was that
Diplomas in Domestic Service should be
established, and that it should become common
practice for servants to have latch-keys and the
same rights as their mistresses to enjoy social lives
with no questions asked. His Memorandum reads
strangely nowadays when it is widely regarded as
unacceptable that any practical conclusions may
be drawn from the proposition that human abili-
ties are inherited. Harrod never hesitated to carry
his arguments to their limits, and he always went
where his reasoning took him, irrespective of the
predictable reactions of others.

The unselfconsciousness of both his academic
and his public writing comes out especially in his
two biographical volumes, the official life of
Keynes (commissioned by the executors) which
he published in 1951 and The Prof (1959a), his
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personal sketch of Lord Cherwell. As well as
providing magnificent accounts of their subjects
from the standpoint of one who had known them
intimately (and who profoundly understood the
economic problems Keynes wrestled with), these
books contain extensive autobiographical pas-
sages which will enable later generations to
know more of Harrod than any biographer can
begin to convey.

He ceased to lecture in Oxford in 1967 upon
reaching the statutory retirement age of 67, but as
a Visiting Professor he continued to teach in sev-
eral distinguished North American Universities.
He died in his Norfolk home in 1978 eleven years
after his Oxford work came to an end.

Harrod’s Revival of Growth Theory and
His Contribution to Keynesian
Macroeconomics

Harrod was intimately involved in the origins and
development of Keynesian economics. As the

galley proofs of the General Theory emerged
from the printers from June 1935 onwards, copies
were sent to Harrod, to Kahn and to Joan Robin-
son and with their assistance, Keynes rewrote
extensively for final publication. Harrod helped
to clarify the relationship between Keynes’s new
theory of the rate of interest and the then ruling
neoclassical theory where this depended upon the
intersection of ex ante saving and investment
schedules. In the course of their correspondence,
Harrod showed Keynes how well he understood
the essence of the General Theory by setting out
its novelty and its principal elements in ten lines
on 30 August 1935: Your view, as I understand it
is broadly this:-

Volume of investment determined by

marginal efficiency of

capital schedule

rate of interest

8<:
Rate of investment determined by

liquidity preference

schedule

quantity of money

8<:
Volume of employment determined by

volume of investment

multiplier

	
Value of multiplier determined by propensity to savef

Keynes responded, ‘I absolve you completely
of misunderstanding my theory. It could not be
stated better than on the first page of your letter.’

Almost immediately after the appearance of
the General Theory, Harrod published The Trade
Cycle (1936a) which contained for the first time in
the Keynesian literature the concept of an econ-
omy growing at a steady rate. Keynes wrote of it
to Joan Robinson on 25 March 1937, ‘I think he
has got hold of some good and important ideas.

But, if I am right, there is one fatal mistake’, and to
Harrod himself on March 31, ‘I think that your
theory in the form in which you finally enunciate
it is not correct, being fatally affected by a logical
slip in the argument.’ Harrod replied devastat-
ingly on April 6th, ‘There is no slip . . . The fact
is that you in your criticism are still thinking of
once over changes and that is what I regard as a
static problem. My technique relates to steady
growth.’ Harrod’s slip was in fact the first step
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towards the reinstatement of growth theory into
mainstream economic analysis.

Harrod convinced Keynes, who on 12 April
congratulated him for ‘having invented so inter-
esting a theory’, but with the reservation, ‘I should
doubt whether any reader who has not talked or
corresponded with you could be aware that the
whole of the last half of the book was intended to
be in relation to a moving base of steady pro-
gress.’ Keynes added that it was vital that Harrod
carry his ideas further and restate them more
comprehensibly.

Harrod made important progress in the next
15 months, and on 3 August 1938 he sent Keynes
a preliminary draft of the article, ‘An Essay in
Dynamic Theory’, and wrote in his accompanying
letter,

my re-statement of the dynamic theory ... is, I think,
a great improvement on my book . . . I have been
throwing out hints in a number of places of the
possibility of formulating a simple law of growth
and I want to substantiate the claim. It is largely
based on the ideas of the general theory of employ-
ment; but I think it gets us a step forward.

A lengthy correspondence then developed
between Harrod and Keynes in which the two
most original elements in Harrod’s contribution
which later excited much interest and controversy
in the economics profession were extensively
discussed.

Harrod’s principal innovation was the inven-
tion of a moving equilibrium growth path for the
economy, and he described this as the ‘warranted’
line of growth.

Harrod had perceived before he wrote The
Trade Cycle that there was a fundamental contra-
diction between the assumptions prevalent in the
microeconomic theory of the firm and industry, to
which he had made notable contributions, and the
new Keynesian macroeconomics. In the theory of
the firm, long-term investment was zero, for firms
had no motivation to undertake further investment
once they were in long-period equilibrium. But
the new Keynesian macroeconomics required that
there be net investment by firms or the govern-
ment whenever there was any net saving in the
macroeconomy. A theory compatible with both
macro and microeconomic equilibrium therefore

required that firms invest all the time, so that they
can continually absorb total net saving. Harrod’s
formulation of the warranted rate of growth, his
novel discovery, was an attempt to set out this
necessary equilibrium growth path that industrial
and commercial investment decisions must all the
time follow in order to achieve a complete eco-
nomic equilibrium.

Harrod’s moving equilibrium or warranted
growth path required that saving (of s per cent of
the national income) be continually absorbed into
investment, so he asked the question: at what rate
of growth will firms all the time choose to invest
the s per cent of the national income, which equi-
librium growth requires? To answer this question,
he made use of the acceleration principle or ‘the
relation’, as he called it, that firms need say Cr

units of additional capital to produce an extra unit
of output. It follows from these premises that the
warranted rate of growth of output will be s/Cr per
cent per annum. Since each rise in output by 1 unit
entails that Cr extra units be invested, a rise in
output by s/Cr per cent of the national income will
call for an equilibrium investment ofCr times this,
which is precisely s per cent of the national
income, the ratio of ex ante saving in the national
income. In Harrod’s examples at this time, he
suggested a typical s of 10 per cent of the national
income and a Cr of 4, to produce a warranted rate
of growth of 2.5 per cent.

This idea that if there is continual saving, then
equilibrium entails a continual geometric growth
in production came as a considerable surprise to
Keynes and the other members of the ‘circus’. As
Harrod had already explained in April 1937,

The static system provides an analysis of what
happens where there is no increase [in output]
which entails (as in Joan Robinson’s long-period
analysis) that saving= 0. Now I was on the lookout
for a steady rate of advance, in which the rates of
increase would be mutually consistent.

But Harrod’s second discovery had equally rad-
ical implications. Suppose the actual growth of
output is marginally above the equilibrium or
warranted rate of growth. In Harrod’s numerical
example with s 10 per cent and Cr 4, it can be
supposed that output actually grows 0.1 per cent
faster than the warranted rate, that is by 2.6 per cent
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instead of 2.5 per cent. Then with 2.6 per cent
output growth, the acceleration principle or relation
will entail that 4 times 2.6 per cent be added to the
capital stock, so that ex ante investment is 10.4 per
cent of the national income. With ex ante saving
limited to 10.0 per cent, the 0.1 per cent excess of
actual growth overwarranted growth then produces
an excess in ex ante investment over ex ante saving
of 0.4 per cent of the national income. Any excess
in ex ante investment over ex ante saving will be
associated with extra expansion of the national
income according to the economics of the General
Theory. Thus, if the actual rate of growth exceeds
the warranted rate of s/Cr per cent, the tendency
will be for actual growth to rise and rise, for as soon
as actual growth rises from 2.6 to say 3 per cent,
required investmentwill rise further to 4 times 3 per
cent which equals 12 per cent and so exceed the
10 per cent savings ratio by a still greater margin.
Conversely, when actual growth comes out at a rate
just short of the warranted 2.5 per cent, ex ante
investment will be below the 10 per cent savings
ratio, whichwill cause the rate of growth to decline.
This second discovery, which became known as
Harrod’s knife- edge, was therefore that any rate of
growth in excess of the equilibrium or warranted
path he had discovered would set off a continual
acceleration of growth, while any shortfall would
set off deceleration. He wrote to Keynes of this
discovery on 7 September 1938:

If in static theory producers produce too little, they
will be well satisfied with the price they get and feel
happy; but this is not taken to be the right amount of
output; they will be stimulated to produce more.
The equilibrium output is taken to be that which
just satisfies them and induces them to go on as
before. Similarly the warranted rate [of growth] is
that which just satisfies them and leaves them going
on as before. The difference between the warranted
rate and the old equilibrium (i.e. the difference
between dynamic and static theory) is, in my view,
that if they produce above the warranted rate, they
will be more than satisfied and be stimulated, and
conversely, while in the case of equilibrium in static
conditions the opposite happens. The ‘field’ round
the [static] equilibrium contains centripetal, that
round the warranted centrifugal forces.

It took Keynes time to absorb Harrod’s star-
tling discovery. On 19 September he proposed a
counter-example in which Cr was merely one-

tenth, while s was also one-tenth. With this
counter-example, a deviation of output by a
small amount from the warranted path, say by d
x, which would raise planned investment above
the level at which it would otherwise be by Cr d x
would merely raise this by 0.10 d x, which would
equal the rise in planned saving of s d x, which
would also come to 0.10 d x, so there would be no
tendency towards an explosive growth in effective
demand. This would grow explosively if Cr was
one-ninth (in which case planned investment
would rise by 0.11 d x and saving by only 0.10 d
x) but the further growth of output would be
damped if Cr was merely one-eleventh, so,
Keynes insisted, ‘neutral, stable or unstable equi-
librium’ are equally likely.

Harrod protested on 22 September, ‘it is absurd
to suppose extra capital required [Cr] only 1

10
of

annual output, when the capital required in asso-
ciation with the pre-existent level of incomes in
England today is 4 or 5 times annual output’. The
probability that Cr would exceed s so that ex ante
investment would rise by more than ex ante sav-
ing in order to produce instability was therefore
overwhelming.

But several qualifications emerged. In compar-
ing the increase in ex ante investment to the
increase in ex ante saving following a small devi-
ation of output from the warranted rate:

1. The relevant marginal capital coefficient (Cr)
which determines how much planned invest-
ment will rise is the net new requirement of
induced investment. In so far as investment
decisions are autonomous of short-term fluctu-
ations in output, the relevant Cr will be lower
than the economy’s overall capital output ratio.

2. The relevant coefficient which determines the
increase in planned saving is the marginal and
not the average propensity to save. Planned
saving will rise more where output deviates
upward from the warranted rate, the greater is
the marginal propensity to save in relation to
the average propensity.

The circumstances that could produce a stable
upward deviation of growth from the warranted
rate and the avoidance of Harrod’s knife-edge are
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therefore a very high marginal propensity to save
in combination with a situation where most
investment is autonomous so that the induced
investment coefficient, Cr, is considerably less
than 1. In ‘An Essay in Dynamic Theory’,
Harrod covered this possibility with the caveat,
‘when long-range capital outlay is taken into
account . . . the attainment of a neutral or stable
equilibrium of advance may not be altogether
improbable in certain phases of the cycle’. The
possibility he had in mind here is that in the early
stages of a cyclical recovery there may be so
much excess industrial capacity that Cr will be
quite low for a time, and therefore quite possibly
lower than the marginal propensity to save. But
in general any deviation of growth from the
warranted line of advance would raise ex ante
investment by a greater margin than ex ante
saving with the result that the rate of growth
would deviate further.

In addition to establishing the existence of the
warranted line of advance and its instability,
Harrod had to define the equilibrium investment
behaviour by businesses which would actually
lead to expansion at the requisite rate. In his
1939 article he omitted to offer any behavioural
rule but simply asserted that the warranted rate
was ‘that rate of growth which, if it occurs, will
leave all parties satisfied that they have produced
neither more nor less than the right amount’. That
is no more than a description of equilibrium
growth, and much the same can be said of his
definition of the warranted rate in Towards a
Dynamic Economics (1948a) as ‘that over-all
rate of advance which, if executed, will leave
entrepreneurs in a state of mind in which they
are prepared to carry on a similar advance’. It
was only in the article ‘Supplement on Dynamic
Theory’ (1952b) that Harrod arrived at a
behavioural assumption that matched his alge-
braic formulation of the warranted rate:

Let the representative entrepreneur on each occa-
sion of giving an order repeat the amount contained
in his order for the last equivalent period, adding
thereto an order for an amount by which he judges
his existing stock to be deficient, if he judges it to be
deficient, or subtracting therefrom the amount by
which he judges his stock to be redundant, if he
does so judge it.

With that assumption an economy which once
achieves growth at the warranted rate will sustain
it, while any upward or downward deviations will
lead to still greater deviations wherever Cr

exceeds the marginal propensity to save.
But it emerged by 1964, when Harrod

published ‘Are Monetary and Fiscal Policies
Enough?’, that even that assumption fails to
define growth at the warranted rate, for it must
also be assumed that the representative entrepre-
neur will expand at a rate of precisely s/Cr when
he judges his capital to be neither deficient nor
redundant. This requires an expectation by the
representative entrepreneur that his market will
grow at a rate of precisely s/Cr. Hence the full
requirement for growth along Harrod’s
warranted equilibrium path is that entrepreneurs
expect growth at this rate and expand and con-
tinue to expand at that rate so long as their
capital stock continues to grow in line with
their market so that it is neither deficient nor
redundant. They will of course increase their
rate of expansion if their capital should prove
deficient, and curtail it if part of their stock
becomes redundant.

The warranted rate of growth and its instability
were Harrod’s great innovations. From 1939
onwards he contrasted this equilibrium rate with
the natural rate of growth, ‘the rate of advance
which the increase of population and technologi-
cal improvements allow’, which was entirely
independent of the warranted rate. Harrod defined
the rate of technical progress more precisely in
1948 as the increase in labour productivity
‘which, at a constant rate of interest, does not
disturb the value of the capital coefficient’. This
then entered the language of economics as
Harrod- neutral technical progress, which,
together with growth in the labour force, deter-
mines the natural rate of growth, that is, the rate at
which output can actually be increased in the long
run. This raised few theoretical problems in 1939,
and there was nothing novel in the proposition
that long-term growth must depend on the rate of
increase of the labour force and technical pro-
gress. Keynes himself had said as much several
years earlier in ‘Economic Possibilities for our
Grandchildren’ (1930). But the contrast between
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this natural rate and Harrod’s innovatory
warranted rate offered entirely new insights.

If the warranted rate exceeds the feasible natu-
ral rate, the achievement of equilibrium growth
must be impractical because the economy cannot
continue to grow faster than the natural rate. It
must deviate downwards from the warranted rate
towards the natural rate far more than it deviates
upwards with the result that ‘we must expect the
economy to be prevailingly depressed’. If the
natural rate is greater, output will tend to deviate
upwards towards the natural rate with the result
that the economy should enjoy ‘a recurrent ten-
dency towards boom conditions’.

Keynes’s own reaction to the dichotomy
between the warranted and natural rates was char-
acteristically (his letter to Harrod on 26 September
1938) that the warranted rate always exceeded the
natural:

In actual conditions ... I suspect the difficulty is, not
that a rate in excess of the warranted is unstable, but
that the warranted rate itself is so high that with
private risk-taking no one dares to attain it . . .

I doubt if, in fact, the warranted rate –let alone
an unstable excess beyond the warranted has ever
been reached in USA and UK since the war, except
perhaps in 1920 in UK and 1928 in USA. With a
stationary population, peace and unequal incomes,
the warranted rate sets a pace which a private risk-
taking economy cannot normally reach and can
never maintain.

That is characteristic Keynes, but Harrod had
persuaded him to express his familiar analysis in
the language of his new theory of growth. In the
immediate post-war decades when full employ-
ment and creeping inflation prevailed, it was
widely argued that the natural rate had come to
exceed the warranted. The richness of Harrod’s
model is demonstrated by its ability to illuminate
both kinds of situation.

Evsey Domar’s growth model which has a good
deal in common with Harrod’s was published
seven years after ‘An Essay in Dynamic Theory’,
and a considerable literature emerged in the next
15 years on the stability conditions and other
important features of what came to be known as
the Harrod–Domar growthmodel. This is elegantly
summarized by Frank Hahn and Robin Matthews
in their celebrated 1964 survey article.

The development of neoclassical growth the-
ory in the 1950s led to an increasing realization
that the warranted and natural growth rates could
be equated by an appropriate rate of interest. If the
warranted rate was excessive so that oversaving
led to slump conditions, a lower interest rate
which raised Cr sufficiently would bring it down
to the natural rate. Conversely the inflationary
pressures that resulted from an insufficient
warranted rate would be eliminated if higher inter-
est rates reduced Cr sufficiently. If the real rate of
interest andCr responded in this helpful way, s/Cr,
the warranted rate could always be brought into
equality with the natural rate.

Harrod’s response included his ‘Second Essay
in Dynamic Theory’ (1960a), a title which under-
lines its significance. He proposed that there was
an optimum real rate of interest rn which would
maximize utility, with a value of Gp/e, Gp being
the economy’s long-term rate of growth of labour
productivity and e the elasticity of the total utility
derived from real per capita incomes with respect
to increases in these. If a one per cent increase in
real per capita incomes raises per capita utility 0.5
per cent, e will be 0.5, and rn the optimum rate of
interest which maximizes utility will be Gp/0.5,
viz. twice the rate of growth of labour productiv-
ity. If the marginal utility of income does not fall at
all as real per capita incomes rise, per capita utility
will grow one per cent when incomes rise one per
cent so that e is unity, and rn equals Gp. The more
steeply the marginal utility of incomes fall, the
more e will fall below unity, and the more the
optimum real rate of interest, Gp/e, will exceed
the rate of growth of labour productivity.

If a society actually seeks to establish the opti-
mum rate of interest determined in this kind of way,
the value of Crwill depend upon this optimum rate
of interest, so it will not also be possible to use the
rate of interest to equate the natural and warranted
rates of growth in the manner the neoclassical
growth models of, for instance, Robert Solow
(1956) and Trevor Swan (1956) propose. There
will therefore still be difficulties because the
warranted rate of growth with real interest rates at
their optimum level will not in general be equal to
the natural rate. Therefore, as Harrod suggested in
the final articles he published in 1960 and 1964,
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governments will have to run persistent budget
deficits or surpluses if they are to avoid the diffi-
culties inherent in discrepancies between the natu-
ral and the warranted rates of growth.

So Harrod remained a convinced Keynesian
who continued to believe that a long-term imbal-
ance between saving, the main determinant of the
warranted rate, and investment opportunity would
call for persistent government intervention. When
that approach to economic policy again becomes
fashionable, economists may learn a good deal
from Harrod’s later articles which have not yet
received the same attention from the economics
profession as his seminal work in the 1930s and
the 1940s.
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Harrod–Domar Growth Model

Walter Eltis

The Keynesian revolution led Roy Harrod (1939)
and Evsey Domar (1946 and 1947) to work out
the implications of permanent full employment. In
The General Theory of Employment, Interest and
Money (1936) Keynes himself showed how full
employment could be reached, but he made no
attempt to work out the long-term conditions
which must be satisfied before an economy can
continue to produce at that level. Harrod’s and
Domar’s analyses of this problem show that
long-term full employment requires that two fun-
damental conditions be satisfied.

First, the economy must invest full employ-
ment saving every year. If saving is sf per cent of
the full employment national income, and invest-
ment falls short of this, then as Keynes showed,
effective demand is bound to be insufficient for
full employment.

Second, for continuous full employment, the
rate of growth of output must equal the growth of
the physical labour force, plus the rate of increase
in labour productivity. If there are n per cent more
workers every year, and each produces a per cent
more output, then continuous full employment
requires that production grow (n + a) per cent a
year. There will be no need to make use of n per
cent more workers if output grows less than this,
so all the extra workers who wish to join the
labour force will not find employment.

Harrod and Domar both discovered a truism
which allows formulae for g, the rate of growth,
to be derived from these fundamental condi-
tions. g can be defined as dY/Y, where dY is
‘increase in output’ and Y the level of output.
dY/Y is identically equal to dK/Y divided by dK/
dY, where dK/Y is ‘increase in capital/output’,
that is, ‘investment/output’, while dK/dY is
‘increase in capital/increase in output’ or the
marginal capital-output ratio. There is therefore
the truism that:

g � Investment=output I=Yð Þ 	 thecapital

� output ratio Cð Þ:

This can be combined with two basic full employ-
ment conditions. The result is presented first in the
manner suggested by Harrod (whose model was
published seven years prior to Domar’s).

The condition that for full employment the
share of investment must equal the full employ-
ment savings ratio, sf, means that in the above
formula, it is necessary that:

g ¼ sf whichhas toequal I=Yð Þdivided byC:

There will be one particular level of C, the mar-
ginal capital–output ratio, which profit maximiz-
ing entrepreneurs consider ideal, for which
Harrod used the symbol, Cr, and when this is
substituted for C in the above expression, one
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necessary condition for continuous equilibrium
growth at full employment is arrived at:

g ¼ sf =Cr

A second condition which needs to be satisfied if
there is to be continuous full employment is that the
economy’s rate of growth must equal (n + a), the
rate of growth of the physical labour force plus
labour productivity. Hence, if there is to be contin-
uous full employment growth, it is necessary that:

g ¼ sf =Cr ¼ nþ a

So growth has to equal both sf /Cr and (n + a).
Harrod called the first of these the ‘warranted’ rate
of growth for which he used the symbol gw and the
second the ‘natural’ rate for which he wrote gn. An
economy will only be able to achieve continuous
full employment if its rate of growth is equal to
both gw and gn. Since in Harrod’s account, sf and
Cr which determine the ‘warranted’ rate, and
(n + a) which determines the natural rate, are
exogenously given and independent, gw and gn
will only be equal by chance. It follows that actual
economies will find it virtually impossible to
achieve continuous full employment, a Keynesian
result which follows naturally from Harrod’s
Keynesian assumptions.

In the version Domar published in 1946 and
1947 which he sent to the printers before he was
aware of Harrod’s 1939 article, ‘the rate of growth
required for a full employment equilibrium’
(Harrod’s gn) is described as r, the economy’s
long-term saving ratio (sf) is a, and the annual
output produced by a unit of capital in the long
term (l/Cr) is s. Domar’s equivalent to Harrod’s
condition for long term full employment equilib-
rium that gn must equal sf /Cris (Harrod 1959) the
identical proposition that r must equal as.
Harrod’s symbols are more often used than

Domar’s because g, s, and C are more readily
thought of as the growth rate, the savings ratio
and the capital-output ratio than, r, a and l/s.

Harrod and Domar were both then unaware of
the work of Fel’dman, who had produced a growth
model quite similar to theirs in the Soviet Union in
1928. Domar published an account of Fel’dman’s
model, ‘A SovietModel of Growth’, in his theirs in
the Soviet Union in 1928. Domar published an
account of Fel’dman’s model, ‘A Soviet Model of
Growth’, in his Essays in the Theory of Economic
Growth (1957), a collection of papers in which his
own model of growth and its implications for pub-
lic policy are fully developed.

The consequences of the all but inevitable failure
to achieveHarrod’s andDomar’s conditions provide
illuminating insights into the long termdevelopment
of real economies which often fail to achieve full
employment over considerable periods. Harrod’s
first condition is that g, the economy’s actual rate
of growthmust equal the ‘warranted’ rate, sf /Cr. The
meaning of this condition is that equilibriumgrowth
entails that full employment saving be continuously
invested, as in Table 1, where a full employment
savings ratio (sf) of 12 per cent, and a required
capital-output ratio (Cr) of 4 are assumed, so that
the warranted rate is exactly 3 per cent. The real
national income is 100 in thefirst year, and the initial
capital stock is exactly the one required, namely four
times this or 400.

Investment which is always 12 per cent of the
national income is added to the capital stock of the
previous year, and the national income (which
grows at exactly the warranted rate of 3 per cent)
is always exactly one-quarter the capital stock, so
the ‘desired capital stock’ (which is Cr times the
national income) is always in line with the actual
stock. This means that if the economy grows at
precisely the ‘warranted’ rate (3 per cent), entre-
preneurs will be satisfied that they have undertaken
the commercially correct rate of investment.

Harrod–Domar Growth
Model, Table 1 A table to
illustrate growth at the
warranted rate sf = 12 and
Cr = 4

Year Capital stock National income Desired capital Investment

K = K�1 + I�1 Y Cr.Y I = s.Y

1 400.00 100.00 400.00 12.00

2 412.00 103.00 412.00 12.36

3 424.36 106.09 424.36 12.73
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In 1939 Harrod defined the ‘warranted’ rate of
growth as ‘that rate of growth which, if it occurs,
will leave all parties satisfied that they have
produced neither more nor less than the right
amount’, which is precisely the situation in the
table where the actual capital stock always equals
the desired stock.

Table 2 illustrates what goes wrong when g, the
actual rate of growth is less than gw. It is assumed
that g is only 2 per cent, while with sf 12 per cent
and Cf 4 as before, gw is still 3 per cent.

Here, where the rate of growth is slightly less
than the warranted rate the capital stock actually
increases faster than the one entrepreneurs con-
sider ideal. This margin of excess capital grows
continuously, year after year, so the time is bound
to come where entrepreneurs will respond by cut-
ting investment. According to Harrod (1952) the
rate at which firms invest to expand will be deter-
mined as follows:

Let the representative entrepreneur on each occa-
sion of giving an order repeat the amount contained
in his order for the last equivalent period, adding
thereto an order for an amount by which he judges
his existing stock to be deficient, if he judges it to be
deficient, or subtracting therefrom the amount by
which he judges his stock to be redundant, if he
does so judge it (p. 284).

In the conditions set out in Table 2 where gw
exceeds g, part of the capital stock of the repre-
sentative entrepreneur gradually becomes redun-
dant, so investment and therefore effective
demand and growth will begin to fall. Thus
Harrod arrived at the extremely uncomfortable
conclusion that if actual growth is less than the
‘warranted’ rate, it will come to fall still further
below this. It can be shown similarly that
if g exceeds gw for any reason, the economy
will become increasingly short of capital with
the result that g will rise further and further
above gw.

There are propositions in microeconomic the-
ory which claim to demonstrate that if there is a
surplus of any particular commodity, then the rate
at which it is supplied will fall off with the result
that market forces respond in the direction
required to remove the surplus. The economy is
therefore expected to respond to a shortage or
surplus of an individual commodity in the manner
required to remove it; but according to Harrod’s
instability theorem, at the macroeconomic level,
any chance deviation of actual growth below the
warranted rate will lead to excess capacity, and as
this grows, investment and hence effective
demand will be curtailed, which will lead to the
creation of still more excess capacity. The
response of the macro-economy to excess capital
will therefore be the opposite of that required to
remove the excess, with the result that economies
are inherently unstable at the macro level.

Domar arrived at a similar result by directly
contrasting the rate of growth of effective demand
to the growth of productive capacity. In his for-
mulation (but using Harrod’s symbols) the growth
in demand equals the increase in investment (dI)
times the multiplier (1/S) while the growth of
productive capacity equals total investment (I)
divided by the long term capital-output ratio
(Cr), with the result that where the growth of
demand equals the growth of capacity:

dI=I ¼ s=Cr;

A slight upward deviation of investment from
this critical rate of growth (which corresponds to
Harrod’s ‘warranted’ rate) will raise dI/I (which
equals the growth of demand) relative to s/Cr, the
growth of capacity, and this can be expected to lead
to further increases in investment. Thus as in
Harrod’s argument, any chance deviation in the
rate of growth of investment from the critical s/Cr

Harrod–Domar Growth
Model, Table 2 Growth
where the actual rate (g) is
1 per cent less than the
warranted rate (gw)

Year Capital stock National income Desired capital Investment

K = K�1 + I�1 Y CrY I = s.Y

1 400.00 100.00 400.00 12.00

2 412.00 102.00 408.00 12.24

3 424.24 104.04 416.16 12.48

4 436.72 106.12 424.48 12.73
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growth rate of productive capacity can be expected
to lead to further deviations in the same direction.

The difficulties capitalist economies must
overcome to achieve continuous expansion at
full employment are still greater because in order
to grow all the time at the ‘warranted’ rate and so
escape the instability inherent in any departure of
g from sf/Cr, the ‘warranted’ rate itself must equal
the natural rate, but there is no reason why sf/Cr

should equal (n + a).
Suppose the conditions assumed in the above

tables (sf = 12 per cent andCr = 4 so that gw = 3
per cent) but that the labour force grows at only 0.5
per cent and productivity at 1.5 per cent so that gn is
just 2 per cent. Then the economy’s full employ-
ment output can grow no more than 2 per cent a
year, so it will be possible for the economy to
achieve the 3 per cent growth rate required to
prevent the emergence of continual excess capacity
for a few years at most. Its actual long term growth
rate is likely to approximate to the 2 per cent
‘natural’ rate with the result that g, the actual rate
will fall short of gw most of the time. Then years
with excess capacity leading to economic depres-
sion will predominate over periods of expansion.
The continual tendency towards depression will
reduce average actual saving (s) below full
employment saving (sf). Then via unemployment
and underproduction, the economy’s actual long
term savings ratio will come into line with the
lower investment ratio (Cr times gn) which physical
conditions actually allow the economy to sustain.

Conversely, where gn exceeds gw, market
forces will all the time attempt to push actual
growth above the ‘warranted’ rate, with the result
that conditions where capital is scarce and saving
inadequate will predominant. In the first instance
this will lead to excess demand for capital and
therefore to a predominance of inflation over
deflation which is what Harrod emphasized in
1948: ‘we may have plenty of booms and a fre-
quent tendency to approach full employment, the
high employment will be of an inflationary and
therefore unhealthy character’ (p. 88). However,
if investment of less thanCr nþ að Þcauses the rate
of growth of productive capacity to fall short of
(n + a), then there will be insufficient growth of
the real capital stock to provide enough physical

capital equipment to raise employment at the rate
at which the physical labour force is growing (n),
with the result that the economy will suffer from
growing structural unemployment.

Harrod’s theory therefore predicts that incompat-
ibilities between long term saving and investment
opportunity are all but certain to cause prolonged
unemployment (which will be structural where gn
exceeds gw and demand deficient where gw exceeds
gn) with persistent inflation in addition wherever
long term saving is inadequate for the natural rate
of growth. This raises fundamental problems for
public policy, and Harrod argued in 1939 that ‘the
difficulties may be too great to be dealt with by a
mere anti-cycle policy’. He suggested that where an
economy suffers from a long term tendency to over
saving with the result that the ‘warranted’ rate
exceeds the ‘natural’ rate, then a generous attitude
to public investment is appropriate so that more will
be undertaken than commercial and social consid-
erations call for. Conversely governments should
seek to generate more long term saving and to
curtail long range and social investment where the
‘natural’ rate exceeds the ‘warranted’ rate.

By the later 1950s the United States and several
West European economies were achieving full
employment and negligible inflation which led a
number of distinguished economists to develop
models of economic growth which were less prone
to predict secular unemployment or inflation. Robert
Solow (1956) and Trevor Swan (1956) produced
neoclassical growth models where market forces
adjust the equilibrium capital–output ratio (Cr) so
that this automatically equates gw to gn (which is
achieved when Cr nþ að Þ=sf

�
: Nicholas Kaldor

(1955–6 and 1957) evolved a Keynesian model of
growth and incomedistributionwhere shifts between
wages and profits will adjust the savings ratio until
this becomes the one required Cr nþ að Þð Þ to equate
gw. and gn. A fewyears earlier, Alexander (1950) had
questioned the inevitability of Harrod’s knifeedge
which sent an economy soaring upwards or down-
wards wherever g diverged from gw.

The unemployment and stagflation of the 1970s
and the 1980s has surprisingly failed to restore
some of the former prestige of the Harrod–Domar
model. In the 20th century in the leading Western
economies there have been prolonged periods
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whenmore saving would have been beneficial, and
others with every appearance of inadequate effec-
tive demand. The Harrod–Domar growth model is
one of the fewwhich actually predicts this, so it still
deserves serious attention.

See Also

▶Aggregate Demand and Supply Analysis
▶Natural and Warranted Rates of Growth
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Harsanyi, John C. (1920–2000)

Roger B. Myerson

Abstract
John Harsanyi worked to extend the general
theoretical framework of economic analysis.
He established the modern basis for utilitarian

ethics. He developed a general bargaining
solution to that included the Nash bargaining
solution and the Shapley value as special cases.
He became a leading advocate of
non-cooperative game theory as the general
framework for analysis of social interactions
among rational individuals. He developed the
tracing procedure to select among multiple
equilibria of games. He showed how to inter-
pret mixed-strategy equilibria in game theory.
His general model of Bayesian games with
incomplete information became a cornerstone
of information economics.

Keywords
Bargaining; Bayesian decision theory; Bayes-
ian game; Cardinal utility; Cooperative game
theory; Game theory; Harsanyi, J.; Incomplete
information in game theory; Information eco-
nomics; Interpersonal utility comparisons;
Morgenstern, O.; Nash bargaining solution;
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utility axioms; Noncooperative game theory;
Private information; Rationality; Rule utilitar-
ianism; Schelling, T.; Shapley value; von Neu-
mann, J.; Welfare economics
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John Harsanyi extended the theoretical frame-
work of economic analysis with major contribu-
tions to game theory and welfare economics. His
general approach to social theory was based on a
fundamental assumption that people are rational
decision-makers who share a basic understanding
of the things that they value in the world. His
personal experiences made him profoundly scep-
tical of theories that try to justify social systems
from other assumptions, without respecting the
values, the rationality, and the intelligence of all
individuals in society. He understood that social
institutions and policies should be evaluated by
carefully analysing their impact on individuals’
welfare. From his training in philosophy he appre-
ciated the basic importance of general unified
frameworks in social theory. He recognized the
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foundations of such a framework in Bayesian
decision theory, with its compelling axiomatic
characterizations. So he devoted his career to the
development of a general framework for eco-
nomic analysis based on these principles. His
best-known contribution is the general model of
Bayesian games with incomplete information,
which became a cornerstone of information
economics.

Harsanyi grew up in Budapest, Hungary,
where his distinction as a student was marked in
1937 by his winning the first prize in Hungary’s
national mathematics competition. But at the uni-
versity he chose to study pharmacy so that he
could share his father’s business, as other options
were then clouded by the threat of war. He was
forced into hiding by Nazi racial policies during
the last months of the German occupation. After
the war, he studied philosophy and earned a doc-
torate from the University of Budapest in 1947,
but his intellectual independence led to political
difficulties with the Communist regime, which
forced him out of the university. In 1950 he fled
Hungary and found refuge in Australia.

He began studying economics at Sydney Uni-
versity, earning an MA in 1953. He then held a
lectureship at the University of Queensland,
where he began to read game theory. In 1956,
when he already had published articles on welfare
economics, he enrolled as a student at Stanford
University, earning his second doctorate in 1959.
He then held faculty positions at the Australian
National University, Wayne State University, and,
from 1965, in the School of Business Administra-
tion at the University of California, Berkeley.

In his early contributions to welfare econom-
ics, Harsanyi established the modern basis for
utilitarian ethics. Von Neumann and Morgenstern
(1947) had shown axiomatically that a rational
individual should choose among risky alternatives
by maximizing the expected value of a cardinal
utility function, but some economists doubted
whether this cardinal utility, defined for individual
risk analysis, had any relevance for social welfare
analysis. Harsanyi (1953) argued that, in ethical
decision-making, to avoid any dependence on our
particular roles in society, we must imagine our-
selves in an initial position before social roles

have been assigned, when we could only antici-
pate getting the role of someone drawn at random
from the whole population. Thus, ethical
decision-making involves an essential element of
risk, and we naturally get a social welfare function
equal to the average utility of all members of
society.

This average requires interpersonally compa-
rable utility scales, assessed by sympathetically
comparing the prospect of being in one person’s
position or another’s. Harsanyi argued, as his
‘similarity postulate’, that such comparable utili-
ties for all individuals can be generated by a
common utility function, based on shared human
values, once the factors that cause apparent differ-
ences among individuals’ tastes are included as
parameters of the function. Harsanyi
(1955) showed that, even without this similarity
postulate, the Neumann–Morgenstern utility
axioms (applied to individual and social
decision-making) and the Pareto welfare axiom
(that social preferences should be consistent with
any unanimity of individual preferences) together
imply that social utility can be defined only as
some linear function of individual utility values.

In his later work on welfare economics, Har-
sanyi (1977a, Chap. 4; 1977b, c), argued that
ethical analysis should be used to evaluate general
social rules or institutions rather than specific acts.
That is, we may consider ethical rules that pre-
scribe people’s behaviour in a wide range of situ-
ations, recognizing that behaviour in other
situations could be determined by self-interest
according to some Nash equilibrium. Then, as
rule utilitarians, we should advocate rules that
yield the highest average of expected utilities for
all individuals.

Harsanyi began working on cooperative game
theory in the mid-1950s, when many different
cooperative solution theories were being studied.
But most of these theories could yield multiple
solutions or no solutions for a game, or could not
even be defined without some special structures
like transferable utility. Harsanyi’s view of the
field was clarified by his insistence that a good
solution concept should yield one well-defined
solution to any game. At that time, there were
only two cooperative solution concepts that
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yielded unique solutions to broad classes of
games: the Shapley (1953) value for games with
transferable utility, and the Nash (1950)
bargaining solution for two-person games without
transferable utility. Harsanyi (1956) showed that
the Nash bargaining solution could be derived
from an earlier theory of Zeuthen (1930). Then
Harsanyi (1963) developed a general bargaining
solution that included the Nash bargaining solu-
tion and the Shapley value as special cases.

In the mid-1960s, Harsanyi shifted from coop-
erative to non-cooperative game theory. The basic
definition of non-cooperative equilibrium had
been introduced by Nash (1951). But there was
little further development of non-cooperative the-
ory until Schelling (1960) analysed bargaining
processes as games with multiple equilibria,
where any cultural or environmental factor that
focuses the players’ attention on one equilibrium
can become a self-fulfilling prophecy. Harsanyi
(1961) argued that the distribution of power that is
measured by a cooperative solution could be the
focal factor that selects among the many
non-cooperative equilibria of a bargaining game.
But then Harsanyi began to recognize the force of
Nash’s early arguments for the greater generality
of the non-cooperative approach, which is based
on a precise specification of each player’s individ-
ual decision problem, which is lacking in cooper-
ative models. Thus Harsanyi became a leading
advocate of non-cooperative game theory.

Harsanyi understood that the non-cooperative
approach could not become a standard methodol-
ogy for applied economic analysis without some
refinements of Nash’s equilibrium concept,
because it can yield very large sets of equilibria
for many games. So he began a search for theo-
retical criteria to select among multiple equilibria,
which culminated in his book with Selten (1988).
Their selection theory is based on Harsanyi’s
(1975) tracing procedure, which can select a
unique equilibrium from a given initial hypothesis
about the players’ strategic behaviour. For each
number t between 0 and 1, we define a t-auxiliary
game that differs from the original game in that
each player thinks that the other players have
probability 1 � t of behaving according to the

initial hypothesis; otherwise, with probability t,
they choose their strategies rationally. The tracing
procedure finds a continuous path of equilibria for
these auxiliary games, starting from the trivial 0-
auxiliary game and ending at a unique equilibrium
of the original game when t = 1.

Harsanyi’s work on incomplete information in
games began (1962) with the problems of
extending Nash’s bargaining solution to situations
where players do not know each others’ payoffs.
In this work, he began to recognize the problems
of modelling players’ beliefs about each others’
beliefs in a game. Harsanyi (1967–8) confronted
these modelling problems at the most general and
fundamental level, showing how the basic defini-
tion of normal-form games should be modified to
analyse situations where individuals have differ-
ent information.

The early development of game theory was
based on von Neumann’s (1928) argument that
any dynamic game in extensive form can be
represented by a conceptually simpler one-stage
game in normal form. In this normal-form game,
each player chooses a strategy that is a complete
contingent plan of action, specifying what the
player would do at each stage of the dynamic
game as a function depending on any information
that the player might learn during the game. In
normal-form analysis, we assume that the players
choose their strategies simultaneously and inde-
pendently at the start of the game, before anyone
gets any private information, and thereafter their
behaviour in the dynamic game can be determined
mechanically by their strategies. Thus, questions
about the players’ private information are
suppressed in normal-form analysis.

Harsanyi (1967–8) showed how to correct this
deficiency by developing a more general game
model that allows players to have different initial
information, without losing the analytical simplic-
ity of the normal form. Each player’s private
information at the start of the game is represented
by a random variable that is called the player’s
type. Harsanyi defined a Bayesian game to be a
mathematical model that specifies (a) the set of
players, (b) the set of feasible actions for each
player, (c) the set of possible types for each player,
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(d) each player’s expected payoff for every possi-
ble combination of all players’ actions and types,
and (e), for each possible type of each player, a
probability distribution over the other players’
possible types, which describes what each type
of each player would believe about the others’
types.

The beliefs in a Bayesian game are said to be
consistent if the players’ type- contingent beliefs
can all be derived by Bayes’s rule from some
common prior distribution over types. Although
not analytically essential, this assumption of con-
sistent beliefs has been regularly used in applied
economic analysis, because it allows that differ-
ences in players’ beliefs may be explained by
different previous experiences.

To represent dynamic extensive-form games
by games in Bayesian form, each player’s action
in a Bayesian game may be interpreted as a plan
that describes what the player would do in any
situation after the beginning of the game, as a
function of what the player may learn during the
game. A player’s strategy, in von Neumann’s
original sense, would then be a function that spec-
ifies a feasible action for each of the player’s
possible types. But each player is assumed to
know his type already when the game begins,
and so Harsanyi worked to avoid the fiction of
strategic decision-making by players who have
not yet learned their types. It would be better, he
argued, to imagine that a player’s different possi-
ble types correspond to different agents, one of
whom will be randomly selected to be active in
the game. The point is that each player’s optimal
decisions will maximize his conditional expected
payoff given his actual type, and there is no sig-
nificance to any expected value that is not condi-
tioned on such type information.

Harsanyi emphasized that games must be
analysed from the perspective of someone who
only knows the information common to all
players, which is summarized in the Bayesian
game model. Game-theoretic analysis requires us
to deny ourselves any knowledge of any player’s
actual type, so that we can appreciate the uncer-
tainty of the other players who do not know it. The
actual type of each player, being private

information, must be treated as an unknown quan-
tity or random variable in our analysis. So an
equilibrium of a Bayesian game specifies a feasi-
ble action for every possible type of every player,
such that the specified action for each type of each
player maximizes his conditional expected pay-
off, given his type, given his beliefs about the
others’ types, and given the type-contingent
actions of the other players according to this
equilibrium.

Applications of Bayesian games developed
quickly. Harsanyi and Selten (1972) defined a
generalization of Nash’s bargaining solution for
Bayesian games, where players have incomplete
information about each other. By embedding
normal-form games in the larger space of Bayes-
ian games, Harsanyi (1973) showed how to inter-
pret mixed-strategy equilibria in non-cooperative
game theory. Such equilibria had seemed to imply
paradoxically that rational players should base
their decisions on randomizing devices like rou-
lette wheels, but this apparent paradox was a
consequence of the normal-form assumption that
players choose strategies before they get any pri-
vate information. By letting each player have
some minor private information that changes pay-
offs only slightly, Harsanyi could transform any
mixed- strategy equilibrium into a Bayesian equi-
librium where each type chooses an optimal
action without randomization.

Harsanyi’s Bayesian games have become the
standard economic model for analysing transac-
tions among individuals who have different infor-
mation. Before 1967, the lack of a general
framework for informational problems had
inhibited economic inquiry about markets where
people do not share the same information. The
unity and scope of modern information economics
were found in Harsanyi’s framework.

See Also

▶Expected Utility Hypothesis
▶ Interpersonal Utility Comparisons (New
Developments)

▶Nash Program
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▶ Savage’s Subjective Expected Utility Model
▶ Shapley Value
▶Utilitarianism and Economic Theory
▶ von Neumann, John (1903–1957)
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Born in Oak Park, Illinois, Hart received his BA
from Harvard in 1930 and his Ph.D. from the
University ofChicago in 1936.Most of his career –
from 1946 until his retirement in 1979 –was spent
as Professor of Economics at Columbia Univer-
sity. Much of his noteworthy work concerned the
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implications of uncertainty for policymakers, but
he should also be remembered as having worked
with Kaldor and Tinbergen (1964) to produce an
ingenious proposal for a commodity reserve cur-
rency: this would serve to improve international
liquidity simultaneously with providing a means
of protecting incomes of primary producers
against shrinkage in times of depression.

Hart’s work on uncertainty included a mono-
graph (1940), one notable feature of which was an
attempt to analyse how decision makers can judge
their success or failure, and thence reformulate
their expectations, in the light of partial knowl-
edge of performance distributions. From 1936
onwards, he emphasized the rationality, in situa-
tions of uncertainty, of choosing flexible produc-
tion technologies which, though they might not be
perfectly adapted to any specific output rate,
would not be disastrously expensive to run over
a range of outputs. This idea, which was also
promoted by his Chicago contemporary Stigler
(1939), led Hart to be critical of much writing on
decision theory. He felt it misleading to theorize as
if firms assign probabilities to rival hypothetical
outputs, aggregate these weighted values and then
build their plans around the weighted average of
probable output rates (1942). Hart was also irritated
by Keynes’s tendency to speak of expectations in
terms of certainty equivalents, and he warned that,
‘generally speaking, the business policy appropri-
ate to a complex of uncertain anticipations is dif-
ferent in kind from that appropriate for any set of
certain expectations’ (1947, p. 422).

Hart carried this theme into work critical of
deterministic macroeconomic model-building and
fiscal policy formulation (1945), and into a distinc-
tive approach to monetary theory (1948, especially
part II). In the latter, he introduced the ‘margin of
safety’ motive for holding liquid assets, arguing
that the structure of economic affairs is such that
risks are usually linked: a single disappointment is
prone to cause many other things to go wrong in
consequence. Hart’s concern with surprise, flexi-
bility, and structural linkages in many ways fore-
shadows themes that emerged in the 1980s in the
business policy literature on scenario planning and
strategic choices. However, he is not usually
credited as the pioneer of this kind of thinking:

having been largely ignored bymainstreamwriters,
his ideas were sufficiently poorly known to end up
being reinvented.
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Abstract
In a Leontief system of interindustrial
input–output relationships consisting of
n sectors of industry, each of which produces
a single good, without joint products, under
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constant returns to scale, and using n goods as
input in fixed proportions, the balance of
demand for and supply of goods is represented
by a system of linear equations.

JEL Classifications
L1

In a Leontief system of interindustrial input–output
relationships consisting of n sectors of industry,
each of which produces a single good, without
joint products, under constant returns to scale, and
using n goods as input in fixed proportions, the
balance of demand for and supply of goods is
represented by a system of linear equations

xi ¼
Xn
j¼1

aijxj þ ci, i ¼ 1, 2, . . . , nð Þ,

where aij are non-negative input coefficients of the
jth sector, xj is the level of output of the jth sector
and ci is the level of final demand for the ith good
(i, j = 1,..., n).

With the input coefficient matrix A having aij in
the ith row and the jth column, the output vector
x having xj in the jth component, and the final
demand vector c having ci in the ith component
the system is represented in matrix form by the
equation

x = Ax + c.

The system is productive enough to give pos-
itive net output over input, if xj non-negative units
of output of the jth sector (j = 1,..., n) are pro-
duced to meet a bill of positive final demand ci
(i = 1,..., n).

The productivity of the system, which is equiv-
alent to the condition that the n- dimensional
square matrix I – A, where I is the identity matrix,
have an inverse matrix (I – A)�1 having all the
elements non-negative, hinges on and is
completely determined by the magnitudes of the
input coefficients. A necessary and sufficient con-
dition for such productivity, stated in terms of
inequalities constraining the magnitudes of the
input coefficients and referred to as the
Hawkins-Simon conditions, after the names of

its discoverers (Hawkins and Simon 1949), is
that all the principal minor determinants of the
matrix I-A be positive. This is equivalent to the
seemingly weaker conditions that the n principal
minor determinants located in the ascending order
on the upper left corner of the matrix I-A be
positive

Dk ¼
1� a11 �a12 . . . �a1k
�a21 1� a22 . . . �a2k
. . . . . . . . . . . .
�ak1 �ak2 � � � 1� akk

��������
��������

> 0, k ¼ 1, . . . , nð Þ:

As a mathematical result the equivalence of the
Hawkins–Simon conditions to productivity is
very easy to prove, as can readily be shown by
transforming the equation (I – A) x = c through
Gaussian elimination to a triangular form

b11x1 þ b12x2 þ . . .þ b1nxn ¼ d1b22x2 þ . . .
þb2nxn ¼ d2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
bnnxn ¼ dn,

where

bij ≦ 0 i < jð Þ, di ≧ 0 i ¼ 1, . . . , nð Þ

and

△k ¼ b11b22 . . . bkk k ¼ 1, . . . , nð Þ

Since the Hawkins-Simon conditions ensure
the productivity of the system, they are a primary
prerequisite for the Leontief system, and enlarged
systems involving it as a built-in subsystem, to be
well-behaved. They also make the Leontief sys-
tem dynamically well-behaved. In the multiplier
process over discrete time,

xi tþ 1ð Þ ¼
Xn
j¼1

aijxj tð Þ þ ci, i ¼ 1, . . . , nð Þ

the solution converges to the equilibrium out-
put levels supplying net output equal to the final
demand ci(i = l, ..., n), if and only if the
Hawkins–Simon conditions are satisfied. This
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stability is equivalent to the convergence of the
matrix geometric progression

I + A + A2 + . . . + At + . . .

to the inverse matrix (I � A) �1. In the multiplier
process over continuous time,

dxi=dt¼ ai
Xn
j¼1

aijxj þ ci � xi

 !
, i¼ 1, . . . , nð Þ

the Hawkins–Simon conditions are necessary
and sufficient as well for the convergence of the
solution to the same equilibrium output levels,
which is equivalent to the condition that the real
parts of all the eigenvalues of the matrix A-I be
negative.

See Also

▶Linear Models
▶ Perron–Frobenius Theorem
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Hawley, Frederick Barnard
(1843–1929)

Mauro Boianovsky

Abstract
Frederick Barnard Hawley (1843–1929)
advanced the ‘risk theory of profit’: profit is
the reward entrepreneurs get to relieve the
other productive factors from risk in competi-
tive conditions. The normal rate of profit is
determined by the expectation of profit that
just covers the marginal entrepreneur’s subjec-
tive valuation of risk. The current rate of profit

will converge to its normal value because of
the operation of the ‘readjustment period’,
when income contraction brings about a fall
in aggregate supply larger than the reduction in
aggregate demand. This is explained by
Hawley’s concept of the consumption
function.

Keywords
Consumers’ expenditure; Entrepreneurship;
Hawley, F.; Keynes, J.M.; Knight, F.; Paradox
of thrift; Patinkin, D.; Readjustment period;
Risk aversion; Risk theory of profit; Uncer-
tainty; Underemployment equilibria
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FrederickBarnardHawleywas born on 5 February
1843 in Albany (New York State), and died on
31 May 1929 in New York City. After spending
his freshman year at Harvard University, he went
to Williams College (Massachusetts) in 1861,
where he graduated three years later. Returning
to Albany, he took up the study of law, but gave it
up after a year to go into the family’s lumber
business. In 1876 he became a cotton broker and
merchant in New York City, a position he held
until his retirement in 1926.

A couple of years after his move to New York
Hawley published his first articles, advancing an
approach to aggregate economic fluctuations
based on his new conception of the saving–in-
vestment process. Those articles were expanded
in 1882 into his book Capital and Population. In
the 1890s and early 1900s Hawley published sev-
eral articles in the Quarterly Journal of Econom-
ics, where he put forward his ‘risk theory of
profit’. Hawley’s contributions to economics are
contained in his 1907 book Enterprise and the
Productive Process, in which he put together and
elaborated ideas he had developed since the late
1870s. Feeling that his proposed new framework,
based on the key role of the entrepreneur, had not
been widely discussed, Hawley wrote 20 years
later an article in the American Economic Review
summing up his theoretical system. He was a
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member of the American Economic Association
from 1888 to his death, and served as its treasurer
(1892–95) and vice-president (1909).

Hawley was one of the main protagonists in the
long and intense controversy about the theory of
profit that took place in American economics from
the end of the 19th century to the beginning of the
20th century and culminated with the publication
of Frank Knight’s classic 1921 volume. Hawley
enunciated the fundamental principle that there
would be no profits in a competitive market in
which the course of future events was entirely
foreseen, since all factor services would be paid
at rates fixed in advance, with changes in their
productivity during the period of contract taken
into consideration. Prices and costs would con-
verge; there would be no ‘residue’. In actual econ-
omies, subject to future unforeseen influences, the
function of the entrepreneur is to relieve others of
risk. The entrepreneur bargains with the workers,
capitalists and landlords for the use of their ser-
vices, paying them not with any share of the
product itself but with stipulated amounts of pur-
chasing power. The actual product is owned by the
entrepreneur, who must assume the responsibility
of the enterprise and convert the output into pur-
chasing power at the market price
(cf. J. M. Keynes’s 1933 similar distinction
between a cooperative economy and an entrepre-
neur economy). According to Hawley, the entre-
preneur is the dominant active element in the
productive process, combining the three subsidi-
ary passive productive factors. Since the incomes
of individuals are necessarily composite, factors
must be associated with functions, not with indi-
viduals. The entrepreneur’s profit is a residual,
non-contractual income whose amount is deter-
mined only after the output is sold. Hawley
assumes that, in order to be relieved of a risk,
agents are willing to pay more than the risk, cal-
culated according to the laws of probability, is
worth, since they ‘prefer a certainty to an uncer-
tainty’. Entrepreneurs perform a service worth
more to its recipients than the price they have to
pay, and yet worth less to themselves than they get
for it. Hence, the assumption of risk by the entre-
preneur creates value by rendering a service in
transferring risks from those to whom their

subjective value is great to those to whom their
subjective value is less, a mutually advantageous
exchange of ‘certain goods’ for ‘uncertain goods’.
Profit is the reward entrepreneurs get for
performing that service in competitive conditions,
and, by that, a component of the prices of com-
modities in general.

Entrepreneurs are deemed less risk averse than
other economic agents, except for ‘gamblers’ and
‘speculators’, who are not risk averse but do not
take part in the productive process. The entrepre-
neurs’ subjective value of risk – the ‘irksomeness
of being exposed to risk’ – is higher than its
actuarial value, which means that industrial risks
will not be assumed without the expectation of
compensation in excess of their actuarial value.
Since, under Hawley’s assumption, entrepreneurs
are on average and in the long run correct in their
estimates, they pay productive factors less than
the product will probably sell for, and absorb as
profits a considerable portion of the annual flow of
purchasing power. The ‘normal rate of profit’ is
defined as the expectation of profit that just covers
the marginal entrepreneur’s subjective valuation
of risks.

Hawley’s theory of profit was taken up by
Knight, who, however, criticized Hawley for
ignoring the distinction between (known) risk
and (unknown) uncertainty and overlooking the
fact that the former is insurable. Although it is true
that Hawley used the words ‘risk’ and ‘uncer-
tainty’ interchangeably, it should be noted that
he did pay careful attention to the implications
of insurance for his argument. In the first place,
the act of insurance does not imply that the risk or
its reward are extinguished, but only that the
entrepreneur transfers to the insurer a
corresponding part of its expected profits. More-
over, the risks of ownership – the most substantial
part of risk – cannot be shifted by insurance, but
only by a sale. Entrepreneurs can, to some extent,
protect themselves from risks arising from price
fluctuations by entering into hedging operations
with speculators, as Hawley was aware from his
experience as a cotton merchant. Although for-
ward markets cannot completely eliminate the
risks influencing selling prices, to the extent in
which entrepreneurs hedge themselves they will
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be forced by competition to forgo their reward for
risk bearing and lower their prices accordingly.

Whereas Hawley’s theory of profit attracted
some attention at the time, his contributions to
macroeconomics went largely unnoticed by the
profession, probably because their import became
clear only after the Keynesian revolution. Fluctu-
ations in aggregate economic activity are
explained, according to Hawley, by changes in
the saving–investment relation throughout the
business cycle. Investment, described by the act
of subjecting capital to the uncertainties inherent
in actual ownership of capital goods, is naturally
connected with entrepreneurs, not with capitalists
or savers. The demand for new capital goods
depends essentially on the entrepreneurs’ profit
expectations, which are subject to violent changes
due to ‘unforeseeable and incalculable causes’
that affect the subjective valuation of risks. The
treatment of savers’ behaviour is based on
Hawley’s path-breaking concept of consumption
as a function of income. He argued that expendi-
ture changes less then income at all levels of
income, since consumers keep close to the stan-
dard of living they have once adopted. More spe-
cifically, consumption plans are determined by
expected income, measured by the average
income of a series of years (that is, the mathemat-
ical expectation). This implies that a sudden
increase of income will yield a larger percentage
for saving than a gradual one of equal extent and,
furthermore, that the proportion of saving out of
profits is higher because it is more variable and
uncertain than other sources of income.

Hawley used his new hypothesis about the
consumption function to investigate the dynamics
of the economy when the current rate of profit
differs from its normal value. Periods of depres-
sion are characterized by a rate of profit lower than
normal, associated to excess saving in the goods
market. ‘What can enterprisers do, by varying the
character of supply, to protect themselves against
this attack of the saving class upon their chances
of profit?’ asked Hawley (1907a, p. 224). The
answer is the ‘readjustment period’, Hawley’s
main contribution to macroeconomic theory,
which set him apart from the rest of the
pre-Keynesian business cycle literature: a decline

of output caused by excess aggregate supply will
reduce supply more than demand (because of the
consumption function) and bring the economy to
equilibrium at less than full employment. The
equilibrating effect of the contraction in aggregate
income, identified by Don Patinkin (1982) as the
core of the Keynesian principle of effective
demand, can be found already in Hawley’s writ-
ings. Some corollaries of the idea of ‘readjustment
period’ were also pointed out by Hawley, such as
the notion that an increase of the saving flow for a
given investment level will bring about a contrac-
tion of income and a return of saving to its initial
amount, so that in the end ‘national parsimony
defeats itself’ – an early formulation of the ‘para-
dox of thrift’ usually associated with
J. M. Keynes.

Whether he had any influence on Keynes is a
moot point in the history of macroeconomics.
Despite the fact that the English economist never
referred to Hawley, that possibility cannot be
disregarded, especially in view of the similarity
of the wording of some key passages.
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Hawtrey was born in Slough, near London, and
went up to Trinity College, Cambridge, from Eton
in 1898. Three years later he graduated 19th
Wrangler in the Mathematical Tripos. Hawtrey
remained at Cambridge for a further period to
read for the civil service examinations, as was
quite common at that time. This latter study
included some economics with lectures largely
by G.P. Moriarty and J.H. Clapham. In 1903 he
entered the Admiralty, but in 1904 he transferred
to the Treasury, where he was to remain until
retirement in 1947 (his official retirement at
65 was in 1944). Hawtrey’s only academic
appointments in economics were in 1928–9,
when he was given special leave from the Trea-
sury to lecture at Harvard (as a visiting professor)
and after his retirement, when he was elected Price
Professor of International Economics at the Royal
Institute of International Affairs (1947–52).
Hawtrey served as President of the Royal Eco-
nomic Society between 1946 and 1948.

Hawtrey was not, therefore, directly a part of
the ‘Cambridge School’ of economics. Marshall
took no immediate part in Hawtrey’s economic
education which was, for the most part, acquired
in the Treasury. Nonetheless he had close contacts
with the Cambridge economists. Away from eco-
nomics he was involved with both the Apostles
and with Bloomsbury, whilst within the subject he
was a visitor to Keynes’s Political Economy Club
at Cambridge and his major work, Currency and
Credit (1919a) became a standard work in Cam-
bridge in the 1920s. Furthermore, although there
were differences in approach between Hawtrey
and the Cambridge School in some areas, Keynes
himself noted in reviewing Currency and Credit
the similarities between Hawtrey’s approach to
the theory of money and that of the Cambridge
School – though Keynes remarked that Hawtrey
had reached his results independently (Keynes
1920).

Hawtrey was primarily a monetary economist;
his major contributions related to the quantity
theory and the trade cycle. He was one of the
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first English economists to stress the primacy of
credit-money rather than metallic legal tender.
Furthermore his income-based approach, like
that of the Cambridge School, led to a closer
integration of the theories of money and output.
For Hawtrey, money income determines expendi-
ture, expenditure determines demand and demand
determines prices.

Hawtrey summarized his aims in monetary
theory in the preface to Currency and Credit:

Scientific treatment of the subject of currency is
impossible without some form of the quantity the-
ory . . . but the quantity theory by itself is inade-
quate, and it leads up to the method of treatment
based on what I have called the consumers’ income
and the consumers’ outlay – that is to say, simply
the aggregates of individual incomes and individual
expenditures. (1919, p. v)

Investment (the result of saving) is included in
consumers’ outlays, since it is spent on fixed
capital. Consumers’ balances are then the differ-
ence between outlays and income and thus consist
only of accumulated cash balances (including
money held in bank accounts). In addition there
is a similar demand for money balances by traders
related to their turnover. Of course individual
agents may hold both consumers’ and traders’
balances – Hawtrey notes that the true income of
traders is the profits of the business and that this is
included in consumers’ income.

The ‘unspent margin’, or total money balances,
consists of the consumers’ and traders’ balances
taken together. From this Hawtrey derives a form
of the quantity theory. Hawtrey argues that
traders’ balances are relatively stable, and thus
the operational relationships are concerned with
the supply of money (in a wide sense taken to
include credit) and consumers’ income and outlay.
It is worth noting that compared to the Cambridge
income-based approach Hawtrey’s places greater
emphasis on the demand for nominal balances
rather than real balances. It is also interesting to
note that Keynes used a similar balances approach
to the quantity theory in the period after 1925
leading up to the theory presented in the Treatise
on Money (1930), where he distinguishes first
between investment and cash deposits and later
between income, business and savings deposits.

The demand for money is also analysed in
terms of motives. Hawtrey identifies a transaction
demand, a precautionary demand, and a residual
demand which reflects a gradual accumulation of
savings balances or what Joan Robinson has
called short- hoards (Robinson 1938). Hawtrey
envisages agents as saving gradually but investing
only larger sums periodically. In the meantime
these short-hoards act as a buffer stock. The
main costs of holding money balances is the inter-
est forgone, and thus Hawtrey points to a
balancing process between costs and advantages
in determining desired balances. The introduction
of a banking system into the model allows agents
to substitute borrowing power for money balances
(Hawtrey 1919a, pp. 36–7).

Hawtrey also introduces a concept of effective
demand:

The total effective demand for commodities in the
market is limited to the number of units of money of
account that dealers are prepared to offer, and the
number they are prepared to offer over any period of
time is limited according to the number they hope to
receive. (1919a, p. 3)

Later, in Trade and Credit (1928a) Hawtrey
points to a flaw in the theory of an elastic supply
of labour based on marginal utilities (or disutil-
ities) of product and effort. He argues that whilst a
difference between the marginal utility of the
product and the disutility of effort may prompt
an additional supply of labour ‘in the simple case
of a man working on his own account’ (1928,
p. 148), this is not the general case since: ‘the
decision as to the output to be undertaken is in
the hands of a limited number of employers, and
the workmen in the industry are passively
employed by them for the customary hours at the
prevailing rates of wages’ (1928, p. 149). In this
case output decisions are based not on the gross
proceeds, but on the net profit margin.

The factor of expectations is also present in
Hawtrey’s analysis of fluctuations. Hawtrey
suggests that during a downturn in activity
money balances will be reduced more quickly
than they are replenished in an upswing. This is
because as income drops initially consumers
will draw on their balances to maintain their
outlay.
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There is then a further level of adjustment as
changes in consumers’ outlays impacts on traders.
Consider an upswing: the increase in consumers’
outlays will increase the nominal receipts of
traders and reduce their physical stocks. Traders,
finding their balances have increased can either
order more stock from manufacturers or reduce
their bank indebtedness. Prices will tend to rise as
traders find they are unable to replenish their
stocks fast enough. For Hawtrey quantity adjust-
ments occur before price adjustments, indeed
often the price movements result from the quan-
tity movements. Thus ‘the rise of prices, when it
occurs, is caused by the activity; it is a sign that
production cannot keep pace with demand’ (1928,
p. 156). The role of stocks in Hawtrey’s theory is
pivotal, in general it is quantity signals rather than
price signals which are the more effective. The
existence of traders’ stocks means that it is nearly
always possible to meet the demand for increased
consumption in the short term, which implies that
at least in the short term a naive proportionality
between increases in the money supply and prices
does not hold. Furthermore the model opens the
possibility of short-run quantity adjustments in
disequilibrium. Thus, argues Hawtrey:

It is only in times of equilibrium, when the quantity
of credit and money in circulation is neither increas-
ing nor decreasing, that the relation of prices and
money values to that quantity of credit and money is
determined by the individual’s considered choice of
the balance of purchasing power appropriate to his
income. . . . In practice it seldom, perhaps never,
happens that a state of equilibrium is actually
reached. (1919a, p. 46)

Nonetheless Hawtrey’s theory of the trade
cycle is money-driven. It is the fluctuations in
money and credit which stimulate and support
the price and quantity movements. Hawtrey
argued that the periodic nature of the trade cycle
was solely due to monetary factors. Traders stocks
are viewed as being highly interest elastic since
they are held on borrowed funds, investment in
fixed capital is also interest elastic (based on a
marginal efficiency of capital analysis).

Thus an increase in the rate of interest will tend
to reduce the demand for credit due to a lower
demand for stocks and a reduced level of new

investment. If the increased rate of interest is itself
the result of a decreased supply of credit then there
may also be some quantitative restrictions of bor-
rowing. To reduce their stocks traders will stop
giving new orders to manufacturers, leading to a
drop in the level of output which will further
diminish the demand for credit, as well as the
level of income and demand. Traders may reduce
prices to stimulate sales to accelerate the
destocking process. There is thus a tendency to a
cumulative decline in output, credit and prices
until the banks find themselves with excess
reserves and believe it to be profitable to reduce
the interest rate and expand credit. For Hawtrey,
macroeconomic disequilibrium was defined in
terms of monetary disequilibrium.

The solution was also therefore monetary, and
in particular the short-term rate of interest (the
long-term rate of interest was seen as relatively
ineffective as a means of control because of its
relatively slow impact on investment). Hawtrey
viewed the psychological factors in the trade cycle
as secondary, arguing that no amount of good
news or bad could seriously affect the cycle if
monetary factors were not accommodating. He
also opposed the public works solution to a
slump in output along similar lines – and in this
respect is associated with the ‘Treasury View’ (see
Hawtrey 1925). In later life Hawtrey did acknowl-
edge that public works could play a role in severe
depressions, but as Haberler (1939, p. 23) points
out Hawtrey viewed those occasions when cheap
money would fail to stimulate a revival as gener-
ally very rare – although he accepts that this was
the case in the 1930s.

For Hawtrey, investment decisions were made
on a Marshallian marginal productivity of capital
basis. In a perfectly competitive market, the
marginal return on capital employed would be
equalized across every industry. In these circum-
stances Hawtrey identifies the ‘ratio of labour
saved per annum to the labour expended on
first cost’ as ‘a physical property of the capital
in use’ (1913, p. 66) and as a ‘natural rate’ of
interest. Under stable monetary conditions and in
the absence of a banking system this natural rate
is equal to the market rate of interest or the profit
rate, as in the standard marginal efficiency of
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capital analysis. But changes in monetary condi-
tions will generate changes in prices and thus
profits; hence the market rate will diverge from
the natural rate in the same direction as the
movement in prices.

With the addition of a banking system, the
actual rate of interest will depend on the behaviour
of the banks, and in particular their reserve posi-
tion. Thus the interest rate will diverge from the
profit rate. There is a three-way equilibrium con-
dition, relating the physical return on capital, the
profit rate and the balance position of banks, that
is, N = p = r where N is the natural rate, p is the
profit rate and r is the interest rate. An increase in
the supply of money will cause a rise in prices and
the availability of credit; thus N < p at the same
time the banks will find themselves with excess
reserves and thus interest rates will tend to be
lower than otherwise to stimulate borrowing,
that is, p > r. This will be generally expansive,
demand, investment and output will all tend to
rise – but the seeds of the eventual slump are
already present. The rising prices and relatively
low rate of interest will encourage firms to over-
invest, expecting returns greater than those actu-
ally accruing. On the downward cycle N > p and
p < r.

It is worth briefly considering the relationship
between Hawtrey’s natural rate and that associ-
ated with Wicksell. In his early work Wicksell
took the natural rate as that prevailing if loan
transactions were made in kind, but he later
revised this to equate the natural rate with the
rate of profits received in the form of money (see
Lindahl 1939, p. 261, Lindahl also discusses a
physical return on capital ‘natural rate’ similar to
Hawtrey’s). Thus Wicksell’s natural rate can be
seen as closer to Hawtrey’s profit rate. Wicksell,
like Hawtrey, also associates the natural rate with
an equilibrium between savings and investment
and stability in the price level.

Hawtrey does not place great stress on this
natural rate analysis, concentrating more on the
relationship of the profit rate and the interest rate.
There are also considerable practical problems in
determining Hawtrey’s natural rate, particularly in
imperfect capital markets (see the discussion in
Lindahl 1939; Haberler 1939).

Hawtrey, like most of the inter-war Cambridge
economists, had a fundamental belief in the self-
adjusting nature of the economic system, even
though much of the analysis of the period would
suggest otherwise. Hawtrey believed that the sys-
tem was continually approaching or seeking an
equilibrium, though in practice the next shock
would come before the adjustment process was
complete. However, Hawtrey’s theoretical app-
roach was to concentrate on the processes of
adjustment to monetary disequilibrium.

The income/inventories approach to the trade
cycle is mirrored in Hawtrey’s analysis of sav-
ings and investment. For Hawtrey, savings were
directed into investment opportunities by securi-
ties dealers who acted like traders, holding
stocks of securities financed by bank borrowing,
intermediating between the savers and investors.
In the early 1930s Hawtrey developed this anal-
ysis into a model where an imbalance between
savings and investment results in an unantici-
pated change in physical stocks of goods as a
result of changes in consumers’ incomes (and
outlays).

Savings are the excess of consumers’ income
over desired consumption and are represented by
investment; an increase in money balances; or
purchases of goods. Net investment is defined as
the total of securities sold less those bought by
securities dealers. Clearly the price of securities
(and by implication the long-term rate of interest)
will move to achieve an equilibrium between the
net amount of investment and capital raised, but
planned savings can exceed the resources seeking
investment, in which case the excess must flow
into additional money balances or additional
consumption – or vice versa. In either case an
expansion or contraction of demand is set in
motion. Both Saulnier (1938) and Haberler
(1939) note the similarity of this analysis with
that of D.H. Robertson. This aspect of Hawtrey’s
theory is also reviewed by Davis (1981).

Hawtrey’s disequilibrium analysis where
unintended changes in stocks bring about an
equality of actual savings and investment, but a
further chain of adjustment if intended savings
and investment are not equal, is remarkably
close to the modern textbook presentation of the
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Keynesian equilibrium adjustment process. It is
interesting therefore to briefly examine the discus-
sions between Keynes and Hawtrey leading up to
the General Theory. Indeed in Hawtrey’s com-
ments on the drafts of the Treatise he is often
more ‘Keynesian’ than Keynes himself! (see
Keynes 1973, pp. 138–69). At this stage Keynes
envisages:

1. A decline in fixed investment relatively to
saving.

2. A fall of prices . . .
3. A fall of output, as a result of the effect of

falling prices and accumulating stocks on the
minds of entrepreneurs (Letter to
R.G. Hawtrey, 28 November 1930; Keynes
1973, p. 143).

The fall in output leads to a disinvestment in
working capital, and eventually to a situation
where total investment and prices fall too far.
Once output stops declining this leads to a slight
rise in prices, and, given the low level of stocks at
this point, so starts the upturn. Hawtrey, on the
other hand, sees a direct effect on output from the
contraction in demand at unchanged prices, and
criticizes Keynes for only taking account of the
reduction in prices relative to costs in his funda-
mental equations (Keynes 1973, pp. 151–2).
Hawtrey argues that ‘the change in prices when
it does occur is not by itself an adequate measure
of the departure from equilibrium’ (Keynes 1973,
p. 151). And later comments that: ‘A manufac-
turer restricts output, not because he believes that
prices are about to fall, but because he cannot
secure sufficient sales at the existing price’
(Letter from R.G. Hawtrey, 6 December 1930;
Keynes 1973, p. 165).

Prices are reduced only gradually in an attempt
to boost orders, but Hawtrey also points out that it
is the level of retail prices which will determine
the ultimate level of sales – and this will depend
on how quickly retailers pass on the manufac-
turers’ reductions. Both Hawtrey and Keynes real-
ize that the decline in output will rebound on
savings, but do not appear to treat this as the
main equilibrating factor (as in the later Keynes-
ian theory).

The high point of Hawtrey’s official career
came with the Genoa International Financial Con-
ference in 1922. The conference was concerned
with the problems relating to a general return to the
international gold standard after the First World
War. In particular there was concern that the quan-
tity of gold might be insufficient for a return to the
system at the old pre-war parities, other concerns
centred on problems relating to fluctuations in
demand for monetary gold. The result was greater
interest in a joint Sterling–gold standard along the
lines of the gold exchange standard operated ear-
lier by India and other countries.

Hawtrey’s main suggestions adopted by the
Genoa conference related to greater cooperation
between central banks to manage the demand for
monetary gold and to regulate credit so as to
stabilize the purchasing power of gold. However,
the Genoa Resolutions were never acted on,
largely as a result of US scepticism, and the failure
of other central banks to participate in the planned
follow-up conference (see Davis 1981).

At the Treasury Hawtrey had argued that there
were two primary considerations for monetary
policy: the stabilization of internal prices and the
stabilization of the foreign exchanges. Given the
UK’s status as a financial centre he argued that
exchange instability was particularly damaging
and would make the covering of trade finance
offered through London increasingly difficult.
This predisposed him towards the gold standard
as the de facto most practical means of achieving
exchange stability.

Though Hawtrey was aware of possible defla-
tionary problems associated with the return to
gold, he appears to have believed that the
exchange rate would return to par naturally, and
that the necessary adjustments would come from
American inflation rather than UK deflation (see
the discussion in Moggridge 1972, pp. 71–2, 91).

Despite a long and active life, Hawtrey’s main
theoretical contributions to economics came
largely in the interwar period. His first book,
Good and Bad Trade, was published in 1913 and
sets out a view of the trade cycle which received a
more rigorous theoretical treatment in Currency
and Credit (1919a), but which remained little
changed thereafter, although the debates
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surrounding Keynes’s Treatise prompted some
refinements and revisions, as did the experience
of the 1930s depression. The last major contem-
porary studies of his work were Saulnier (1938),
which also reviewed the theories of
D.H. Robertson, F.A. von Hayek and
J.M. Keynes, and Haberler (1937, 1939). Interest
in Hawtrey revived in the later 1970s following
his death (for example, Davis 1977, 1981, 1983;
see also Deutscher 1990). Particular attention has
been given to Hawtrey’s role in the development
of multiplier analysis; see Dimand (1997).

In the 1920s innovative monetary theory in
England was largely associated with the Cam-
bridge School and in particular D.H. Robertson
and Keynes. Hawtrey with his close Cambridge
contacts contributed to this work, as the corre-
spondence with Keynes now reprinted in the Col-
lected Works shows. The three were often working
along similar lines in this period and their work
reflects (to varying degrees) an increasing failure
of conventional theory to match the problems of
the age.
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Abstract
This article reviews the major intellectual con-
tributions of the Austrian-born Nobel laureate
Friedrich Hayek. Within economics, Hayek
made contributions to many areas, among
them monetary theory, trade cycle theory, and
capital theory. His ‘knowledge-based’ critique

of socialism and subsequent work on ‘the
knowledge problem’ are widely viewed as
seminal contributions to economics. Hayek
also did substantial work in such fields as polit-
ical theory, the methodology of the social sci-
ences, psychology and intellectual history.
Finally, his writings on spontaneous orders
and his ‘theory of complex phenomena’ antic-
ipated later developments in such areas as com-
plexity theory and agent-based modelling.
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Born on 8May 1899, the polymath economist and
social theorist Friedrich August von Hayek had
the good fortune to be repeatedly in the right place
at the right time, crossing paths with some of the
century’s most brilliant economists and thinkers.
He grew up in fin de siècle Vienna, a place and
time of extraordinary intellectual vitality. Through
his maternal grandfather, Franz von Juraschek, a
professor of civil law and civil servant, he gained
an introduction to the academic world in Vienna,
and through his father, August, a medical doctor
and devoted botanist, a love of biology and the
sciences as well as an acquaintance with another
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extended community of scholars. As a student at
the University of Vienna his major professor was
Friedrich von Wieser, and among his classmates
were Oskar Morgenstern, Gottfried Haberler, and
Fritz Machlup. After finishing his studies Hayek
spent 15 months in the United States where,
armed with letters of introduction from Joseph
Schumpeter, he encountered most of the major
American economists, both those contributing to
the Marginalist School as well as the leading
institutionalist and business cycle analyst Wesley
Clair Mitchell. When he returned he joined the
Miseskreis, Ludwig von Mises’s study circle.

In the later 1920s he published an article in
German that was read by Lionel Robbins, a
newly appointed professor at the London School
of Economics (LSE). This led to an invitation to
present some lectures, and ultimately, in 1932, to
Hayek being appointed to the Tooke Chair of
Economic Science and Statistics. While at the
LSE Hayek would engage in debates on the lead-
ing issues in economics with some of the disci-
pline’s most important members: John Maynard
Keynes and Piero Sraffa over monetary theory,
Frank Knight and Nicholas Kaldor over capital
theory, Oskar Lange and Evan Durbin over social-
ism. He was also instrumental in bringing the
philosopher of science Karl Popper to the LSE.

Hayek remained at the LSE until 1950, when
he moved to the Committee on Social Thought at
the University of Chicago. There he counted
among his colleagues Milton Friedman, Aaron
Director, and George Stigler. Retiring in 1962,
Hayek had successive appointments at the Uni-
versity of Freiburg and the University of Salzburg,
returning again to Freiburg in 1977. In 1974 he
was awarded, with Gunnar Myrdal, the Bank of
Sweden Nobel Prize in Economic Sciences, and in
1991 the Presidential Medal of Freedom. Hayek
died in Freiburg on 23 March 1992.

If Hayek was in the right place at the right time,
it was usually with the wrong ideas, at least from
the perspective of most of his contemporaries. He
was a sharp critic of Keynes well before the onset
of the Keynesian Revolution. Though he helped
introduce English-speaking economists to general
equilibrium theory, he claimed that a preoccupa-
tion with static equilibrium analysis would

mislead economists about the true nature of a
dynamic market process. He attacked socialism
when most members of the intelligentsia viewed it
as a preferred middle way between an apparently
failed capitalist system and totalitarianisms of the
communist and fascist varieties; for Hayek such
thinking was ‘the muddle of the middle’. When
most Western democracies were embracing some
form of the welfare state, he criticized the concept
of social justice that provided its philosophical
foundations. While most of the social sciences
were moving towards more and more specialized
studies, his work was increasingly integrative and
multidisciplinary. The views Hayek embraced
over most of his career were almost systematically
out of step.

From the perspective of the early 21st century,
history would judge Hayek’s legacy more kindly
than did many of his contemporaries. He lived to
witness the collapse of the Soviet bloc, which
many took as vindication of his and Ludwig von
Mises’s early critique of central planning. His
view that a competitive market system with freely
adjusting prices is an essential mechanism for
coordinating social action in a world of dispersed
knowledge is taken by economists as a fundamen-
tal insight. His insistence that markets be embed-
ded in a host of other social and political
institutions for their proper functioning provides
a jumping off point for such diverse movements
within economics as experimental investigations
of market institutions, public choice and constitu-
tional analysis, and the new institutional econom-
ics. Philosophers of mind, evolutionary
biologists, and neuroscientists have been attracted
to his ‘connectionist’ approach for understanding
the development and functioning of the brain. His
theory of complex phenomena and work on spon-
taneous orders has clear analogues in complexity
theory and agent-based computational modelling
(Caldwell 2004, ch. 14). If Hayek remains a con-
troversial figure in some quarters, even his critics
acknowledge the breadth and depth of his contri-
butions. One pundit, writing in the New Yorker in
2000, even went so far as to call the 20th century
‘the Hayek century’ (Cassidy 2000, p. 45). Con-
sidering that this was only about two decades after
the British Labour politician Michael Foot had
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referred to him as a ‘mad professor’, the reputa-
tional turnabout has been substantial.

Early Work

Hayek’s first trip to the United States took place in
1923–24. While there he studied new work on
monetary policy and the control of the business
cycle; he also witnessed the policy experiments
being undertaken under the auspices of the then
only recently established Federal Reserve System.
Hayek subsequently wrote a paper on US mone-
tary policy in which he criticized the goal of
stabilizing the general price level (Hayek 1926).
According to the Austrian theory of the cycle,
relative price movements play an essential role
in the unfolding of the cycle, so that any policy
prescription that focused solely on aggregates was
judged deficient for ignoring such movements.

Hayek spelled out the Austrian approach in
more detail in his first book, published in 1929,
an English translation of which appeared in 1933
as Monetary Theory and the Trade Cycle. There
he argued for a monetary approach to the origins
of the cycle. Hayek claimed, first, and contra both
the American institutionalists and German histor-
ical economists, that any adequate explanation of
the cycle must be theoretical, and, further, that it
must be consistent with, and presuppose the valid-
ity of, the standard equilibrium theory of the day.
This poses a problem, however, for if one accepts
the results of standard equilibrium theory, where
prices adjust to clear markets, a question immedi-
ately arises: how can a disproportionality between
the production of capital goods and consumer
goods that occurs during the boom phase of the
cycle occur? For Hayek, money provided the
answer. Though the use of money confers sub-
stantial benefits, most evidently to facilitate trade,
and thereby to encourage specialization and
growth, it is also a ‘loose joint’ in the system of
exchange: ‘Money being a commodity which,
unlike all others, is incapable of finally satisfying
demand, its introduction does away with the rigid
interdependence and self-sufficiency of the
‘closed’ system of equilibrium’ (Hayek 1933,
p. 44).

Another significant piece in this period was
Hayek’s paper ‘Intertemporal Price Equilibrium
and Movements in the Value of Money’ (Hayek
1928), which is widely acknowledged as an early
important contribution to the theory of
intertemporal equilibrium.

Hayek Comes to the LSE

Hayek’s lectures in early 1931 at the LSE were
published as Prices and Production, a book in
which he completed the task begun in Monetary
Theory and the Trade Cycle by tracing out the
effects of monetary disturbances on the economy.
Using a framework developed by Knut Wicksell
(1906) and further adapted by Ludwig von Mises
(1924), Hayek posited a natural rate of interest
that, in the absence of monetary factors, would
just equalize the demand for capital and the supply
of savings. When households save, they forgo
present for future consumption. The funds are
borrowed by firms for investment in more ‘round-
about’ methods of production which allow firms
to produce more goods in the future, thereby sat-
isfying the desires of consumers. The natural rate
of interest, then, is a relative price that coordinates
a community’s preferences regarding present and
future consumption with the production processes
that create the goods.

However, in the crisis stage of the cycle, an
excess of capital goods (relative to consumers’
preferences) are created. This occurs because of
a divergence between the natural and the market
rate of interest, caused by bank lending activity.
Specifically, a lowering of the market rate of inter-
est below the natural rate leads firms to move to
more roundabout methods of production, just as
they would have done had there been a reduction
in the natural rate. However, in this case, because
there has been no change in consumers’ prefer-
ences, the lengthening of production processes is
not sustainable. At some point before the comple-
tion of the transition, prices for consumer goods
begin to rise, which signals to firms that they have
made errors. As they begin to abandon the more
roundabout methods, a cyclical downturn is
initiated.
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Hayek’s theory carried the unfortunate policy
implication that there was little that policymakers
could do once an economy was in a recession.
Recessions were avoidable only if one could make
money ‘neutral’ by keeping the natural rate equal
to the market rate of interest. Unfortunately, no
one knows what the natural rate is; only the mar-
ket rate is observable. The downturn, painful as it
is, is actually the system returning to equilibrium,
correcting for past errors. As such, policies that
attempt to address a recession by injecting money
only further encourage firms to persist in their
mistaken behaviours, making the ultimate down-
turn even more severe.

Hayek’s book had a tumultuous reception. In
late 1930 John Maynard Keynes published his
own analysis of the problems of a monetary econ-
omy, A Treatise on Money (Keynes 1930), in
which he also used the Wicksellian framework.
Hayek’s critical review of Keynes’s book drew a
heated response from Keynes, who also took
Hayek’s Prices and Production to task, noting
famously that ‘It is an extraordinary example of
how, starting with a mistake, a remorseless logi-
cian can end up in bedlam’ (Keynes 1931, p. 154).
For a while, as John Hicks later recounted, the
burning question of the day for economists was,
‘Which was right, Keynes or Hayek?’ (Hicks
1967, p. 203).

Others entered the fray, and the weight of the
combined criticisms ultimately led both Keynes
and Hayek to revise their theories. Keynes fin-
ished first, publishing The General Theory of
Employment, Interest and Money in 1936.
Hayek’s initial plan was to construct a dynamic
theory of a capital-using monetary economy. He
worked on the book in starts and stops for the rest
of the decade, finally publishing it as The Pure
Theory of Capital in 1941. There Hayek aban-
doned the simplifying Bӧhm- Bawerkian notion
of an ‘average period of production’, and in its
place systematically explored a variety of possible
relations between inputs (both those available at a
given point in time and over a continuous period)
and outputs (whose availability might likewise
vary over time). He examined the effects of sub-
stitutability and complementarity, of the introduc-
tion of new ‘inventions’, both in cases in which

they are foreseen and when they are not, and of
whether decisions are made by a single individual
or within a competitive system. A key theme of
the book is that the capital structure is constantly
evolving as the market continually provides new
information. In that evolution, capital is rarely
either so malleable as to be instantaneously trans-
formable, or so permanent as to be incapable of
being applied in a different production process.

Hayek’s book made important advances in
capital theory, but he never was able to accom-
plish his larger goal. After seven years of labour
he could only provide in the closing three chapters
of the book a sketch of how to integrate his capital
theory into a monetary framework. As he later
once put it, once you get beyond Bӧhm- Bawerk’s
simplifying assumption of an average period of
production, ‘things become so damn complicated
it’s almost impossible to follow it’ (Hayek 1994,
p. 141).Meanwhile Keynes’s victory in the area of
macroeconomics quickly became complete.

Socialist Calculation and the Knowledge
Problem
In the 1920s, the British economy went through
wrenching structural adjustments, and with the
depression of the 1930s many among the intelli-
gentsia came to view socialist planning as the only
acceptable alternative system. Economists, some
of them colleagues of Hayek’s at the LSE, began
issuing proposals for how to organize such a sys-
tem. In 1935, Hayek entered the discussion with
the publication of Collectivist Economic Plan-
ning, a collection of translations of essays from
an earlier debate that had been initiated by Ludwig
von Mises. Hayek included his mentor’s essay, in
which Mises argued that rational planning was
‘impossible’ under socialism. His point was that
a monetary economy with freely adjusting market
prices reveals relative scarcities among factors of
production. When the means of production are
state-owned, there are no prices for factors of
production, and hence no signals to help socialist
managers allocate resources rationally (Mises
1920).

Some socialists (for example, Dickinson 1933)
responded by invoking Paretian general equilib-
rium theory, which they argued disproved Mises’s
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thesis. They noted that any economic system
could be represented by a system of equations,
so that the only difference between a planned and
a free market system lay in who was responsible
for ‘solving’ the equations, socialist managers or
private entrepreneurs. If some of the prices that
the socialist managers chose were wrong, gluts or
shortages would appear, signalling them to adjust
the prices up or down, just as in a free market.
Through such a trial and error procedure, a social-
ist economy could mimic the efficiency of a com-
petitive free market system, while avoiding its
many problems: wasteful competition, the market
failures that attend monopoly and externalities,
and an unjust income distribution (Lange 1938).

Hayek challenged this vision in a series of
contributions (Hayek 1937, 1945, 1968) to what
has since come to be called ‘the knowledge prob-
lem’. In ‘Economics and Knowledge’ (1937) he
pointed out that the standard equilibrium theory of
his day assumed that all agents have full and
correct information. In the real world, however,
different individuals have different bits of knowl-
edge, and furthermore, some of what they believe
is wrong. In that world, the key question is how it
comes about that the actions of individuals ever
get coordinated, a question that equilibrium anal-
ysis with its full information assumption brushes
aside.

Hayek posited the market as a key coordinating
institution. He described the market process as
operating in a world of constant change, in
which freely adjusting prices are formed as the
result of decisions, typically forward-looking, of
literally millions of market participants. Their
decisions are based in part on the vast array of
prices that they confront in the market, prices that
give them information about relative scarcities.
But in addition, agents act on the basis of localized
knowledge, knowledge of particular circum-
stances of time and place, some of which is
tacit – that is, they cannot say why they are acting
on it. Their market activity also reflects this local-
ized knowledge, and by acting their knowledge
becomes embedded in the array of market prices.
In short, market activity is both price-determined
(prices shape what people do) and price-

determining (what people do, based on local
knowledge, determines what prices are). Market
prices coordinate the specific knowledge of time
and place possessed by millions of market agents.
Socialist schemes that involve price fixing, as
many of the proposals did, would keep the com-
munication system from working. Hayek also
doubted that trial and error price adjustment
methods could ever mimic the speed of adjust-
ment produced by markets, where errors to be
corrected are simultaneously profit opportunities
for alert entrepreneurs. Finally, Hayek criticized
the profession’s focus on standard equilibrium
analysis which, by concentrating on equilibrium
states, obscures the competitive process by which
knowledge about relative scarcities becomes
known: that theory ‘starts from the assumption
of a “given” supply of scarce goods. But which
goods are scarce goods, or which things are
goods, and how scarce or valuable they are –
these are precisely the things that competition
has to discover’ (Hayek 1968, p. 181). In short,
market competition provides a discovery proce-
dure. Hayek developed these ideas in a series of
papers, the most famous of which, ‘The Use of
Knowledge in Society’, is still widely cited by
traditional general equilibrium theorists as well
as economists working in the economics of infor-
mation (Hayek 1945).

The Abuse of Reason Project and the
Road to Serfdom

Though Hayek felt he had launched a telling
attack against socialism, few in the late 1930s
were persuaded by his economic reasoning.
Hayek began to realize that the attractiveness of
socialism went far beyond economics. Socialists
promised a society that was not only more effi-
cient than capitalism, but also one that was more
just, where individuals have more self-
determination and greater political freedom, and
in which scientific reasoning would be used to
improve upon a host of outdated social institu-
tions. If he were successfully to challenge these
utopian visions, economic arguments were not
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enough. He would need to develop political, his-
torical and ethical arguments against them as well.

During the Second World War Hayek began
doing just that, in a massive piece of work that he
called the ‘Abuse of Reason’ project. His over-
arching goal was to show how a number of then-
popular doctrines and beliefs, doctrines with
which he disagreed, had a common origin in
some fundamental misconceptions about the
proper methods for studying social phenomena.
Central to his argument was the critique of scien-
tism,which he defined as the ‘slavish imitation’ of
the methods of the natural sciences in the study of
social phenomena (Hayek 1942–44, p. 24). He
criticized the objectivism, historicism and collec-
tivism of the ‘scientistic prejudice’, and contrasted
these with his own preferred approach, one that
was subjectivist, theoretical, and individualist. In
the essay ‘Scientism and the Study of Society’
(Hayek 1942–44) he also articulated a fundamen-
tal thesis about the limitations of our knowledge in
the social sciences: that rather than make precise
predictions often the best we can do is to make a
pattern prediction, or alternatively to provide an
explanation of the principle by which some social
phenomenon came into being.

Hayek never completed the Abuse of Reason
project, although sections of it were published
separately during and after the war. One of these
became his most famous book, The Road to Serf-
dom. As noted above, many advocates of social-
ism had promised that socialism would bring
greater political freedom. In The Road to Serfdom
Hayek countered that planning of the economy
would soon lead to increasing political control as
well. One of the virtues of a market economy is
that it allows people with very different tastes to
express them, and (for those with the means) to
get them satisfied, through the market. In a
planned economy, socialist managers must decide
which goods, and in what quantities, get pro-
duced. Invariably some people will not like the
decisions they make, and will protest. A change in
the mix will cause others to protest. If any pro-
gress is to be made, even democratically elected
socialist regimes will at some point be forced
simply to make the decisions for the people.

This is much easier to do if political dissension
is suppressed. Hayek’s claim was that, to run a
fully socialized planned economy successfully, its
socialist managers ultimately must secure control
of the political process as well.

Hayek’s book was only one of many at the time
to address the issues of planning versus markets
and other issues related to the shape of the post-war
economic and political order. Its fame, and in some
quarters notoriety, was due to its being condensed
in the pages of Reader’s Digest in April 1945,
appearing just as the war in Europe was coming
to an end.Reader’s Digest then had a circulation of
almost nine million, and in addition, a Book of the
Month Club reprint was made available that added
another million readers. As a result, Hayek’s little
book, and the even smaller condensed version,
gained widespread attention and iconic status
among both its supporters and critics.

Besides fame, the publication of the book
brought with it other unintended consequences.
On a publicity trip to the United States, Hayek
made a number of contacts, people who shared his
views regarding the merits of a liberal democratic
market order. In 1947 he organized the first meet-
ing of the Mont Pèlerin Society, which brought
together like-minded people from America and
Europe to discuss and debate questions
concerning the appropriate economic, political,
legal and social institutional framework for a
free society. Participants included Milton Fried-
man, Aaron Director and George Stigler, who
would over the course of the next decade form
the Chicago School of economics.

The Sensory Order

From 1945 until he joined the faculty at Chicago,
Hayek took on yet another wholly different sub-
ject, theoretical psychology. Building on a student
paper he had completed in 1920, he titled the
resulting book The Sensory Order (Hayek 1952a).

This book is probably best viewed as an out-
growth of his earlier attack on scientism. Two
‘objectivist’ doctrines that he criticized in the
‘scientism’ essay were physicalism, a view
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espoused by the logical positivist philosopher
Otto Neurath, and behaviourist psychology. The
doctrines were related: physicalism insists that all
truly scientific statements make reference only to
observables, and behaviourist psychology like-
wise insists that scientific psychology should
eschew all reference to mental states and deal
only with observable behaviour. By eliminating
all reference to subjective states and interpreta-
tions, the objectivity of science is guaranteed.

Hayek posited two orders, the sensory order
that we experience, and the underlying natural
order that natural science has revealed: atoms,
molecules, electromagnetic waves and the like.
The question arises: why are these two orders
different? Hayek’s answer was that the sensory
order is in fact a product of our brain. He charac-
terized the brain as a highly complex but self-
ordering, hierarchical classification system, a
huge network of connections. A given stimulus
triggers an extensive set of neuronal firings that
gives rise to our experience of a sensation. The
richness of our sensory experience is due to the
sheer vastness and hierarchical nature of the clas-
sifier system. As he once noted, ‘During a few
minutes of intense cortical activity the number of
interneuronic connections actually made
(counting also those that are actuated more than
once in different associational patterns) may well
be as great as the total number of atoms in the
solar system (that is, 1056)’ (Hayek 1964, p. 25).

If Hayek’s description was right it posed prob-
lems for behaviourists, who did not even recog-
nize the existence of the two orders, taking the
sensory order as fundamental. Furthermore, the
supposedly uninterpreted sensory experience so
vital to the behaviouralist was itself simply a
product of our minds; it was itself an interpreta-
tion. Hayek’s book went virtually unnoticed when
published, but subsequent neuroscientific
research broadly supports his principal claims.

Political Theory

J.M. Keynes read Hayek’s The Road to Serfdom
on a boat going to the Bretton Woods conference,
later writing to Hayek that ‘morally and

philosophically I find myself in agreement with
virtually the whole of it; and not only in agree-
ment with it, but in a deeply moved agreement’
(Keynes 1944, p. 385). Keynes went on to say,
though, that.

You admit here and there that it is a question of
knowing where to draw the line. You agree that the
line has to be drawn somewhere, and that the logical
extreme is not possible. But you give us no guid-
ance whatever as to where to draw it. (1944, p. 386)

Hayek evidently took the criticism to heart, for
in the coming years he would make two further
important contributions to political philosophy
that would refine and extend the arguments made
in The Road to Serfdom.

In The Constitution of Liberty Hayek defined
liberty as a condition ‘in which coercion of some
by others is reduced as much as possible in soci-
ety’ (Hayek 1960, p. 11). This poses a dilemma,
because the best way to avoid coercion is to set up
a coercive power that is strong enough to suppress
it. Liberal constitutionalism attempts to solve the
problem by defining a private sphere of acceptable
individual activity, granting the state a monopoly
on coercive powers, then constitutionally limiting
the power of the state to those instances where it is
required to prevent coercion. The state’s coercive
actions are limited by the rule of law: its laws
made in protection of the private sphere must be
prospective, known, certain, and equally enforced
(Hayek 1960, pp. 205–10). He contrasted these
with laws that seek particular outcomes within the
private sphere, for example, price-fixing to help
certain groups, or social legislation whose intent is
to create or preserve a particular pattern of redis-
tribution. Hayek linked his discussion with his
perennial concern for problems caused by dis-
persed knowledge by noting how liberty enables
individuals to make the best use of local
knowledge:

The rationale of securing to each individual a
known range within which he can decide on his
actions is to enable him to make the fullest use of
his knowledge, especially of his concrete and often
unique knowledge of the particular circumstances
of time and place. The law tells him what facts he
may count on and thereby extends the range within
which he can predict the consequences of his action.
(Hayek 1960, pp. 156–7)

5676 Hayek, Friedrich August von (1899–1992)



In the last third of the book Hayek outlined the
specific sorts of government policies that are con-
sistent with constitutional liberalism.

Soon after completing this book he felt the
need to readdress some of the same questions,
ultimately producing the trilogy Law, Legislation
and Liberty (1973–79). There Hayek lamented
how Western democracies were increasingly
circumventing the constitutional constraints
outlined in his earlier book. Because the ideals
of constitutionalism had failed to take root, the
rule of law was weakening. Governments were
increasingly passing coercive legislation, typi-
cally under the guise of achieving social justice,
that in reality typically served well-organized coa-
litions of special interests. Coercive legislation
was gradually replacing the rule of law.

Hayek began by contrasting spontaneous, self-
generating orders (what the Greeks called a
kosmos) with organizations that are constructed,
created orders (what the Greeks referred to as a
taxis). Agents in organizations aim at
accomplishing specific goals, and do so by fol-
lowing explicit commands. Grown orders tend to
be much more complex. They do not aim at spec-
ifiable outcomes, and agents interact in them by
following abstract rules. Hayek applied these
ideas to the development of the law, or nomos, in
which rules of just conduct eventually become
codified into law. He contrasted this common
law heritage with legislation, the rules for orga-
nizing government, also known as thesis. Under
the influence of various rationalist constructivist
doctrines (Hayek identifies utilitarianism and
legal positivism as particularly noxious), legisla-
tion to achieve particular ends began to replace the
grown law, which itself does not aim at specific
outcomes but instead provides a stable ordered
environment in which individuals are able to
employ their knowledge to make decisions.

In developing these contrasts, Hayek argued
that though the concept of justice provides the
foundation for notions of just conduct and ulti-
mately of the law itself, the idea of social justice
only has meaning within the context of a taxis.
Only human conduct by individuals or organiza-
tions, not states of affairs or outcomes, can be
called just or unjust. One must be able to hold

someone responsible to apply the term. Rationalist
constructivists make a fundamental error, a cate-
gory mistake, to argue that it can also be applied to
the outcomes of a spontaneous process, which has
no specific purpose other than to allow millions of
agents to pursue their own purposes. Hayek ended
his trilogy with the pessimistic view that majori-
tarian democratic governments operating under
the errors of constructivism and the guise of
achieving greater social justice were increasingly
replacing grown law with legislation, most of
which served powerful special interests, with dire
consequences for the persistence of the grown
order. In the final chapter he proposed a unique
political reform that aimed at increasing the inde-
pendence of legislators from the influence of spe-
cial interests, thereby strengthening the ideal of
liberal constitutionalism. Interestingly, about the
same timeHayek (1978a) also proposed an equally
provocative scheme for the competing currencies
that he dubbed the denationalization of money.

His final major contribution was The Fatal
Conceit (Hayek 1988), the conceit being social-
ism –for Hayek the ultimate form of rationalist
constructivism. The book had its origins in the late
1970s, when he tried to arrange a debate between
socialists and advocates of markets on the merits
of their respective systems. Though the debate
never came off, the project led him to begin
work on a final wide-ranging critique of socialism
and constructivism. Hayek worked on the book
during the early 1980s, but when his health began
to fail in 1985 the philosopher W.W. Bartley III
(who was also the general editor of The Collected
Works of F.A. Hayek) stepped in to assist him.
Questions have been raised about how much of
the book should be attributed to Bartley and how
much to Hayek, but one fundamental Hayekian
claim is that the moral rules, norms, ethical pre-
cepts and practices that have led to the develop-
ment of the extended market order have emerged
through a process of cultural evolution. Many of
these rules go against the ‘natural morality’ that
allowed earlier humans to function successfully in
small hunter-gather groups. Furthermore, because
they were seldom consciously adopted and their
effects are often difficult to identify, they tend to
chafe against human reason, as well. Many of our
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moral beliefs, then, lie between, and fit uneasily
with, both our instinct and our reason. This is why
humans instinctively rebel against the market
order, and seek to use their reason to construct
an alternative.

A theme that runs throughout Hayek’s work is
an emphasis on the limits of our reason, and the
role of rule-following in allowing us to deal suc-
cessfully in a world in which knowledge is dis-
persed. In field after field Hayek identified
spontaneous complex orders that form as the
result of agents following rules. The price system
represents one such an order, and, as his work on
capital theory showed, if one extends the system
in time it can also serve as a mechanism for the
intertemporal coordination of human action. The
brain is another example of a self-organizing com-
plex order: vast networks of neuronal firings give
rise to the larger phenomenon of consciousness.
Within political theory, the common law tradition
(as opposed to legislation) and the requirement
that we follow the rule of law and obey constitu-
tional rules are yet another manifestation of our
discovering procedures that allow us to deal more
successfully with the limits of our reason.

It is unfortunate that Hayek remains in some
quarters a controversial figure, but it is also prob-
ably inevitable, given that so many of his key
insights were formed within a context of intense
political debate, and that it is difficult to separate
them from that context. Even so, one hopes that
his contributions on knowledge and its limits, on
the role of grown institutions in helping us to
overcome our ignorance, and on the workings of
hierarchical networks and spontaneous self-
organizing complex orders, will continue to stim-
ulate future research.
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Abstract
Public policies for hazardous waste address
both current waste management and the
clean-up of a legacy of contamination. Policies
for current waste management should provide
incentives for waste generators that are sensi-
tive to the varying hazards posed by waste.
Although conventional regulations have diffi-
culty accomplishing this variation, alternative
incentive-based policies show promise empir-
ically. Policies for clean-up of contamination
often fail to strike an appropriate balance
between hazards posed by the contamination
and costs of clean-up. In addition, relying
on legal liability to fund these clean-ups
has consequences for the costs of clean-up
and possibly for the redevelopment of
contaminated land.
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Hazardous waste has become a major focus of
environmental regulation. In the United States,
spending on hazardous waste rose from only
about two per cent of the compliance cost of all
federal environmental regulations in 1985 to a
projected 17 per cent in 2000 (U.S. EPA 1990);
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its share of environmental expenses in Europe
may have been comparable in 2000 (European
Commission 2000). The costs arise from the man-
agement of waste from current activities and from
the clean-up of a legacy of contamination. This
article addresses, first, current hazardous waste
management and, second, clean-up of past
contamination.

Hazardous Waste Management

A wide range of industrial processes create haz-
ardous wastes; they are also generated by com-
mercial activities (for example, used oil and
batteries from automobile repair shops) and by
households (for example, used electronics).
Once generated, wastes are managed in one of
three ways: disposal, which usually involves plac-
ing wastes in landfills or injecting liquid wastes
into underground wells; treatment (for example,
incineration or stabilization), which renders the
wastes less hazardous, but rarely eliminates the
need to dispose some hazardous residuals; and
recycling or reuse. Most hazardous waste is man-
aged on-site by the small number of plants that
generate vast quantities of waste; however, most
generators create smaller quantities and use
off-site commercial waste management.

The risk posed by a waste depends not only on
the nature of the hazardous chemicals but also on
their concentration and mobility and on the way
the waste is managed. Waste generators control
these variables through their output decisions,
production processes, and handling of wastes, so
the challenge for public policy is to create optimal
incentives in all these dimensions. An efficient
policy would correct many different environmen-
tal externalities, such as air pollution from incin-
eration and groundwater and surface water
contamination from land disposal. Such a policy
might use taxes on environmental releases or,
where feasible, impose legal liability for harms.
With a competitive waste management market,
these policies would not only affect waste man-
agement but also send the correct signals to waste
generators to choose howmuch and which sorts of
waste to generate.

Actual public policy for hazardous waste in
developed countries tends to regulate waste man-
agement, with relatively few direct rules about the
quantities or nature of wastes generated. Regula-
tions use a traditional command-and-control
approach, often requiring specific technologies
(for example, specifying the thickness of liners
required for hazardous waste landfills). These
approaches do not provide much flexibility in
tailoring the management methods to the charac-
teristics and risks of the waste in question. For
example, the United States requires that wastes be
treated (often incinerated) before land disposal.
These ‘land disposal restrictions’ probably
account for most of the cost of hazardous waste
regulations, yet economic assessments by the U.S.
Environmental Protection Agency (EPA) strongly
suggest that their costs greatly exceed their bene-
fits (Sigman 2000). The land-disposal restrictions
founder on their absolute nature; although the
restrictions would pass a cost–benefit test for
some wastes, they also apply to many wastes
that are not easily treated or pose low hazards.

Some jurisdictions also impose taxes on haz-
ardous waste. Sometimes called ‘waste-end’
taxes, these taxes vary with the quantity of waste
and may depend on how waste is managed.
Sigman (1996) reports empirical evidence that
generators respond to waste-end taxes by reduc-
ing waste and altering their management methods.
Levinson (1999) shows that the waste-end taxes
levied by the United States have altered the geog-
raphy of waste management. Although this evi-
dence demonstrates the potential of incentive-
based environmental policies to motivate private
decisions, current taxes in the United States do not
seem efficient. Indeed, Levinson (2003) argues
that states practise destructive competition, spe-
cifically an inefficient ‘race to the top’, through
these taxes.

Enforcement of both command-and-control
waste regulation and waste-end taxes is difficult.
Unlike air and water pollutants, hazardous waste
is easily transported away from its source, giving
rise to the possibility of illegal disposal (known as
‘midnight dumping’ in the United States and ‘fly
tipping’ in the UK). Sigman (1998a) finds that
rules requiring recycling or reuse of waste raise
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the frequency of illegal dumping. If the elasticity
of illegal disposal to legal waste management
costs is high enough, public policies may be coun-
terproductive because the environmental harm
from illegal disposal can be much greater than
that from legal disposal.

A response to this enforcement problem is to
use a deposit-refund or similar tax–subsidy com-
bination (Fullerton and Kinnaman 1995). The
policy would tax inputs or products that give rise
to waste and give a refund for legal waste man-
agement that may vary with the external costs of
the waste management method. For example, it
might refund a modest portion of the initial tax for
land disposal and a larger share for incineration.
Such a system could mimic waste-end taxes with-
out the incentives for illegal disposal. The effec-
tive tax for illegal disposal is the forfeit of the
deposit; for all other activities, the effective tax
is the difference between the deposit and appro-
priate refund. Deposit-refunds (with the refund
equal to the deposit) are common internationally
for products such as used batteries, electronics,
and lubricating oil (OECD/EEA 2006).

The location of facilities that manage waste
also raises issues. Local communities often reject
these facilities because of their perceived hazards.
Economists have sought to design policies that
create optimal incentives in siting facilities
through compensation for host communities (for
example, Minehart and Neeman 2002). In
assessing ‘environmental equity’, numerous stud-
ies examine whether poor people and members of
minority groups disproportionately live near haz-
ardous waste facilities, with mixed conclusions
for developed countries (Hamilton 2005). Con-
cern about the incidence of waste management
costs may also be behind the Basel Convention
of 1989, which restricts international shipment of
hazardous wastes between developed and devel-
oping countries.

Clean-up of Contaminated Sites

Land disposal of hazardous wastes and other
activities, such as storage of toxic substances for
industrial processes, have created a legacy of

contaminated sites that may cause damage and
require clean-up. The U.S. federal policy for
clean-up of abandoned contaminated sites is the
Comprehensive Emergency Response Compen-
sation and Liability Act (CERCLA), commonly
known as Superfund. Superfund clean-up is
mostly funded by legal liability imposed on the
generators and transporters of waste and past and
present owners of contaminated land. Liable
parties must either undertake clean-up themselves
or reimburse the government for clean-up by pay-
ing into a dedicated trust fund, which also
received some tax financing in earlier years. Euro-
pean countries have similar programmes; a 2004
EU Environmental Liability Directive imposed
additional requirements.

The appropriate level of clean-up (or ‘how
clean is clean?’) has been the subject of a long-
running debate. In the early years, public policies
called for sites to be rendered completely clean;
however, as costs have grown, greater (or at least
more explicit) balancing of benefits and costs has
become common. Still, decisions often fall well
short of the economist’s ideal. For example, the
Superfund programme sets goals that reflect
biases in risk perception and political objectives
as well as costs and risks to the exposed popula-
tion (Hamilton and Viscusi 1999).

Quantifying the benefits of clean-up can be
difficult. A substantial literature uses hedonic
property value methods to evaluate the welfare
effects of proximity to contaminated sites and
finds large effects. In a literature survey by the
U.S. EPA (2005), the studies on average find that
house prices are seven per cent (or more) lower
near contaminated sites. Studies also find that
discovery of a site lowers local house prices.
Although these results suggest that households
perceive harm from contaminated sites, the
much smaller literature that looks at whether
clean-ups improve prices finds disappointing
results; for example, Greenstone and Gallagher
(2005) conclude that Superfund clean-up had
minimal effect on house prices.

Another debate concerns the desirability of
funding clean-up through legal liability. This
funding source has advantages and disadvantages
relative to use of general government revenues or
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a dedicated tax. Liability may create desirable
incentives for current waste management, reduc-
ing the need for ex ante regulation of land dis-
posal, such as the command-and-control
regulation discussed above. However, unless the
required clean-up spending is optimal, these
incentives may not be efficient. In addition,
much liability is retroactive (applying to contam-
ination from before the clean-up law) and thus
does not directly affect active waste management.

Liability also helps privatize clean-ups because
liable parties may dispatch their responsibility by
undertaking government-approved clean-ups.
Relative to the government, private parties may
have stronger incentives to control costs, better
knowledge of the contamination, and greater abil-
ity to limit disruption to current economic activity
at the site. However, in an effort to lower their
costs, private parties may drag their feet and use
political and other means to make the government
choose less extensive clean-up remedies (Sigman
1998b, 2001).

Many policymakers fear that environmental
liability deters redevelopment of ‘brownfields’,
sites with potential contamination from their past
use. Brownfields are a concern because they are a
source of urban blight and because firms may
develop relatively pristine land as a substitute for
old industrial land. A buyer of a contaminated site
may find itself partially or fully liable for clean-up
costs; in the United States, CERCLA lists current
landowners as among the potentially responsible
parties. The government may choose to pursue a
new owner, for example, if it has deeper pockets
than the previous owner or is a private rather than
a public entity. However, it is unclear that such
liability deters redevelopment because it may be
capitalized into land prices, as empirical research
suggests (McGrath 2002).

A number of distortions may make price
adjustments insufficient to restore efficient incen-
tives for redevelopment of brownfields. Segerson
(1993) argues that a distortion can arise when
sellers are judgment-proof (sheltered from liabil-
ity by the option of declaring bankruptcy), so a
sale may increase collective private clean-up costs
by exposing a buyer’s deeper pockets to the gov-
ernment. Other studies point to adverse selection,

imperfect enforcement of liability, and the effects
of joint and several liability as sources of a disin-
centive for redevelopment of brownfields (Boyd
et al. 1996; Chang and Sigman 2005). Empirical
research does suggest higher vacancy rates for
urban industrial land where expected liability is
higher (Sigman 2006). Numerous public policies
address brownfields, for example, by providing
liability protections and direct subsidies to new
owners of land.

Finally, liability incurs substantial legal costs,
as the government sues liable parties and liable
parties sue each other and their insurance carriers.
Based on surveys of liable parties, Dixon (1995)
estimates that as much as 30 per cent of private
spending on Superfund will be transaction costs.
However, these costs may be similar to the trans-
action costs of tort liability generally and the
excess burden of the taxes that might replace
liability as a funding source.

The specific form of environmental liability has
also been controversial. In the European Union
(EU), a debate on strict liability preceded the adop-
tion of the 2004 Environmental Liability Directive.
Under strict liability, parties are liable for any harm
whereas under an ‘at fault’ or negligence rule
parties are liable only when they fail to exercise
appropriate care. The EU settled on amixed regime
in which certain hazardous activities are subject to
strict liability. An extensive literature in law and
economics compares these liability regimes. For
hazardous waste, empirical studies have suggested
that strict liability reduces accidental toxic spills
and violations of hazardous waste laws (Alberini
and Austin 2002; Stafford 2003).

Rules for apportioning liability with multiple
defendants have been even more controversial. In
the United States, courts have interpreted Super-
fund to impose ‘joint and several’ liability, mean-
ing that the government may sue any liable party
for the entire cost of clean-up at the site, regardless
of that party’s contribution to the contamination;
the party initially held liable may then recover cost
shares from other defendants. Most European
countries also rely on joint and several environ-
mental liability, but some have begun restricting its
use. Joint and several liability strengthens the gov-
ernment’s hand and increases its ability to collect
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‘orphan shares’, the share of costs attributable to
parties that are bankrupt or substantially judgment-
proof. It also affects incentives for parties to settle
rather than litigate, which may be favourable
depending on empirical conditions (Kornhauser
and Revesz 1994; Chang and Sigman 2000), and
incentives for ex ante precaution in managing haz-
ardous substances (Tietenberg 1989). Although
some of its effects may be desirable, joint and
several liability is often decried as unfair.
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Abstract
The economics of health behaviours concerns
decisions about smoking, diet and exercise,
drinking alcohol, and other consumer choices
with important health consequences. The neo-
classical model of the consumer and its exten-
sions provide the theoretical framework for
most economic research on health behaviours.
More recently, behavioural economic models
that incorporate insights from psychology have
been proposed as alternative models of health
behaviours, especially behaviours involving
addiction. Empirical economic research on
health behaviours is extensive, and explores
both the determinants and consequences of
health behaviours. Welfare economic analysis
of health behaviours also provides useful, if
sometimes controversial, guidance for public
policy.

Keywords
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JEL Classifications
I1

The economics of health behaviours concerns
decisions about smoking, diet and exercise, drink-
ing alcohol, and other consumer choices with
important health consequences. The focus on

consumption decisions that are usually made out-
side the medical care sector distinguishes the eco-
nomics of health behaviours from medical care
economics. Explaining decisions like smoking
that eventually kill so many consumers poses
intriguing challenges for economic models of
rational consumers. Health behaviours also pro-
vide rich opportunities for empirical economics.
Academic interest and policy relevance of the
empirical findings often go hand in hand. For
example, an estimate of the price-elasticity of
demand for cigarettes sheds light on the relevance
of economic models of addictive behaviour, and
also helps policy-makers predict the impact of
cigarette excise taxes.

The epidemiologic transition helps drive aca-
demic and policy interest in health behaviours.
Over the course of the twentieth century the
leading causes of death shifted from infectious
diseases to chronic noncommunicable diseases
(NCDs), including heart disease, cancer, diabe-
tes and chronic lung disease. Because they
increase the risks of NCDs, health behaviours
are estimated to cause about half of all deaths
in the USA. Smoking is estimated to be the
leading behavioural cause of death, followed
closely by diet and physical inactivity (Mokdad
et al. 2004). Health behaviours are important for
global health, not just for health outcomes in
high-income countries like the USA. Nearly
80% of NCD deaths globally occur in low-and
middle-income countries (World Health Organi-
zation 2009).

Theoretical Framework
for Understanding Health Behaviours

Consumer demand for cigarettes, healthy and
unhealthy foods, and other health-related goods
can be studied using the standard economic model
of the consumer. For example, empirical studies
estimate price-and income-elasticities of health
behaviours from single equation demand func-
tions or multi-equation demand systems (Deaton
and Muellbauer 1981). However, this approach
misses the key feature that distinguishes these
goods from other consumer goods – the health
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consequences. Grossman’s (1972) household pro-
duction model of health is a seminal contribution
to both medical care economics and the econom-
ics of health behaviours.

Grossman’s model formalises the insight that
medical care is not a direct source of utility like
other goods. Instead, the demand for medical care
is derived from the more basic demand for the
commodity good health. When applied to health
behaviours, Grossman’s model allows for joint
production, where in addition to entering as a
determinant of the household production of
health, a good like cigarettes provides utility
directly (or jointly produces some other commod-
ity, e.g. relaxation). In health economics it is often
convenient to distinguish three categories of
goods: medical services, health behaviours and
goods not related to health.

While some behaviours like drunk driving
have immediate health consequences, more typi-
cally consumers trade off their current-period util-
ity or disutility from the behaviour with its impact
on their future health. This trade-off stems from
the technology/biology of health production func-
tions for NCDs like heart disease and cancer.
These diseases often strike later in life, but the
risk of disease depends on behaviours chosen
decades earlier. The disease processes point to
the need for an inter-temporal model of health
behaviours. In a two-period, multi-period, or con-
tinuous time inter-temporal model, health behav-
iours depend in part on how heavily the individual
discounts the future health consequences, i.e. on
the individual rate of time preference. The disease
processes that link behaviours and NCDs are
probabilistic rather than deterministic: exercise
reduces the risk of heart disease while smoking
increases the risk, but some runners die young of
heart disease while some smokers live long lives.
In models with uncertainty, health behaviours also
depend on individual risk aversion. The conven-
tional wisdom is that differences in time-and risk-
preferences might help explain a large part of
observed variation in health behaviours. How-
ever, the conventional wisdom has been difficult
to confirm or refute, because many data sets on
health behaviours do not include measures of
time-or risk-preferences.

Becker and Murphy’s (1988) model of rational
addiction provides a framework for the analysis of
many health behaviours including smoking, alco-
hol abuse, illegal drug use and obesity. In their
inter-temporal model, current consumption of an
addictive good not only changes future health, but
also changes the utility that the consumer receives
from future consumption of the addictive good.
Increasing the marginal utility of future consump-
tion is a necessary but not sufficient condition for
addiction, which they define as occurring when an
increase in current consumption increases future
consumption. The model assumes that the con-
sumer is rational with a consistent plan to maxi-
mise lifetime utility. Moreover, the rational addict
is forward-looking and anticipates the impact of
current consumption on the marginal utility of
future consumption. The implication that the
rational addict’s current consumption responds
to anticipated future prices provides an empirical
test that distinguishes rational from myopic addic-
tion (Becker et al. 1994).

The model of rational addiction predicts many
features of addiction and provides new insights.
Powerful complementarities across time lead to
unstable steady states, corresponding to high
levels of consumption by addicts and low or zero
levels of consumption by abstainers. Becker and
Murphy (1988, p. 682) show that their analysis
‘implies the common view that present-oriented
individuals are potentially more addicted to harm-
ful goods than future-oriented individuals’. The
model also implies that the long-run price-
elasticity of demand for an addictive good
exceeds the short-run price-elasticity. A com-
monly overlooked result is that because current
and future consumption are complements, in
response to permanent price changes ‘the long-
run demand for addictive goods tends to be more
elastic than the demand for nonaddictive goods’
(Becker and Murphy 1988, p. 695). They suggest
that the conventional wisdom that demand for
addictive goods is inelastic might reflect observa-
tions of temporary instead of permanent price
changes.

While the theory of rational addiction has been
very influential, behavioural economic models
have also been proposed as alternative
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frameworks to study health behaviours. Gruber
and Koszegi (2001) develop a model of
time-inconsistent addiction. The model incorpo-
rates insights from psychological and behavioural
economics research which suggest that consumers
have an extra bias for the current period over the
future. This results in time inconsistency: the mar-
ginal rate of substitution between periods t + 1
and t + 2 is different from the perspective of
time t (when both t + 1 and t + 2 are in the future)
than it will be from the perspective of time t + 1,
when period t + 1 is the current period. Gruber
and Koszegi modify the rational addiction model
to allow for quasi-hyperbolic discounters with
time inconsistency. Consumers who are sophisti-
cated about their own preferences may adopt com-
mitment devices to prevent time-inconsistent
choices.

Bernheim and Rangel (2004) develop an alter-
native behavioural economics model of
cue-triggered addiction. In their model the con-
sumer operates in either a cold or hot mode of
decision-making. In the cold mode, properly func-
tioning decision processes lead consumers to
choose their most preferred alternatives. In the
hot mode, the consumers’ decision-making pro-
cesses are dysfunctional. While in the hot mode,
consumers make mistakes and use the addictive
good, even though in the cold mode they would
decide against use. Environmental cues trigger the
hot mode and mistaken usage. However, the
model also assumes that consumers understand
their susceptibility to cues and thus can to some
extent manage their potential addiction; for exam-
ple, a recovering addict might avoid places or
people associated with her former use.

Empirical Research on Determinants
of Health Behaviours

Empirical research on the determinants of health
behaviours is driven by the common interest of
academics and policy-makers. Not surprisingly, a
large body of economics research focuses on the
role of prices as determinants of health behav-
iours. Gallet and List (2003) report a meta-
analysis of 523 price-elasticity estimates from

86 empirical studies of the demand for cigarettes.
Wagenaar et al. (2009) report a meta-analysis of
1003 price-elasticity estimates from 112 studies of
the demand for alcoholic beverages. The price-
elasticity estimates are often cited by policy-
makers to make the case that higher excise taxes
on cigarettes and alcohol can promote public
health. With increased policy interest in obesity,
the price-elasticities of calorie-dense foods, such
as fast foods, become policy-relevant as new taxes
are considered (Chou et al. 2004). The price-
elasticity of the demand for illegal drugs is
extremely relevant to the effectiveness of
supply-side drug policies, but economic research
on illegal drug markets faces substantial data chal-
lenges (Manski et al. 2001). Health behaviours
like exercise often do not involve explicit mone-
tary prices, but time costs play a similar role in
determining these health behaviour choices
(Meltzer and Jena 2010).

Economic and public health research points to
health information as another important determi-
nant of health behaviours. Perhaps the most com-
pelling lesson that information can change health
behaviour comes from the history of smoking
over the last half of the twentieth century. As
medical research established smoking’s health
risks and the information was disseminated to
consumers, adult smoking prevalence fell dramat-
ically in many high-income countries. In the USA,
the prevalence of adult smoking fell from nearly
50% in the 1940s to its current rate of around
20%. Behaviour-changing information flows
from public policies, non-profit organisations
like the American Cancer Society, and for-profit
firms in the private sector. Empirical health eco-
nomic research has explored public sector infor-
mation initiatives ranging from the 1964 Surgeon
General’s Report on smoking (Schneider et al.
1981) to New York City’s 2008 required calorie
posting in restaurant chains (Bollinger et al.
2011). In the private sector, manufacturers have
strong profit incentives to provide information
about the health benefits of their products.
Research suggests that producer-provided health
information promoted healthier behaviours
related to dietary fibre in breakfast cereals
(Ippolito and Mathios 1990), the consumption of

5686 Health Behaviours, Economics of



fats, saturated fats, and cholesterol (Ippolito and
Mathios 1995), and pharmaceutical products that
aid smoking cessation (Avery et al. 2007).

Especially for adolescents, peer influences
may be important determinants of a range of
health behaviours, including smoking, drinking
and illegal drug use. Many discussions of peer
influences implicitly assume that they are what
Liebenstein (1950) calls “bandwagon effects,”
where an individual’s marginal utility from con-
sumption is higher when their peers also consume
the good. However, based on psychological
research there may also be what Liebenstein
(1950) calls ‘snob effects’, where an individual’s
marginal utility from consumption is lower when
certain other people, e.g. adolescents in another
peer group or adults, also consume the good. To
date, most empirical work in health economics
focuses on the basic question of whether the asso-
ciations documented between an individual’s
health behaviours and their peers’ behaviour
reflect causality. There are three reasons these
correlations are not sufficient evidence of causal
peer effects as defined in economic models. First,
in what Manski (1993) calls the reflection prob-
lem, peer influences go both ways, so individuals’
behaviours and those of their peers are simulta-
neously determined. Second, peer groups may be
endogenously chosen based on individual prefer-
ences over risk, time and social deviancy. This
creates a selection problem, where it is difficult
to know whether a shared behaviour like sub-
stance use stems from the common preferences
or from peer influences. Third, peers may experi-
ence unobserved common environmental factors
such as family background, school and market-
level influences. As an example of a study that
attempts to address these three problems, Clark
and Loheac (2007) use rich data from Add Health
to explore peer effects on young people’s choices
about smoking, drinking and marijuana use. Other
approaches to study peer effects rely on natural
experiments (Kremer and Levy 2008; Carrell et al.
2010), field experiments (Babcock and Hartman
2010), or social policy experiments (Kling et al.
2007).

Additional lines of empirical research on the
determinants of health behaviours explore

gradients with various aspects of socioeconomic
status, including schooling, income, social class
and race/ethnicity. These gradients also attract
attention from policy-makers concerned about
health disparities. There are some very strong
gradients. For example, in the USA in 1997–98,
about 38% of men and 30% of women with less
than a high school education were current
smokers, compared to only 9% of men and 8%
of women with graduate degrees (Schoenborn
et al. 2003). As with peer influences, a central
focus of empirical health economics research is
on whether the gradients and associations
between socioeconomic status and health behav-
iours reflect causation. An important concern is
that there might be ‘hidden third variables’ that are
the true causes of both schooling and health
behaviours. For example, people with a low rate
of time preference are more willing to forego
current utility and invest more in both schooling
and healthier behaviours that only pay off in the
future (Farrell and Fuchs 1982). To estimate the
causal treatment effects of schooling on health
behaviour, recent research adopts an identification
strategy and instrumental variables (IVs) devel-
oped in labour economics to estimate the earnings
returns to schooling (Card 2001). Although the IV
studies provide evidence on whether associations
between schooling and health behaviours are
causal (Grossman 2006), they provide less guid-
ance about the specific causal mechanisms
involved. Many of the studies implicitly or explic-
itly assume that the causal mechanism is through
schooling improving health information. From
descriptive data, Cutler and Lleras-Muney
(2010) suggest that health information differences
account for small parts of schooling–health
behaviour gradients, confirming the earlier results
of Kenkel (1991).

One line of academic research that attracts less
policy interest is empirical studies that attempt to
distinguish and test different theoretical models of
health behaviours. Although a line of empirical
studies report results consistent with rational
addiction to cigarettes, alcohol, cocaine and cof-
fee, the same empirical tests yields evidence of
rational addiction to milk, eggs and oranges (Auld
and Gootendorst 2004). It has also been difficult
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to test the rational addiction model versus models
with time-inconsistent addictions. In an empirical
study of cigarette demand, the models’ predic-
tions are so similar that Gruber and Koszegi
(2001, p. 480) conclude that ‘we are unable to
empirically distinguish the two with our data’.
The use of commitment devices provides another
empirical test of rational versus behavioural
addiction models. Although psychological and
behavioural economic research often relies on
experimental laboratory evidence, research on
the use of commitment devices in the field is
beginning to emerge. Gine et al. (2010, p. 229)
find that a voluntary commitment contract helped
some smokers to quit, and suggest that their
results ‘are driven by a subset of smokers, with
time-inconsistent preferences, who are (partly)
sophisticated about their self-control problems’.

Empirical Research on Consequences
of Health Behaviours

Empirical health economics research also
explores the consequences of health behaviours.
The health consequences are generally seen as the
domain of public health and medical research, so
economic research has mainly focused on conse-
quences in the labor market and in the medical
care market. Policy makers and advocates often
focus on empirical research that documents the
costs of unhealthy behaviours in economic
terms, for example the lost wages and medical
expenditures due to smoking, obesity or illegal
drug use. Estimating the extent to which a health
behaviour causes, and is not merely associated
with, lower wages or higher medical expenditures
is once again a challenging empirical exercise.
Applications of the IV method face the usual
problems of finding strong and valid instruments
to identify the causal effects of health behaviours
(Auld 2006). Structural econometric methods pro-
vide more complete models of the channels
through which health behaviours might affect
wages and medical expenditures, but still face
difficult econometric identification problems.

Some of the consequences of health behav-
iours are private costs experienced by the

consumers themselves, while others are external
costs that they impose on others in society. Man-
ning et al. (1991) conduct a seminal empirical
study of the external costs of smoking, heavy
drinking, and sedentary lifestyles. While some of
their empirical conclusions were controversial
and stimulated further research, from the perspec-
tive on neoclassical welfare economics the basic
distinction between private versus external costs
is not controversial. However, the distinction can
be blurry in empirical practice. For example, are
the costs to smokers’ family members or drunk
drivers’ passengers private or external? From the
perspective of behavioural economics, the distinc-
tion becomes even more blurred, if due to time-
inconsistent unhealthy decisions consumers
impose ‘internalties’ on their future selves.

Welfare Economics of Health Behaviours

In neoclassical welfare economics, government
interventions to change health behaviours improve
social welfare either by correcting market failures
or by making outcomes more equitable and just.
One set of market failures involves negative exter-
nalities from health behaviours. The victims of
secondhand smoke and drunk drivers provide dra-
matic examples of negative externalities that could
be corrected either by excise taxes on tobacco and
alcohol, or other policies such as public smoking
bans and drunk driving laws. When unhealthy
behaviours increase medical costs they also
impose costs on other members of the insured
consumers’ private-or public-sector insurance
pools. This can be viewed as a form of ex ante
moral hazard, where insurance changes con-
sumers’ incentives for health behaviours. Whether
ex ante moral hazard occurs can be shown to
depend crucially upon whether the price of insur-
ance reflects the health behaviours (Ehrlich and
Becker 1972; Zweifel and Breyer 1997). When
smokers are charged higher rates for their health
insurance, for example as allowed in US insurance
markets under the 2009 Affordable Care Act, con-
sumers will have the correct incentives to avoid
smoking because it will lower their insurance pre-
mium. Employers also have incentives to promote
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healthier behaviours, e.g. through worksite well-
ness programs, to reduce their workers’ medical
care costs and absenteeism.

Imperfect consumer information is another
market failure that justifies interventions to pro-
mote healthier behaviours. The empirical evi-
dence reviewed above, that new information
changes health behaviours, also implies that
important gaps in information have been com-
mon. Quantifying how well or how badly con-
sumers are informed about health behaviours is
difficult. In another controversial study that pro-
mpted much research, Viscusi (1990) provides
evidence that smokers tend to overestimate the
risk that smoking causes lung cancer.

The gradient with socioeconomic status sug-
gests that there might be scope for interventions
targeted at the health behaviours of disadvantaged
groups to reduce health disparities and enhance
equity. Targeted school health education and mass
media campaigns could address information gaps
that contribute to unhealthy behaviours among
disadvantaged consumers. Enhancing public
safety in poor neighborhoods might also lead to
more physical activity and reduce obesity. How-
ever, other policies that change the health
behaviour-environment, such as higher taxes or
reduced density of alcohol outlets or fast food
restaurants, impose costs on the disadvantaged
consumers. From the perspective of neoclassical
welfare economics, it is not clear that social wel-
fare can be enhanced when policies to reduce
health disparities impose costs on the very con-
sumers suffering the disparities. In recent years
social scientists have also realised that health dis-
parities can be an unintended consequence of
scientific progress (Link and Phelan 1995). As
scientific advances provide new information,
such as the link between smoking and health, it
may be difficult to avoid at least temporary
increases in health disparities. A more puzzling,
and more troubling, pattern is when disparities
persist or even widen longer after the advance,
which appears to be the case for smoking.

Part of the reason that the rational addiction
model is controversial is its implications for wel-
fare economics. Gruber and Koszegi (2001)
emphasise that while they are unable to

empirically distinguish the rational addiction
model from their time-inconsistent model, the
two models lead to radically different policy pre-
scriptions. Even when there are no externalities
and consumers are perfectly informed, govern-
ment policies to prevent time-inconsistent health
behaviours are for the consumers’ ‘own good’.
Bernheim and Rangel (2004) emphasise that
their model of cue-triggered addiction yields yet
different policy prescriptions that depend upon
whether the policy affects decisions made in the
cold or hot modes. Bernheim and Rangel
(forthcoming) highlight the ethical issues raised
when the doctrine of revealed preference – which
underlies neoclassical welfare economics – is
relaxed: ‘If we can classify, say, the consumption
of an addictive substance as contrary to an indi-
vidual’s interests, what about choices involving
literature, religion, or sexual orientation?’. They
argue against the view that any departure from the
doctrine of revealed preference makes welfare
economics infeasible or subjective, but a standard
approach to welfare economics with non-standard
decision-makers has yet to emerge. Economists
are on firmer ground when they give advice about
policies to improve health behaviours based on
correct neoclassical market failures and the exis-
tence of health disparities.
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Health Econometrics

Andrew M. Jones

Abstract
The term health econometrics has been
adopted to describe the development and appli-
cation of econometric methods within health
economics. This article outlines the distinctive
issues that arise in applying econometrics to
health data and how these applications have
helped to shape the broader literature.
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The term health econometrics has been adopted as
a convenient shorthand to describe the develop-
ment and application of econometric methods
within health economics. The challenges posed
by health data have stimulated important method-
ological innovations.

There has been a dramatic growth in econo-
metric studies that use health data. This has stim-
ulated developments in econometric methodology
that have spread beyond health economics. The
label ‘health econometrics’ was adopted for a
chapter in the Handbook of Health Economics
(Jones 2000) although earlier authors had
reviewed the use of econometrics in the field
(Newhouse 1987; Wagstaff 1989). Feldstein
(1967) was an early exponent, using data on
British hospital costs, and the RAND Health
Insurance Experiment (HIE) was the catalyst for
much of the methodological innovation that took
place in the 1970s and 1980s (Manning
et al. 1987b). The scale of activity has grown
substantially over subsequent decades. The
European Workshops on Econometrics and
Health Economics (http://www.york.ac.uk/res/

herc/research/ew/), established in 1992, have pro-
vided a focus for developments and networking
by researchers in the field. These have been
complemented by similar meetings in North Amer-
ica (since 2009) and Australasia (since 2010).

The majority of applications within health
econometrics have measures of healthcare or
health as the outcomes of interest. The latter are
often self-reported but can include clinical out-
comes, anthropometric data and, increasingly,
biomarkers. Other studies focus on health-related
behaviours such as diet, smoking, drinking and
illicit drug use, and econometric methods are used
to analyse the results of contingent valuation and
discrete choice experiments and in the context of
cost–benefit and, more often, cost-effectiveness
analysis. Studies of micro-data far outweigh
those using macro time-series data. Recent years
have seen greater emphasis on longitudinal
datasets, such as panel and cohort studies, and
large-scale administrative datasets that are often
linked to each other or to social surveys
(e.g. Black et al. 2007)

Jones (2000) provides a comprehensive review
of the literature up to 2000. This is updated in
Jones (2009), with a particular emphasis on the
use of longitudinal data and on the role of study
design and credible identification strategies.
Reviews of specific areas of health econometrics
include: methods for modelling individual health
care costs (Manning 2006; Jones 2011);
simulation-based estimation and inference
(Contoyannis et al. 2004a); methods for evaluat-
ing treatment effects (Auld 2006; Jones and Rice
2011). Textbook treatments of health economet-
rics are provided at an introductory level in Jones
(2007) and more advanced level in Jones
et al. (2007).

The RAND Health Insurance Experiment is
important in many respects, not least as an early
example of a large-scale social experiment – a
methodology that has seen a resurgence of interest
in recent years particularly within development
economics (e.g. Miguel and Kremer 2004). In
terms of econometric methods the RAND study
focused on modelling healthcare use and expen-
diture and is particularly associated with the
development of the two-part, or multi-part,
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model (2 PM) and with bringing attention to the
problem of retransformation bias.

Healthcare use or expenditure is typically
characterised by large numbers of zero observa-
tions (non-users), a heavily skewed distribution
with a long right-hand tail and, in the context of
regression models, substantial heteroscedasticity.
The RAND approach to modelling the zeros was
to adopt a 2 PM in which the probability of any
use and the conditional distribution of costs
among users are modelled independently (Duan
et al. 1983; Manning et al. 1987a; Keeler
et al. 1988). At the time this provoked criticism
from those who advocated the use of sample
selection models (e.g. Hay and Olsen 1984). The
gist of the debate reflected differences in opinion
about the purpose of the modelling exercise:
whether it is about reliable predictions of overall
costs, conditional on the covariates, or about sep-
arately identifying the impact of covariates on
each of the parts.

One response to the high degree of skewness in
health care costs is to estimate regression models
for transformations of costs, the most popular
being the logarithm. However, the economic
interest lies in predicted costs on the original
scale, which requires a retransformation of the
predictions from the log model. Duan (1983) pro-
vided a nonparametric smearing estimator which
has to be adapted when there is heteroscedasticity
in the data on the log-scale (Manning 1998;
Mullahy 1998; Manning and Mullahy 2001).

Retransformation bias can be avoided by spec-
ifying nonlinear regressions. For example, using
an exponential specification of the conditional
mean allows the impact of regressors to be multi-
plicative rather than additive, as in proportional
hazards models for survival data. Much recent
work has adopted the Generalised Linear Models
(GLM) framework (e.g. Blough et al. 1999). This
uses a quasimaximum likelihood approach to esti-
mate distributions within the linear exponential
family, with conditional mean specified through
a link function and the conditional variance spec-
ified as a function of the mean. The flexibility of
the GLM framework has been increased by Basu
and Rathouz’s (2005) extended estimating equa-
tions approach that allows the form of link

function and distribution to be estimated from
the data rather than specified a priori.

The GLM framework is a two-parameter
approach in the sense that the GLM distributions
are fully characterised by their mean and variance.
A strategy to allow for more flexible distributions
exploits the analogy between the skewed and
heavy tailed distributions that are required for
cost data and the parametric distributions that are
typically applied in survival analysis. For exam-
ple, Manning et al. (2005) advocate the use of the
generalised gamma distribution. This is a heavily
parametric approach; semiparametric alternatives
include the use of finite mixture models
(e.g. Conway and Deb 2005) and the conditional
density estimator suggested by Gilleskie and
Mroz (2004).

Cost regressions play a role in health technol-
ogy assessment and cost-effectiveness analysis
(Hoch et al. 2002). They also find concrete appli-
cations in regression based algorithms for risk
adjustment (Van de Ven and Ellis 2000) and in
weighted capitation formulas for geographic
resource allocation (Smith et al. 2001). In both
cases regression models are used to predict health
care costs for individuals or groups on the basis of
their diagnostic, demographic and socioeconomic
characteristics. As the methods are often applied
to very large administrative datasets simple linear
regression often performs as well as more elabo-
rate nonlinear models.

Many of the outcomes of interest for health
economists are inherently categorical or are cen-
sored or truncated. Binary outcomes are wide-
spread and are typically modelled using probit or
logit models. Ordered categorical outcomes are
often encountered in measures such as self-
assessed health and are typically specified as
ordered probits or logits (e.g. Kerkhofs and
Lindeboom 1995). Outcomes often reflect multi-
nomial choices. These can arise naturally with the
choices that have to be made by users of health
care, such as the selection of an insurance plan or
the choice of a health care provider, or they may
reflect the hypothetical options offered within dis-
crete choice experiments. Early studies of plan
choice and of the demand for medical care typi-
cally adopted a multinomial logit specification or,
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to relax the independence of irrelevant alterna-
tives assumption, nested logit models (e.g. Dor
et al. 1987; Dowd et al. 1991). The nested logit
applies when choices can be organised into a
meaningful nesting. Developments in computa-
tional methods and simulation-based estimation
have extended the repertoire of multinomial
choice models to include the mixed logit and
multinomial probit models (e.g. Risa Hole 2008).

Count data regression is designed for outcomes
that are measured as nonnegative integers and is
naturally suited to the number of visits to medical
practitioners. Studies based on health data have
provided a test-bed for many of the innovations in
the econometrics of count data regression most
notably the adoption of the negative binomial
(negbin) specification as an extension of the stan-
dard Poisson model (e.g. Cameron and Trivedi
1986; Cameron et al. 1988). Like health care
costs, count data often exhibit excess zeros – a
higher frequency of zeros than would be predicted
by a Poisson distribution. This may reflect over-
dispersion due to unobserved heterogeneity,
which can be captured using a mixture distribu-
tion such as the negbin, but may be better handled
by zero-inflated or hurdle specifications that add
extra weight to the probability of observing a zero
(Mullahy 1986, 1997b; Pohlmeier and Ulrich
1995). The hurdle model was extended to take
account of the distinction between visits and mul-
tiple sickness spells in Santos Silva and
Windmeijer (2001).

Deb and Trivedi (1997) proposed the use of a
latent class, or finite mixture, specification to
incorporate unobserved heterogeneity within
cross-section models for doctor visits. The intui-
tion behind this approach is that the observed data
are sampled from a mixture of unobserved
sub-populations, each of which can be modelled
using a parametric count data model. With panel
data the heterogeneity can be captured by an indi-
vidual effect: for example, Van Ourti (2004)
adopts a Gaussian random effects specification
to model count data. Bago d’Uva (2006) brings
these ideas together and models unobserved het-
erogeneity within a panel to estimate a latent class
hurdle model. A challenge for finite mixture
models is to choose the appropriate number of

latent classes. Jochmann and Leon-Gonzalez
(2004) adopt a semiparametric Bayesian approach
to this problem using a Dirichlet process mixture
in which the number of classes is estimated
directly as part of a Bayesian MCMC algorithm.

Estimation of count data models is problematic
when there are endogenous regressors; a problem
addressed by Mullahy (1997a), Windmeijer and
Santos Silva (1997) and Terza (1998), who use
GMM and two-step estimators. More generally,
the potential for bias due to selection on unobserv-
ables has always been a central concern for empir-
ical research in health economics; it lies behind
the experimental approach adopted in the RAND
HIE and was addressed in pioneering work on
health production such as Auster et al. (1969),
Grossman (1972) and Rosenzweig and
Schultz (1983).

In linear models for panel data time-invariant
unobservables can be handled as ‘fixed effects’ by
taking first differences or mean deviations. This
underlies the widespread use of difference-in-
differences methods in health economics (see
Jones 2009). Nonlinear models for qualitative
and limited dependent variables pose more of a
challenge. Contoyannis et al. (2003) use maxi-
mum simulated likelihood estimation to estimate
models that allow for both an individual effect and
autocorrelated error terms within panel probit
models for health problems. Contoyannis
et al. (2004b) estimate dynamic models for
ordered measures of self-assessed health, han-
dling the initial conditions problem explicitly by
specifying the relationship between the individual
effect and observed regressors. Deb (2001) adopts
a semiparametric approach, avoiding assuming a
parametric distribution of the individual effect by
using a finite density estimator, and Grootendorst
(1997) also applies a semiparametric approach
using the pantob estimator for censored data.

Multivariate models bring together equations
that are related through common unobservable
factors. The computational problem of specifying
the joint distribution of (multiple) outcomes and
(multiple) treatments can be handled by methods
such as maximum simulated likelihood (MSL)
and Bayesian MCMC, and using copulas. In a
series of papers Pravin Trivedi and co-authors
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model health care expenditure or utilisation along
with multinomial choices of insurance coverage
allowing for unobservable factors that may influ-
ence both choice of insurance plan and use of
health care. Deb and Trivedi (2006) assume a
parametric distribution for the latent factors and
estimate the joint distribution by MSL. Zimmer
and Trivedi (2006) use copulas to model the joint
distribution by binding together marginal distri-
butions for the outcomes of interest through the
copula function. The Bayesian MCMC approach
provides a natural way of handling the computa-
tional problem posed by systems of limited depen-
dent variables, especially when the latent
variables are handled as missing data through the
data augmentation approach (e.g. Hamilton 1999;
Deb et al. 2006).

Theoretical models in health economics, such
as the Grossman (1972) model of the demand for
health, lend themselves to econometric specifica-
tions that involve simultaneous equation models
for latent variables. Applied work in this area in
the 1970s and 80s adopted structural equations
modelling (SEM) implemented through linear
structural relationships (LISREL) and the multi-
ple indicators and multiple causes (MIMIC)
model (e.g. Wolfe and van der Gaag 1981; Van
Vliet and van der Gaag 1982; van Doorslaer
1987). The strong parametric assumptions
required in these models and the need for reliable
and comprehensive sets of indicators lead to a
decline in their use, but there has been a resur-
gence of interest in recent literature on early life
development and health (e.g. Heckman 2012).
Arcidiacono et al. (2007) is a notable example of
a structural approach, in which the econometric
specification is derived explicitly from a theoret-
ical model.

Much modern applied work in health econom-
ics sets out to identify causal mechanisms and
‘treatment effects’. Developments over the past
couple of decades have raised the bar in terms of
the need for rigorous definition of the treatment
effects of interest, usually formulated in terms of
the potential outcomes framework and clearly
defined counterfactual outcomes, and for design-
ing studies so that they have credible identifica-
tion strategies that can be subjected to careful

checks for robustness. Attention has also focused
on the fact that there is likely to be heterogeneity
in treatment effects (see Auld 2006). McClellan
et al. (1994) andMcClellan and Newhouse (1997)
were quick to adopt the notion of local average
treatment effects. Heterogeneity in treatment
effects, captured through the concept of the mar-
ginal treatment effect, has been taken further in
applied work with health data: Aakvik
et al. (2005) use a structural model of a system
of equations for outcomes and treatment and Basu
et al. (2007) use the method of local instrumental
variables. Econometric methods for policy evalu-
ation are discussed in more detail in Jones (2009)
and Jones and Rice (2011).
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Health Economics

Barbara Wolfe

Abstract
Health care expenditures form an ever-
increasing burden in most developed countries,
especially the United States, where they
accounted for 16.0 per cent of GDP in 2004,
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up from 5.1 per cent of GDP in 1960. These
cost increases alone suggest that health eco-
nomics is a dynamic field of economic
research, but the importance and the interest
of the field are driven by broader consider-
ations. This article delineates important market
failures and research issues in health and health
care, the relationship between income and
health, methodological issues in the measure-
ment of health, and quality issues in the mea-
surement of health care.
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Health care expenditures form an ever-increasing
burden in most developed countries. Between
1960 and 2002, expenditures as a percentage of
GDP rose from 3.8 to 9.7 per cent in France, from
5.4 to 9.6 per cent in Canada, and from 4.9 to 11.2
per cent in Switzerland. (Cross-country compari-
sons are hindered to some extent by the differen-
tial inclusion of components of health care and
social services in different countries.) In the
United States, health care expenditures are far
greater; they accounted for 16.0 per cent of GDP
in 2004 (a per capita expenditure of $6,280), up
from 5.1 per cent of GDP in 1960. By themselves
these increases, projected to rise to 20 per cent or
more of GDP by 2015, suggest that health

economics is a dynamic field of economic
research, but the importance of the field is driven
by far more than the costs of care.

In many ways, health economics mimics the
broader field of classical economics in its areas of
research specialization – there are theoretical stud-
ies, micro and macro studies, industrial organiza-
tion studies, public economic studies, andlabour
studies, among others. But health economics has a
unique quality, identified in one of the earliest
papers in the field, by Kenneth Arrow (1963).
That is the large role played by market failures,
which make it likely that resources will be allo-
cated inefficiently if market outcomes alone
prevail.

Market Failures

Market failures take several forms.

Failures Related to Information
Individuals tend to be poor judges of the care they
need and the quality of care they obtain. This
ignorance works both ex ante and ex post. Con-
sumers do not know whether they might benefit
from medical care. They tend to lack information
about the appropriate type, amount, quality, and
price of care. They also lack information about the
counterfactual: would alternative care, or even no
care at all, be equally or more or less beneficial
and cost-effective? The rapid introduction of new
technology and the need to make decisions under
stress tend to result in ineffective information
searches.

Failures Related to the Role of Supplier Agents
Providers acting for the patient are rarely perfect
agents: they do not fully understand individual
patient preferences, their own earnings are
influenced by their advice (conflict of interest),
and their training tends to impel them to do all
that is technologically possible (that is, provide
care until expected marginal benefits equal zero).
The usual remedy for this kind of failure is public
sector interventions in the health care market.
These include licensing of providers to assure a
minimum level of competence; licensing of facilities
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and new technologies (including pharmaceuticals)
to assure quality; reimbursement schemes to min-
imize conflicts of interest; subsidies for certain
types of care (for example, those with external
benefits, such as vaccinations); and subsidies for
the purchase of insurance.

Failures Related to Uncertainty
The combination of uncertain need for care and
the high expense associated with a major health
problem leads naturally to a demand for pooling
risk and insurance. But, as in most types of insur-
ance, willingness to pay for coverage based on
individual assessments of one’s own (differing)
risks may lead to adverse selection (see below)
and incomplete coverage. For those insured, the
reduction in the price of care may lead to
increased demand for care, less attention to the
price of care, and less attention to avoiding the
need for care (‘moral hazard’), making it very
difficult to estimate optimal amounts of care.
Insured individuals may demand care beyond the
point where the marginal expected benefit is equal
to the true cost of the resource, or substitute care
for other health-preserving options such as exer-
cise or diet. When insurance is combined with
reimbursement schemes that pay providers for
each service (‘fee for service’), the likely result
is demand and provision of care in excess of
expected benefits. (The idea of providers
recommending care to the patient, knowing that
the expected benefit to the patient is less than the
cost, has been termed ‘physician-induced
demand’. Though numerous articles have been
written on the topic, proof of such behaviour
remains elusive.) But reimbursement schemes
that pay providers a fixed or capitated amount
for all services may lead to too little care, based
on a comparison of marginal cost to marginal
benefits. Much recent work has focused on
designing reimbursement schemes that mitigate
overuse or underuse.

The Demand for Health

Michael Grossman (1972) was the first to
emphasize that the outcome of interest in health

economics is health, not medical care. The
demand for medical care, in other words, is
derived from the demand for good health.
Grossman’s model and all the work that derives
from it are essentially extensions of the house-
hold production literature. In brief, Grossman
argues that health capital is a form of human
capital which changes over time because of
depreciation and investment. His model begins
with a utility function where health is an argu-
ment in addition to utility gained from the con-
sumption of goods and services. Health
investments include time (exercise and sleep)
and medical care, subject to health endowments
such as genetic traits or environmental factors
that are known to the individual or family. With-
out investment in health, health deteriorates. Net
investment in health equals gross investment
minus depreciation, the rate of which is assumed
to be exogenous and to increase with age, so that
it becomes more and more expensive to obtain
good health. There is also an education effi-
ciency parameter. Higher health stock increases
healthy time, leading to higher income (increased
productivity and time to work), making income
endogenous in the model. All individual choices
are subject to both a time and money budget
constraint. The time constraint requires that the
total amount of time available in any period must
be exhausted by all possible uses, which include
time spent working, producing health, lost to
illness, and spent in leisure activities. The
income constraint explicitly includes expendi-
tures on medical care.

Empirical estimates have used both reduced
form and structural versions of this model to
answer questions such as how much a tax on
cigarettes will reduce low birthweight (reduced
form), or howmuch a change inmaternal smoking
might influence birthweight (structural estimates
of the marginal product). The models underlie
some studies of unhealthy behaviours (such as
alcohol abuse) and have extensive applications
in environmental economics. Although there are
always issues of endogeneity (for example,
income, medical care) and hence of identification
in empirical applications of this model, the
model’s improved focus on the nature of the
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demand for medical care and the important role of
time allocation have had a major impact on the
field. (Gerdtham et al. (1999), conducted one of
the best empirical tests of the Grossman model
using Swedish individual data.)

Income and Health: Estimating the
Relationship

Consistent with the empirical evidence, the
Grossman model suggests that income is posi-
tively associated with health, but the direction of
causation is not clear. Those with better health
earn more and hence have higher incomes,
whereas those with higher incomes can invest
more in better health, suggesting that the observed
income–health gradient may best be modelled as a
simultaneous system.

The idea that income is associated with health
goes back a long way in the health economics
literature, and a number of hypotheses have been
advanced to explain the relationship. Samuel
Preston (1975) observed that the impact of addi-
tional income on health (as measured by mortal-
ity) is greater for those with lower income than for
those with higher income. This observation of
diminishing marginal productivity is called the
‘absolute income’ hypothesis. In its simplest
form, it argues that, if income is all that matters
to individual health, a community with more
equal income will tend to have better average
health than a community with more inequality,
even if the two communities have the same aver-
age income. In an international context, Angus
Deaton (2002) points out that, according to the
absolute income hypothesis, redistribution can
improve health even if average income is not
increased, and that redistribution from rich to
poor countries would in principle improve world-
wide average health.

A related concept is the ‘absolute deprivation’
or poverty hypothesis, which suggests that those
with the lowest incomes face poorer health and a
greater risk of mortality owing to inadequate
nutrition, poor-quality health care, exposure to
physical hazards, and heightened stress.
According to this hypothesis, a dollar

redistributed from rich to poor would improve
the health of the poor and improve the average
health of the entire population.

The ‘relative income’ hypothesis focuses on
an individual’s income relative to others in his or
her group. If the incomes of all members but one
in a group increase, that one person’s health is
expected to deteriorate. A related, ‘relative posi-
tion’ hypothesis holds that one’s rank
(occupation or education) in society is tied to
health outcomes. Research in the United States
and the United Kingdom has demonstrated an
association between socio-economic position
and health (Mullahy et al. 2004, review the
evidence for this). Referred to as a ‘gradient
effect’, this hypothesis implies that psycho-
social and other factors that remain unevenly
distributed all the way up the income scale per-
petuate income inequalities in health. Percep-
tions of being relatively deprived (‘keeping up
with the Joneses’), stress, and other non-material
factors may play a role in perpetuating income
inequalities in health at the upper income levels.
The distinction between absolute and relative
income effects has important policy implica-
tions; if the income of everyone were to increase
or decrease, no change in health would be
expected under a relative income model, but
change would be expected under an absolute
income model.

The hypothesis that focuses most directly on
the tie between inequality in both health and
income has two versions, one ‘strong’ and one
‘weak’. According to the strong version of the
income inequality hypothesis, if the average
income of the society is held constant, societies
with greater inequality produce worse health
among their citizens. Those in the most unequal
communities may fear for their lives and prop-
erty whether they are poor or wealthy, or the
stress of keeping up with the Joneses may reduce
time allocated to producing health. The weaker
version argues that those with incomes below
the mean will be negatively influenced by
greater income inequality, perhaps through
higher residential density and the associated
increases in crime and contagious disease.
A related issue for research is the extent to
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which these observed ties between income and
health can be ascribed to race or ethnicity,
through the systematically differing average
incomes of racial and ethnic groups in a country
like the United States. But if groups also differ in
diet and genetics, health may be causally linked
to these other factors rather than to the observed
income gradient.

In general, there have been two empirical
approaches to examining the hypotheses
described above. Research into the absolute dep-
rivation, relative income, and relative position
hypotheses has usually relied upon individual-
level data on income and health or mortality to
examine the existence and shape of the
income–health relationship among individuals;
research on race and ethnicity follows a similar
approach. In contrast, research examining the
income inequality hypothesis has employed
aggregate data exclusively, at least in measuring
income inequality.

Insurance

As noted above, uncertainty in the need for med-
ical care and the potentially very large costs of
care lead to a demand for health insurance.
(Nyman (1999), has suggested an additional moti-
vation for demanding health insurance: having
insurance permits consumers to consume very
expensive care that would otherwise be beyond
their budget constraints.) But costs of operation,
inability of the insurer to accurately discern risks
(information asymmetry), and the potential for
increased expenditures on the insured mean that
insurance may not be supplied at a price reflecting
an individual’s actuarially fair cost. A traditional
market failure may occur, in which only those
with high expected medical expenditures are will-
ing to buy coverage (adverse selection). Or there
may be complete failure of the insurance market
because no (risk-neutral) supplier is willing to
offer coverage at a price that any individual
would willingly pay. This has led to publicly
provided coverage in many countries and subsi-
dies towards the purchase of insurance in others,
such as the United States. It has also led to

incomplete insurance, in which deductibles,
copayments, and co-insurance attempt to reduce
moral hazard. (A deductible requires that some
initial level of expenditures is covered directly
by the consumer; a copayment is usually a fixed
dollar payment per specified unit of service; and
coinsurance is a fixed percentage payment. In
general, although co-payments are quite
common – for example, in pharmaceutical cover-
age –they have poorer incentive effects than
coinsurance.)

The insurance market raises several interesting
issues.

1. The role of secondary insurance. Secondary
insurance may reduce the cost of public cover-
age if privately financed care is sufficiently
substituted for publicly financed care, or may
raise the cost of public coverage if it primarily
pays for the cost-sharing components of pub-
licly financed care. In the United States, for
example, ‘Medigap’ insurance covers deduct-
ibles and co-payments required under Medi-
care, the system covering those aged 65 or
more and the significantly disabled; it thereby
increases demand for those services primarily
paid for by Medicare.

2. The efficiency and equity of subsidizing the
purchase of insurance through the tax system.
The US system provides the highest subsidies
to those with the highest marginal tax rates
(those with high incomes) and offers little or
no subsidy to those with low incomes.

3. The incentive effects of income-conditioned
eligibility for public insurance. To be eligible
for the Medicaid programme in the United
States, persons have to meet state-specified
eligibility requirements linked to income,
assets and family structure. There is an all-or-
nothing eligibility requirement, such that a per-
son with income or assets a dollar above the
cut-off is ineligible for Medicaid. Three poten-
tial consequences are less work effort (reduced
earnings) by individuals who wish to become
or remain eligible, increased numbers without
private insurance among the near-eligible who
are in effect ‘insured’ for costly care since they
could become eligible if they needed such care,
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and reduced savings among those eligible and
near-eligible.

4. The welfare loss from public subsidies for pri-
vate insurance or public provision of medical
care. This is potentially higher the more ser-
vices that are covered, for example, covering
all new technology rather than only that which
passes some benefit-cost analysis, covering all
pharmaceuticals compared with only the least
costly drug within a category, or covering all
types of counselling rather than that tied to a
diagnosis of severe mental illness.

5. Issues tied to optimal breadth of coverage.
Such issues include, for example, whether uni-
versally provided or mandated insurance
increases welfare and the optimal depth of
that coverage, life-threatening emergency care
but not cosmetic surgery, semi-private hospital
rooms but not private rooms, treatment for
cancer but not dementia.

6. The labour market implications of using a pay-
roll tax to subsidize or directly provide health
insurance coverage. This policy potentially
increases the costs to employers of hiring addi-
tional workers, especially older workers or
those who have a chronically ill family mem-
ber. Most modern economies struggle with
how best to design employer-based taxation
to fund health care insurance.

7. How to minimize crowd-out in countries with
both public and private health insurance sys-
tems. In the United States the issue is designing
public insurance coverage to minimize incen-
tives to turn down private coverage (see issue
3 above). In the Netherlands the issue is
balancing payroll taxes against private insur-
ance premiums so that younger and healthier
earners will not find ways to join the private
system in lieu of the public system.

8. Designing policies to increase take-up of
insurance among eligible populations within
the constraints of equity and efficiency, thus
avoiding unnecessary subsidies for those
already enrolled.

9. How to effectively cover the treatment of men-
tal illnesses. A particular variant of this in the
United States is the role and design of mental
health parity laws.

The Demand for Medical Care

Much research has focused on empirically esti-
mating the elasticity of demand for medical care.
This question gets renewed attention whenever
there are proposed changes to insurance coverage,
since the cost of such policy changes lies in the
elasticity of demand. (An additional or second-
order cost of any expansion of insurance via pub-
lic policy is the magnitude of the social welfare
loss –deadweight loss – associated with the moral
hazard effect. The most-cited original contribu-
tion on this is Mark Pauly 1968.) The simplest
empirically estimated models (most of which
use number of visits or units of care as the depen-
dent variable) include the price of care, income,
simple demographic factors, and the price of alter-
native goods and services. But accurately measur-
ing the marginal cost of care is not a simple
proposition for individuals with insurance cover-
age that includes deductibles, copayments or
co-insurance, maximums per episode, and other-
wise incomplete coverage. More satisfactory
models include the value of time (including time
spent in care, time spent in transit, and time spent
waiting). Most empirical research differentiates
the demand for hospital stays from physician ser-
vices. A number of studies narrow the question
still further, to the level of the market for hospital
or physician services or for individual physicians.
As expected, demand elasticities for individual
physicians are quite high in large markets
(suggesting a competitive market), whereas elas-
ticities for physicians as a whole or for hospitals
tend to be far lower, suggesting their considerable
market power.

All non-experimental estimates of the demand
for care using US populations suffer from the
endogeneity of the marginal price of care because
the demand for insurance is endogenous to the
demand for medical care; that is, individuals or
families with the highest expected medical
expenses will seek out relatively generous cover-
age. In a large-scale experiment, the RAND
Health Insurance Experiment (see Newhouse
1994), individuals were randomly assigned to
various plans ranging from full coverage (free
care) to care with a 95 per cent coinsurance and
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a maximum dollar contribution. The design of the
experiment was such that researchers could more
accurately assess elasticities of demand and the
marginal price of care. Participants were observed
for 3–5 years. The study had shortcomings (some
by design): it excluded those with the highest
demand (the elderly and disabled), experienced
attrition especially among those with the least
generous plans, and made the decision to pay
participants a lump sum to be sure all families
were made no worse off by participation in the
experiment. The experiment convincingly
established that individuals do respond to price,
even for hospital care. (The experiment found that
86.7 per cent of those with full coverage used care
in a given year compared with 68 per cent of those
with 95 per cent coverage: medical expenditures
for the year, in 1984 dollars, were $777, or 32.8
per cent, versus $534, or 27.4 per cent,
respectively.)

Substantial econometric issues in estimating
demand elasticities remain and have spawned
much methodological research in health econom-
ics. Four main issues are: (a) the highly skewed
nature of utilization and expenditure distributions
in populations of interest (a multipart – usually
two-or four-part – model in which first the prob-
ability of any use, or particular use such as outpa-
tient care, and then the level of use conditional on
any use has been frequently used in the literature.
These models may not be readily identifiable,
however; Duan et al. 1983.); (b) the episodic
nature of care; (c) whether to use quantity of
care as the outcome of interest (and, if so, how
to include dimensions of the duration, extent, and
quality of care) or to use expenditures (and, if so,
how to measure actual expenditures rather than
billed amounts); and (d) how to capture the nature
of demand, much of which is based on ill health,
which is difficult to measure accurately.

Measuring Health Outcomes

Given the prominence of market failure in health
economics, accurate measures of health to capture
the effectiveness of medical care are crucial.
(Defining health is a major problem that lies

largely outside the domain of the health econo-
mist. Perhaps the most often used concept is that
promoted by the World Health Organization – a
complete state of well-being. This is not very
useful for the measurement of health.) Mortality
is the ‘health’measuremost commonly discussed–
and arguably most precisely measured – in this
literature, but the relationship of mortality to care
may be quite distant in time as well as ‘coarse’ or
‘noisy’. Othermeasures of health, whichmay have
more proximate temporal relationships to medical
care, are necessary. Such non-mortality measures
of health (‘biological well-being’) may be of many
types: cellular or molecular (such as measles anti-
bodies or titres); clinical (for example, body mass
index); functional (for example, indices such as
Activities of Daily Living scores); self-rated (for
example, on a scale from excellent to poor); med-
ical providers’ diagnosis of particular physical or
mental health diseases, or tied to activities (such as
days of school missed). Many measures are
straightforward while others attempt to capture
‘utility’ by asking individuals to compare a state
of illness to days or years of total healthiness to
create indices such as quality adjusted life years
(QALYs). The measures selected must be appro-
priate for the purpose. For instance, some mea-
sures of health may be largely determined by
genetic factors (such as risk for schizophrenia),
others closely related to opportunity costs (for
example, days of school missed because of paren-
tal work schedules). A measure appropriate for the
analysis of labour force participation (for example,
poor or fair health versus good or better health)
may not be suitable for evaluating a targeted inter-
vention. And, as with other empirical work, mea-
sures should detect changes (vary), measure what
they intend to measure (be valid), and be free from
error (be reliable).

Measurement Issues in Evaluating Policy

Although the RAND Experiment established that
consumers are responsive to the price of care, their
results did not establish the value or effectiveness
of care in influencing health. Nor did they deter-
mine how we might socially evaluate the benefits
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from a change in policy (such as an increase in the
proportion of people eligible for public coverage)
or the safety and efficacy trade-offs involved in
designing regulation of new technologies. A large
‘industry’ exists to try to determine whether indi-
vidual well-being improves, deteriorates, or
remains largely unchanged after some change in
policy or intervention. Critical issues include how
to measure and value health changes and how to
account for individual differences.

These issues tie health economics to core ques-
tions in publicfinance centring on the evaluation of
policy changes using cost–benefit analysis, cost-
effectiveness analysis, and multi-attribute utility
analysis. Health economics has a further question,
however. Is only the social perspective relevant, or
is the perspective of a more narrowly defined
group (payers, patients, providers) relevant also?
And which population or individuals should be
included in the analysis – only those currently
alive, the next generation, or those who might
survive only because of the intervention? The per-
spective adopted may determine whether to pro-
vide an intervention or invest in a new technology.
Measuring costs is also very complex; calculation
is rendered difficult by skewed cost distributions,
interdependent costs, and economies. In many
countries the pricing of new technologies and
drugs is an additional and growing concern in
policy design. (A related issue is the rate of change
of technology, including pharmaceuticals. Deci-
sions made on adoption and pricing modify the
incentives for private investment in developing
new drugs and equipment. Challenging issues
include: Who should take the risk, particularly at
early stages of development? How to encourage
investment in new technology for diseases that
have limited markets? How to share the benefits
of new technologywith thosewith limited incomes
(including those in poor countries)?

Quality Issues in Evaluating Care

Research concerning health care providers ranges
from the role of licensing and malpractice to the
use of quality indexes both broad (for example,
hospital report cards) and narrow (for example,

risk-adjusted mortality indices for interventions
such as coronary artery bypass grafts or high-
risk deliveries). The concept of ‘pay for perfor-
mance’ is gaining credibility among both private
and public payers, but the implications for quality
and distribution of care and for overall expendi-
tures need further research. Preliminary studies
suggest that both practices – quality indicators
and pay for performance –pose a real danger of
cream skimming; the ability to obtain high-quality
care may diminish for those with the most to gain
from such care. The medical malpractice system
aims to signal the appropriate amount and quality
of care, but to work properly it requires that all
who suffer significant injury through medical care
bring a legal action, that rewards or settlements
reflect true utility-based losses, and that rewards
are not paid where the cost of prevention exceeds
the full loss. Economists continue to debate
whether the system leads to defensive medicine
(too much care) and to evaluate the implications
of tort reform for quality of care.

Supply Side Issues

Providers
Do we have enough medical providers? Restric-
tions on entry into the profession make this an
interesting question. In order to practise medicine
one must be licensed, and in order to be licensed
one must have a medical degree from an
accredited institution. The supply of medical
schools and student enrolment are regulated in
nearly all countries. As Eli Ginzberg (1989,
p. 88) noted, ‘Neither the restrictive policies of
the first four decades of [the 20th] century, nor the
expansionary policies of the postwar era were
formulated and implemented on the basis of
demand and supply of physician services’. Rate
of return calculations indicate, in general, that
rates are high for specialists and lower for primary
care doctors, but, because entry into specialties is
limited by available residencies, such analysis
cannot fully answer the question of supply. Cur-
rent research on the adequacy of supply extends
beyond numbers per capita to include primary
versus specialty care, geographic distribution,
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design of public subsidy, and repayment schemes.
The substitutability of other health professionals
including nurses, nurse practitioners, and social
workers for medical doctors (or psychologists for
psychiatrists) is tied to two main issues: whether
we have sufficient medical providers and whether
competition and lower reimbursement may
increase the efficiency of some types of medical
care, many of them routine and predictable.
A sufficient supply of nurses is from time to time
a particularly acute issue. Issues of interest in the
market for nurses include the monopsony power
of hospitals, working conditions including work
hours and locations, and childcare during working
hours, which tend to fall outside the standard
8 a.m. to 5 p.m. workday.

Hospitals
Much earlier work in health economics focused
on hospitals, memorably described by Baumol
and Bowen (1966, p. 497, referring to non-profit
organizations in general) as ‘bottomless recepta-
cles into which limitless funds can be poured’.
Various alternative reimbursement schemes have
been designed to limit these expenditures, but all
have difficulties. Hospitals paid on the basis of
fee-for-service have an incentive to provide care
wherever marginal benefits are positive
(especially if patients are fully insured.) From an
efficiency perspective, this leads to too much care,
because costs are not considered. Hospitals paid
according to a fee schedule have an incentive to
over-provide services for which the fee is greater
than or equal to the marginal cost but to skimp on
other services. Hospitals paid a per diem have an
incentive to extend patient stays, especially since
marginal costs tend to be far lower later in a stay.
Hospitals paid by diagnosis (such as in Medi-
care’s diagnosis- related groups or DRGs) have
the incentive to serve the healthiest of those who
seek care (cream skimming), avoiding those for
whom expected costs are greater than expected
payments (dumping). Finally, hospitals paid on
the basis of capitation, or that are part of a fully
owned health maintenance organization (HMO)
with a capitation-based income, face incentives to
provide cost-effective care, but perhaps not all
care with positive net benefits.

Understanding hospital behaviour is important
for designing policies that influence their behav-
iour. Many, but far from all, hospitals are non-
profit, and use their non-profit status to convey the
message to patients that quality is not
compromised by the desire for profits. They thus
aim to generate trust that reduces the need for
complicated contracts between the hospital and
the consumer. (Hospitals are increasingly adding
for-profit components to their array of services,
thus masking the difference between for-profit
and non-profit institutions.) The non-profit nature
of most hospitals has led to a variety of models of
hospital behaviour. One model views hospitals as
two organizations in one. There is first the hospital
staff, which provides resources to the physicians
for the care of their patients. The physician staff
want sufficient resources to treat their patients
without delays and prefer some excess capacity;
they want the latest technology, however expen-
sive. Hospitals provide such technology in order
to compete for physicians and their patients. The
result is duplication and rapid diffusion of the
newest technology. A second model is a utility
maximization model of hospitals, in which hospi-
tal managers get utility from the increased quan-
tity (size or number of beds) and quality of care
provided. They can expand in both dimensions
more easily within non-profits and with fewer
binding constraints than within for-profit hospi-
tals. Again the result is duplication. (A related
version of this is a quantity maximization model.)

Two other models of hospitals suggest (a) that
physicians control hospitals, behaving in ways
that maximize their own incomes, or (b) that hos-
pitals can be thought of as physician cooperatives
that act to maximize their own well-being but are
inefficient if the hospital grows too large. Some
research on forms of ownership and hospital
behaviour suggests that competition matters far
more than form of ownership where price is
concerned.

Managed Competition
First put forward by Alain Enthoven (1978), this
approach changed the incentives facing providers
to improve efficiency and quality. The plan called
for multi-specialty group practices that would
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provide a specified, comprehensive set of medical
care services in exchange for a per capita prospec-
tive payment covering a defined period of time.
Individuals could choose an HMO plan (usually a
closed panel or a limited set of providers) or
traditional fee-for-service; all bidders would be
required to offer a plan that covered the specified
set of services. Employers would offer a broad set
of plans but would pay only a fixed dollar amount
towards the premium; consumers would pay the
full difference between that contribution and the
actual premium. The lower cost and more com-
prehensive benefits of the prepaid plans would
lead consumers to choose those plans. Informa-
tion on the quality of care under these plans would
be systematically collected and shared with con-
sumers, who would have an annual open enrol-
ment period.

Empirical evidence on the effectiveness of
managed competition suggests that it generates
one-time savings but that the forces driving
toward new technology, the desire among con-
sumers for point-of-service choice, and adverse
selection have limited its role. Reform, analysis
and experimentation with variants of managed
competition continue. The issue of how to reduce
the rate of increase in the cost of medical care
continues to be important in all developed coun-
tries. Managed competition is but one approach.
Others include: limiting the number of providers
who can practise in a jurisdiction (Canada and the
United Kingdom, for example); increasing the
co-payments required of consumers; modifying
reimbursement of providers; using waiting lists
to reduce access; providing free telephone advice
to improve efficiency of demand (Australia and
parts of the United Kingdom); regulating insur-
ance coverage; setting a budget for a fixed period
of time; and rationing care on the basis of age.
Designing these approaches and evaluating their
success is a continuing challenge.

The Economics of Disability

In this area, health economists have been
concerned with the proper design of public policy,
in particular the efficiency of disability-based

benefits, including their work and health insur-
ance incentives. Measurement (in this case, of
disability) is again a major impediment to the
quality of the research. Health economists are
attempting to better understand the determinants
of chronic health problems, including those such
as obesity, asthma, and diabetes, which are on the
increase. Models from other fields of economics
(such as intergenerational mobility, time use, and
consumer demand models) are being applied to
understand the determinants of the increase and to
identify interventions to stem the trend.

This short overview suggests that problems for
exploration and opportunities to influence the
design of policies from prevention, through insur-
ance design, to reimbursement and regulation are
likely to expand as the costs of health care con-
tinue to rise. Health economics approaches range
from theory through empirical analysis to policy
reform. They can include the development of new
models or improved policy analysis and design.
They can be country-specific or comparative;
sector-specific (hospital care) or more comprehen-
sive; and tied to labour, public, micro theory, or
international studies.

See Also

▶Adverse Selection
▶Crowding Out
▶Health Insurance, Economics of
▶Market Failure
▶Tax Expenditures
▶Technology
▶Uncertainty
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Abstract
Health care finance has been dominated by
moral hazard, potential rents and the dead-
weight loss from financing them, and adverse
selection. Public health services and insurance
tend to be universal, solving the selection prob-
lem. Private health insurance markets and pub-
lic schemes that offer a choice of insurance
plans generally exhibit selection. Research
has found strong evidence of responsiveness
of demand to insurance coverage. In health
insurance markets information is asymmetric

among patients, providers, and insurers, and
principal–agent relationships abound. Actual
health insurance and health care financing
institutions have adapted to these features.
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As the capabilities and the associated expense of
medicine advanced during the 20th century, the
demand for financial protection against the risk of
large medical spending grew. The result of the
increased demand has been widespread health
insurance or direct public provision of medical
care, or both, in every developed country.

Both health insurance and the public provision
of medical care heavily subsidize that care at the
point of service, meaning that the user bears only a
fraction (usually a small one) of the cost. As a
result, insurance induces moral hazard and poten-
tially rents in factor prices as well, which in turn
induces deadweight loss through the taxes needed
to finance any public insurance. Both private and
public insurers, however, may combat moral haz-
ard and rents through the nature of their contracts
with providers, and sometimes through
command-and-control type intervention.

In addition to moral hazard and potential rents,
a voluntary health insurance market exhibits
adverse selection. To combat selection, voluntary
insurance contracts may contain provisions for
medical underwriting (exclusion of an individual
from a small group insurance plan), exclusions of
pre-existing conditions from coverage, or exclu-
sion of certain services from coverage altogether.
Such features may prevent willing buyers and
sellers from contracting, as well as hamper the
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efficiency of labour markets with employment-
based insurance, as employees may not leave
jobs because of the inability to obtain comparable
insurance (Gruber 2000).

These three features – moral hazard, potential
rents and the deadweight loss from financing
them, and adverse selection – have influenced
countries’ health care financing institutions, as
first suggested in the seminal paper by Kenneth
Arrow (1963). To combat selection, some coun-
tries, for example the United Kingdom and south-
ern Europe, deliver health services through a
public health service. In this case health insurance
markets are supplemental to the public health
service. Other countries, such as Canada and
many northern European countries, combat selec-
tion by offering public or quasi-public insurance
with no choice of insurance plan; private health
insurance markets are again supplemental.
Because public health services and public health
insurance tend to be universal (though in some
countries the affluent can opt out), the selection
problem is solved, potentially at the expense of a
poorly performing monopoly.

By contrast, private health insurance markets
and public schemes that offer a choice of insur-
ance plans generally do exhibit selection. Among
developed countries the United States relies most
on private health insurance markets, although
because of selection American private health
insurance is primarily organized through employ-
ment rather than through an individual insurance
market. Again in part because of selection, many
Americans without an employment connection,
most notably the elderly, are insured through pub-
lic insurance. But not all American employers
offer insurance, not all those employees offered
insurance purchase it, and not all those without a
labour market connection are eligible for public
insurance. As a result, the United States has a
much higher proportion of its population with no
health insurance than other developed countries.
This group tends to receive care through subsi-
dized direct delivery systems.

In this article I first discuss selection and the
demand for insurance. Then I discuss moral haz-
ard and the demand for medical care conditional
on insurance. Finally, I discuss the nature of the

contract between the insurer and the provider,
such as the physician or hospital, and its relation
to the provider’s supply of services. The material
covered in this entry is treated more extensively in
Cutler and Zeckhauser (2000).

Selection

Health insurance was used as an example of selec-
tion by two of the classic papers on asymmetric
information (Akerlof 1970; Rothschild and Stig-
litz 1976). The models in those papers showed
that an equilibrium may not exist in competitive
insurance markets if insurers could not identify
high risks (for example hypochondriacs and pos-
sibly the chronically ill). If a competitive market
pooled high and low risks (that is both risk types
buying the same policy), insurers would offer
products that differentially appealed to low risks,
thus breaking the pooling equilibrium. Under cer-
tain conditions a separating equilibrium (that is
each risk type buying a different policy) might
also be impossible.

Later papers showed that under different
assumptions an equilibrium might exist (Dubey
and Geanakoplos 2002; Newhouse 1996; Wilson
1977), but selection behaviour seems pervasive in
individual health insurance markets, and even a
separating equilibrium is a form of market failure
given the almost universal nature of annual con-
tracts in private insurance markets. That is
because a low risk this year has the risk of becom-
ing a high risk next year, for example by
contracting a chronic disease. But the higher pre-
mium facing a high risk is uninsurable with annual
premiums. Notice that in a family insurance con-
text this risk includes having a high-risk child
born into the family, and, when the child becomes
an adult, extends also to the child (typically the
child can no longer be covered under a parent’s
policy after a certain age).

Cochrane (1995) pointed out that lifetime con-
tracts would solve this problem, but lifetime con-
tracts are not observed in the private market, for
several reasons. First, the rapid rate of technolog-
ical change in medicine and the associated cost
increase (Cutler 2004; Newhouse 1992) is a
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non-diversifiable risk for a given cohort. Second,
there are large economies to group insurance, in
part because of lower marketing costs. To avert
selection, however, groups must be formed pri-
marily for reasons other than obtaining health
insurance, which is why health insurance in
many countries forms around the place of employ-
ment. But even here selection can be a problem,
most obviously for the self-employed, who are
effectively in an individual market, but also for
small employers.

Empirical work has confirmed the importance
of selection. I show three examples. The first is the
variation in insurance premiums by generosity of
the insurance. Table 1 orders insurance policies by
generosity, where a higher percentile indicates
more complete coverage. The column labelled
‘Premium’ is the premium charged for the policy;
the column labelled ‘Actuarial value’ is the esti-
mated spending among a standardized population
for each policy, reflecting the increase in demand
for services when the insurer covers a greater por-
tion of any medical spending. (One might ask how
actuarial values are known. They can come from
similar policies from groups where selection is
minimal, such as employees of large firms with
no choice of insurance plan, or from other evidence
on how the demand for care varies with insurance
generosity; one form of such evidence is discussed
below in conjunction with moral hazard.)

Whereas premiums between the 90th and 10th
percentile plans differ by a factor of about 2.7, the
actuarial value of the two plans differs only by a
factor of 1.4. The difference between these values
indicates that high risks are disproportionately
choosing the 90th percentile plan, and low risks
are disproportionately choosing the 10th
percentile plan.

A second form of evidence comes from the US
Medicare programme, the near- universal insur-
ance programme for individuals over the age of
65. Medicare gives its beneficiaries choice
between a traditional indemnity insurance plan
that allows free choice of physician, and a prepaid
plan, which can restrict choice of physician but in
return charges a smaller premium or covers cer-
tain additional services. Through 2005 individ-
uals have been allowed to change between these
two types of plans monthly (under current law this
is to change in 2006).

The data suggest the traditional indemnity
plan has been more appealing to high-risk indi-
viduals. Although spending and use data have
not been available for those in prepaid plans, one
can compare use among those in the traditional
plan who subsequently enrol in a prepaid plan
with that of those who do not. Adjusted for age
and sex and a few other covariates, spending
among those switching from the traditional plan
to a prepaid plan in the 12 months before they
switched was 23 per cent less than among those
who remained in the traditional plan (Medicare
Payment Advisory Commission 2000). Because
the individuals had the same insurance plan
when this difference was observed, the group
opting to change to the prepaid plan appeared
to be in considerably better health. Similarly,
adjusted for age and sex, mortality rates among
those enrolled in prepaid plans were 15 per cent
less than among those in the traditional plan, a
difference much too large to be plausibly related
to any difference in benefits or care. Consistent
with selection, the mortality rate difference was
largest, 21 per cent, among those who had
switched to the prepaid plan within the previous
12 months, and then steadily narrowed as

Health Insurance,
Economics of,
Table 1 Cost and actuarial
value of insurance policies

Percentile

Individual policy ($) Family policy ($)

Premium Actuarial value Premium Actuarial value

10 1,220 1,740 2,760 4,220

25 1,670 1,910 3,950 4,600

50 2,100 2,100 5,070 5,070

75 2,620 2,260 6,090 5,450

90 3,220 2,440 7,670 5,890

Difference 90–10 164% 40% 178% 40%

Source: Cutler (1994, Table 2)
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individuals remained in the prepaid plan, a form
of regression to the mean.

Finally, selection can give rise to so-called
premium death spirals. Cutler and Reber (1998)
studied a natural experiment among Harvard Uni-
versity employees that gave rise to one such spi-
ral. Harvard allowed its employees to choose
among insurance plans of varying generosity. Ini-
tially it subsidized a constant percentage of the
premium (between 75 and 85 per cent, depending
on the employee’s earnings), but it subsequently
changed the subsidy to a lump sum. (I note in
passing that the rationale for an employer subsidy
is to combat selection. In effect, such a subsidy
makes it attractive for low risks to pool with high
risks within the employment group.)

With a percentage-of-premium subsidy, the
employee bore only 15–25 per cent of the pre-
mium difference among plans, but with a lump
sum subsidy the employee bore the full incremen-
tal cost of more generous plans. For the employee
who only marginally favoured a more generous
plan with a percentage-of-premium subsidy (that
is, the better risk within the group choosing the
more generous plan), it became attractive with a
lump sum to choose a less generous plan (the
relative price to the employee of more generous
plans rose by a factor of four or more). But, as the
better risks within the more generous plans opted
out, the premium necessary to cover the medical
cost of those remaining rose. This in turn set off
another round of plan changing, which raised the
premium in the more generous plans still more. At
that point the most generous plan was withdrawn
from the market.

Moral Hazard

Insurance creates a trade-off between risk aver-
sion and moral hazard, or the failure to take
actions that would lessen the probability of or
the severity of or damage from an adverse event
(Zeckhauser 1970). In the context of health insur-
ance, the focus has been on the costliness of the
event rather than on the likelihood of the event.
That is because there are enough unpleasant
uninsured consequences around illness and injury,

such as pain and discomfort, that the extent of
insurance for medical care probably changes the
incentive to avoid illness or injury rather little. In
fact, individuals when randomly assigned to better
insurance do not change their lifestyle habits
(Newhouse and the Insurance Experiment Group
1993).

The RAND Health Insurance Experiment ran-
domized 2000 American families to health insur-
ance plans that varied the portion of medical bills
they had to pay, from nothing (all services were
free to the family) to approximately a large family
deductible of $1,000 in late 1970s dollars
(Manning et al. 1987; Newhouse and the Insur-
ance Experiment Group 1993). The deductible
was scaled down for low-income families. The
families were followed for either three or five
years (the period was randomly assigned), and
both their medical care use and health outcomes
were observed. Over the course of the experiment
families assigned to the large deductible plan used
around 30 per cent fewer services than those
assigned to the plan in which services were free.
They made about two fewer visits to physicians
during the year, and they were admitted to the
hospital about 20 per cent less.

The average family’s health was little changed
by the additional medical services consumed
when care was free to them, although those who
were both sick and poor had better outcomes,
primarily because of better control of hyperten-
sion (high blood pressure). There was thus ample
confirmation of moral hazard. For a review of
studies of moral hazard see Zweifel and
Manning (2000).

The Supply of Medical Care

Insurers or health care services either contract
with or employ health care providers, most nota-
bly physicians, to deliver medical services. The
need for this is most apparent if the insurance
policy covers all of the patient’s medical costs in
full; because the patient has no incentive to search
for a lower-cost provider, if the insurer passively
reimbursed medical bills providers could in the-
ory bill an infinite amount. The same incentives
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apply if patients bear a modest fixed charge for
each, say, physician visit.

The terms of the insurer’s contracts with medical
providers can have important effects on the services
delivered. I discuss here two features of such con-
tracts: provider networks and so called supply-side
cost sharing. (For further discussion of these issues
see Chalkley and Malcolmson 2000; McGuire
2000; Newhouse 2002; Pauly 2000.)

Before the 1980s the usual model of American
health insurance allowed ‘free’ choice of provider,
meaning that to a first approximation the patient’s
out-of-pocket payment was unaffected by the
physician(s) he or she sought care from. Many
non- American models still allow this. These
arrangements began to change in the 1980s with
the advent of managed care insurance plans,
which sought to establish networks of preferred
physicians and hospitals. In-network physicians
contracted with the insurer; at a minimum the
contract specified a discount off a usual fee. In
return, patients were given financial incentives to
use in-network physicians. By increasing the elas-
ticity of demand facing a physician, networks
began to reduce rents in physician fees (Cutler
et al. 2000).

Many insurance plans went further than simply
asking for fee discounts, and gave physicians
financial incentives to reduce utilization. For
example, instead of being paid a fee for each
narrowly defined service (such as a visit or a
laboratory test), a primary care physician might
receive a capitation payment for each insured who
selected that physician as a personal physician. In
this case, the proximate marginal revenue the
physician earned from delivering any additional
services was zero, although there might have been
an indirect effect of reducing services on patient
retention. A less high-powered incentive than
pure capitation was a ‘risk corridor’ around a
target utilization rate. For example, the physician
and the insurer might share deviations from the
target rate fifty-fifty up to a certain size deviation,
and above or below that amount all risk was on the
insurer.

Such arrangements, also used in the British
National Health Service and in Denmark, were
termed ‘supply-side cost sharing’, in contrast to

the demand-side cost sharing described above that
was paid by the patient. Supply-side cost sharing
created two incentives. First, and most obviously,
it created an incentive for the physician to treat
less intensively than with pure fee-for-service
reimbursement, thereby potentially addressing
moral hazard (Chalkley and Malcolmson 1998,
2000; Ellis and McGuire 1986). Second, if the
capitation were only for the primary care physi-
cian’s own services, the most common arrange-
ment, it created an incentive for that physician to
refer the patient to another physician, a form of
unbundling. In the American context the insurer
would simply pay for the services of the other
physician; in the British context the patient
would be referred to a salaried physician at a
hospital that might have a lengthy queue.

Several pieces of evidence support the view
that physicians respond to the type of contract
they face. A near-universal finding of American
managed care plans is that they reduce the use of
services relative to traditional indemnity plans,
which passively paid a fee-for-service; that is,
they indemnified the patient against any incurred
medical bills (Glied 2000). As described above,
however, a characteristic of managed care plans is
that they did not passively reimburse whatever
service a physician chose to deliver.

Other data show the effects of particular con-
tracts. A natural experiment in Denmark showed
that physicians whose services were only partly
at risk delivered more services than those who
were fully at risk, although the increase was not
sustained (Krasnik et al. 1990). A small-scale
experiment in the United States randomized
pediatricians to be paid by either a fee-for-service
system or a salary; the salaried pediatricians
earned no additional income for treating more
intensively (Hickson et al. 1987). The physicians
paid with a fee-for-service method delivered
more than 20 per cent more services, with the
difference almost entirely in well-child visits
(preventive care). Most likely, mothers brought
sick children in, but brought well children in only
with some effort from the pediatrician. Finally,
numerous studies have shown that physicians
respond to the level of payment (McGuire
2000; Newhouse 2002). This is particularly
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relevant to insurers that administratively set
prices on a take-it-or-leave-it basis and to
insurers that negotiate fees for all physicians in
an area.

In sum, health insurance markets violate
numerous assumptions of the introductory text-
book model of perfectly competitive markets with
full or at least symmetric information. In particu-
lar, information is asymmetric among patients,
providers, and insurers, and principal–agent rela-
tionships abound. Actual health insurance and
health care financing institutions have adapted to
these features.

See Also

▶Agent-Based Models
▶Contract Theory
▶Market Competition and Selection
▶Risk Sharing
▶ Social Insurance
▶Tragedy of the Commons
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Health Outcomes (Economic
Determinants)

Christopher J. Ruhm

Abstract
This article summarizes the conclusions of
research examining how health is affected by
income inequality and temporary changes in
macroeconomic conditions. In both cases,
recent analyses have raised serious doubt
about the ‘conventional wisdom’ derived
from earlier studies using less adequate analyt-
ical methods. Specifically, the latest studies
question the hypothesis that inequality has a
large independent effect on population health,
and suggest that economic downturns improve
rather than worsen physical well-being.

Keywords
Absolute income hypothesis; Counter-
cyclical; Fixed effects; Health outcomes;
Income inequality hypothesis; Inequality of
income; Life expectancy; Macroeconomic
conditions; Morbidity; Mortality; Pro-cyclical;
Relative income hypothesis; Unemployment

JEL Classifications
I1

The health of individuals and populations is
affected by a variety of economic factors. Other
dictionary entries (health economics; population
health, economic implications of) consider how
health is related to income, education, infrastruc-
tural investments, prices and insurance. This arti-
cle focuses on the roles of income inequality and
of temporary changes in macroeconomic condi-
tions in wealthy industrialized countries, which
have been the subjects of considerable debate
and empirical analysis. In both cases, the recent
use of more sophisticated analytical approaches
has raised serious doubt about the ‘conventional
wisdom’ derived from earlier research using

techniques less able to account for possible
sources of bias.

Income and health are positively correlated.
Although there are questions about the extent to
which higher incomes cause better health (Smith
1999), most analysts believe that there is some
causal effect and the discussion below presumes
this is so. Similarly, permanent economic progress
is assumed to improve most aspects of health.

Income Inequality and Health

Conceptual Issues
There is a widespread belief that average health
would improve if inequality could be reduced by
redistributing income from richer to poorer house-
holds, without changing its average level. This is
supported by the predictions of theory and empir-
ical evidence, since at least Preston (1975), indi-
cating that the health benefits of income exhibit
diminishing returns. A direct consequence is that
the health reductions resulting from lowering
incomes of the well-off are more than offset by
gains to the less advantaged, improving average
health. Wagstaff and van Doorslaer (2000) call
this the absolute income hypothesis (AIH). One
important implication of AIH is that income
inequality will be negatively related to average
health in the cross section, but that this correlation
will disappear if individual incomes are
controlled for.

Far more controversial is the proposition that
inequality has negative effects on health, with
individual (or household) income held constant.
This is the income inequality hypothesis (IIH).
Under IIH, an individual living in a country with
high inequality will be in worse health than a
counterpart with the same income but residing in
a nation with a more equal distribution. The main
mechanism for this is hypothesized to be that
relative income (or position) matters – this is the
relative income hypothesis (RIH). For instance,
being higher in the income distribution might
allow access to goods that promote health and
provide individuals with more control over their
lives; conversely, low status might raise stress and
reduce social trust or cohesion (Wilkinson 1997).
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The existence of RIH is not a sufficient condi-
tion for the income inequality hypothesis. An
additional requirement is that the negative health
effects of low rank exceed the gains (if any) accru-
ing to high relative position. On the other hand,
since some deleterious effects of increasing
inequality (for example, loss of social capital)
have adverse effects throughout the distribution,
heightened inequality could worsen health of the
wealthy as well as the poor. Direct tests of the
relative income hypothesis are rare, partly due to
the difficulty in defining an appropriate reference
group. Advocates therefore often cite animal stud-
ies indicating that low-status primates have
greater stress levels than their higher-status coun-
terparts. Recently, however, some research pro-
vides direct evidence on the role of relative status.
For instance, Eibner and Evans (2005) show high
rates of mortality, morbidity, and body mass
index, and poor self-reported health for persons
whose incomes are low relative to a reference
group defined by location, race, education
and age.

Empirical Evidence
Much interest in the income inequality hypothesis
stems from Wilkinson’s (1992) influential study.
His most important finding was that more equal
incomes were strongly positively correlated with
life expectancy in nine industrialized countries,
while average incomes had little effect. Subse-
quent research initially focused on cross-national
comparisons but, starting in mid-1990s, was
increasingly conducted for geographic regions
within countries, particularly the United States.

The early studies were criticized on both tech-
nical and methodological grounds. For instance,
Judge et al. (1998) discuss problems with the data
used by Wilkinson (1992), and provide evidence
that the results are sensitive to the choice of
inequality measures. Moreover, as mentioned,
‘ecological studies’ using aggregate data will gen-
erally reveal a negative correlation between
inequality and health (with average incomes con-
trolled for) if income has diminishing benefits,
and so cannot distinguish between the absolute
income and income inequality hypotheses
(Gravelle 1998).

A potential solution is to use micro-data, since
IIH predicts that the inequality relationship will
persist after individual income is controlled for.
Such research has proliferated in recent years,
beginning with Fiscella and Franks (1997).
These investigations do not, however, fully
address the concern that cross-sectional
inequality–health relationships may be con-
founded by omitted factors. Particularly signifi-
cant, in this regard, is evidence that the association
disappears or diminishes greatly when covariates
are included for education, census region or per
cent black (Mellor and Milyo 2002; Deaton and
Lubotsky 2003). Other researchers (for example,
Subramanian and Kawachi 2003) argue that one
or more of these variables may be caused by
inequality and so are not appropriate to control
for, or present evidence that a (diminished) corre-
lation persists after including them. Nevertheless,
the sensitivity of results suggests the vexing diffi-
culty in accounting for all relevant causal factors
when using cross-sectional data.

Whereas early studies provided strong evi-
dence favouring IIH, the conclusions of more
recent research, generally using better data and
more sophisticated techniques, are far more
mixed. An indication of this can be obtained
from the comprehensive literature review by
Lynch et al. (2004). They classified 98 peer-
reviewed studies according to whether they
supported IIH, had mixed findings, or obtained
no associations or positive estimated effects of
inequality on health. Overall, 40 studies contained
strongly favourable evidence, 25 had mixed find-
ings, and 33 were not supportive. However, 24 of
the 37 studies published after 2001 failed to obtain
results consistent with IIH, and just five were
strongly favourable. The evidence is also gener-
ally less supportive when individual rather than
aggregate data are used, particularly for recent
analyses. For instance, of the 18 such studies
published after 2001 and reviewed by Lynch
et al., 12 obtained negative findings, two had
mixed results, and only four strongly
supported IIH.

After carefully reviewing the literature, Angus
Deaton states, ‘The stories about income inequal-
ity affecting health are stronger than the evidence’
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(Deaton 2003, p. 150). This conclusion seems
reasonable. There may be some causal effect but
it is almost certainly weaker than that suggested
by the early research, and is probably confined to a
limited set of health outcomes (such as
homicides).

Macroeconomic Conditions and Health

Conceptual Issues
Health is conventionally believed to improve dur-
ing economic expansions and deteriorate during
downturns. Psycho-social determinants are usu-
ally focused upon, with recessions postulated to
harm physical and mental health by increasing
stress and risk taking (Brenner and Mooney
1983). However, economic factors could also
matter if, for example, incomes fall or medical
care becomes more expensive because health
insurance becomes less available or
comprehensive.

However, there are at least four reasons why
health instead might improve in bad times. First,
the opportunity cost of time declines, making it
less expensive to undertake time-intensive health
investments such as exercise and consumption of
a healthy diet. Second, health is an input into the
production of goods and services, implying that
hazardous working conditions, job-related stress
and some environmental risks (like pollution)
may decrease. Third, some external sources of
death may fall. For instance, traffic fatalities are
likely to decrease due to reductions in driving.
Fourth, migration may fall if individuals have
fewer opportunities to move into areas with robust
economic conditions. This could reduce social
isolation, with especially beneficial effects on the
young and old (Eyer 1977).

The health effects of temporary and permanent
changes in economic conditions may be quite
different. An important distinction is that transi-
tory growth is usually produced through more
intensive use of existing inputs, whereas lasting
improvements require some combination of tech-
nical innovation or increases in productive capital
that have the potential to raise all types of con-
sumption, including good health.

Time-Series Evidence
Most empirical research, until recently, analysed
aggregate time-series data for a single geographic
area. Particularly influential were a series of inves-
tigations by M. Harvey Brenner providing evi-
dence that recessions (and other sources of
macroeconomic instability) raise overall mortal-
ity, specific sources of death, and other health
problems. For instance, using data from England
and Wales for 1936–76, Brenner (1979) found
that unemployment rates (growth in per capita
income) were positively (negatively) related to
total and age-specific mortality. However,
researchers (such as Wagstaff 1985) have pointed
out serious technical flaws in Brenner’s methods,
and studies correcting the problems (for example,
McAvinchey 1988) failed to replicate his findings.

A key issue is that any lengthy time series may
contain omitted variables that are spuriously cor-
related with economic conditions and have a
causal effect on health. Potential confounders
include changes in lifestyles, the public health
infrastructure or medical technologies. Given
this fundamental shortcoming, it is no surprise
that the results of aggregate time-series analyses
are sensitive to the countries, time periods, and
proxies for health examined. After reviewing
16 such studies, Ruhm concludes: ‘with the
exception of Brenner’s analyses, the majority of
the time series evidence suggests that the contem-
poraneous effect of economic downturns is to
improve health or reduce mortality’ (Ruhm
2006, p. 5). Interestingly, such ‘counterintuitive’
findings are not new. Research undertaken as
early as the 1920s identifies a positive association
between macroeconomic activity and mortality
(Ogburn and Thomas 1922).

Estimates Using Pooled Data
A potential solution to the aforementioned short-
coming is to conduct ‘a more refined ecological
analysis . . . taking advantage of local and regional
variations in the business cycle as well as in dis-
ease rates’ (Kasl 1979, p. 787). Research using
such strategies has become increasingly common
beginning with Ruhm’s (2000) analysis of state-
specific mortality rates for 1972–91. The key
advantage of using multiple geographic areas
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and periods is that time effects can be included to
account for potential time-varying confounders
that have common impacts across locations, and
location ‘fixed effects’ can be added to control for
unobserved factors that differ across geographic
areas but remain constant within them.
Researchers also often include area-specific time
trends, which hold constant some other time-
varying omitted determinants. Although most
analyses have utilized aggregate data, the tech-
niques can easily be adapted for use with individ-
ual data, and some research has begun to do so.

Mortality rates are the most commonly studied
health outcome, and area unemployment rates are
the typical proxy for macroeconomic conditions.
Although data from the United States was first
examined, analysis has recently been conducted
for several European nations (for example,
Neumayer 2004; Tapia Granados 2005), as well
as using international data on multiple countries.
Ruhm (2006) reviews seven such studies
published between 2000 and 2004, and concludes
that there is strong evidence of a pro-cyclical
variation in total mortality, infant deaths and fatal-
ities from traffic accidents, cardiovascular disease
and influenza or pneumonia. The results are
mixed for other types of mortality, and it is note-
worthy that some studies uncover a counter-
cyclical variation in suicides. This raises the pos-
sibility that people become ‘healthier but not hap-
pier’ when economic conditions deteriorate. Data
restrictions have severely limited analyses of mor-
bidities, although the majority of evidence from
the few studies available (for example, Ruhm
2003) indicates a counter-cyclical variation in
health.

Lifestyle changes appear to explain some of
the health improvements observed during eco-
nomic downturns. Most available research sug-
gests that alcohol use and problem drinking,
smoking, severe obesity and physical inactivity
all decline when the economy weakens. However,
direct evidence on the role of work hours is mixed
and disparate results are sometimes obtained for
specific population groups or countries other than
the United States. Also, the improvements in
physical health appear to occur despite reductions
in incomes and decreased use of medical care.

See Also

▶Health Economics
▶ Population health, economic implications of
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Health State Evaluation and Utility
Theory

Alastair McGuire

Abstract
Valuing health outcomes is a fundamental con-
cern in health economics. This article considers
a measure of health outcomes: the Quality
Adjusted Life Year (QALY). The QALY has
been used extensively for two main reasons:
(1) it arguably values health outcomes in a
more acceptable metric than money does; and
(2) it feeds more easily into the wider medical
decision-making. To be an acceptable measure
of health state preferences, however, the
QALY requires a number of restrictive
assumptions to hold. We discuss these assump-
tions and conclude that, if these do not hold,

the QALY reverts to a measure of health state
rather than to a health state preference.

Keywords
Disability Adjusted Life Years (DALY); Qual-
ity Adjusted Life Year (QALY); Social policy;
Utility theory; Years of Healthy Life (HYL)

JEL Classifications
I120; I180

Valuing health outcomes is a fundamental concern
in health economics. Given that extensive market
failure pervades this sector, the efficient allocation
of resources requires a workable definition of the
valuation of health outcomes. While there is a
long history associated with the valuation of
(statistical) life based on willingness to pay and
other Hicksian measures derived from monetary
valuations, the trend in health economics has been
to attempt to value health states using a different
metric: the Quality Adjusted Life Year (QALY).
The QALY has been used extensively for two
main reasons. First, it is arguably easier to mea-
sure than monetary valuation of health states
while remaining comparable across different dis-
ease areas, allowing direct assessment of resource
use across any health sector. Second, as we outline
below, given the assumptions required to allow
the QALY to value health states, for some, the
measure may merely allow the representation of a
health state on a quantitative scale, allowing deci-
sion makers to attach value to resource use
through identification of ‘acceptable’ QALY
levels. So the QALY has been used extensively
as it either values health outcomes in a more
acceptable metric than money and/or because it
feeds easily into the wider medical decision-
making process.

Valuation of health states in economics builds
on utility theory. Utility theory imposes structure
on an individual’s choice across all commodities.
The individual, choosing from a large bundle of
different quantities of various combinations of
commodities, does so in a manner that is reflexive,
transitive and subject to a behavioural restriction
that satiation does not occur. Reflexiveness
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ensures that if bundle A is chosen over bundle B,
then bundle B must never be chosen over bundle
A from the same choice set. Transitivity ensures
that if bundle A is chosen in preference to
bundle B, and bundle B is chosen in preference
to bundle C then bundle A will be chosen over
bundle C. Non-satiation states that if an individual
becomes satiated with any given bundle, no more
of that bundle is chosen. If indifference curves are
used to analyse such choices, continuity is nor-
mally also assumed such that if bundle A is pre-
ferred to B and bundle B is preferred to C, there
must exist some bundle D, a weighted average of
bundles A and C, such that the individual is indif-
ferent between bundles B and D. Under these
assumptions the individual is said to be rational
with respect to their choices.

Given this structure a number can be attached
to each bundle, and bundles with higher numbers
are chosen over bundles with lower numbers.
These numbers are ordinal if the same order of
choice ranking is preserved when one set of num-
bers is replaced with another set. These choices
define a utility function. Consumers are assumed
to maximise utility functions.

Ordinal utility functions do not provide infor-
mation on the differences between chosen bun-
dles. Extending the preference ordering to
consider choice under uncertainty provides infor-
mation on the relativities between bundles. Here
the utility function expresses expected utility
across the sum of the utilities of the expected
outcomes defined as the sum of each prospect
multiplied by the probability of its occurrence:

U x1, x2, x3, . . . xnð Þ ¼ p1U x1ð Þ þ P2U x2ð Þ
þ p3U x3ð Þ þ . . .
þ pnU xnð Þ

¼
Xn
i¼1

piU xið Þ (1)

This utility function was first proposed by Von
Neumann and Morgenstern (1944) who stated
(p. 18): ‘Let p be a real number between 0 and
1 such that A is exactly equally desirable with the
combined event consisting of a chance of proba-
bility 1 � p for B and the remaining chance of

probability p for C. Then we suggest the use of
p as a numerical estimate for the ratio of the
preference of A over B to that of C over B’.
Defining this utility function up to a linear trans-
formation, such that any positive affine transform
of the value of p fully describes choice, a cardinal
utility function is returned. As a function it pro-
vides cardinal information on the differences
between chosen bundles through the fact that the
preference for one bundle over another is
expressed as a ratio.

This formulation of cardinal utility function is
additively separable: the utility of any particular
outcome, piU(xi), is independent of all others.
Moreover, this expected utility function incorpo-
rates risk preference.

This formulation of rational choice underpins
normative economics, informing policy makers
on how rational individuals ought to behave
when faced with resource decisions derived from
economic or social policy. The expected utility
function and the rational choice stemming from
the set of axioms which dictate rational behaviour
allow consistent, logical arguments to be made in
support of policy implementation. Policy makers
can use expected utility theory, most commonly
through the use of cost–benefit analysis, to deter-
mine whether a given rational individual is better
or worse off after some policy enactment. Higher
utility, for an individual, is a criterion of
improvement.

Note that expected utility need not provide
information on actual choices. In reality, individ-
uals make mistakes, may be inconsistent and need
not be rational in the sense of the definition given
above. In positive economics, that is where choice
is observed, utility theory plays a limited role. It
may provide some benchmark, but nothing more.
It may define the starting assumptions when spe-
cific motivations are analysed, particularly when
assumptions are required to initiate any experi-
ment in behaviour. However, it need play no role
whatsoever in such experiments. As Little (2002)
put it, some economists ‘even try to test utility
theory: but that should perhaps count as psychol-
ogy rather than economics’.

That individuals do not necessarily reflect
expected utility theory in choices observed under
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experimental study need not negate the use of this
theory for policy analysis. Given rational choices
made under idealised information holding,
expected utility provides a benchmark for the
assessment of policy on welfare improvement at
the individual level.

Expected utility theory is applied to health
policy through the application of multiattribute
utility (Keeney and Raiffa 1976; Weinstein and
Stason 1977; Zeckhauser and Shepard 1976). It is
assumed that a treatment intervention leads to an
uncertain outcome, but the outcome is a perma-
nent change in an individual’s health state over the
rest of their life. This presumes that chronic health
states are dealt with; transitory states would by
definition not be permanent. The outcome is nor-
mally taken to be a product of both a set of
possible health states, Q, and a set of possible
life durations, T, where Q and T are the different
attributes (or components) of the outcome. The
outcome set, (Q,T), is therefore a product set of all
possible combinations of the attributes; hence the
term multiattribute. Expressing in terms of the
expected utility of health (H), drawing on 1
above, we have:

EUH ¼
Xn
i¼1

piU QTð Þi
� �

(2)

This can be transformed into a common multi-
attribute health scale, the Quality Adjusted Life
Year (QALY), by imposing the specific form as
Pliskin et al. (1980) do:

EUH ¼
Xn
i¼1

piU Ti
�v Qið Þð Þ (3)

where v(Qi) defines the utility attached to health
states. As in expected utility generally, the func-
tion v(Qi) is cardinal and unique up to a linear
function. Thus the function can be scaled such that
v(Qi) lies within the bounds [0,1], with
0 representing the utility attached to death and
1 representing the utility attached to a full year
of health.

Miyamoto et al. (1998) prove that the multipli-
cative utility form of the QALY multiattribute

function is equivalent to the imposition of mono-
tonicity in life duration, standard gamble invari-
ance and the imposition of a zero condition on the
utility function. Or, put simply, these three
assumptions return a QALY model of multiplica-
tive form. Monotonicity in life duration states
that, for a given quality of life a longer life is
preferred to a shorter life. Standard gamble invari-
ance states that preferences over prospects relat-
ing to duration of life are independent of the given
quality of life assumed. This can also be imposed
on prospects over quality of life, in which case the
preferences are independent of the given duration
of life assumed. Standard gamble invariance is
commonly referred to as mutual utility indepen-
dence. The zero condition requires that all (Q,0)
are equivalent; that is, all quality of life states are
the same if you are dead. This is not an arbitrary
assumption, but fixes an anchor point. Functional
forms of the QALY utility function other than
multiplicative are feasible and rely on different
assumptions; in particular relating to utility inde-
pendence. The multiplicative form is by far the
most commonly used.

As with expected utility functions generally,
risk preference may be incorporated. Following
Pliskin et al. (1988) however it is common to
assume risk neutrality with respect to duration of
life: that is that, for any given fixed quality of life,
individuals are indifferent between a certain life,
T, and the prospect defined over an uncertain
duration of life coupled with a life expectancy of T.
More directly, given a fixed quality of life, indi-
viduals are at some level presumed indifferent to
the certainty equivalent of any given prospect and
the prospect itself. Pliskin et al. (1988) also
impose standard gamble invariance and constant
proportional trade-off. The latter states that the
proportion of remaining life that an individual is
willing to trade for an improvement in the quality
of life is independent of the remaining duration of
life. Once again, these three assumptions (risk
neutrality, standard gamble invariance and con-
stant proportional trade-off) return a QALYmodel
of multiplicative form.

Bleichrodt et al. (1997) show that merely
imposing risk neutrality over life years and the
zero condition can return the multiplicative form
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of the QALY function, as risk neutrality is consis-
tent with standard gamble invariance with respect
to life duration. Moreover, they extend their
model to health states worse than death.

Broome (1993) shows that if health state pref-
erences are defined across a range of different
lifetimes for each individual, each projecting
variable lengths of life and quality of life and
the individual applies discounting, then the obvi-
ous tractable manner in which to do so is to
assume separability. That is, an individual’s pref-
erences over their quality of life in any one-year
does not affect their preferences over quality of
life in any other year. Indeed, Broome argues that
his specification of a cardinal utility function
describing QALYs, even although it relies on
the separability of quality of life across different
time periods, is preferred to the other multiplica-
tive versions of a multiattribute QALY function,
as the assumption that there is separability over
lotteries with regard to quality of life, where
length of life has to be held constant
(or lotteries over length of life where quality of
life has to be held constant). Is an unreasonable
assumption. In short, the choice of functional
form and the assumptions underlying it matter
when defining a QALY.

Indeed, there is a large literature that has devel-
oped alternative theories of decision making,
either as a competitor to the normative theory of
expected utility or based on notions of behaviour
deemed rational in some sense, but inconsistent
with expected utility. The normative competing
theories follow the pattern of developments in
decision theory generally where a large number
of alternatives to expected utility theory have
emerged, prospect theory perhaps being the most
robust. Bleichrodt and Pinto (2005) examined a
nonlinear QALY that which drops the assumption
of linearity imposed on life duration, allowing
curvature in the utility attached to life
duration – consistent with decreasing marginal
utility of life duration. This model and the
expected utility QALY model were shown in
Bleichrodt and Quiggin (1997) to be consistent
with a general class of decision-theoretic models.
They found experimental support for their non-
linear QALY model, although as they pointed out

this might be an artefact reflecting an individual’s
valuation of quality of life to be lower in old age.
A multiplicative functional form was also
supported by their experimental data, although
there is other conflicting evidence on this
(Pauker 1976; Dolan and Stalmeier 2003). Cer-
tainly much remains to be undertaken on the for-
mulation of competing QALY models to the
dominant expected utility formulation.

While there is limited acknowledgement that
the multiplicative functional form deals with
chronic health states alone, Bleichrodt and
Quiggin (1997) show that additive independence
and symmetry return a QALY model that is capa-
ble of describing non-chronic states. Here QALY
models revert to different quality of life profiles as
acute episodes alter future health profiles, such
that:

QALY ¼
XT
t¼1

H qtð Þ (4)

where H(q) represents a health profile attributable
to a given time interval t. Additive independence
of preferences states that all health profiles
through time are valued individually. Symmetry
implies that the valuation of health quality is not
affected by its timing. There is little evidence to
support use of the additive QALY functional form
(see Spencer 2003).

Even if agreement is reached over the norma-
tive approach, the actual calculation of a QALY
relies on the measurement of preferences for dif-
ferent health states. In other words, the use of
QALYs in health resource allocations moves us
from the normative to the positive.

Some have argued that individuals may make
systematic biases in attempting to measure pref-
erences associated with their quality and length of
life. Dolan and Kahneman (2008) argue that such
preferences are liable to be distorted by an indi-
vidual’s own experiences and that, in any case, as
health states change individuals will adapt, so
who to ask also becomes important. Others
argue that the instruments used to measure such
preferences are not well understood and may like-
wise impart biases.
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Three instruments are common. The standard
gamble is the closest instrument to the expected
utility choice situation, and follows from the Von
Neumann and Morgenstern definition above.
Obviously, individuals must understand, at least
intuitively, the concept of probability. They must
also be trading as if risk neutral, otherwise risk
preferences will contaminate the cardinal values.
Both seem unlikely in practice and there is little
empirical support (see, for example, Oliver
(2005)). The time-trade off instrument measures
preference by facing an individual with a choice
of a shorter period of full health, then immediate
death, versus a longer period in ill health followed
by immediate death. At the point of indifference
the ratio of the time in full health to ill health
provides the cardinal measure of preference of
the worse state to the full health state. Again,
individuals must recognise what is being chosen.
They must also not be exercising a discount rate
when making the choice. Constant proportionality
must also hold, such that 3 years in full health
compared to 4 years in ill health is equivalent to
9 years in full health compared to 12 years in ill
health. So length of time in an ill state per se does
not count. The final common instrument is a
visual analogue scale, where individuals simply
rate their state of health on a scale; normally
calibrated with 0 as death and 1 as full health.
This does not represent a choice and therefore is
not consistent with preference elicitation. How-
ever, Broome (1993) has argued that the QALY
may reflect the ‘goodness’ of or benefit from a
state of health, rather than the preference, and this
would be captured by this rating value.

There are other contenders in terms of health
state valuation. Other instruments such as Years of
Healthy Life (HYL) and health-adjusted healthy
life are QALYs in all but acronym (Berthelot
et al. 1993; Erickson et al. 1995). Mehrez and
Gafni (1981) proposed values based on health
profiles. Here various health states are considered
in different sequences of event (profiles), and
individuals trade off the number of years in perfect
health against the years in profile that they deem
equivalent.

Disability Adjusted Life Years (DALYs),
which estimate life expectancy lost and weight

this by the number of years lived in disability,
are possibly the most commonly proposed alter-
native. These have not been formally assessed
within a decision-analytic framework, but Airoldi
and Morton (2007) argue that once age weighting
and differences in discounting in the DALY cal-
culation have been made and adjustments made to
allow a comparison between loss in quality of life
and the disability weighting in the DALY, the two
valuation concepts do not differ much. Both
Airoldi (2007) and Sassi (2006) found, however,
that the actual estimates of health change based on
the two approaches do differ systematically. Cer-
tainly, if the concepts are similar all of the limita-
tions of the QALY would appear to apply to the
DALYalso, but note there has been no systematic
assessment of the DALY as it relates to expected
utility theory. In their assessment, Airoldi and
Morton (2009) favour the QALYoverall.

Other competing theories have focused on
population rather than individual valuations on
the basis that this appears more realistic. Such
theories are obviously not as well founded on
expected utility theory but may have merit. For
example, Nord (1992), following Patrick
et al. (1973) suggested the use of the person
trade-off where the aggregate social value of dif-
ferent health care interventions is sought. Essen-
tially the person trade-off asks individuals to value
a health intervention by quantifying directly how
many outcomes of one kind they consider equiv-
alent in social value to X outcomes of another
kind. Even Nord (1994) acknowledges that this
approach is, in practice, demanding if the returned
estimates are to have internal validity.

One of the advantages of the person trade-off is
that, if the valuation relates to a numerical equiva-
lent (for example, how many people with this
health state are equivalent to 10 in perfect health?)
the responses reflect views on interpersonal com-
parison. Explicit information on interpersonal com-
parison is not required. With the traditional QALY
approach aggregation of choices across individuals
is required. Here weighting of QALYs as they are
gained and lost by different individuals may be
required. If the QALY valuation differs even just
by age for example, this may require calculation of
an array of social weights. Moreover, from a
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traditional welfare perspective the QALY would
only form one part of overall utility unless the
health component is separable from other compo-
nents. The latter is the approach taken by so-called
‘extra-welfarism’, where QALYs form the basis of
preference-based health state measurement.

The QALY is the most prevalent measure of
health state valuation. Is it a utility measure also?
As we have seen, probably no. For a QALY to be a
measure of utility, even where separability is
imposed on the utility function between health
and other commodities, various restrictive assump-
tions have to be made to support this approach.
Moreover, the standard gamble approach is more
closely aligned to the Von Neumann and
Morgenstern expected utility model, yet the time
trade-off has become the dominant measurement
instrument, moving the estimated QALY tariffs
further from a utility base. Broome is probably
best in summary when he states that the QALY,
which (following his definition) relates to an indi-
vidual who is a discounting QALY minimiser, is
best thought of as measuring the benefit or good
derived in terms of health from the intervention
under scrutiny. This health benefit may be a trans-
formation that translates into utility, but we have
little or no information concerning the transforma-
tion itself (Broome 1993). On top of that, we have
little data on the social weights required to aggre-
gate QALYs for use in matters of resource alloca-
tion across individuals, even though this represents
the most prevalent use of the QALY measure in
Europe at least (for an application of social
weighting see Dolan and Tsuchiya 2010). What is
fair to state, however, is that QALYs, even if
merely considered a measure of health benefit
across the dimensions of morbidity and mortality,
do appear to provide a baseline, commensurate
measure of health outcomes that imparts some
information to decision makers in the policy arena.

See Also
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▶Health Econometrics
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Hearn, William Edward (1826–1888)

M. White

Hearn was born in County Cavan, Ireland and
died in Melbourne, Australia. Educated at Trinity
College Dublin, he was appointed professor of
political economy and other subjects at the Uni-
versity of Melbourne in 1854. Subsequently a
member of the Legislative Council of the State
of Victoria and contributor to the local press,
Hearn is known to economists principally for his
Plutology (1863).

Plutology explains increasing wealth as a result
of the competitive exchange of services. The anal-
ysis owes a good deal to Herbert Spencer and
Frederic Bastiat. Competition is held to have
three general results. It is: beneficent, since prices
reflect the minimum cost of procuring a service;
just, because recompense is in proportion to merit;
and equalizing, since no recompense permanently
reflects the effects of chance. As an ‘unfailing
rule’, the pursuit of self-interest means services
are produced in ‘order of their social importance’.

Competition results in a natural social order,
ordained by Providence, in which the principles
of Darwin’s natural selection are applied to indus-
try (chapter “▶Employment, Theories Of”).

The price of any service, determined by the
extent of demand and supply, oscillates towards
the minimum cost of production. The upper price
limit is set where the purchaser equates desire for
a service with the sacrifice necessary to either
directly produce or obtain it from another source.
The minimum price must cover any outlays and
provide the ‘average’ reward for the vendor’s type
of service (chapter “▶Auspitz, Rudolf
(1837–1906)”). The discussion of price formation
is not conducted in marginalist terms and owes a
good deal, via J.S. Mill, to de Quincey.

The distribution of income is explained
according to the general principles of exchange.
The manager of an enterprise, for example, con-
tracts with the vendors of labour and ‘capital’ for
their services at a fixed price. Discounting all costs
and gross returns, the manager then has full title to
the output, assuming responsibility for losses and
receiving net gains. If capital is supplied in ‘com-
modity’ form (machinery, buildings), rent is paid;
if it is supplied in money form (loans, insurance),
interest accrues. Directly following Bastiat’s Har-
monies, Hearn argues that ground rent cannot be a
gratuitous gift of nature as land has a price only if
labour is bestowed on it (chapter “▶Equity”).

The role of a central government in an
‘advanced’ nation is thus basically a night-
watchman, although it may undertake some limited
regulation. It is acknowledged, however, that the
accumulation path will be impeded to some extent.
The most serious problems result from enterprises
mistaking market demand and engaging in specu-
lative ventures. Still, fluctuations in output and
investment have relatively little importance. ‘Fail-
ures, poverty, suffering and privation’ are not part of
the ‘ordinary course of events’, any ‘ravages’ are
soon repaired and objects destroyed in commercial
fluctuations would have mainly been consumed
rather than invested. Any ‘disturbances’ are thus
‘incidental’ to the natural laws of economic organi-
zation (chapter “▶Famines”).

Marshall and Edgeworth bestowed high praise
on Plutology, while Jevons considered its
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arguments were ‘nearly identical’ to those in his
Theory. Subsequent commentary has noted
Hearn’s dogmatism and plagiarism, especially
from John Rae and Bastiat.
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Heavy-Tailed Densities

Rustam Ibragimov

Abstract
This article reviews several frameworks com-
monly used inmodelling heavy-tailed densities
and distributions in economics, finance, risk
management, econometrics and statistics. The
results and conclusions discussed in the article
indicate that the presence of heavy tails can
either reinforce or reverse the implications of
a number of models in these fields, depending
on the degree of heavy-tailedness.
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Several notions and classes of heavy-tailed densi-
ties and distributions are available in the eco-
nomic, financial, statistical and probability
literature. A unifying property common to such
densities and distributions is that their tails are
heavier than in the Gaussian case, either in the
sense of faster decay to zero or in the sense of
comparisons of heavy-tailedness measures, such
as kurtosis.

Heavy-Tailed Models

In models involving a heavy-tailed random vari-
able (rv) X it is usually assumed that the distribu-
tion of X has power tails, so that

P Xj j > xð Þ 
 C

xa
, a > 0,C > 0, as x ! þ1

(1)

(here and throughout the article, f xð Þ 
 g xð Þasx
! þ1 means that limx!þ1

f xð Þ
g xð Þ ¼ 1

�
: The

parameter a in (1) is referred to as the tail index,
or the tail exponent, of the distribution of X. An
important property of rvs X satisfying (1) is that
the absolute moments of X are finite if and only if
their order is less than the tail indexa : E Xj jp < 1
if p < a and E Xj jp ¼ 1 if p � a:

Examples satisfying (1) include Pareto distri-
butions with densities f xð Þ ¼ axa0=x

aþ1 forx >

x0 > 0; f xð Þ ¼ 0 forx � x0 . In addition, (1) is
satisfied for Student’s t – distributions with

Heavy-Tailed Densities 5723

H



densities f xð Þ ¼ G aþ1ð Þ=2ð Þffiffiffiffi
ap

p
G a=2ð Þ 1þ x2=að Þ� aþ1ð Þ=2

,

x�R;whereG zð Þ ¼
ð1
0

tz�1e�tdt, z > 0; denotes

the Gamma function. Relation (1) also holds for
the important class of stable distributions that are
closed under portfolio formation.

In addition to distributions that follow power
laws (1), several other frameworks for modelling
heavy-tailed phenomena have been proposed in the
literature, including distributions with finite
moments of any order and semi-heavy tails. Such
tails are thinner than in the case of any power law
(1) but much heavier than those of normal distri-
butions. Semi-heavy tails in this sense are
exhibited, for instance, by normal inverse Gaussian
and, more generally, generalized hyperbolic distri-
butions (see section 3.2 in McNeil et al. 2005, and
references therein), as well as by the important case
of log-normal distributions.

Empirical Results

Numerous studies in economics, finance, risk
management and insurance have indicated that
distributions of many variables of interest in
these fields exhibit deviations from Gaussianity,
including those in the form of heavy tails (1) (see,
among others, the discussion and reviews in
Embrechts et al. 1997; Rachev et al. 2005). This
stream of literature goes back to Mandelbrot
(1963) (see also Fama 1965, and the papers in
Mandelbrot 1997), who pioneered the study of
heavy-tailed distributions in economics and
finance.

The following is a sample of estimates of the
tail index a in distributions satisfying (1) for
returns on various stocks and stock indices:
3< a < 5 (Jansen and de Vries 1991), 2 < a < 4
(Loretan and Phillips 1994), 1.5 < a < 2
(McCulloch 1997), 0.9 < a < 2 (Rachev and
Mittnik 2000), a � 3 (Gabaix et al. 2003).
Power laws (1) with a � 1 (Zipf laws) have
been found to hold for firm sizes and city sizes
(see Gabaix 1999a, b; Axtell 2001). As discussed
by Nešlehova et al. (2006), tail indices less than
1 are observed for empirical loss distributions of a

number of operational risks. Silverberg and
Verspagen (2007) report the tail indices a to be
significantly less than 1 for financial returns from
technological innovations. The analysis in
Ibragimov et al. (2008) indicates that the tail indi-
ces may be considerably less than 1 for economic
losses from earthquakes and other natural disas-
ters. Anderson (2006) discusses the heavy-
tailedness paradigm in many modern economic
and financial markets transformed by the Internet
and the development of technology.

Stable Distributions

Canonical examples of power laws (1) are given
by stable distributions. For 0 < a � 2ands > 0;

the symmetric stable distribution Sa(s) is the dis-
tribution of an rv Xwith the characteristic function
cfð ÞE eixXð Þ ¼ exp �sa xj jaf g; i2 ¼ �1, x�R:

Throughout the article, we write X ~ Sa(s), if the
rv X has the distribution Sa(s).Given two rvs
X and Y, the notation X = dY means that the dis-
tributions of X and Y are the same.

The parameters a and s are referred to as the
characteristic exponent (index of stability) and the
scale parameter of the symmetric stable distribu-
tion Sa(s). In general, stable distributions also
depend on the skewness parameter b and the
location parameter m. Symmetric stable distribu-
tions Sa(s) correspond to the case m = b = 0.

A closed form expression for the density f(x)
of a stable distribution is available only in the
following cases: normal densities that correspond
to the case a = 2; Cauchy densities

f xð Þ ¼ s= p s2 þ x� mð Þ2
� �� �

, x�R; with

a = 1; and the densities f xð Þ ¼ s= 2pð Þð Þ1=2 exp
�s=2xð Þ�x�3=2, x > 0; f xð Þ ¼ 0, x � 0; of Lévy
distributions with a = 1/2 and their shifted and
reflected versions. While normal and Cauchy dis-
tributions are symmetric about the location
parameter m, Lévy distributions are concentrated
on the positive semi-axis (0, 1).

The index of stability a characterizes heaviness
of tails of the distribution Sa(s). If X ~ Sa(s), then
X satisfies power law (1). Thus, the absolute
moments E|X|p of an rv X ~ Sa(s), a� 0, 2ð Þ are
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finite if p < a and are infinite otherwise. The
same conclusions hold for skewed stable distribu-
tions. In particular, second and higher moments
are infinite for all non-Gaussian stable distribu-
tions with a < 2. Cauchy distributions with
a = 1 have infinite first and higher absolute
moments. If the rv X has a Lévy distribution
with a = 1/2, then E|X|p = 1 for all p � 1=2.

The distributions of stable rvs Xwith a > 1 are
moderately heavy-tailed in the sense that they
have finite first absolute moments: E|X| < 1. In
contrast, the distributions of stable rvs X with
a < 1 are extremely heavy-tailed in the sense
that their first absolute moments are infinite:
E|X| = 1.

The scale parameter s is a generalization of the
standard deviation; it coincides with the standard
deviation for normal distributions with a = 2. For
a > 1, the location parameter m of a stable distri-
bution coincides with its mean: in particular,
EX = 0 for symmetric stable rvs X ~ Sa(s) with
a� ð1, 2.

Stable distributions are closed under portfolio
formation. In particular, if Xi � Sa sð Þ, a� ð0, 2;
are iid symmetric stable risks, then, for all portfo-
lio weights wi � 0, i ¼ 1, . . . , n;

Xn
i¼1

wiXi¼d
Xn
i¼1

wa
i

 !1=a
X1; (2)

or, equivalently,
Xn

i¼1
wiXi � Sa esð Þ; where es ¼

s
Xn

i¼1
wa
i

� �1=a
(see Zolotarev 1986; Embrechts

et al. 1997; Rachev andMittnik 2000, for a review
of properties of stable distributions).

Multivariate extensions of the stable family
such as a – symmetric distributions allow one to
model frameworks with a wide range of heavy-
tailedness in marginals and dependence among
them (see Fang et al. 1990 and the discussion in
Ibragimov 2007; Ibragimov and Walden 2007).
The class of a – symmetric distributions contains
models with common shocks affecting all heavy-
tailed risks as well as spherical distributions.
Spherical distributions, in turn, include such
examples as Kotz type, multinormal, logistic and

multivariate a – stable distributions. In addition,
they include a subclass of mixtures of normal
distributions as well as multivariate t – distribu-
tions that were used in the literature to model
heavy-tailedness phenomena with dependence
and finite moments up to a certain order.

Robustness of Economic Models

Heavy-tailedness has important implications for
robustness of many economic models, leading, in
a number of settings, to reversals of conclusions
of these models to the opposite ones.

This may be illustrated, for instance, by the
properties of value at risk (VaR) models and the
analysis of diversification and portfolio choice in
VaR frameworks under heavy-tailedness (see
Embrechts et al. 2002; ch. 12 in Bouchard and
Potters 2004; Ibragimov 2005a, b, and references
therein).

Given a loss probability q� 0, 1ð Þ and an rv
(risk) X we denote by VaRq(X) the VaR of X at
level q, that is, its (1 � q) � quantile: VaRq Xð Þ
¼ inf z�R : P X > zð Þ � qf g (in what follows,
we interpret the positive values of X as a risk
holder’s losses).

Throughout the article, Jn ¼ w ¼ w1, . . .ðf ,

wnÞ : wi � 0, i ¼ 1, . . . , n,
Xn

i¼1
wi ¼ 1g: For

w ¼ w1, . . . ,wnð Þ� Jn , denote by Zw the return on
the portfolio of risks X1, . . . , Xn with weights w.

Denote w ¼ 1=n, 1=n, . . . , 1=nð Þ� Jn and w ¼
1, 0, . . . , 0ð Þ� Jn:The expressionsVaRq Zw

� �
and

VaRq Zwð Þ are thus the VaRs of the portfolio with
equal weights and of the portfolio consisting of
only one return (risk). It is natural to think about
the portfolio with weightswas the most diversified
and about the portfolio with weights w as the
least diversified among all the portfolios with
weights w� Jn.

A simple example where diversification is
preferable is provided by the standard case
with normal risks. Let n � 2, q� 0, 1=2ð Þ:and let
X1, . . . ,Xn � S2 sð Þ be iid symmetric normal
rvs. For the portfolio of Xi 0 S with the
equal weights w ¼ 1=n, 1=n, . . . , 1=nð Þ we have

Zw ¼ 1=nð Þ
Xn

i¼1
Xi¼d 1=

ffiffiffi
n

p� �
X1:
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Consequently, by positive homogeneity of the VaR,
VaRq Zw

� � ¼ 1=
ffiffiffi
n

pð ÞVaRq X1ð Þ ¼ 1=
ffiffiffi
n

pð ÞVaRq

Zwð Þ < VaRq Zwð Þ: Thus, the VaR of the most
diversified portfolio with equal weights w is less
than that of the least diversified portfolio with
weights w consisting of only one risk Z1.

Using (2), one can also show (see Ibragimov
2005a, b) that diversification is preferable in the
VaR framework for all iid moderately heavy-
tailed risks Xi ~ Sa(s) with a� ð1, 2 in the sense
that VaRq Zw

� � � VaRq Zwð Þ � VaRq Zwð Þ � Va

Rq Zwð Þ for all q� 0, 1=2ð Þ and all weights w� Jn:

The settings where diversification is sub-
optimal in the VaR framework may be illus-
trated as follows. Let q� 0, 1ð Þ and let
X1, . . ., Xn be iid positive risks with a Lévy
distribution with the tail index a = 1/2 and the
density f xð Þ ¼ s= 2pð Þð Þ1=2exp �s= 2xð Þð Þx�3=2.
Similar to symmetric stable distributions,
the portfolios of the risks Xi satisfy (2) with
a = 1/2. Using (2) for equal weights
wi = 1/n, we get Zw ¼ 1=nð ÞPn

i¼1 Xi¼dnX1:

Consequently, VaRq Zw
� � ¼ nVaRq X1ð Þ ¼

nVaRq Zwð Þ > VaRq Zwð Þ . Thus, the VaR of the
least diversified portfolios with weights w that
consists of only one risk is less than the VaR of
the most diversified portfolio with equal weightsw.

Relation (2) further implies (see Ibragimov
2005a, b) that the results on diversification sub-
optimality in the VaR framework continue to hold
for all iid extremely heavy-tailed risks Xi � Sa sð Þ
with a� 0, 1ð Þ Namely, for such risks, VaRq Zwð Þ
� VaRq Zwð Þ � VaRq Zw

� �
for allq� 0, 1=2ð Þand

all weights w� Jn.
The results in Ibragimov (2005b) provide port-

folio VaR comparisons for convolutions of stable
distributions with different tail indices and their
extensions to dependence, skewness and hetero-
geneity, including convolutions of a – symmetric
distributions and models with common shocks.
Ibragimov and Walden (2007) and Ibragimov
et al. (2008) show that the (non-)diversification
results in heavy-tailed value at risk models con-
tinue to hold for bounded risks. Ibragimov
et al. (2008) further use these conclusions to
develop a simple model for markets for cata-
strophic risk in which nondiversification traps
may arise.

Implications for Statistical
and Econometric Methods

Similar to the portfolio VaR analysis, heavy-
tailedness presents a challenge for applications of
standard statistical and econometric methods. In
particular, as pointed out by Granger and Orr
(1972) and in a number of more recent studies
(see, among others, ch. 7 in Embrechts et al. 1997,
and references therein), many classical approaches
to inference based on variances and (auto)correla-
tions such as regression and spectral analysis, least
squares methods and autoregressive models may
not apply directly in the case of heavy-tailed obser-
vations with infinite second or higher moments.

An important simple illustration is provided by
the failure of the law of large numbers (LLN) for
observations with infinite first moments and vari-
ances. When more information about the structure
of heavy-tailedness is available, one can obtain
more refined results that point out to crucial dif-
ferences between moderately heavy-tailed and
extremely heavy-tailed populations.

Consider the problem of estimating the param-
eter m in the simple model

Xi ¼ mþ �i; (3)

where �i are iid errors with an absolutely contin-
uous symmetric distribution. Given a random

sample X1, . . ., Xn that follows (3), denote by byn
wð Þ the linear estimator byn wð Þ ¼Pn

i¼1 wiXi.

It is well known that, if E�2i < 1 , then the
sample mean is Xn ¼ 1=nð ÞPn

i¼1 Xi is the best
linear unbiased estimator (BLUE) of the popu-
lation mean m = EXi. That is, Xn is the most
efficient estimator of m among all unbiased linear
estimators byn wð Þ in the sense of variance compar-
isons: Var Xn

 � � Var byn wð Þ
h i

for all w� Jn:

The definition of efficiency based on variance
breaks down in the case of heavy-tailed
populations with infinite second moments.
A natural approach to comparison of performance
of estimators under heavy-tailedness is to order
them by likelihood of observing their large devi-
ations from the true population parameter. This
approach relies on the concept of peakedness of
rvs and leads to the following definition.
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Let by vð Þ and by wð Þ be two linear estimators of
the parameter m in model (3). The estimator by vð Þ is
said to be more efficient than by wð Þ in the sense of
peakedness (P-more efficient than by wð Þ for short)
if P by vð Þ � m

��� ��� > e
� �

� P by wð Þ � m
��� ��� > e
� �

all
e � 0, with strict inequality whenever the two
probabilities are not both 0 or both 1.

The results in Ibragimov (2007) for general
dependent settings such as convolutions of
a – symmetric distributions and models with
common shocks imply that the sample mean Xn

is the best linear unbiased estimator of the popu-
lation mean m in the sense of P-efficiency for
moderately heavy-tailed errors �i ~ Sa(s) with
a > 1. However, if the errors �i ~ Sa(s) are
extremely heavy-tailed with a < 1, then
P-efficiency of the sample mean is smallest
among all linear estimators by wð Þ of the population
centre m with weights w� Jn.

The conclusions in Ibragimov (2005a) show
that, similar to the portfolio VaR analysis and
the efficiency properties of linear estimators,
many models in economics and related fields
are robust to heavy-tailedness assumptions pro-
vided the distributions entering these assump-
tions are moderately heavy-tailed. However, the
implications of these models are reversed for
distributions with sufficiently heavy-tailed
densities.

Conclusion

The results reviewed in this article and those
obtained in the recent literature imply that the
presence of heavy-tailedness can either reinforce
or reverse the implications of many models in
economics, finance, econometrics, statistics and
risk management, depending on the degree of
heavy-tailedness. Typically, the standard implica-
tions of the models continue to hold for moder-
ately heavy-tailed distributions. However, these
implications may become the opposite ones
under sufficient heavy-tailedness. Therefore, the
models should be applied with care in heavy-
tailed settings, especially in the case of the tail
indices close to the value a = 1, which in many
cases provides the critical robustness boundary.

See Also

▶Lognormal Distribution
▶ Pareto Distribution
▶ Power Laws
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Abstract
James Heckman has made fundamental contri-
butions to the development of methods that
allow economists to estimate models of

economic behaviour using data on individual
decisions. He has also produced numerous
important empirical results that advanced
understanding of how government policies
that regulate labour markets and influence edu-
cational opportunity affect economic inequal-
ity among individuals and groups.
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Labour Supply and Selection

In Heckman’s early work on labour supply we see
at least three related contributions. First, he inte-
grated consumer theory and the theory of labour
supply. Second, he developed an empirical life-
cycle setting for labour supply. Third, he provided
an economically coherent framework for the sta-
tistical analysis of participation, labour supply and
market wages. Heckman’s work on labour supply,
which originated in the early to mid-1970s, set the
scene for the development of his research on
selection, on labour market dynamics and on
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programme evaluation. They are all empirically
oriented but with a keen eye on the identification
and estimation of structural economic parameters
from micro data.

Heckman’s initial aim was to estimate the
parameters of indifference curves for leisure and
consumption. Given these, one could measure the
welfare cost of some tax or welfare intervention
and also simulate the impact of new policies.
There were at least three key unresolved issues
in the literature at that time: the econometric prob-
lem of non-participation in the presence of
childcare costs; the need for a reasonably flexible
functional form that could capture variation in
hours worked among participants; and the lack
of information concerning wage offers among
those who do not participate. Heckman success-
fully addressed all of these issues in two remark-
able papers (1974a, b). He recognized that a
simple least squares analysis of hours of work,
wages and participation would not, by itself, iden-
tify preference parameters and that the standard
Tobit model alone was also insufficient to deal
with the problem. As an alternative, Heckman
developed an estimation procedure that allowed
the work decision to be based on interrelated
choices over hours of work and the use of formal
childcare, each with its own separate source of
stochastic variation. This approach is the forerun-
ner of many microeconometric developments in
this area and continues to set the standard by
which models are judged. Indeed, Heckman’s
development of a likelihood that captures the
sampling information on participation and wages
can be seen as the beginning of the analysis of
endogenously selected samples.

Yet the contributions of this work go beyond
the insights concerning selection. His marginal
rate of substitution specification for preferences
turned out to be a highly innovative way of deal-
ing with non-participation while allowing flexible
but heterogeneous preferences, and the endoge-
nous choice of formal and informal childcare
jointly with hours of work and participation pro-
vided a basis for the analysis of multiple regime
models.

In this ‘static’ labour supply analysis, we find
repeated references to the potential importance of

a more dynamic setting. In fact, Heckman
conducted this work alongside his development
of a life-cycle framework for labour supply. The
origins of this work are in the first essay of his
1971 Princeton University doctoral thesis. Heck-
man began by noting that both income and con-
sumption appear to follow a similar hump-shaped
path over the life cycle that is out of line with the
most basic consumption-smoothing model. Heck-
man (1974c) provides a beautifully simple, yet
complete, integration of intertemporal consump-
tion and labour supply theory and shows that a
model with labour supply and uncertainty can
easily explain these empirical phenomena.

Heckman extended this life-cycle analysis in
two different directions. In Heckman (1976), he
incorporated human capital investment and
showed how earnings functions that ignored life-
cycle labour supply tended to overestimate rates
of depreciation. In other work, he developed an
empirically implementable form of the
intertemporal substitution model for labour sup-
ply. Here, he pointed out that given standard neo-
classical assumptions the marginal utility of
wealth is constant over time for an individual but
differs across individuals and is clearly correlated
with wages. Since labour supply choices could be
written in terms of current wages and the marginal
utility of wealth, Heckman’s observation pointed
to a perfect application of a fixed effects estimator
for panel data, and in Heckman and MaCurdy
(1980) he applied such an estimator to the panel
data analysis of female labour supply. Heckman’s
model could also be adjusted to account for uncer-
tainty and so became the prototypical
intertemporal model of labour supply. It directly
recovered the intertemporal substitution elasticity
for labour supply and showed immediately the
relationship of this intertemporal elasticity with
the standard Hicksian andMarshallian elasticities,
thereby tying together the ‘static’ and life-cycle
approach to labour supply analysis.

Heckman’s empirical investigations of individ-
ual labour supply behaviour stimulated further
analysis of their statistical implications, and at
least two major innovations in econometrics
came out of this work. This work yielded new
methods for analysing selected samples and also
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for estimating simultaneous multivariate choice
models in which outcomes are a mixture of dis-
crete and continuous decision variables. It is easy
to see how important work on labour supply led to
progress in these areas. Labour market participa-
tion is a choice based, in part, on wage offers that
are observed only among those who participate,
and household choices concerning participation,
hours, and childcare present a mixture of both
discrete and continuous decision variables.
While the links to labour supply analysis are
clear, the applicability of these two developments
grew far beyond the study of labour supply.

Heckman’s (1979) selection model is one of
the most renowned econometric models since the
mid-20th century. This work laid the foundation
for the subsequent work on returns to training, the
study of union wage differentials and to many
other microeconometric problems. His approach
was innovative but also simple. Starting with an
additive regression model, Heckman noted that
for normal distributions the conditional mean for
a selected sample involves a single additional
term that is itself a function of the selection prob-
ability. This term or ‘control function’ may be
estimated in a first step from the choice probabil-
ity model, and thus a computationally convenient
two-step estimator is available for the analysis of
selected samples.

Future work demonstrated that the selection
model and the two-step estimator are more gen-
erally applicable in cases where the normality
assumption fails. Heckman (1990) and others
developed semiparametric extensions for the
additively separable model. Heckman and
Honoré (1990) derived the general nonparamet-
ric identification of the Roy model – a
two-regime generalization of the additively sep-
arable selection model. Both Heckman and
Sedlaceck (1985) and Heckman and Scheinkman
(1987) provide empirical analyses of aggregate
and sectoral wage distributions when individuals
self-select into the labour market and into sectors
of the economy.

If actions are a mixture of discrete and contin-
uous decision variables that are simultaneously
determined, then there will be a further condition
on the econometric model to guarantee it provides

a coherent statistical relationship between inputs
and response. Heckman labelled this condition the
‘principle assumption’, and in Heckman
(1978) he derives the conditions required for a
coherent econometric framework. This work has
influenced econometric work in industrial organi-
zation. Heckman’s condition concerning a jump
parameter in the mean of the latent variable under-
lying a discrete choice is easily mapped into ana-
lyses of entry decisions when fixed costs are
present.

Panel Data and State Transitions

During the 1970s and 1980s economists gained
much greater access to panel data-sets, and this
development greatly shaped the research agenda
in labour economics and other applied fields.
Economists began to focus their attention on the
sequence of decisions that firms and individuals
make over time and attempted to model and
understand the patterns of correlation over time
in these decisions.

The current choices of individuals may be
correlated with their past choices because of
persistent unobserved individual differences
(heterogeneity) or because current preferences or
opportunities depend on past actions (state depen-
dence). Thus, heterogeneity and state dependence
can easily be confounded. Heckman (1981a, b)
formally characterizes this identification problem,
discusses pitfalls with simple or naive attempts at
measuring one or the other effects, and shows how
panel data can be used constructively to sort out
competing explanations.

Heckman and Singer (1984) confront formally
the statistical aspects of unobserved heterogeneity
in the context of duration models. Duration
models are used in studying job search, mortality,
labour supply, marriage and other phenomena.
Fully parametric models of duration include pre-
cise parameterizations of the unobservable (to an
econometrician) attributes of individuals that
influence the optimal duration of spells. Heckman
and Singer show that these parameterizations can
contaminate estimates of the economic parame-
ters that pin down the structural relationship
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between spell duration and the rate of spell com-
pletions. As an alternative they propose, formally
justify and implement a maximum likelihood esti-
mator where the unobserved heterogeneity is
modelled nonparametrically. Interestingly, in
their application to data on unemployment spells,
their nonparametric estimator chooses a small
number of support points (individual types), and
their Monte Carlo results in the same paper show
that their estimates of the distribution of
unobserved types are never close to the truth.
However, their nonparametric treatment of
unobserved heterogeneity allows them to choose
points of support in a flexible way that avoids
contaminating the estimated parameters of inter-
est. The empirical results presented by Heckman
and Singer strongly suggest that many of the
somewhat puzzling results in the previous litera-
ture on the determinants of unemployment spells
were the result of researchers trying to simulta-
neously estimate models with parametric assump-
tions concerning both the true underlying model
of duration times and the distribution of
unobserved individual heterogeneity.

The competing risks model has been used in
many disciplines. In this model, observed out-
comes reflect the minimum realized transition
time over a discrete set of possible state transi-
tions. Heckman and Flinn (1982) develop a struc-
tural interpretation of the competing risks model
in the context of labour markets and apply it to
study employment spells. They investigate the
identification of the underlying economic param-
eters of interest as restrictions are removed from
the auxiliary statistical specification. In a related
paper, Heckman and Honoré (1989) explore iden-
tification of the competing risks model of failure
times, and they show how introducing regressors
into the competing risks model overturns previ-
ously established non-identification results. In the
previous section, we mentioned Heckman and
Honoré’s (1990) work on requirements for iden-
tification is a generalized Roy model. Here, too,
they demonstrated precisely how identification
could be achieved through either restrictions on
the shape of underlying skill distributions or suf-
ficient variation in prices or exogenous
regressors.

Estimation of Treatment Effects

In section “Labour Supply and Selection” we
described how Heckman’s early work on labour
supply led to developments in the analysis of
selected samples. Over the years, Heckman
began to demonstrate that numerous problems
other than labour supply are actually problems
where missing data are the key challenge for
empirical investigators. The work on identifica-
tion in general versions of the Roy model is part of
this research agenda. In the 1990s Heckman pro-
duced a series of related empirical and methodo-
logical papers that grew out of sustained research
on methods of programme evaluation (see Heck-
man et al. 1997; see also Ichimura et al. 1998, and
Clements et al. 1997). Heckman emphasized that
the key impediment to measuring the return to any
investment in training or education is the inability
to see what those who receive treatment would
have experienced in the absence of training.

Heckman’s work in this area helped clarify
several important points. First, Heckman pro-
duced much evidence consistent with the propo-
sition that the treatment effects associated with
various training and education programmes vary
greatly among participants, even among those
who are similar with respect to observed demo-
graphic characteristics. Second, outcomes from
experiments involving random assignment to
treatment and control status do permit straightfor-
ward estimates of the average gain from treatment
in a given sample, but more structure is required in
order to draw inferences concerning the distribu-
tion of gains and losses from treatment. Third, the
performance of non-experimental methods such
as matching or control function models can be
greatly improved when researchers take care to
balance treated and non-treated samples with
respect to the probability of treatment. Careful
attention to the support of this probability in
each sample as well as its density can greatly
improve the performance of non-experimental
estimators. For example, Ichimura et al. (1997)
demonstrate clearly that the performance of
matching estimators improves when samples are
re-weighted so that the density of the probability
of treatment is the same among the treated and the
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untreated. Finally, difference-in-difference esti-
mators may be an attractive strategy in situations
where researchers have before and after data on
treated and non-treated samples, but only in cases
where there is evidence that the selection bias
associated with treatment takes the form of a
subject fixed effect that is constant over time.

Heckman has continued working in this area
while devoting special attention to the mapping
between various estimators in the literature and
the precise set of counterfactual questions that
they can address under various assumptions
concerning how the data are generated. Heckman
and Vytlacil (2005) present results that reflect the
culmination of much of this research. In this
paper, they explain how numerous estimators
employed in the estimation of treatment effects
may all be written as weighted averages of the
marginal treatment effects (MTE) in the popula-
tion. The marginal treatment effect is defined as
the expected gain from treatment with the
observed and unobserved determinants of partic-
ipation held constant at particular values. Heck-
man and Vytlacil not only demonstrate how other
estimators, such as instrumental variables, can be
expressed in terms of the distribution of MTE, but
they also demonstrate how MTE can be used as a
building block in the construction of estimators
that capture the expected treatment effects of spe-
cific policies on particular populations. This paper
also clarifies an asymmetry in the way that het-
erogeneity enters models of selection and treat-
ment. Agents may exhibit heterogeneity in terms
of what they gain from treatment, but changes in
their environment must affect each individual’s
likelihood of receiving treatment in a similar man-
ner. Heckman goes on to spell out the challenges
that researchers face if they wish to estimate
models in which selection equations involve ran-
dom coefficients.

Empirical Work on Inequality

To this point, we have focused almost exclusively
on contributions that involve the development and
implementation of new methods that seek to over-
come some problem involving missing data.

However, Heckman has also made noteworthy
contributions that involve no methodological
innovation but rather the use of simple methods
to establish important facts about the sources of
economic inequality and their relationship to gov-
ernment policy. His work in the areas of
black–white inequality and the economics of edu-
cation are ripe with examples of this type of work.

During the 1970s economists in the United
States devoted considerable attention to the ques-
tion of whether or not the Civil Rights Act had
actually improved the economic well-being of
blacks. Butler and Heckman (1978) made an
important early contribution to this literature by
pointing out that declining labour-force participa-
tion rates among less skilled blacks during the post-
Civil Rights era could create the impression of
economic progress among blacks even if none
existed. To measure changes in the distribution of
potential real wages facing blacks, researchers
needed to address the fact that an increasing frac-
tion of less skilled workers did not report market
work and thus did not reportwages inmost surveys.

Butler and Heckman (1978) greatly influenced
future work on black–white economic progress, but
Heckman’s most important contributions to this lit-
erature are summarized in a 1991 Journal of Eco-
nomic Literature piece with John Donohue that
cataloged evidence supporting the hypothesis that
the Civil Rights Act of 1964 did serve as a catalyst
for a discrete episode of black economic progress
thatwas not simply a continuation of existing trends.

Donohue and Heckman (1991) acknowledge
that long-term improvements in access to schools
and school quality contributed to secular progress
for blacks in the labour market in decades before
and after the Civil Rights Act. However, they also
show that federal government intervention served
as an important catalyst for black progress during
the civil rights era. They demonstrate that black
relative earnings rose during the 1960s primarily
because of gains in the South, where civil rights
laws were imposed on local communities by the
federal government. Further, they cite previous
work by Heckman and his co-authors that dem-
onstrates how the Civil Rights Act broke down de
facto and de jure occupational segregation in the
South (see Heckman and Payner 1989, and Butler
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et al. 1989. Donohue et al. 2002, show how pri-
vate philanthropy and legal activism served as
catalysts for improvements in black educational
opportunity that pre-date the civil rights era).

Finally, they note a drastic decrease in the rate
of net migration among blacks from the South to
the North around 1965, a development that
strongly suggests the Civil Rights Act did expand
opportunity for blacks in the South.

Around the same time, Cameron and Heckman
(1993) documented another set of important
results concerning outcomes associated with a
government programme. Cameron and Heckman
demonstrated that persons who receive a high-
school diploma by taking the General Educational
Development (GED) test do not enjoy employ-
ment and earnings outcomes as adults that are in
any way equivalent to those observed among
high-school graduates. In fact, male GED recipi-
ents look quite similar to high-school dropouts
with respect to many labour market outcomes.

Since the mid-1990s a growing literature has
examined the cost and implied benefits of
obtaining a GED for various types of individuals.
Heckman and Rubinstein (2001) have taken this
literature in a new direction by demonstrating that
the difference between GED recipients and per-
sons who finish high school takes the form of
differences in non-cognitive skills related to self-
esteem, work habits, and other personal traits. This
discovery provides a natural explanation for the
facts documented by Cameron and Heckman
(1993). While the GED does certify that a young
person has certain basic skills that are valued by
employers, the combination of these skills and the
failure to finish high school is a signal to employers
that these youth are deficient in other areas.

Conclusion

Taken as a whole, the breadth and depth of
Heckman’s contributions to economics are stun-
ning. His work on selection models, transition
dynamics, and the estimation and identification
of treatment effects has changed the way that
economists analyse micro-data. At the same
time, his empirical work in the economics of

education and inequality produced numerous
results that shape our understanding of modern
labour markets and future research agendas for
theorists and empiricists.

He has also shaped the profession as a teacher
and advisor of students. During his career, Heck-
man has served as primary thesis adviser for
scores of graduate students, and a significant num-
ber of his students have earned tenure in top
economics departments, served as editors of
journals, and helped produce yet another genera-
tion of scholars who take seriously the task of
using economics to guide empirical investigations
of important questions.
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Born into a Jewish family in Stockholm,Heckscher
studied history under Hjӓrne and economics under
Davidson at Uppsala University from 1897. In
1907 he became a docent at Stockholm University
College of Commerce, and from 1909 to 1929 he
was professor of economics and statistics. Then,
because of his great research productivity, the col-
lege authorities changed his position to research
professor, lightened his teaching duties and made
him director of the newly established Institute of
Economic History. Heckscher continued in this
position until he retired in 1945. He succeeded in
establishing economic history as a subject of grad-
uate study in Sweden’s universities.

In 1950, the Ekonomisk-historiska Institutet,
Stockholm, through Bonniers Co., published the
Eli F Heckscher bibliografi 1897–1979 (123 pp.).
It contains 1148 entries for his 36 books, 174 arti-
cles in professional journals, his chapters in gov-
ernment reports, and the more than 700 short
articles he wrote for the weekend issues of
Stockholm’s leading newspapers. Only a few of
his books and articles have been translated andwill
be referred to by their English titles; other works
will be mentioned only by the English translation
of their original titles and identified by their num-
bers as entries in the Heckscher bibliography.

By 1929, when he was able to specialize in
economic history, Heckscher had already written
a dozen books on such diverse subjects as Eco-
nomic Principles (1910, No. 158), The Continen-
tal System (1918, No. 443, later republished,
Oxford, 1922) and Economics and History
(1922, No. 478). As a result of his teaching, his
contributions to economics are a blend of innova-
tions in economic theory and a new methodology
for economic history research, an approach to
quantitative research very different from that
used by leaders in his field such as Schmoller,
Cunningham and Sombart.

Heckscher’s most significant contributions to
economic theory may be found in two articles.
‘Effects of Foreign Trade on Distribution of
Income’ (1919) is the origin of the modern
Heckscher-Ohlin factor proportions theory of inter-
national trade, developed further in Ohlin (1933).

‘Intermittently Free Goods’ (1924) presents a
theory of imperfect competition nine years ahead

of that by Joan Robinson and Edward Chamberlin,
and a discussion of collective goods not priced by
the market. Heckscher observed that significant
new products are introduced by firms with invest-
ment in plants that have a capacity which far
exceeds initial demand for their products. The latter
are sold at prices which barely cover unit variable
costs, and so, for a time, the services of the fixed
investment are provided as ‘free goods’. Then, as
weaker firms are eliminated, demand shifts to the
remaining larger firms who use up their production
capacity. By and by these firms expand, enjoy
economies of scale, differentiate their products
and become prosperous oligopolies dividing a
mass market into more or less definite shares.

A situation of the opposite kind arises when the
smallest feasible production facility has a produc-
tion capacity which suffices for a growing and
indefinitely large demand without affecting the
costs and service life of the production unit. This is
the case with many so called ‘pure’ public or col-
lective goods. Heckscher used street illumination as
an example of a collective good, which can be used
simultaneously by few or many persons, a service
that cannot be priced per unit of individual use. The
costs of providing this service, then, are usually met
by an increase in local government taxes. In that
case, and in contrast to that of intermittently free
goods, the citizens pay the full-cost price of the
service from the outset in their current taxes. Then,
as activities in and use of lighted streets increase
over time, the citizens derive increased utility per tax
dollar spent for street lighting.

At the Institute of Economic History
Heckscher’s first work, one of his major and
most widely known treatises, was Mercantilism
(1931). His other major work, the fruit of many
years of pioneering research devoted to his own
country, was Sweden’s Economic History from the
Reign of Gustav Vasa (vols 1 and 2, 1935–6,
No. 878; vols 3 and 4, 1950, No. 1146). He also
wrote a popular version of this work, Life and
Work in Sweden from Medieval Times to the Pre-
sent (1941), No. 1014, republished as An Eco-
nomic History of Sweden (1954). Among his
other books of particular interest are Materialist
and Other Interpretations of History (1944,
No. 1052), Industrialism, Its Development from
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1750 to 1914 (1946, No. 1123) and Studies of
Economic History (1936, No. 918). It was in this
work he presented a new methodology he pro-
posed for economic history research in his essay
‘The Aspects of Economic History’, pp. 9–69.
This was reinforced in his articles, ‘A Plea for
Theory in Economic History’ (1929) and ‘Quan-
titative Measures in Economic History’ (1939).

For the analysis of any epoch of economic
history – as distinct from factual description of a
chronologically arranged body of heterogeneous
source materials – Heckscher proposed consider-
ation of a succession of its ‘economic aspects’, to
introduce order and inject economic theory into
the interpretation of that epoch. Unlike ‘periods’,
‘aspects’ are not necessarily time dependent. They
are theoretical and imply hypotheses that are,
within limits, testable against the given data.
A series of aspects, for instance of (a) the exchange
processes; (b) natural resources and technologies;
(c) labour force and capital; (d) forms of enterprise
organization; and (e) extent and composition of
demand, form an economic model of the epoch.
This done, the function of the economic historian
is to provide a synthetic overview and explanation
of the relations between the aspects of the model.

Thus Heckscher bridged the gap between eco-
nomic history and theory by addressing broad
questions or hypotheses to the source materials
for intensive and critical study. He always pre-
ferred to present his finding supported by statisti-
cal data. That done, he was not satisfied until he
had explained and illuminated these by economic
analysis, that is, by applying cognate principles of
economic theory to their interpretation.
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Heckscher–Ohlin Trade Theory

Ronald W. Jones

Abstract
Heckscher–Ohlin trade theory consists of four
principal theorems, viz. the Heckscher–Ohlin
trade theorem whereby relatively capital-
abundant countries export relatively capital-
intensive commodities, the factor-price
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equalization theorem whereby trade in goods
may serve to equalize wage rates between coun-
tries, the Stolper–Samuelson theorem whereby
an increase in the price of the relatively labour-
intensive commodity unambiguously improves
the real wage rate, and the Rybczynski theorem
stating that an increase in capital endowment by
itself must cause some output to fall if prices are
held constant. The article discusses the nature
and fate of these theorems.
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Eli Heckscher (1919) and Bertil Ohlin (1933) laid
the groundwork for substantial developments in
the theory of international trade by focusing on the
relationships between the composition of coun-
tries’ factor endowments and commodity trade
patterns as well as the consequences of free trade
for the functional distribution of income within
countries. From the outset general equilibrium
forms of analysis were utilized in these develop-
ments, which gradually came to be sorted out into
four ‘core propositions’ (Ethier 1974) in the pure
theory of international trade.

The Four Theorems

Although all four of the propositions to be
discussed are an outgrowth of the seminal work
of Heckscher and Ohlin, only one of these

propositions bears their name explicitly. The
Heckscher–Ohlin theorem states that countries
export those commodities which require, for
their production, relatively intensive use of those
productive factors found locally in relative abun-
dance. The twin concepts of relative factor inten-
sity and relative factor abundance are most easily
defined in the small dimensional context in which
the basic theory is usually developed. Two coun-
tries are engaged in free trade with each producing
the same pair of commodities in a purely compet-
itive setting, supported by constant returns to scale
technology that is shared by both countries. Each
commodity is produced separately with inputs of
two factors of production that, in each country, are
supplied perfectly inelastically. (For a throrough
analysis of having endowments respond endoge-
nously, see Findlay 1995). Following the
Ricardian distinction, commodities are freely
traded but productive factors are internationally
immobile.

Although one country may possess a larger
endowment of each factor than another, the pre-
sumed absence of returns to scale guarantees that
only relative factor endowments are important.
The home country is said to be relatively labour
abundant if the ratio of its endowment of labour to
that (say) of capital exceeds the corresponding
proportion abroad. This is known as the physical
version of relative factor abundance. An alterna-
tive involves a comparison of autarky relative
factor prices in the two countries: the home coun-
try can be defined to be relatively labour- abun-
dant if its wage rate (compared with capital
rentals) is lower before trade than is the foreign
wage (relative to foreign capital rentals). Since
autarky factor prices are determined by demand
as well as supply conditions, these two versions
need not correspond. In particular, if the home
country is, in the physical sense, relatively labour
abundant it might nonetheless have its autarky
wage rate relatively high if taste patterns at home
are strongly biased towards the labour-intensive
commodity compared with tastes abroad. In such
a case the trade pattern reflects the autarky
factor–price comparison: the home country
exports the physically capital-intensive commod-
ity. As discussed below, the link between
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commodity price ratios (the proximate determi-
nant of trade flows) and factor price ratios is more
direct than that between commodity price ratios
and physical factor endowments. Thus the
Heckscher–Ohlin theorem is more likely to hold
if relative factor abundance is defined in terms of
relative factor prices prevailing before trade. The
procedure typically followed in the literature is to
assume that both countries share identical and
homothetic taste patterns. Such an assumption,
in conjunction with the presumed identity of tech-
nology at home and abroad (with an even stronger
version of homotheticity–linear homogeneity)
helps to isolate the separate influence of physical
factor supplies and makes the validity of the
Heckscher–Ohlin theorem with the physical defi-
nition of factor abundance as likely as with the
autarky factor price definition.

These assumptions are less than sufficient to
guarantee the Heckscher–Ohlin theorem, even in
the simple context of two-country, two-factor,
two-commodity trade. The potential stumbling
block is the fact that even though countries share
the same technology, the commodity that is pro-
duced by relatively labour-intensive techniques at
home may be produced by relatively capital-
intensive techniques abroad. This is the phenom-
enon of factor-intensity reversal. If production
processes are independent of each other, there is
nothing (other than bald assumption) to rule out its
appearance. The bald assumption would assert
that regardless of factor endowments one industry
always employs a relatively higher ratio of labour
to capital than does the other industry, where
techniques are chosen with reference to the
wage/rental ratio common to both industries. If
this is not the case, and if the commodity that is
relatively labour-intensive at home is produced by
relatively capital-intensive techniques abroad, the
phrasing of the Heckscher–Ohlin theorem that
explicitly states ‘each country exports the com-
modity that is produced in that country making
relatively intensive use of the factor found in
relative abundance in that country’ is fatally
flawed. The reason? If the relatively labour-
abundant country exports its labour-intensive
commodity, it must do so in exchange for the
commodity that, in the relatively capital-abundant

foreign country, is produced by labour- intensive
techniques. Thus if one country satisfies the theo-
rem, the other country cannot (Jones 1956).

In the event of factor-intensity reversal, it must
be the case that, whatever the commodity
exported by the labour-abundant home country,
the ratio of labour to capital employed in its pro-
duction must exceed the labour/capital intensity
adopted in foreign exports. However, this obser-
vation is of little value if one wishes to infer from
an intensity comparison between exportables and
import-competing goods within a given country
whether that country is more labour abundant than
some foreign country. Such an inference lay
behind the celebrated study of Leontief (1953)
on United States trade patterns. This research,
the conclusions of which came to be known as
the Leontief paradox (American exportables are
produced by more labour- intensive techniques
than are import-competing goods) provided the
major stimulus to developing and defining the
meaning and conditions supporting the
Heckscher–Ohlin theorem.

Earlier work in Heckscher–Ohlin trade models
was focused on the pricing relationships embod-
ied in Heckscher–Ohlin theory. Ohlin (1933)
stressed the effect which free trade would tend to
have on the distribution of income within coun-
tries, viz. relative factor prices would move in the
direction of equality between trading countries
which share the same technology. Ohlin’s mentor,
Heckscher, went even further in his pioneering
1919 article. Absolute factor-price equalization
was purported to be ‘an inescapable consequence
of trade’ (For recent appraisals of each of these
economists see Jones 2002, 2006a). Nonetheless,
Ohlin’s view of partial equalization seems to have
dominated, with the exception of Lerner’s
unpublished 1933 manuscript (which surfaced
after Samuelson’s articles), until the statement of
the factor-price equalization theorem in articles by
Samuelson in 1948 and 1949. Rejecting his earlier
tacit acceptance of the Ohlin thesis of partial
equalization (in the Stolper–Samuelson article,
which appeared in 1941), Samuelson proved that
within the traditional confines of the 2 � 2 � 2
model (with no factor-intensity reversals and each
country incompletely specialized), free trade

5738 Heckscher–Ohlin Trade Theory



would drive wage rates to absolute equality in the
two countries (and, as well, would equate returns
to capital) despite the assumption that labour (and
capital) are assumed to be immobile between
countries.

The logic of the argument for the simple 2 � 2
case can be stated briefly. In a competitive equi-
librium unit cost equals price if the commodity is
produced. Thus let A represent the matrix of
input–output coefficients, aij, w the vector (pair)
of factor prices, and p the vector (pair) of com-
modity prices. Techniques need not be constant;
in general they depend upon prevailing factor
prices so that A= A(w). Therefore the competitive
profit conditions if both goods are actually pro-
duced dictate that:

A wð Þ:w ¼ p: (1)

If we assume no factor-intensity reversals, A(w) is
non-singular. Therefore if countries share the
same technology and face the same pair of free-
trade commodity prices, they must face exactly
the same set of factor prices if each country pro-
duces both goods.

This approach may suggest that the crucial
issue in the factor-price equalization argument is
the unique dependence of factor price vector w on
commodity price vector p, and an extensive liter-
ature has developed which focuses on this issue.
In the 2� 2 case uniqueness is a simple question –
it depends on factor intensities differing between
sectors and not reversing. But from the outset
Samuelson pointed out that this was not the only
issue. The question of uniqueness involves prop-
erties of technology alone, whereas under appro-
priate circumstances two countries in free trade
will have factor prices equalized only if factor
endowments are reasonably similar. For, if factor
endowments are too dissimilar, it will be impos-
sible for both countries to produce both commod-
ities, in which case the equalities in (1) cannot
universally hold.

These ideas can be made more precise by con-
sidering a concept due to McKenzie (1955),
which Chipman (1966) called the ‘cone of diver-
sification’. For any factor price vector, w, there is
determined a pair of techniques (labour/capital

ratios) for the two commodities. Both factors can
be fully employed only if the country’s endow-
ment vector is contained within the cone spanned
by these techniques. Suppose two countries face a
common free-trade commodity price vector, p,
and that the commonly shared technology associ-
ates a unique factor price w corresponding to this
p. Then if the endowment vectors of both coun-
tries lie within the cone of diversification, their
factor prices must be equalized (McKenzie 1955).

Some seven years prior to Samuelson’s first
factor-price equalization essay there appeared
the article by Stolper and Samuelson (1941),
which must be ranked a classic not only for its
discussion of what became known as the
Stolper–Samuelson theorem, but because it is
one of the first concrete developments of the
ideas of Heckscher and Ohlin in the explicit for-
mat of a two-factor, two-commodity, general
equilibrium model (This theorem became so
widely cited that on the golden anniversary of its
appearance a conference was held at Stolper’s
university, the University of Michigan. See Alan
Deardorff and Robert Stern 1994). Their argu-
ment supposedly concerns the effect of protection
on real wages, and in the course of the argument
they assume that a tariff does not change the terms
of trade so that locally import prices rise. Subse-
quently, in what has become known as the
‘Metzler tariff paradox’, Metzler (1949) showed
that with sufficiently inelastic demand a tariff
might so improve a country’s terms of trade that
the relative domestic price of imports falls. If so,
the Stolper–Samuelson contention that a tariff
yields an increase in the real return to a country’s
relatively scarce factor would be reversed. How-
ever, it is now commonly agreed that the
Stolper–Samuelson theorem refers to the general
phenomenon whereby an increase in the relative
domestic price of a commodity (whether brought
about by a tariff increase, decrease, or some other
reason) must unambiguously raise the real return
to the factor of production used relatively inten-
sively in the production of that commodity.

Introducing the production-box diagram tech-
nique (for a single country), Stolper and Samuel-
son illustrate how an increase in the relative price
of labour-intensive watches attracts resources
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from capital-intensive wheat. To clear factor mar-
kets, both sectors must then use labour more spar-
ingly. That is, the ratio of capital to labour utilized
in each sector rises, which implies an unambigu-
ous increase in labour’s marginal productivity
measured either in watches or in wheat. Thus
regardless of workers’ taste pattern, protection
has increased the real wage.

The logic of the Stolper–Samuelson argument
rests heavily upon the presumed absence of joint
production. It takes labour and capital to produce
watches, and, in a separate activity, a higher cap-
ital/labour ratio is used to produce wheat. In com-
petitive settings any change in a commodity’s
price must reflect an average of factor price
changes so that unit costs change as much as do
prices. Therefore one factor price must rise rela-
tively more than either commodity price. Which
factor gains depends only upon the factor-intensity
ranking. If the price of watches rises, and that of
wheat does not, the wage rate must increase by
relatively more. And this result follows even if
techniques are frozen so that no resources can be
transferred between sectors (as they can be in the
Stolper–Samuelson discussion) and marginal
products are not well defined (Jones 1965).

To round out the quartet of theorems, the
Rybczynski theorem (1955) deals with the same
model but focuses on the relationship between
factor endowments and commodity outputs. Sup-
pose commodity prices are kept fixed in the 2� 2
setting and an economy is incompletely special-
ized. Then by the factor-price equalization theo-
rem, factor prices are determined and fixed as
well, which implies also that techniques of pro-
duction remain constant. If the economy’s endow-
ment of one factor increases, while its endowment
of the other factor remains constant, the economy
must in some sense grow (the transformation
schedule shifts out). However, this growth is
strongly asymmetric: one output actually falls.
The factor-intensity ranking selects the loser –
the commodity that uses intensively the factor
that is fixed in overall supply must decline. The
reasoning is simple. As one factor expands, it
must be absorbed in producing the commodity
using it intensively. But with techniques frozen
(since prices are assumed fixed), the expanding

sector must be supplied with doses of the non-
expanding factor as well. The only source for this
factor is the other industry that must, perforce,
contract.

Relationships Among the Theorems

All four propositions are based on the same ‘mini-
Walrasian’ general equilibriummodel of trade and
there are some interesting relationships and dis-
tinctions among them. Perhaps most importantly,
both the Heckscher–Ohlin theorem and the factor-
price equalization theorem refer explicitly to a
comparison between (two) countries, whereas
the Stolper–Samuelson and Rybczynski proposi-
tions are involved with relationships within a sin-
gle country. This distinction implies that the
assumption that countries share an identical tech-
nology is not necessary for the latter two proposi-
tions. Thus, for example, a country could protect
the factor used intensively in its import-competing
sector in real terms (according to Stolper and
Samuelson) regardless of the level or type of
technology adopted by other countries.

The factor-price equalization theorem is a
razor’s-edge type of result. Should the technology
available to two countries differ only slightly, any
presumption of exact factor-price equalization in
the absence of explicit international factor mar-
kets disappears. The Heckscher–Ohlin theorem is
a little more robust in this regard. In general, trade
patterns depend on all those variables that influ-
ence prices: tastes, technology, and factor endow-
ments (not to mention taxes or other distortions).
If tastes are identical (and homothetic) but factor
endowments are not, the latter difference will tend
to dominate the trading pattern even if technolo-
gies differ as long as this difference is ‘less impor-
tant’. At issue is a weighing of endowment
differences with the Ricardian emphasis on tech-
nology differences. A particular variation of the
factor-price equalization theorem is more general,
and does not need to assume that technologies are
identical between countries. It concerns the
dependence of factor prices only upon commodity
prices. It follows as long as the country produces
both commodities.
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Two versions of the Heckscher–Ohlin theorem
have been cited, depending on which definition of
relative factor abundance is selected. If the phys-
ical factor intensity ranking is chosen as the crite-
rion, the basis for the Heckscher–Ohlin theorem
resides in the kind of link between endowment
patterns and outputs for a single economy exem-
plified by the Rybczynski theorem. An extension
of this theorem allows a comparison of the trans-
formation schedules for two economies with sim-
ilar technologies. The relatively labour abundant
(physical definition) country will produce rela-
tively more of the labour-intensive commodity at
common commodity prices (Jones 1956). There-
fore, unless taste differences are sufficiently biased
to counter this effect, the labour-intensive good
will, in autarky, be cheaper in the labour-abundant
country and, with trade, will be exported. The
Stolper–Samuelson theorem is closely linked to
the alternative form of the Heckscher–Ohlin theo-
rem. Suppose there are no factor-intensity rever-
sals. Then if both goods are produced there is a
monotonic relationship between the wage/rent
ratio and the relative price of the labour-intensive
good such that a rise in the latter is associated with
a greater than proportionate increase in the former.
Thus the relatively low wage country must, in
autarky, have been the relatively cheap producer
of the labour-intensive commodity. As mentioned
earlier, no caveat must be added about tastes, since
these are already incorporated in the autarky
factor-price comparison.

Although a comparison of factor endowments
between countries is crucial in considering both
the Heckscher–Ohlin theorem and the factor-price
equalization theorem, such a comparison works in
opposite directions for these two propositions.
Thus if factor endowment proportions are suffi-
ciently dissimilar, trade patterns suggested by the
Heckscher–Ohlin theorem must hold (aside from
the possibility of factor-intensity reversals)
whereas free trade cannot bring about factor-
price equalization. Sufficiently different factor
endowments entail one country’s transformation
schedule being everywhere flatter than the other
country’s. At least one country must be special-
ized with trade. By contrast, the factor-price
equalization result holds if factor endowments

are similar enough so that international differ-
ences in the composition of outputs are capable
of absorbing these endowment differences at the
same set of techniques (and factor prices). If
endowments are this close, it would always be
possible for demand differences to be so biased
that the physically labour-abundant country
exports the capital-intensive commodity. Indeed,
if such a demand reversal of the Heckscher–Ohlin
theorem takes place, free trade must result in
factor-price equalization (Minabe 1966).

Samuelson’s name occurs so frequently in the
literature on Heckscher–Ohlin trade theory that it
is often appended to the other two names. One of
his results not cited heretofore is the reciprocity
relationship (Samuelson 1953). This states that in
any general equilibrium model the effect of an
increase in a commodity price (say pj) on a factor
return (say wi) is the same as the effect of an
increase in the corresponding factor endowment
(Vi) on the output of commodity j. Of course, in
each case some other set of variables is being held
constant. Thus:

@wi

@pj
¼ @xj

@Vi
(2)

with all other commodity prices and all endow-
ments held constant in the left-hand derivative and
all other endowments and all commodity prices
held constant in the right-hand derivative. This
relationship is easy to prove (see, for example,
Jones and Jose Scheinkman 1977). It also reveals
the dual nature of the Stolper–Samuelson and
Rybczynski theorems. If an increase in the price
of watches lowers capital returns, then an increase
in the endowment of capital (at constant prices)
would lower the output of watches. In each case it
is the presumed labour-intensity of watches that is
operative.

In the 2 � 2 setting both the
Stolper–Samuelson and Rybczynski theorems
reflect the ‘magnification effects’ (Jones 1965)
that stem directly from the assumed lack of joint
production. With a ‘^’ over a variable designating
relative changes, if watches are labour intensive
and wheat capital intensive and if the relative price
of watches rises,
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bw > bpwa > bpwh > br: (3)

In addition, should an economy grow, but with
labour (L) growing more rapidly than capital (K),

bxwa > bL > bK > bxwh: (4)

Inequality ranking (3) shows commodity price
changes trapped between factor-price changes
(since two factors are required to make a single
good), while inequality (4) shows that in order to
absorb endowment changes, the composition of
outputs (each of which uses both factors) must
change more drastically. Stolper and Samuelson
stressed the first inequality in (3), while
Rybczynski focused on the last inequality in (4),
assuming bK equals zero.

Higher Dimensions

International trade theory generally, and
Heckscher–Ohlin trade theory in particular, has
frequently been criticized for its restriction to the
low dimensionality represented by two commod-
ities, two factors, and two countries. In fairness to
both Heckscher and Ohlin it should be stressed
that their discussions typically were not so con-
fined. But neither were their conclusions as pre-
cise as those subsequently developed by
Samuelson and others in the 2 � 2 � 2 versions
of the four core propositions. And in the years
following Samuelson’s pioneering work on
factor-price equalization, scores of articles have
indeed appeared dedicated to the question of
robustness of these results in higher-dimensional
contexts. A highly detailed discussion of the issue
of dimensionality is provided in Ethier (1984),
and an earlier critique of the limitations imposed
by small numbers of goods and factors is found in
Ethier (1974) and Jones and Scheinkman (1977).

Part of the difficulty embedded in the move to
higher dimensions lies in the ambiguity involved
in what the propositions should state for cases
beyond 2 � 2. The one proposition for which
this is not the case is the factor-price equalization
theorem. Consider the case of equal numbers of

factors and produced commodities, with all goods
traded and factors immobile internationally. The
uniqueness of a factor price vector, w,
corresponding to a given commodity price vector,
p, is not guaranteed even in the 2 � 2 case; a
factor-intensity reversal could lead to two
(or more) values of w consistent with a given p.
For the n � n case Gale and Nikaido (1965)
provided conditions sufficient to guarantee global
univalence of the factor price–commodity price
relationship: the A(w) matrix of input–output
coefficients should be a ‘P- matrix’, that is a
matrix with all positive principal minors. These
conditions have been slightly weakened by
Andreu Mas-Colell (1979), and earlier a funda-
mental interpretation of the conditions was sup-
plied by Yasuo Uekawa (1971). It remains the
case, however, that this condition on technology
alone is somewhat remote from the issue of factor-
price equalization. Just as in the 2 � 2 case, two
countries sharing a common technology and each
capable of producing the same set of
n commodities (at the same traded-goods prices)
with n productive factors, will, if techniques of
production are the same, have their factor prices
driven to equality if their factor endowments are
sufficiently close. The concept of the ‘cone of
diversification’ within which both endowment
vectors must lie for factor-price equalization is
as meaningful and relevant in n dimensions as it
is in two.

Although the factor-price equalization theorem
has an unambiguous meaning in higher dimen-
sions, it is a theorem that cannot be expected to
hold if the number of productive factors exceeds
the number of freely traded commodities. The
reasoning is basic, and can be linked to Eq. (1).
These competitive profit conditions supply n links
between factor prices and traded commodity
prices, where n is the number of traded commod-
ities. If r, the number of factors, should exceed n,
the relationships in Eq. (1) are insufficient in
number to provide a solution for the vector w for
given p. Other conditions are required, and these
are provided by the full employment conditions,
one for each productive factor. Thus a nation’s
endowment bundle, V, becomes a determining
variable affecting factor prices that is additional
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to the commodity price vector, p. For example,
in the simple three-factor, two-commodity
‘specific-factor’ model (Jones 1971; Samuelson
1971), suppose a country faces a given world
price vector, p, and experiences a slight increase
in its endowment of a factor ‘specific’ in its use in
the first industry. The intensity with which factors
are utilized depends upon factor prices, and if
these do not change, there is no way in which
outputs can adjust to clear all factor markets.
The return to the factor specific to the first industry
must fall so as to encourage the further use of that
factor. Two countries of this type with different
endowments will generally have different sets of
factor prices with trade, even if they share a com-
mon technology. It may be interesting to note that
Heckscher’s (1919) discussion of the necessity of
factor-price equalization is focused on a three-
factor, two-commodity numerical illustration
(Jones 2006a). As just suggested, such a 3 � 2
setting in general does not lead to factor-price
equalization.

The Heckscher–Ohlin model with two factors
but many commodities available in world markets
provides a useful scenario in which to re-examine
the Heckscher–Ohlin theorem concerning the pat-
tern of trade. The strong influence of factor
endowments on production and trading patterns
is revealed by considering two countries sharing
the same technology but with different endow-
ment ratios. Suppose commodity prices for traded
goods are determined in a world market composed
of a number of different countries with potentially
a wide variation in technologies. Given world
prices, any pair of countries with the same tech-
nologies shares a Hicksian composite unit-value
isoquant for all traded goods (Jones 1974), made
up of strictly bowed-in sections (where only one
commodity is produced) alternating with flats
(where a pair of commodities is produced).
Regardless of the number of commodities, each
country engaged in trade need produce only one
or two (in the two-factor case), and these com-
modities will be the ones requiring factors in pro-
portions close to that country’s endowment ratio
(Not explicitly considered here is that the activity
of exporting a commodity may require factor pro-
portions different from those required in

production; see Jones et al. 1999). In this setting
the spirit of the Heckscher–Ohlin theorem is that
each country concentrates its resources on a small
range of commodities whose factor requirements
mirror closely that country’s endowment base; the
country exports some or all commodities in this
set and imports commodities that are more labour-
intensive than these goods as well as those that are
more capital-intensive. Two countries whose
endowments are fairly similar may produce the
same pair of goods and thus achieve factor-price
equalization with trade. Countries further apart in
endowment composition will have disparate sets
of factor prices and may produce completely dif-
ferent bundles of commodities (see also Krueger
1977).

With many factors and many commodities a
different approach can be taken. The ability of
autarky commodity price comparisons to predict
trade patterns item by item is severely questioned,
so that little hope remains of linking endowment
differences to the detailed composition of trade.
But statements about aggregates or ‘correlations’
between trade patterns and autarky prices can be
made (Deardorff 1980; Dixit and Norman 1980).
A nation’s net imports, M, are positively corre-
lated with the comparison of its autarky commod-
ity price vector, pA, and the vector of free-trade
commodity prices, pT. Thus:

pA � pT
� �

M � 0 (5)

(see Ethier 1984, p. 139). This idea can be
extended to the further relationship between
autarky commodity prices and the vector of
autarky factor prices (as in (1)) to establish that
countries possess a comparative advantage, on
average, in commodities using intensively factors
that are relatively cheap in autarky (See Deardorff
1982, and Ethier 1984, for more details).

The reciprocity relationship expressed in (2) is
quite general in terms of dimensionality and thus
serves to link the Rybczynski theorem in a dual
relationship to the Stolper–Samuelson theorem.
However, when the number of factors exceeds
the number of produced commodities, differences
between the two types of theorems do appear. This
basic asymmetry is linked to the failure of the
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factor-price equalization theorem when factors
exceed commodities in number.

Major efforts have been made to generalize the
Stolper-Samuelson and Rybczynski theorems
from the 2 � 2 settings to the n � n setting, and
a pair of earlier efforts met with only limited
success. Murray Kemp and Leon Wegge (1969)
searched for conditions on the original activity
matrix, A, or distributive share matrix, y, that
would be sufficient to ensure what is known as
the strong form of the Stolper–Samuelson theo-
rem: Each factor is associated with a unique com-
modity such that if that commodity price (alone)
increases, the return to the associated factor
increases by a relatively greater extent and all
other factor returns fall. The conditions they
tried are stated by the inequalities in (6):

yii=yki > yij=ykj for all i, j 6¼ i, andk 6¼ i: (6)

For each factor, i, the ratio of its distributive share
in the industry positively associated with that
factor (i) to that of any other factor’s share in
industry i, exceeds the corresponding ratio of
these two factors in any other industry. These
strong conditions do indeed lead to the desired
strong result on factor returns (that is the inverse
of the distributive share matrix has positive diag-
onal terms, greater than unity, and negative off-
diagonal elements) for the 3 � 3 case. However,
the authors provided a counter-example for the
4 � 4 case and that was that. Even stronger con-
ditions for sufficiency are required, and these were
supplied by Jones et al. (1993). These conditions
are, in a sense, suggested by the statement of the
theorem that for any price change all factor returns
except one must fall. That is, they must have a
relatively similar fate, suggesting fairly similar
intensity use. The inequality that suffices is
shown in (7):

yii=yki � yij=ykj > Ss6¼k, i, j jysi=yki
� ysj=ykjj for all i; j, k 6¼ i: (7)

That is, condition (6) is not strong enough; the
difference between the two terms in (6) must
exceed the absolute value of similar differences

in all the unintensive factors (whose returns all
must fall). As occasionally happens, an article by
John Chipman (1969) in the same issue of the
same journal provided a condition sufficient for
a weaker result, namely that the elements along
the diagonal all be positive and exceed unity,
regardless of signs off the diagonal. His condition
met the same fate – sufficient for the 3 � 3 case
but not higher. Mitra and Jones (1999) provided a
sufficient condition for the n � n case.

It is possible to argue that these conditions are
so strong as to suggest the Stolper–Samuelson and
Rybczynski theorems really do not generalize.
However, there is a form of the
Stolper–Samuelson theorem that does generalize
to higher dimensions with relatively little struc-
ture and, arguably, captures the essence of the
original 1941 result. Stolper and Samuelson
addressed the question of a particular government
policy on real wages – the imposition of a tariff.
But consider a more general question. Suppose an
arbitrary factor of production seeks government
aid sufficient to have its real return improved in a
non-transparent fashion, that is, without a direct
payment (out of tariff or any other source of
government revenue). It is to be done by changes
in taxation or government demand that would
affect commodity prices. What would be
required? Very little, as shown in Jones (1985,
2006b). Suppose there is little or no joint produc-
tion (to be discussed below), and that there is a
sufficient number of commodities (at least equal
to the number of factors). These conditions suffice
to ensure that there exists a subset of commodities
that, if their prices are raised by the same relative
amount with no other commodity price changes,
the real return to the particular factor is guaranteed
to increase. This result should have pride of place
in the field of political economy and represents a
significant generalization of the original
Stolper–Samuelson result. The kind of detailed
requirements shown by (6) and (7) is not neces-
sary as long as a single commodity is not by itself
required to do the job and as long as (along with
Chipman 1969) it is not required that all other
factors lose. Indeed, the favoured factor might
well appreciate not standing nakedly as the only
winner.
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There are a few special cases of the n � n
Heckscher–Ohlin setting that deserve mention.
The most important might be the contribution of
Roy Ruffin (1988). Ruffin redefines the Ricardian
setting in which each country has a distinct labour
force whose productivities in producing a number
of goods differ from those in other countries.
Instead of having each type of labour restricted
to a single country, Ruffin suggests letting each
country be populated by a wide variety of labour
types, with the relative supplies of each type dif-
fering from country to country. This shifts the
focus to relative endowment differences among
countries, with the same technologies (a single
type of labour is the same no matter where
located). The key feature of such a model is that
there is not only no joint production of outputs,
there is no need for any single factor to have to
work jointly with any others to produce commod-
ities. As a consequence, factor prices are always
equalized by free trade in commodities. Further-
more, each country’s transformation surface looks
just like that of a world transformation surface in
the Ricardian model. In the two-commodity case
this is a broken, bowed out, join of the two linear
schedules for each country. In higher dimensions
there are various dimensional ‘facets’ down to
those of zero-dimension, that is, points at which
each type of labour is fully employed in a different
commodity. Except for the relative size of these
facets, each country’s transformation curve looks
like that of any other country. At given commod-
ity prices the common ‘price plane’ is ‘tangent’ to
each surface such that each labour type is assigned
to the same commodities in any country. At free-
trade prices the relative production pattern in any
country exactly mirrors the relative labour sup-
plies and productivity of labour in that country.

Another special version, one that does give the
Kemp–Wegge strong results, is the ‘produced
mobile factor’ structure introduced by Jones and
Marjit (1985, 1991). Imagine an {(n + 1) � n}
specific-factors structure, with n specific factors
and a single factor mobile between sectors. This is
often taken to be labour, but instead, suppose it is
a mobile input that is produced by all the specific
factors. (That is, each ‘specific’ factor produces a
particular commodity and, in addition, joins with

other factors to produce the mobile factor.) This
reduces to an n � n model with strong
Stolper–Samuelson properties.

Fred Gruen and Max Corden (1970) introduced
a simple model in discussing the possibility that a
country such as Australia might, in levying a tariff,
worsen its terms of trade. There are two sectors in
the economy, manufacturing and agriculture. The
manufacturing sector consists of a single commod-
ity produced by labour and capital. Agriculture has
two commodities, wheat and wool, each using
labour and land. Thus, this is a special form of
3 � 3 model. As developed by Jones and Marjit
(1992), it is possible to consider the n � n version
of the Gruen–Corden model in which (n � 2) sec-
tors of the economy each use mobile labour and a
type of capital specific to that sector to produce a
single distinct commodity. In another sector labour
and a specific type of capital produce a pair of
commodities just as in the original Gruen–Corden
case. An application of the Gruen and Corden
model is also found in Findlay (1993).

The point of each of these special settings is
that Heckscher–Ohlin models in the n � n case
need not be difficult to analyse. However, the
most popular two-factor model in the many com-
modity case may well be more valuable in that it
focuses attention on which good or pair of goods a
country produces in an international setting. Trade
allows a great degree of specialization, and this
version of the Heckscher–Ohlin model allows
something that the special {n � n}models, as
well as the {(n + 1) � n} specific-factors model,
do not, viz. treating the pattern of production as
endogenous (see also Jones 2007a, b).

Joint Production

Both the Stolper–Samuelson theorem and the
Rybczynski theorem are essentially reflections of
the asymmetry between factors and commodities.
This asymmetry is characterized by the assump-
tion that productive activities are non-joint: in the
non- degenerate cases more than one input is
required to produce, separately, each output.
Thus each commodity price change is a positive
weighted average of the changes in rewards to
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factors used to produce that commodity. This
implies that regardless of the ranking of commod-
ity price changes, there is some factor reward that
would rise relative to any commodity price rise
and at least one factor reward which would rise by
relatively less (or fall by more) than any commod-
ity price change. Allowing joint production poten-
tially destroys this asymmetry and thus the basis
for the magnification effects.

There is a small literature dealing with this issue
(Jones and Scheinkman 1977; Chang et al. 1980;
Uekawa 1984). Much depends on the range of
output proportions in any productive activity com-
pared with the range of input proportions. For
example, in the 2 � 2 case suppose one activity
produces primarily the first commodity, but also a
small amount of the second, while the other activ-
ity reverses these proportions. Furthermore, sup-
pose this ‘output’ cone of diversification contains
the standard ‘input’ cone of diversification. In this
case traditional magnification effects underlying
the Stolper–Samuelson and Rybcznyski theorems
remain valid. New results emerge if these cones
intersect or the input cone contains the output cone
(Cones can be made comparable by using distrib-
utive shares of inputs and outputs in activities).

Joint production does not, by itself, interfere
with the status of the factor-price equalization
theorem (Jones 1992; but see Samuelson 1992,
for an alternative view). However, joint produc-
tion does suggest an alteration of the
Heckscher–Ohlin theorem. Instead of concentrat-
ing on the link between factor endowments and
the location of commodity outputs (and therefore
trading patterns), the focus is on the location of
productive activities. Each activity requires, as
before, an array of inputs, and the allocation of
endowment bundles among countries helps to
determine where these activities are located. The
pattern of commodity trade must then reflect, as
well, the output composition of these activities.

Concluding Remarks

The theory of international trade that has devel-
oped from the seminal writings of Heckscher and
Ohlin is fundamentally based on the twin

observations that countries differ from each
other in the composition of their factor endow-
ments and that productive activities are distin-
guished by the different relative intensities with
which factors are required. As this theory has been
developed four core propositions have served to
summarize its content. The strict validity of each
of these propositions has been seen to depend
upon further specification of the technology (for
example, ruling out factor intensity reversals, joint
production, and non-constant returns to scale, and
imposing, for some results, that countries share
the same technology), demand (for example,
requiring all individuals to possess identical
homothetic taste patterns), or dimensionality (for
example, requiring a small number of factors and
commodities, or a matching number of both). To
conclude this discussion of the core propositions it
is possible to point out the less precise, broad
message of each.

The Heckscher–Ohlin Theorem
Production patterns reflect different composi-
tions of endowments and, unless demand differ-
ences are significant, so will patterns of trade.
International trade encourages specialization in
production in those activities requiring factors
in proportions similar to the endowment bundle
and allows a country to import commodities
whose factor requirements are far from propor-
tions found at home. In some of the writings on
‘new trade theory’, assumptions are made that all
varieties of a certain type of product are pro-
duced using the same factor proportions. By
assumption this rules out the Heckscher–Ohlin
theorem as an explanation of trade patterns.
However, if varieties differ in quality, each vari-
ety could differ in factor requirements as well,
serving to re-establish the relevance of the
Heckscher–Ohlin theorem.

The Factor-Price Equalization Theorem
Even if the international mobility of factors of
production is ruled out by national frontiers, free
trade in commodities helps to even out disparities
in demand relative to supply of factors and to
diminish the discrepancy between factor returns
among countries. Two or more countries sharing
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the same technology will find that free trade
brings factor returns to absolute equality if their
endowments are sufficiently similar and they pro-
duce in common a sufficient number of commod-
ities (at least equal to the number of distinct
productive factors).

The Stolper–Samuelson Theorem
Changes in relative commodity prices, such as
those brought about by trade or interferences in
trade, have strong asymmetric effects on factor
rewards. If no joint production prevails, some
factors find their real rewards unambiguously
raised and other rewards are unambiguously
lowered by relative price changes. If, further, the
number of factors equals the number of produced
commodities, as in the original 2 � 2 setting, and
production is non-joint, relative commodity price
changes can be constructed which, without the aid
of any direct subsidies, will raise the real reward
of any particular factor regardless of its taste
pattern.

The Rybczynski Theorem
Unbalanced growth in factor supplies tends, at
given commodity prices, to lead to stronger asym-
metric changes in outputs. If the numbers of fac-
tors and commodities are evenly matched and
production is non-joint, this asymmetry entails
that growth in some, but not all, factors (when
commodity prices are given) serves to force an
actual reduction in one or more outputs. By sim-
ilar reasoning, differences in the composition of
endowments among countries with similar tech-
nologies results in stronger asymmetries in pro-
duction patterns when all face free trade
commodity prices. If tastes are somewhat similar,
these endowments differences are apt to support
the trading patterns described by the
Heckscher–Ohlin theorem.

See Also

▶ Factor Price Equalization (Historical Trends)
▶General Equilibrium
▶ International Trade Theory
▶Leontief Paradox
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Hedging

Gregory Connor

Abstract
Hedging is defined with a state-space model of
risky outcomes. Full and partial hedging are
compared, and the feasible set of hedging posi-
tions related to the available collection of
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traded assets. Three types of counter-parties for
hedging trades are distinguished. The risk pre-
mium for a hedging asset is defined, and its
relationship to economy-wide risk factors
explained. The case of mean-variance prefer-
ences provides a useful formula for the optimal
hedge position. Corporations undertake many
hedging transactions, even though the share-
holders of the corporation do not typically
benefit from any risk reduction. Some expla-
nations of corporate hedging are set out.

Keywords
Adverse selection; Asset pricing; Bankruptcy;
Bid ask spread; Brownian motion; Corporate
hedging; Differential information; Futures
markets; Hedge portfolio; Hedging; Keynes,
J. M.; Mean-variance preference model;
Moral hazard; Normal backwardation; Portfo-
lio insurance; Progressive taxation; Risk aver-
sion; Risk premium; Speculation; State space
models; Taxation of corporate profits

JEL Classifications
G1

Hedging is the purchasing of an asset or portfolio
of assets in order to insure against wealth fluctu-
ations from other sources. A hedge portfolio is
any asset or collection of assets purchased by one
or more agents for hedging. A grain dealer may
hedge against losses on an inventory of grain by
selling grain futures; a Middle Eastern business-
man may hedge against political turmoil (and the
resulting losses) by buying gold; a pension fund
may hedge against capital losses on its equity
portfolio by buying stock index put options.

A Competitive Equilibrium Model of
Hedging

The fundamental concepts of hedging can best be
described in the state space model. Consider a
one-period economy with M agents and one end-
of-period consumption good. For simplicity,
assume that there is no consumption at the

beginning of the period. Each agent possesses a
real asset which produces a random amount of the
consumption good at the end of the period. Agents
have homogeneous beliefs. There are N possible
states of nature, with probabilities Pr(1),. . .,
Pr(N). The agents haveconcave, possibly state-
dependent utility functions and wish to maximize
the expected utility of end-of-period consump-
tion. LetUj(Cj, yi) denote the end-of-period utility
of agent j given that his consumption is Cj and the
state of nature is yi.

A financial asset is a claim to a random amount
of end-of-period output which is traded between
agents at the beginning of the period. A hedge
portfolio is a particular type of financial asset or
collection of financial assets which protects an
agent against some particular risky outcome(s).

The analysis is simplest if we assume that the
hedge portfolio consists of a mixed asset-liability
with positive payoffs in some states and negative
payoffs in other states, balanced so as to give a
competitive equilibrium price of zero. Under this
formulation a hedge portfolio is a portfolio which
pays off positively in states where the agent would
otherwise have a high marginal utility of con-
sumption (that is, ‘bad’ states) and negatively in
states where he would otherwise have a low mar-
ginal utility of consumption. If the agent’s mar-
ginal utility is equalized across the relevant states
after purchasing the hedge portfolio, then he is
fully hedged; if the hedge position lowers but does
not eliminate the disparity, then he is partially
hedged.

Who takes the other side of the hedging trans-
action? There are three possibilities. First, if there
exist two agents who have real asset cash flows
which vary inversely, then they can trade in a way
which allows both to hedge simultaneously. For
example, the grain dealer who holds an inventory
of grain may be able to sell a futures contract to a
bread producer who has committed himself to
using grain at a later stage of his production pro-
cess. Both parties consider themselves as hedging.
Second, one agent may be less risk-averse
towards certain states of nature than another. The
less risk-averse may be willing to sell the hedge
asset to the more risk-averse at a price which pro-
duces mutual gains in expected utility. Third, the
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hedging agent may be able to trade small quanti-
ties of the hedge asset with many agents, who can
then eliminate all or most of the risk of the trade by
combining the asset with many others (that is, by
diversifying away the risk). For example, insur-
ance companies can sell fire insurance policies to
many individuals and leave very little risk to be
absorbed by the company’s shareholders.

Let the number of distinct types of assets be
K and let Y denote the NxKmatrix of their payoffs
in the N possible states of nature. The set of
available trades is span (Y) where span(�) denotes
the subspace spanned by the matrix. In an econ-
omy without frictions, agents will create new
financial assets until all mutually beneficial trade
opportunities are in span(Y). All mutually benefi-
cial trades have been consummated if there exist
positive scalars l1 . . . lM such that

ljU0
j Cj, yi
� � ¼ lhU0

h Cj, yi
� �

i ¼ 1, . . . ,N; j,

h ¼ 1, . . . ,M

(1)

where U0denotes the first derivative with respect
to consumption. The invisible hand drives agents
towards creating all the types of financial assets
which can lead to mutually beneficial trades.
However, there are many external factors which
can offset this tendency. If agents have some
control over outcomes, then moral hazard prob-
lems may limit hedging opportunities. For exam-
ple, agents may not be able to hedge against
changes in labour income if work requires imper-
fectly observable effort. If agents have special
knowledge, then adverse selection can similarly
limit trade. If a car owner knows more about its
quality than a prospective buyer, then the owner
cannot sell his car at a reasonable price when he
experiences financialdistress. The administrative
costs of trade can also limit hedging before the full
efficiency condition (1) is fulfilled.

The model described above is static. In an
intertemporal model, dynamic strategies increase
the set of hedging opportunities beyond the linear
span of the matrix of asset payoffs. Agents can
create a rich set of payoff claims by dynamically
varying the proportions invested in the individual
assets. With continuous trading, this process

reaches its natural limit: if an asset price follows
Brownian motion, then the continuously adjusted
portfolio consisting of only the risky asset and
riskless asset can be constructed which replicates
the payoff to any put or call option on the risky
asset.

The proliferation of complex financial assets,
such as options on futures and interest rate and
currency options, and the increased sophistication
of traders has led to a bewildering array of
dynamic hedging strategies, especially by large
institutional investors. Portfolio insurance pro-
vides a good example of the kind of sophisticated
new hedging instrument which can be created
with a dynamic trading strategy. Consider a pen-
sion fund with a large equity portfolio and an
aversion to large capital losses on this portfolio.
The portfolio insurance strategy can put a floor on
the random rate of return to the pension fund’s
portfolio. The return floor can be any rate lower
than the available riskless rate (it can be a negative
net return, so that the fund bounds its losses rather
than assuring itself a small gain). The strategy
works as follows. At the starting date of the insur-
ance strategy, the fund has most of its money
invested in equities and a small proportion in a
riskless asset (that is, government notes). If the
equities fall in price, the fund sells some of the
equities and places the cash in the riskless asset. If
equity prices continue to fall, the fund increases
the proportion of investment in the riskless asset.
If there is a sustained fall in equity prices, the fund
will end the insurance programme invested
entirely in the riskless asset. It will have earned a
rate equal to the pre-chosen minimally acceptable
return. The fund makes a ‘soft landing’ at this
minimal value: the proportion of money invested
in the riskless asset approaches 1 as the value of
the portfolio approaches the minimally acceptable
level.

Portfolio insurance is not a free lunch. In
exchange for the return floor, the pension fund
sacrifices some of the upside potential of pure
equity investment. For example, if the equity mar-
ket declines sharply and then rises, the fund will
miss the upturn, since it will have defensively
decreased its position in equities before the
upturn.
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There are numerous other dynamic hedging
strategies, not only in equity markets but in fixed
income, currency and options markets. In terms of
the volume of trade, hedging in financial markets
now greatly outpaces activity in commodities
futures markets, the original and classic example
of markets often used for hedging.

Risk Premia and Hedging

An economically interesting question is whether
agents ‘pay a premium’ to hedge. Assume again
that the current price of the hedge portfolio is set
to zero by appropriate balancing of the asset and
liability sides of the hedge (a futures contract is a
natural example). If the expected cash flow is
negative (positive) next period, then the hedge
portfolio carries a positive (negative) implicit
asset pricing risk premium. If the expected cash
flow is zero, then the implicit asset pricing risk
premium is zero. If we used returns rather than
prices, then the expected return premium would
have the opposite sign from the asset pricing
premium.

Much of the early literature on hedging was
centred on hedging in commodities futures con-
tracts. One of the key questions was whether
agents who sold futures pay a positive risk pre-
mium. Keynes (1930) considers this problem for
the case of commodities futures contracts. He
argues that the natural supply of short sellers
(sellers of futures contracts) outnumbers long
hedgers (buyers) in this market. Therefore, the
implicit risk premium for holding a futures con-
tract should be negative, in order to induce other
agents (henceforth called speculators) to absorb
the excess hedging demand of short hedgers. This
will be true if the futures price increases on average
over the life of the contract, so that the expected
cash flow from holding the contract is positive.

The empirical evidence for this positive trend
(sometimes called normal backwardation) in
commodities futures market prices is weak at
best. Keynes’s analysis implicitly assumes that
the commodity futures market is isolated from
other assets so that hedgers must pay other agents
(the speculators) a premium to induce them to take

a position in the market. In an integrated set of
asset markets, hedgers need not pay any premium
to induce other agents to trade. Rather, the exis-
tence of a risk premium depends upon the covari-
ance between the payoffs to the hedge asset and
theeconomy-wide risks faced by all the agents. If
the hedge asset is uncorrelated with market-wide
risks, then it will carry no risk premium, even
though it may have a high value to a particular
hedger due to his specific income stream. The
hedge asset which protects against market risk
will carry a risk premium.

There is another source of return to specula-
tors, which is not captured in the competitive
pricing model. Speculators may charge an explicit
or implicit bid ask spread when trading with
hedgers. If hedgers buy and hold for a long period,
then this is equivalent to the asset pricing risk
premium described above. However, if hedgers
trade frequently, then the bid ask spread can
lower their realized returns, and raise the realized
returns of speculators, without affecting the
observed long-run return premium of the hedge
asset as reflected in transactions prices. This may
explain the lack of empirical evidence for normal
backwardation in commodities futures market.
This effect of the bid ask spread was not recog-
nized in most of the early literature on commodity
futures markets.

The bid ask spread need not be explicit. Even
open-floor markets will contain a set of implicit
bid ask spreads, to the extent that traders’ strate-
gies reflect a greater willingness to sell at higher
prices and to buy at lower ones. One can view the
feverish activity which is common in floor trading
as speculators searching for transactions at the
outer edges of an implicit bid ask spread. Hedgers,
who are off the floor and are more anxious to
complete a particular trade, take the losing side
of the implicit spread.

The Role of Hedgers in a Market with
Heterogeneous Information

The model in sections “A Competitive Equilib-
rium Model of Hedging” and “Risk Premia and
Hedging” assumes homogeneous information
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across agents. If agents have differential informa-
tion about the payoffs to assets, then the trading
strategies of rational agents cannot take this sim-
ple competitive form. Agents must treat trade
opportunities as signals of the information of
other agents about the value of the trade.

The presence of differential information can
lead to fewer hedging opportunities and/or raise
the expected cost of hedging.Milgrom and Stokey
(1982) show that rational agents will not trade
solely because they have different beliefs about
the value of an asset. If agents are distinguished
merely by their differential information, then they
will refuse all trades, since the willingness of the
other agents to trade signals that the terms are
unfavourable. This means that a financial asset
market will fail to open in the absence of other
motives for trade. This is a market failure due to
adverse selection. The need of some agents for
hedging can provide an additional reason for trade
which overcomes the adverse selection problem
and eliminates the market failure. Hedgers will be
willing to trade even if they suspect that the other
party to the transaction has superior information.
Informed agents will be gaining at the expense of
hedgers, but they will also be providing an insur-
ance or liquidity service to hedgers, and so
hedgers may be willing to trade with them despite
their informational disadvantage. This in turn has
the side effect of permitting superior information
to be reflected in market prices.

I follow Glosten and Milgrom (1985) and
assume that there exists a costless, competitive,
risk-neutral market maker who intervenes in all
trades. This is for analytical convenience and is
not necessary to the basic model. Suppose that
certain agents (hedgers) have a strong preference
for a given asset, that is, their preference is such
that they will buy (and sell) some non-zero
amount at a price higher (lower) than the market-
clearing equilibrium price. This implies that they
are willing to trade even if they must pay a bid ask
spread around the equilibrium price. Informed
agents, henceforth speculators, will also trade
despite a bid ask spread as long as the expected
profit from their superior information is larger
than the bid ask spread. The market maker’s

resulting equilibrium bid ask spread will allow
the hedgers to trade at an expected loss and the
speculators at an expected gain, leaving the mar-
ket maker with an expected profit of zero (the
equilibrium condition). The market maker will
respond to the net demands of all traders (which
partially reveals the net demand of speculators) to
adjust the bid and ask prices, and so (partially)
capture in the market price the superior informa-
tion of speculators.

One interesting feature of this model is the
symbiotic roles of speculators and hedgers. With-
out speculators (informed traders), the hedgers
would lose liquidity; without hedgers, speculators
would lose the opportunity to profit from their
superior information. Without both speculators
and hedgers, the price in the market would no
longer provide a useful signal for agents making
production and consumption decisions. Kyle
(1984) develops a model in which the symbiotic
relationship is made clear and describes the effects
of more or fewer speculators or hedgers on the
informational efficiency and liquidity of the mar-
ket. Some of the results are counterintuitive: for
instance, increasing the number of hedgers, who
are uninformed, can increase the informational
efficiency of prices.

Hedging in a Mean Variance Model

The mean variance preference model provides a
useful framework for empirical and applied anal-
ysis of hedging. Suppose that an investor’s utility
is given by the expected value of his random end-
of-period endowment, X, minus some multiple of
the variance of this endowment:

U Xð Þ ¼ E X½  � a var X½ 

Let the hedging instrument have a current price of
zero and random end-of-period payoff Y. It is easy
to show that the investor’s optimal position in the
hedging instrument is

w ¼ E Y½ 
2avar Y½ ð Þ �

cov X,Y½ 
var Y½  :
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(See Rolfo 1980, for the derivation). The first
additive part of this optimal hedging position,
E[Y]/(2avar[Y]), is called the speculative hedge.
The second part,�cov[X, Y]/var[Y], is called the
pure hedge. Some analysts (such as Duffle
1989) argue that in practice uninformed hedgers
should ignore the speculative hedge and set the
hedge position equal to the pure hedge. The
justification is that the speculative hedge
requires predictions about the expected payoff
on the hedging instrument, whereas the pure
hedge uses only the covariance of the hedging
instrument and the random endowment. In
many cases, covariances are more stable over
time and more precisely estimated than
expected payoffs. Setting the hedge position
equal to the pure hedge is equivalent to mini-
mizing variance instead of optimizing over a
mean variance criterion.

The mean variance preference model provides
a useful link to empirical analysis of hedging.
Suppose that we observe a sample of realized
random endowments and hedging instrument pay-
offs. Consider an ordinary least squares regression
of the random endowment on the payoffs to the
hedging instrument:

X ¼ aþ bY þ e:

The coefficient b estimates (minus) the pure
hedge. The R-squared from this regression esti-
mates the proportion of endowment variance
which is eliminated by setting the hedge position
equal to the pure hedge.

Risk Premia on Hedge Portfolios and
General Equilibrium Pricing

In section “Risk Premia and Hedging”,
I described two types of hedge portfolios �
those with and those without risk premia� and
how the distinction between them depends on the
covariance between the hedge portfolio returns
and the market-wide risks in the economy. In
this section, I describe the relationship between
hedge portfolios which protect against market-

wide risks and the general equilibrium pricing of
assets.

LetQt denote the discounted expected utility of
lifetime consumption for some agent at time t:

Qt ¼ Et

X1
t¼tþ1

rtU Ct, ytð Þ
" #

where r is the agent’s discount factor and U(.,.) is
his utility function. Let ft. denote the change in
discounted expected utility given the change in
the agent’s time t wealth:

f t ¼
@Qt

@Wt

whereWt is his wealth at time t. Note that, at time
t � 1, ft is a random variable. Let rit denote the
return from time t� 1 to t of the ith financial asset.
If the agent holds an equilibrium amount of this
asset then the following first-order condition is
satisfied:

Et�1 ritf t½  ¼ @U Ct�1, yt�1ð Þ
@Ct�1

which can be rewritten (using E[ab] = E[a]
E[b] + cov[a, b]) as:

Et�1 rit½  ¼ r0t þ 1

g

� �
covt�1 rit, f t

 �
(2)

where g ¼ @ U Ct�1, yt�1ð Þ
@ Ct�1

and r0t is the expected

return on an asset with a riskless payoff at time t.
Suppose that, at time t � 1, ft equals asum of a set
of K uncorrelated random variables Z1t,. . .,ZKt:

f t ¼ Z1t þ :::þ ZKt (3)

The variables Z1t,. . .,ZKt describe the K random
shocks which affect the agent’s marginal utility.
They could be interest rate movements, output
shocks, inflation shocks, and so on. Assume
that there exists a set of K portfolios with returns
r�1t, . . . , r

�
Kt such that the jth portfolio has perfect

negative correlation with Zjt:

Hedging 5753

H



covt�1 r�jt,Zjt

h i
¼ vart�1 r�jt

h i
vart�1 Zjt

 �� �1
2

:

(4)

These portfolios are potential hedges against the
K types of risks which affect the investor (The
agent will short sell the portfolio to hedge since
the portfolio return varies inversely with marginal
utility). I call r�1t, . . . , r

�
Kt an indexing set of hedge

portfolios since the portfolios index the random
shocks to the agent’s marginal utility. Using (3)
and (4) we can rewrite (2) as:

Et�1 rit½  ¼ r0t þ bi1tp1t þ ::: þ biKtpKt (5)

Where

bijt ¼
covt�1 rit, r

�
jt

h i
vart�1 r�jt

h i
and

pjt ¼ Et�1 r�jt � r0t

h i
:

Equation (5) is an asset pricing relationship: it
says that the expected return on any asset equals
the riskless return plus a linear combination of the
covariances of the asset’s return with an indexing
set of hedge portfolios.

Explaining Corporate Hedging

The analysis in the previous sections considers
hedging from the perspective of an individual
investor and consumer. In practice, most financial
hedging activity is undertaken by corporations
rather than by individuals. If corporations issue
widelyheld common stock, then hedging activity
between them appears unnecessary. The share-
holders of the corporation are its ultimate risk
bearers, and they will not benefit from hedging
activity at the corporate level. So, for example, an
investor with shares in both an oil-producing
industry and an oil-consuming industry will not

want firms in the two industries to hedge with oil
futures, taking opposite hedge positions (one long
oil futures and the other short oil futures). From
the shareholder’s perspective, the cash flows from
these offsetting hedges will be diversified away at
the portfolio level. The ultimate shareholder pays
the transactions costs of hedging by the corpora-
tions, but does not experience any aggregate risk
reduction in his portfolio.

There are several explanations for the preva-
lence of corporate hedging. One explanation relies
on the costs of financial distress. By hedging, the
corporation lowers the probability of bankruptcy
or near-bankruptcy, and so increases its average
market value. Another explanation relates corpo-
rate hedging to the agency costs of hiring man-
agers to run the firm. The firm’s managers have a
non-diversified exposure to the profitability of the
firm; hedging by the corporation more closely
aligns the interests of the shareholders and man-
agers, and also allows the shareholders to pay the
managers less on average since the managers’ risk
exposure is reduced. A third explanation relies on
the progressiveness of the corporate tax system,
which encourages corporations to hedge so as to
smooth taxable earnings and thereby lower their
average tax bill.

See Also

▶Capital Asset Pricing Model
▶ Futures Markets, Hedging and Speculation
▶Mean-Variance Analysis
▶Risk Aversion
▶ State Space Models
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Hedonic Functions and Hedonic
Indexes

Jack E. Triplett

Hedonic Functions

A hedonic function is a relation between prices of
varieties or models of heterogeneous goods – or
services – and the quantities of characteristics
contained in them:

P ¼ h cð Þ (1)

where P is an n-element vector of prices of vari-
eties, and (c) is a k � n matrix of characteristics.
The theory providing its economic interpretation
rests on the hedonic hypothesis – heterogeneous
goods are aggregations of characteristics, and eco-
nomic behaviour relates to the characteristics.

The hedonic hypothesis implies that a transac-
tion is a tied sale of a bundle of characteristics, so
the price of a variety is interpreted as itself an
aggregation of lower-order prices and quantities.
Characteristics are assumed the true arguments of
utility functions; they are the inputs to the produc-
tion process, in the case of heterogeneous mate-
rials, capital goods, or labour services. Hence:

Q ¼ Q c,Mð Þ (2)

where Q is utility (output), M is a vector of other,
homogeneous consumption goods (productive
inputs), and for expositional simplicity we specify
only one heterogeneous good in the system, with
characteristics (c). For a heterogeneous labour
type, productive characteristics are typically
assumed to have been acquired through invest-
ment in human capital, so that (1) is a hedonic
wage equation, and human capital characteristics
appear in (2). It is common to assume, for durable
goods and for labour, that services of

Hedonic Functions and Hedonic Indexes 5755

H



characteristics are proportional to their stocks,
through characteristics may decay at varying
rates. Analysis of consumer behaviour toward
characteristics of goods is frequently linked to
the literature on household production, but the
two subjects are conceptually distinct, and the
latter is ignored here, in the interest of brevity.

Production of the heterogeneous good is the
joint production of a bundle of characteristics:

t c,K,Lð Þ ¼ 0 (3)

Characteristics may be attached to goods through
externalities (air quality as a housing characteris-
tic) or by an act of nature (risk as an attribute of
jobs) as well as by explicit production decisions of
producers.

Equations (2)–(3) exhibit the extreme form of
the hedonic hypothesis: only the characteristics of
heterogeneous goods enter behavioural relations.
Plausible cases exist where both quantities of
goods and of their characteristics matter, particu-
larly where there are complementarities in (2)
between characteristics and other inputs or outputs
(two small cars are not necessarily equivalent to a
large one with the same total quantities of charac-
teristics because consumption also requires input
of driving time), or when conventional scale econ-
omies are present in (3). For present purposes,
such additional structure is dispensed with
because it complicates the exposition, and because
it is more relevant to investigating the demand and
supply of characteristics than for explaining
hedonic functions. For the same reasons, we can-
not explore interesting cases of production where
both inputs and outputs are heterogeneous.

It is well-established – but still not widely
understood – that the form of h(�) cannot be
derived from the form of Q(�) or of t(�), nor does
h(�) represent a ‘reduced form’ of supply and
demand functions derived from Q(�) and t(�).
Establishing this result requires consideration of
buyer and seller behaviour toward characteristics.

The Buyer, or User, Side
It is expositionally convenient to represent the
user’s choice of characteristics as a two-stage
budgeting process. Suppose that (2) can be written

Q ¼ Q q cð Þ,Mð Þ (4)

where q(�) is an aggregator over the characteristics
(c). Then conditional on M and a utility (output)
level Q*, the allocation of characteristics (choice
of variety) can be determined by minimizing the
cost of attaining the sub-aggregate q(c). Thus, if
q* is a value of q(�) such that Q* = Q(q*, M), the
optimal choice of (c) is the solution to:

min
c

h cð Þ, s:t: q cð Þ ¼ q� (5)

Marginal conditions for an optimum are (where
the subscript shows partial derivative with respect
to ci or cj):

qi=qj ¼ hi=hj (6)

The ratio of marginal ‘sub-utilities’ of ci and cj
must equal the ratio of acquisition costs for incre-
mental units of ci and cj. Note that the ratio hi/hj is
the slope of h(�) in the ci/cj plane, variety price
held constant.

Suppose for illustration a non-linear,
two-characteristic, continuous hedonic function
such that, for any fixed price P*, the graph of

P� ¼ h c1, c2ð Þ (7)

has the form of the contours P1 and P2 in Fig. 1.
The locus P1 connects all varieties selling for the
price P1 – point A designates a variety described
by the vector [P1, c1A, c2A], point B by [P1, c1B,
c2B], and so forth. The slope of P1 at any point
gives relative marginal acquisition costs for char-
acteristics c1 and c2. The solution to the choice of
variety problem is shown in Fig. 1 by the tangency
of qj

* – a partial or conditional indifference curve
(isoquant) for user J – and P1.

A quantal choice problem is contained in this
optimization: The buyer selects the variety whose
embodied characteristics are closest to the optimal
ones. When the spectrum of varieties is continu-
ous in c1, c2, the quantal choice is trivial so long as
only one unit of the good is bought; Lancaster
(1971), following Gorman (1980, but written in
1956), models the non-continuous case by
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specifying the P1, P2,. . . contours as piece-wise
linear, and permitting the buyer to obtain an opti-
mal set of characteristics by combining two
varieties.

The remainder of the user optimization prob-
lem proceeds as in other two-stage allocations.
Total expenditure on characteristics (the level of
‘quality’ when only one unit is bought) is deter-
mined by:

maxQ q cð Þ,Mð Þ
subject to : q cð Þ � v cð Þ þ PMM ¼ y

(8)

where v(c), the price of the composite commodity
q – or alternatively, the ‘price of quality’ – is the
slope of the hedonic surface above an expansion
path such as AA0 in Fig. 1. With respect to any
good i in M, the solution entails:

Qq=Qi ¼ v cð Þ=pi (9)

and the set of such conditions determines total
expenditure on characteristics (equals the price
of the model chosen).

The characteristics–space problem has many
similarities to normal ‘goods space’ problems.
The hedonic frontiers P1, P2, . . . provide ana-
logues to conventional budget constraints
(isocost lines) and serve to constrain the agent’s
optimization problem in characteristics space.
These are the constraints themselves, not the cost

functions of conventional duality theory. The con-
straints may be non-linear; if so, characteristics
prices are not fixed, but are uniquely determined
for each buyer by the buyer’s location on the
hedonic surface (compare the slope of P1 at
A and B). It is observed that varieties having
differing characteristics are available at the same
price and are chosen by different buyers (in Fig. 1,
model B is chosen by buyer K). This suggests that
divergence of tastes and technologies is an essen-
tial part of the theory for hedonic functions, and
that ‘representative consumer’ (firm) models do
not describe market outcomes.

If there are a large number of buyers, Rosen
(1974) shows that each frontier P1, P2, . . ., will
trace out an envelope of tangencies with relations
such as qJ

*, qK
* , . . .As with any envelope, the form

of h(�) is independent of the form of Q(�) – except
for special cases – and is determined on the
demand side by the distribution of buyers across
characteristics space. This is an important result
for the interpretation of hedonic functions

Forming Measures of ‘Quality’
It is well known that (4) implies weak separability
of Q on (c), which permits consistent aggregation
over the characteristics in (c) – see Blackorby
et al. (1978). It is natural to take such an aggregate
as a measure of ‘quality’.

One can thus use weak separability on charac-
teristics to rationalize the common practice of
writing scalar ‘quality’ in the utility or production
function, as for example Houthakker’s (1952)
model of quantity and quality consumed – a
model that has many empirical progeny, and
much appeal for its simplicity. Weak separability
on characteristics also provides the analytic bridge
between characteristics–space models and Fisher
and Shell’s (1972) notion of ‘repackaging’, in
which quality change enters the utility function
by scalar multiplication of the good whose quality
changed. Because hedonic functions have mostly
been used for purposes (like constructing a
‘quality-adjusted’ price index for automobiles:
Griliches 1971) for which separability was
assumed (usually implicitly), separability
assumptions on characteristics are thus a common
thread through most analysis of ‘quality’.

P1

B
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A¢

P2
c2c2A

c1A

c1

t*H

t*G

q*
K

q*
J

qJ
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Obviously, when Q is not separable on (c), no
consistent scalar measure of ‘quality’ can be
formed. It is not hard to think of cases where
characteristics separability is not realistic (are
refrigerator characteristics separable from what
is stored in them, or transportation equipment
characteristics separable from energy consump-
tion?). One should note that characteristics–space
approaches could be adapted to certain
non-separable cases (computing the cost per mile
of constant-quality transportation services), where
scalar approaches may be more
problematic. Moreover, since weights for the
aggregator are the marginal subutilities q1 and
q2, the quality measure will depend on relative
characteristics prices – properly, on the position
of the P-contours in Fig. 1 – whenever substitu-
tion among characteristics quantities is possible; a
scalar quality measure is therefore not in general
unique, even when consistent. These points sug-
gest that a major advantage of hedonic, or
characteristics-space, methods is their potential
for dealing with non-separable cases and with
changing relative characteristics costs regimes,
though there is little demonstration of this poten-
tial in existing empirical work.

The Production Side
A comparable theory shows how a price-taking
producer selects the optimal variety or varieties to
sell, given (1) and (3). For a particular level of
input usage or production cost, a
two-characteristic form of t(�) yields transforma-
tion surfaces, for producers or production pro-
cesses G and H, like tG

* and tH
* in Fig. 1. Revenue

from increments of characteristics added to the
design can be computed from partial derivatives
of the hedonic function. Optimal product design is
determined by:

t1=t2 ¼ h1=h2 (10)

The quantity produced of the optimal design is
determined in the usual way by setting the mar-
ginal cost of quantities of the optimal design
(equation omitted here for brevity) equal to the
variety price (given by the hedonic function, h(�)).

The production-side theory is problematic,
compared with the user case, because in the
absence of scale economies in the production of
varieties, producers would build ‘custom prod-
ucts’, offering all product designs on the hedonic
surface where variety price exceeds cost, rather
than specializing in the most profitable variety.
The competitive, large numbers case is thus not
an appealing one, unless product design is to an
extent fixed by sellers’ endowments at least in the
short run (the normal assumption for labour mar-
kets, and for land).

If there are a large number of sellers, Rosen
(1974) shows that, except for special cases, each
hedonic frontier P1, P2,. . . will trace out an enve-
lope of tangencies with relations such as tG

* and tH
* .

As in the user case, the form of h(�) is therefore
influenced on the supply side by the distribution
of sellers across characteristics space and by their
output scales, but the form of h(�) cannot in gen-
eral be derived from the form of t(�).

Special Cases
If q(�) is identical for all users, then only a single
set of q* contours appears in Fig. 1, and each
hedonic frontier P1, P2, . . . traces out the asso-
ciated q* contour. In this case, the form of h(�) is
determined by the form of q(�), up to a mono-
tonic transformation, and should conform to the
principles of classical utility theory (which
means that each hedonic frontier, P, bows
inward, toward the origin, rather than as drawn
in Fig. 1).

If t(�) is identical fo all sellers, then only a
single set of t* contours appears in Fig. 1, and
each hedonic frontier P1, P2,. . . traces out the
associated t* contour. In this case, the form of h
(�) is determined by the form of t(�), and the usual
reasons for assuming convexity of production sets
apply, so that the P-frontiers should bow outward
from the origin, in the manner of a normal pro-
duction transformation curve.

If there is no diversity on either side of the
market, only one design will be available at
each model price. The hedonic frontiers degen-
erate into a series of points, one for each model
price.
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Of these possibilities, uniformity of t(�) across
sellers (except for labour services) is the most
likely, especially in the long run when access to
technology is freely available. Uniformity of q(�)
is improbable, and appears inconsistent with
available evidence.

Functional Forms for Hedonic Functions
Neither classical utility nor production theory can
specify the functional form of h(�). The P-frontiers
can bow in, bow out, or take the form of straight
lines (or even irregular shapes). In particular, and
contrary to assertions that have appeared in the
literature, nothing in the theory rules out the semi-
logarithmic form (which has often emerged as
best in goodness-of-fit tests in both labour and
product market hedonic studies). Though
non-linear in P and (c), the semi-log is neverthe-
less linear in the [ci, cj] plane and thus even has
some ‘nice’ properties (because all buyers and
sellers face the same characteristics prices, for
equal expenditure on, or revenue from,
characteristics).

Hedonic ‘Demand’ Studies
Hedonic functions have sometimes been used to
generate demand or ‘willingness to pay’ estimates
(particularly, of the value of air quality or
neighbourhood amenities in land and housing
prices, and of risk in labour markets). However,
as Fig. 1 shows, buyers J and K, though located on
the same hedonic price surface, may face different
characteristics prices as a consequence of their
preference functions; the slopes of the P-function
at A and B do not represent exogenous price var-
iance that determines characteristics allocations.

Unless one is willing to assume that all buyers
have identical tastes, cross-section characteristics
demand studies founder for the same reason as
cross-section ‘goods’ demand studies: Variations
in quantities reflect taste differences and not shifts
in the slope of the budget constraint. Moreover,
the situation depicted in Fig. 1 cannot be reduced
to a demand estimation problem by treating it as
some variant of an econometric demand–supply
identification problem, despite some attempts to
do so in the literature.

Hedonic Indexes

A hedonic price index is one that makes use of
information from the hedonic function. Adding
time dummy variables to a multi-period regression
on (1) is a favourite empirical procedure, but is by
no means the only way to compute a hedonic price
index. A characteristics price index is any index
that is defined on the characteristics of goods, or on
behavioural functions in which characteristics are
arguments. A hedonic price index is thus a partic-
ular implementation of a characteristics price
index. Almost any empirical application of
hedonic functions (e.g. use of hedonicwage regres-
sions to estimate race or sex discrimination in
labour markets) can be interpreted as an index
number, so the theory of characteristics–space
indexes has wide applicability. To conserve
space, the following is couched in terms of a cost-
of-living index but application to other contexts
can bemade by suitable extensions (Triplett 1983).

The Exact Characteristics–Space Index
A cost-of-living (COL) index shows the minimum
change in cost between two periods that leaves
utility unchanged. Using (1) and (2), the minimum
cost of attaining utility level Q* in any period is:

C� ¼ C PM, h �ð Þ,Q�ð Þ
¼ min

C,M
PMM þ h cð Þ : Q c,Mð Þ ¼ Q�½  (11)

The form of the cost functional, C, depends on the
form of Q(�) and the budget constraint; the
hedonic function makes up that portion of the
budget constraint that pertains to the acquisition
of characteristics. The cost-of-living index
between periods r and s is then:

COL
r, s

¼ C PMr, h �ð Þr,Q�� �
=C PMs, h �ð Þs,Q�� �

(12)

Generally, the full index is intractable, and there is
need to consider a less comprehensive measure
that is more nearly congruent with the problem at
hand. For the separable utility function (4) an
exact ‘subindex’ (Pollak 1975) can be computed
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that involves only the heterogeneous good. Define
the cost functional d by:

d ¼ d h �ð Þ, q�ð Þ ¼ min
c

h cð Þ : q cð Þ ¼ q�½  (13)

Then the characteristics price index is:

Ir, s ¼ dðh �ð Þr, q�
 �

= dðh �ð Þs, q�
 �

(14)

where the subscripts designate characteristics
costs in period r and s, respectively. Expression
(14) is the ratio of the costs, under two character-
istics price regimes, of a constant-utility collection
of characteristics.

Note that (14) does not hold characteristics
constant – it is not the price of the same, or
‘matched’, variety in two periods. Rather, (14)
permits substitution among characteristics as rel-
ative characteristics costs change, in a manner
analogous to the normal COL defined on
goods – (14) would be implemented by finding a
variety (bundle of characteristics) in period s that
was equivalent in utility to the one chosen in
period r, but which minimized consumption
costs in the relative price regime of period s.

Information Requirements
The normal ‘goods’ COL index requires knowl-
edge of the utility function. The form of the char-
acteristics price index (14) depends on the form of
the utility function (or the ‘branch’ utility func-
tion, q(�)) and the form of the hedonic function, h
(�). Both are unobservable or must be estimated.
The reason (14) requires more information than
the analogous ‘goods-space’ COL index is that in
general the hedonic function is non-linear and
therefore its form enters into d(�). In contrast,
‘goods’ COL indexes assume a bounding hyper-
plane, whose linearity implies a mirror-image
duality between the utility function and the con-
sumption cost function. Use in characteristics
space of the demand-systems approaches that
have been used to estimate goods–space COL
indexes (Braithwait 1980) is complicated by the
non-linearity of the hedonic function and by the
necessity to estimate both the demand equations
and the budget constraint.

Note that, contrary to assertions that have
appeared in the literature, imposing ‘nice’ func-
tional forms (that is, those with properties of clas-
sical utility theory) on the hedonic function does
nothing to identify index (14) – unless the special
case of uniform preferences, where the hedonic
function sketches out the characteristics–space
preference map, obtains.

Bounds and Approximations: Empirical
Hedonic Price Indexes
It is evident that (14) is not an index number that
can be computed from the hedonic function alone,
so it is not an empirical hedonic price index. It is
important to specify the relation of empirical
hedonic indexes to (14).

In the usual goods case the budget constraint is
assumed a hyperplane. Accordingly, bounds on
goods–space COL indexes are fixed-weight
(Laspeyres or Paasche) indexes – the denominator
of the Laspeyres index, for example, is the equa-
tion for the reference period budget constraint,
and the numerator is the equation for another
budget constraint. Fixed-weight indexes are also
convenient approximations to COL indexes, since
they require only knowledge of one actual budget
constraint and two price regimes, and one knows
that the fixed-weight index differs from the true
index only by the expenditure saving from
substitution.

For characteristics–space price indexes, it is
natural to follow an analogous procedure and
construct approximations to (14) from the
characteristics–space budget constraint, when it
is known. The characteristics–space budget con-
straint is precisely the information provided by the
hedonic function. Accordingly, hedonic price
index numbers – those computed from hedonic
functions – can be interpreted as approximations
to the true characteristics–space indexes (14) in
the same sense that fixed weight Laspeyres and
Paasche price indexes approximate goods COL
indexes: The approximations are, in each case,
based solely on the budget surface, where the
true indexes, in each case, require knowledge of
the utility function.

Hedonic indexes differ from goods–space
approximating indexes in two major respects. In
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the characteristics–space case, the form of the
budget surface must be estimated empirically.
When the hedonic function is linear or is semi-
log, the P-contours of Fig. 1 are linear – each
budget constraint is a hyperplane. Otherwise, the
constraints are non-linear. Secondly, and as a cor-
ollary, the form of the approximating hedonic
index depends on the form of the hedonic func-
tion. A third, subsidiary, point is that with usual
procedures, the hedonic index records the shift in
the whole hedonic surface, rather than, as
goods–space fixed-weight indexes are usually cal-
culated, a shift in a single selected budget
hyperplane.

Hedonic indexes may also be bounds on the
true index, though this interpretation requires
more careful empirical specification of the
hedonic function than has often been the case,
and it is not clear whether they are the best
bounds. The theory of bounds for characteris-
tics–space indexes is not well worked out.

See Also

▶Characteristics
▶ Index Numbers
▶ Separability
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Abstract
Hedonic price functions describe the equilib-
rium relationships between characteristics of
products and their prices. They are used to
predict prices of new goods, to adjust for qual-
ity change in price indexes, and to measure
consumer and producer valuations of differen-
tiated products. They emerge as market out-
comes from both competitive and
non-competitive markets. The functional form
is determined by the distribution of buyers and
their preferences, the distribution of sellers and
their costs, and the structure of competition in
the market.
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A hedonic price function describes the equilib-
rium relationship between the economically rele-
vant characteristics of a product or service
(or bundle of products) and its price. For example,
in a simple labour economics model the hedonic
wage function might describe how the wages of a
worker depend on education, experience and skill.
In a simple housing economics model, the
hedonic house price might describe how the
price of a house depends on geographic location,
size, and quality. In each case, the hedonic price
function describes equilibrium (not necessarily
competitive) valuations of the economically rele-
vant characteristics of the product.

In empirical applications, statistical estimates
of hedonic price functions have primarily been
used to calculate quality adjusted price indexes
for goods and to measure consumer valuations
or producer costs of product characteristics.
They have been used to study markets for agri-
cultural products, automobiles, labour, houses,
computers, and myriad other differentiated com-
modities. They have been used to measure qual-
ity change in private goods markets and to
measure consumer valuations of changes in pub-
lic goods such as clean air, schools or transport
infrastructure. In all these applications, hedonic
methods are crucial because the goods in ques-
tion are not homogenous and their value to
buyers and sellers varies systematically with
characteristics.

Key questions to be answered when develop-
ing a hedonic model to analyse a product market
are what are the economically relevant character-
istics of the product and what is the market envi-
ronment that generates the hedonic equilibrium
price. Given answers to these questions, a key
theoretical goal of hedonic analysis is to deter-
mine the theoretical relationship between these
market equilibrium prices and underlying struc-
tural features of the economy such as producer
costs and consumer preferences. Two key empir-
ical goals of hedonic analysis are to understand
when statistical estimates of hedonic relationships
provide good out-of-sample predictions of prices
and to understand what structural information
these statistical relationships provide about costs
and preferences.

General Hedonic Demand

Hedonic models make various assumptions about
whether the space of feasible characteristics is
discrete or is a continuum, and whether the char-
acteristics embodied in different products can be
bundled or unbundled. This section discusses a
general model of hedonic demand that encom-
passes these special cases. The supply side of the
market and various notions of equilibrium are
discussed in section “Market Equilibrium”.

Each consumer who participates in the hedonic
market derives utility from a vector of character-
istics z� Zm � Rnz. The bundle z is obtained either
by buying a single product that embodies z or by
buying a set of products that together produce z. In
either case the hedonic cost or price is p(z). The set
Zm is the feasible set given current market condi-
tions. The set Zm could be a finite set or it could be
a continuum. Each consumer also has the option
not to participate in the hedonic market, in which
case they obtain reservation utility u0. Assume
that characteristics are defined so that utility is
increasing in each element of z. Also, assume
that utility is decreasing in p(z).

Every consumer is represented by a type x�X

� Rnx : The space X is the space of all consumer
types. The vector x is a vector of consumer char-
acteristics (such as income, education or prefer-
ence parameters) that affects utility. Consumer
heterogeneity is an important feature of hedonic
models.

Given hedonic price p(z), consumer x chooses
z � Zm to maximize utility u(x, z, p(z).) That is,
they solve

max
z� Zmf g

u x, z, p zð Þð Þf g: (1)

The solution z = d(x) is the hedonic demand
function (or correspondence) for consumer x.

Several features of the model are important.
First, z is a complete list of the product character-
istics that both affect consumer utility and are
known to the consumer at time of purchase. In
the housing market example, z could measure
geographic location, age of the dwelling, lot
size, number of rooms, size of the yard, and so
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on. Second, there may be additional characteris-
tics of the good that affect ex post utility but that
are not known to the consumer at time of pur-
chase. In such cases, the utility function should be
interpreted as the expected utility from purchasing
a good with known characteristics z. Third, buyer
utility depends on x and on z. Two consumers, x1
and x2, with x1 6¼ x2, will generally choose differ-
ent bundles (z1, p(z1)) and (z2, p(z2)) and will
obtain different levels of utility.

Continuous Choice Version
To specialize to the case where Zm is a compact
convex subset of Rn, both u and p are differentia-
ble and the consumer maximization problem has
an interior solution, the first-order condition
describing the consumer’s hedonic demand is

@u x, z, p zð Þð Þ
@z

þ @u x, z, p zð Þð Þ
@p

þ @p zð Þ
@z

¼ 0 (2)

which can be rewritten as

@p zð Þ
@z

¼ � @u x, z, p zð Þð Þ
@z

=
@u x, z, p zð Þð Þ

@p

� �
: (3)

The marginal price at z equals the marginal rate
of substitution of the consumer x who chooses z.
In the quasi-linear utility case u(x,z, p(z)) = u(x,
z) � p(z) and Eq. (3) becomes

@p zð Þ
@z

¼ @u x, zð Þ
@z

: (4)

These results are the basis for the intuition that
the slope of the hedonic price function measures
consumers’ marginal willingness to pay. Figure 1
illustrates. Consumers x1 and x2 optimally choose
bundles z1 and z2 respectively. At z1, the marginal
price equals the marginal willingness to pay of
consumer x1. However, it is less than the marginal
willingness to pay of consumer x2. At z2, the
marginal price equals the marginal willingness to
pay of x2 but is greater than the marginal willing-
ness to pay of x1.

The hedonic price function reveals precise
information about consumers x1 and x2 at points
z1 and z2 respectively. At all other person-location

pairs, it reveals only bounds on willingness to pay.
It also reveals very little about how consumers x1
and x2 will react to large changes in the shape of
the price function. More precise information
requires the estimation of consumer preferences.

Discrete Choice Version
If the marginal conditions in (3) and (4) are
replaced by inequalities, the qualitative interpre-
tations above apply equally to economies in
which Zm is finite. Suppose there are J elements
in Zm. Let zj be the j’th element in Zm and let
pj = p(zj) for j = 1, ... , J. In the quasi-linear
case, if consumer x chooses zj, then

u x, zj
� �� pj � u x, zkð Þpk

for all k � {1, ... , J }.
Consider the set of consumers who choose zj

and for whom

u x, zj
� �� pj ¼ u x, zkð Þ � pk (5)

for some k 6¼ j. These consumers are indifferent
between bundle zj at price pj and bundle zk at price
pk. The difference in prices between zj and zk
exactly compensates for the difference in utilities.
For these indifferent consumers, willingness to
pay for zj over zk is

pj � pk ¼ u x, zj
� �� u x, zkð Þ:

This is the discrete analog of the marginal will-
ingness to pay.

Equation (5) only holds for those who are
indifferent between j and k. For those who are
not indifferent, the willingness to pay for zj over
zk is strictly larger than the price. That is

u x, zj
� �� u x, zkð Þ > pj � pk:

When the set of available alternatives Zm is finite,
the hedonic price function provides a precise mea-
sure of willingness to pay for consumers who are
indifferent between options and provides bounds
on willingness to pay for consumers who strictly
prefer one option to others.
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Single Product Demand Version
In single product demand models, the vector
z measures the characteristics of the unique prod-
uct type that is chosen. These models assume that
households cannot buy two separate products
with characteristics z1 and z2 and combine their
characteristics to obtain some other bundle z3
(Rosen 1974). These models do allow consumers
to choose both a product type z and a quantity. To
see this, rewrite the utility function in (1) as

u x, z, p zð Þð Þ ¼ max
qf g

~u x� qp zð Þ, z, qð Þf g

where q is the quantity of product type z and x is
income. This is the primary model used to study
location choices and demand for land in urban
economic models. See Fujita (1991).

Home Production Version
Home production models assume that consumers
purchase a vector of goods in quantities q�Rn

þ at
market prices p�Rn

þ and produce the bundle
z from the goods purchased. See Gorman (1980),
Lancaster (1966), and Muellbauer (1974). In
home production hedonic models, consumers
have a technology f : Z � Rn ! Rm describing
the production possibility frontier. Given pur-
chases of q units of market goods, any bundle
z that satisfies the restriction f (z, q)= 0 is feasible.

Given market prices p and technology f, the
cost of obtaining the bundle z is

p zð Þ ¼ min
qf g

p � q subject to f z, qð Þ ¼ 0f g (6)

Thus, the hedonic price p(z) is the minimum cost
of obtaining bundle z given market prices p and
technology f. Given p(z), consumers maximize the
utility given in (1). The single-product demand
model is a special case of the home production
model.

In the Gorman–Lancaster version of the model,
the technology is linear and f (z, q)= z�Aq where
A is a nz� nqmatrix. Each market good contains a
fixed quantity of characteristics. The total amount
available for consumption is the sum of character-
istics across all goods purchased.

Hedonic Cost of Living Index
In each of these models, one can calculate various
hedonic cost of living indexes. See Pollak (1989)
for details of many alternatives. This section dis-
cusses one alternative.

Consider a consumer who purchases a vector
of quantities of homogenous goods q with linear
prices p and a single differentiated product with
characteristics z and hedonic price p(z). When
prices are (p, p), the cost of obtaining utility
level u0 is
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c p, p, u0ð Þ ¼ min
q, zf g

p � q subject to u q, zð Þ � u0f g

(7)

If prices change from (p0, p0) to (p1, p1), then
the constant utility hedonic cost of living index is

c p1, p1 , u0ð Þ
c p0, p0, u0ð Þ :

This cost index hold utility constant and allows
consumers to alter consumption of q and z in
response to changing prices. When consumer
preferences are unknown, this theoretical index
cannot be calculated. With data on prices and
quantities, empirical alternatives include the
Laspeyres index and the Paasch index.

Let (q0, z0) solve (7) when prices are (p0, p0) in
period zero. Let prices in period one be (p1, p1).
Then a hedonic Laspeyres index is

L q1, p1, q0, p0, x0, z0ð Þ ¼ p1 � q0 þ p1 z0ð Þ
p0 � q0 þ p0 z0ð Þ

� c p1, p1 , u0ð Þ
c p0, p0, u0ð Þ :

This index holds the consumption bundle (q0, z0)
constant at initial levels. Like the standard
Laspeyres index, it is an overestimate of the cost
of living index because it ignores a consumer’s
ability to alter consumption in response to chang-
ing prices. If some components of z are exogenous
(for example, public goods like air quality or
public safety), alternative indexes can be defined
by including the time varying exogenous elements
of z as arguments in the cost function.

One major problem with the index is that the
set of available products often changes rapidly
over time. If product z0 is not traded in period
1, then p1 (z0) will not be observed. Pakes
(2003) shows that an estimate of p1 (z0) based on
observed prices is an upper bound under certain
circumstances. A better option is to calculate the
virtual price pV1 z0ð Þ that makes the household
indifferent between purchasing z0 at price
pV1 z0ð Þ and purchasing z1 (the product actually
chosen in period 1) at price p1(z1). The virtual
price satisfies

pV1 z0ð Þ ¼ p1 z1ð Þ � u x, z1ð Þ � u x, z0ð Þð Þ:

Data on prices and quantities can be used to bound
the virtual price. Precise results require estimation
of consumer preferences.

Another major problem is that statistical author-
ities, as discussed in section “Estimating Hedonic
Prices” , do not observe the elements of z that enter
consumer preferences. A thirdmajor problem is that
time constraints and cost constraints place severe
limitations on data collection and analysis for use in
practical price index calculations. Triplett (2004)
provides a comprehensive overview of these issues.

Market Equilibrium

Hedonic prices emerge as equilibrium outcomes
from a market environment. They might emerge
from a purely competitive environment in which
neither buyers nor sellers have power to influence
prices or they might emerge from an imperfectly
competitive environment in which either buyers
or sellers have market power. They may be
observed in arms-length transactions or un-
observed as in black-market wage contracts or
implicit marriage contracts.

In general, the hedonic price function in a
market is a nonlinear function of the characteris-
tics z. Its functional form is determined by the
distribution of buyers and their preferences, by
the distribution of sellers and their costs, and by
the type of equilibrium in the market. Special
cases exist where more can be said. If bundles of
characteristics can be unbundled, arbitrage leads
to a linear hedonic price (Rosen 1974). In the
Gorman–Lancaster model, the hedonic price
function is piece-wise linear (see Pollak 1983, or
Heckman and Scheinkman 1987). In the Tinber-
gen (1956) model, the hedonic price is
quadratic. When both buyer utility and seller
costs depend on z only through an index q(z), the
hedonic price function satisfies p zð Þ ¼ ~p q zð Þð Þ:

Competitive Hedonic Equilibrium
Consider a one-dimensional Tinbergen–Rosen
model in which consumers of type x � R+ choose
z�R+. Assume that consumer utility is u x, zð Þ ¼
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x~u zð Þ where x @~uz
@z > 0: Note that @ 2u x, zð Þ

@ z @ x ¼ @ ~uz
@ z

> 0 . Assume that the distribution of consumer
types is described by the distribution function
Fx(x) with density function fx(x) and support R+.

Treat the supply side symmetrically.
Assume that firms of type y � R+ have costs

of producing one unit of product z of c y, zð Þ ¼
~c zð Þ
y where 1

y

� �
@ ~u zð Þ
@ z > 0 . Note that @ 2c y, zð Þ

@ z @ y ¼
�1
y2

� �
@ ~c zð Þ
@ z < 0. The distribution function describ-

ing the distribution of firms is Fy(y) with density
fy(y) and support R+.

Given a differentiable price, consumers solve

max
zf g

x~u zð Þ � p zð Þf g:

Assume there is a unique interior optimizer.
The consumer first order condition is

x
@~u zð Þ
@z

� @p zð Þ
@z

¼ 0:

This equation implicitly defines the buyer
demand function z= d(x) and the inverse demand

function x ¼ ~d zð Þ ¼ @ p zð Þ
@ z

�
@ ~u zð Þ
@ z

� �
: Note that

the consumer second order condition implies that
@ ~d zð Þ > 0. As a result, the distribution function
describing the distribution of demand is Fx ~d zð Þ� �
¼ Fx

@ p zð Þ
@ z

�
@ ~u zð Þ
@ z

� �
.

By the same reasoning, the firms’ first-
order conditions define the inverse supply func-

tion y ¼ ~s zð Þ ¼ @ ~c zð Þ
@ z

�
@ p zð Þ
@ z

� �
which also is

monotonic. As a result the distribution of supply

can be written Fy
@ ~c zð Þ
@ z

�
@ p zð Þ
@ z

� �
.

An equilibrium hedonic price function is one
that equates the distributions of supply and
demand. Formally, a function p(z) is an equilib-
rium price function if it satisfies the differential
equation

Fx
@p zð Þ
@z

�
@~u zð Þ
@z

� �
¼ Fy

@~c zð Þ
@z

�
@p zð Þ
@z

� �
(8)

for almost all z � Zm and if p(zmin) ensures that all
buyers and sellers obtain at least their reservation
utilities.

Some simple conclusions stem from this anal-

ysis. First, since @ 2u x, zð Þ
@ z @ x > 0 and @ 2c y, zð Þ

@ y @ z < 0, the

equilibrium involves positive assortative
matching between buyers and sellers. Second,
the equilibrium price depends on u, the prefer-
ences of buyers, c, the costs of sellers, and on Fx

and Fy, the distributions of both types of agents.
Third, the price function is the envelope of seller
cost and buyer utility.

In more general cases and in cases of higher
dimension, the differential Eq. (8) often does not
have nice numerical properties. However, one can
solve the equilibrium problem by solving the
associated social welfare maximization problem
which is an optimal transportation problem
(an infinite dimensional linear programming prob-
lem with special structure). Recent results in this
area include Gretsky et al. (1999) and Chiappori
et al. (2006).

Oligopoly Hedonic Equilibrium
When there is imperfect competition in hedonic
markets, firms set prices to maximize profits.
Assume individual demand is derived from the
discrete choice model in section “Discrete Choice
Version”. Let p= ( p1, ... , pJ) and z = (z1, ... , zJ).
Given p and z, let Dj( p, z, x) � [0, 1] be the
demand of consumer x for product j. Let fx(x) be
the density of consumer types with support X.

Aggregate demand for good j is

qj p, zð Þ ¼
Z

X

Dj p, z, xð Þf x xð Þdx:

Given the strategies of all firms k 6¼ j, firm
j solves

max
zjpjf g

pjqj p, zð Þ � c j, qj, zj
� �� �

:

The first order conditions are

qj þ pj
@qj
@pj

� @cj
@q

@qj
@pj

¼ 0 (9)
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pj
@qj
@zj

� @c

@qj

@qj
@zj

� @c

@zj
¼ 0: (10)

A pure strategy Nash equilibrium is a set of
strategies (zj, pj) for each firm j = 1, ... , J such
that each firm maximize profits given the strate-
gies of its competitors. In a Nash equilibrium, the
equilibrium hedonic prices p and characteristics
z are determined by the distribution of buyers and
their preferences, the costs of the competitors and
by the competitive structure of the market.
Buyers preferences u and the distribution fx deter-
mine the structure of demand. This demand
structure combined with the costs of competitors
and the number of competitors determine the
fierceness of competition. See, for example,
Berry et al. (1995).

Estimating Hedonic Prices

Ideal Case: z Is Perfectly Observed
The theory of hedonic prices places no restrictions
on the hedonic price functional form. The lack of
theoretical predictions has led to controversy
about functional form in empirical hedonic price
work. Different researchers have used linear
models, log linear models, Box–Cox models,
and fixed-effect models. To estimate hedonic
quality adjustments for use in price indexes,
many statistical authorities adopt the even more
restrictive ‘time-dummy’ model in which the
hedonic price function takes the form

pt ¼ b0 þ b1z1t þ b2z2t þ b3 � Dt þ et (11)

where Dt is a vector of time dummies. See Triplett
(2004) for a detailed discussion. This version
restricts the hedonic price function to be linear in
characteristics and to have coefficients that are
constant over time. The time-dummy model is
rarely theoretically justified and the constant coef-
ficient restriction is usually rejected in empirical
tests. Nevertheless, Triplett (2004) argues that in
many cases of interest to statistical authorities the
restriction works as an approximation and does
not make much empirical difference for estimates
of hedonic price indexes.

There is no theoretical justification for restric-
tive parametric empirical models of hedonic
prices unless prior knowledge of the market and
the products traded exists to support the restric-
tions. When data-sets are large and the dimension
of z is small, there is little empirical justification
for parametric models either. In such cases,
hedonic price functions should be estimated non-
parametrically unless prior knowledge sufficient
to restrict the model exists. Such nonparametric
regressions can be easily estimated on desktop
computers.

When sample size is small or the dimension of
z is large, however, then unrestricted nonparamet-
ric methods are often impractical. In these cases,
prior information should first be used to impose
structure on the hedonic relationship. In some
cases, it is then feasible to use semiparametric
methods to estimate the hedonic relationship
without imposing further structure. In many
(if not most) cases, however, there is no choice
but to impose further structure that is supported
neither by data nor by theory. If the primary use of
the method is to predict prices out-of-sample, then
goodness of fit and stability with respect to chang-
ing market conditions can be useful criteria to
choose functional form. If the primary use is to
estimate marginal willingness to pay in some
dimension, then semiparametric methods that
allow for flexibility in the dimension of interest
might be of most use. Tests for robustness should
be implemented and interpretations of results
should consider potential misspecification biases.

Practical Case: z Is Imperfectly Observed
Empirical estimates of hedonic price functions
may be biased due to omitted variables or mis-
measured variables. Assume the goal is to esti-
mate the hedonic price p(z) and that the methods
used will rely on estimation of conditional expec-
tations. Discussion of estimation of ln(p(z)) or
methods based on other statistics such as the
median would proceed along similar lines.

Let z = (z1, z2) be the set of all hedonic char-
acteristics and let ~z ¼ ~z1, ~z2ð Þ be the set of vari-
ables that the econometrician observes. Assume
that z1 is observed without error so that ~z1 ¼ z1 .
Assume that ~z2 is a vector of proxy variables
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(or instrumental variables) and that z2 ¼ g ~z2; e2ð Þ
where e2 is a vector of unobservables. Let p(z1, z2)
be the theoretical hedonic price function.
Observed prices ~p satisfy

~p ¼ p ~z1, g ~z2, e2ð Þð Þ þ � (12)

where � is measurement error, E(�) = 0, and �

is assumed independent of ~z1, ~z2, e2ð Þ: The
unobserved characteristic case, is the case where
g ~z2, e2ð Þ ¼ e2 and f e2 e2j ~z1, ~z2ð Þ ¼ f e2 e2j ~z1ð Þ:
Then e2 is the unobserved characteristic of the
product.

Under these assumptions, the expectation of ~p
conditional on ~z1, ~z2ð Þ is

E ~pj ~z1, ~z2ð Þ
¼
Z

p ~z1, g ~z2, e2ð Þð Þf e2 e2j ~z1, ~z2ð Þde2
¼ ~z1, ~z2ð Þh

(13)

where f e2 e2j ~z1, ~z2ð Þ is the density of e2 condi-
tional on ~z1, ~z2ð Þ . This is the best predictor
(in the integrated squared error sense) of ~p given
data on ~z1, ~z2ð Þ. However, in general h ~z1, ~z2ð Þ 6¼ p

~z1, ~z2ð Þ and little can be said about the relationship
between the two without more information.

Researchers have employed instrumental vari-
ables techniques or prior information that places
structure on g, on p, or on fe2 to cope with this
problem. See Chay and Greenstone (2005) and
Bajari and Benkhard (2005) for examples.

Estimating Hedonic Preferences

In most cases, the full set of consumer character-
istics that affect choices is not observed. The
econometrician observes only a subset of con-
sumer characteristics such as education, income,
age, and household structure. For example, sup-
pose the consumer has two characteristics (x, e)
and x is observed while e is not. Recall the con-
sumer first order condition

@p zð Þ
@z

¼ @u x, e, zð Þ
@z

: (14)

This equation defines the hedonic demand func-
tion z = d(x, e).

When data on (x, z, p) are available, u cannot be
estimated directly using (14) because z is an
endogenous variable. As in Fig. 1 where house-
holds with different values of x choose different
value of z, households with different values of e
will choose different values of z.

Additional restrictions can help identify u.
Ekeland et al. (2004) show that the utility function
can be identified nonparametrically if @ u

@ z is addi-

tively separable. That is if,

@u x, e, zð Þ
@z

¼ u0 xð Þ þ u1 zð Þ þ e

where u0 and u1 are arbitrary nonparametric
functions.

More generally, Heckman et al. (2005) prove
that the demand function d (x, e) can be estimated
using data on (z, x) alone if e is statistically
independent of x. They further show that the
function u is not identified with data from a single
market unless prior information is used to restrict
u. For example, if marginal utility is weakly sep-

arable so that @ u x, e, zð Þ
@ z ¼ v q z, xð Þ, eð Þwhere q is a

known function, then the function v can be
estimated.

Heckman et al. (2005) also show how to use
multi-market data to estimate the unrestricted
Eq. (14). Because cross-market variation in prices
is tied to cross-market variation in the distribu-
tions of buyers and sellers, it is functionally inde-
pendent of within market variation in z and x. As a
result, this cross-market variation in prices can
then be used to identify and estimate the
function u.

See Also

▶Compensating Differentials
▶Household Production and Public Goods
▶ Inflation Measurement
▶Location Theory
▶Non-parametric Structural Models
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Hedonism

James Griffin and Derek Parfit

From the Greek hedone, ‘pleasure’, this term is
used of two different theses, one a psychological
thesis about motivation (psychological hedo-
nism), the other a thesis about what is intrinsically
valuable in a person’s life (ethical hedonism).

Psychological hedonism refers to the claim that
a person acts solely to promote his own pleasure.
(It is usual to limit the scope of the claim to acts
that meet some minimal standards of rationality,
that is, excluding confused, involuntary or
habitual acts).

Ethical hedonism refers to the claim that only
pleasure is intrinsically valuable, that all other
things that are valuable are so only instrumentally
as means to pleasure. This root form of ethical
hedonism is not strictly an ethical view at all
(so the name is something of a misnomer); it is
rather a view about what constitutes the quality of
an individual life. This root form is often com-
bined with a view about action, namely that all
action should aim at maximizing pleasure. This
combination can easily turn into a view about
rationality (e.g. that a rational agent acts to max-
imize his own pleasure – what could be called
egoistic hedonism), or into a view about morality
(e.g. that each person should act to maximize
pleasure for persons generally – universalististic
hedonism).

It is hard to supply a satisfactory analysis of the
concept of ‘pleasure’ or to understand its relation
to ‘happiness’. Pleasure is not a physical sensation
(think of the pleasure of country walks), nor a
psychological one (think of the pleasure from
one’s work). What we enjoy is so heterogeneous
that no unified account of ‘pleasure’ may be pos-
sible. Sidgwick (1907), aware of how different
our states of minds can be when we enjoy our-
selves, thought that the unifying feature was
desire: ‘pleasure’, he proposed, is ‘desirable con-
sciousness’. J.S. Mill thought that the relation
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between ‘pleasure’ and ‘happiness’ was relatively
simple: he defined ‘happiness’ as ‘pleasure and
the absence of pain’. But the terms mark different
features of life: a martyr might go to the stake
happily, but is unlikely to do so with pleasure.
The lack of breadth of physical and psychological
explanations of ‘pleasure’ has led to more
behavioural ones: for example, what we find
pleasant is what we do, or would, give ourselves
to eagerly. Similarly, ‘pain’ applies to more than
just physical pains, and the painfulness even of
physical pains is a matter not only of our sensa-
tions but also of howwe react to them. So the need
to get a sufficiently broad analysis of ‘pain’ has
also led to behavioural explanations; for example
what we find painful is what we wish to avoid,
have alleviated, etc. The terms ‘pleasure’ and
‘pain’ sometimes become so broad in the course
of the statement or defence of either psychological
or ethical hedonism that they become, in effect,
technical terms. When that happens, we have to
ask what their technical sense is. For example,
near the end of his life Sigmund Freud refused
strong pain-killing drugs, preferring, he said, to
think in torment than to be confused in comfort.
We might wish to use ‘pleasure’ in such a way that
we should say that Freud found clear thought in
pain more ‘pleasant’ than confused pleasure. But
we might also think that the technical sense of the
word would now be so far removed from the
ordinary sense that it would be better to find
another way of speaking altogether.

Psychological hedonism is an empirical thesis,
and widely thought to be false. As Butler, Hume
and others point out, one’s actions are often
explained by desires for things other than one’s
own pleasure or avoidance of pain (e.g. the desire
to eat is often more effective than the desire for
pleasure from eating). Perhaps the clearest
counter-examples are the desires that many people
have about what will happen after their deaths,
when (they assume) they will not exist.
A psychological hedonist might reply that what
really explains such actions are desires for the
pleasure of knowing how things will go after
one’s death. However, a simple thought experi-
ment would often show this to be false. Suppose
that a father working to provide for his family

after his death is told that he can choose between
(1) his family’s being provided for though he will
never know it, and (2) his family’s not being
provided for though he will think that they will
be, and that, after he makes his choice, he will be
made to forget it. Many persons would choose
(1) rather than (2), thereby showing that their
action is not prompted by any concern for their
own future mental states. (The falsity of psycho-
logical hedonism leads to the paradox of hedo-
nism, namely, that typically one cannot promote
one’s own pleasure by aiming to promote it, that
pleasure is usually an unintended accompaniment
of action aimed at another goal.)

The root form of ethical hedonism is a thesis
about what affects the quality of a single life. It too
is widely disputed. Even on Sidgwick’s broad
account of ‘pleasure’ as ‘desirable conscious-
ness’, anything that affects the quality of life
must enter consciousness. But we desire, when
fully informed, things other than states of con-
sciousness and, moreover, we seem to regard
them as making our lives better. For instance, we
may desire a good reputation among people we do
not know, or posthumous fame, or to do some-
thing important with our lives. An ethical hedonist
may object that these desires are irrational, but this
cannot be plausibly claimed about all of these
desires. And we have many desires of this kind.
This point is made forcefully by Robert Nozick
with a piece of science fiction, his Experience
Machine (a variant on earlier Pleasure Machines).
Suppose we could plug into a machine that would
give us any state of consciousness we desired.
Would we plug in? What could matter except
how life feels from the inside? Most people
would respond that they want not just the experi-
ence of helping their children or doing something
important, but also actually to do these things;
most people also want to be in touch with reality,
even at the cost of some desirable consciousness.
This suggests that the notions of ‘quality of life’ or
‘well-being’ cannot be understood entirely in
hedonistic terms, even when ‘hedonism’ is gener-
ously defined.

In the last two centuries ethical hedonism has
figured most prominently as the value theory of
classical utilitarianism. However, it is not
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essential to utilitarianism; other value theories can
be, and are, substituted for it. Modern economists,
having borrowed the conceptual framework of
utility maximization from classical utilitarians,
largely ignored hedonism in favour of a more
neutral value theory: what is valuable is the fulfil-
ment of desire, where it is left open what the
objects of desire may be (pleasure, no doubt,
being one but not necessarily the only one). Mod-
ern philosophers in this tradition are divided;
some wish to stay in the hedonist tradition, at
least broadly interpreted, and insist that only states
of consciousness affect the quality of a life, while
others drop that requirement and prefer to develop
the notion of the fulfilment of informed desire.
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Hegelianism

R. P. Bellamy

The origins and concerns of the political ideas
of the German philosopher G.W.F. Hegel
(1770–1831) are traditionally thought to be reli-
gious rather than economic. However, a preoccu-
pation with issues of political economy is present
in his earliest theological writings and lies at the

centre of his wider philosophical project (Hegel
1793–1800). Broadly speaking, Hegel wished to
construct an ethical theory appropriate for the
specific problems of the modern world. He
believed ancient and medieval societies had been
bound together by a communal code of behaviour,
with social roles mirroring a putative natural or
divine order. The harmony of the natural macro-
cosm and the social microcosm had been sundered
in modern societies by a growing awareness of
individuality on the part of their members. Hegel
traced this development to two sources: the pri-
macy accorded to the individual conscience
within Christianity, especially the Lutheranism
he personally espoused, and the individualism
encouraged by the capitalist mode of production.
Contrary to recent influential critics (e.g. Popper
1945), Hegel did not wish to stifle individual
liberty by returning to the organic community
theorized by Plato. Instead, he sought to describe
the conditions necessary for the freedom of each
person to be compatible with the freedom of all.

Hegel traces the development of this con-
sciousness of subjective freedom in the Phenom-
enology (1807) and the Lectures on World
History (1822–30). He regards the symbol of
Christ, of the divine present within humankind,
as emblematic of this sense of personal freedom
and simultaneously the death of any notion of a
transcendent God standing outside of human
existence. The individual becomes the fount and
locus of all value, confronting a material world
with judgements he or she has chosen and endo-
wing it with meaning. This process is given sub-
stance through human labour and the physical
transformation of nature to suit human purposes,
an idea Hegel borrows from Locke. Drawing on
the stadial model of economic development
advocated by the political economists of the Scot-
tish Enlightenment, particularly Sir James Steuart
and Adam Smith, he went on to elaborate how
this new ethic had spawned a completely new
civilization.

Commercial society broke the old ties of
dependence of agrarianism and feudalism by free-
ing humanity from a subordination to nature.
Humans no longer live in a created world, but
create their own environment. However, the
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exchange economy generates new social bonds by
involving individual producers within mutual ser-
vice relationships. ‘Civil Society’ (burgerliche
Gesellschaft), according to Hegel, is united by a
‘system of needs’ (Hegel 1821, para. 189). The
division of labour reduces our self-sufficiency and
makes us dependent on others for the provision of
our wants. Production too becomes a cooperative
venture, both in the interests of efficiency and
because more specialized skills are required. As
our technical ability to create new commodities
increases, so does the complexity of our needs.
The labour process becomes ever more sub-
divided and the interrelationships deriving from
mutual services more intricate. Hegel regards
these developments as double-edged. On the one
hand, he fully embraces the classical liberals’
praise of market society as increasing individual
liberty. To a certain extent he endorses their claim
that the interrelatedness of the system of needs
makes it self-regulating. Such duties as the obli-
gation to obey promises, notions of fair exchange,
bans on stealing etc. . . . emerge within civil soci-
ety itself, and he agrees with Hume that certain
criteria of justice derive from the mutual self-
interest of property owners in conditions of scar-
city. He appropriately locates police functions
within civil society. On the other hand, he does
not believe that the needs of the market alone can
lead to a well-ordered community. Hegel points to
two potential sources of instability. First, he
expands the insights of Smith, Adam Ferguson
and Schiller’s Letters on the Aesthetic Education
of Man into the ennervating and alienating effects
of modern industrial labour. With Smith’s famous
pin-factory example in mind, he notes the stupe-
fying and mechanical nature of factory work, pre-
dicting that it will ultimately be taken over by
machines. Second, he foresaw capitalism’s pro-
pensity for periodic crises of overproduction. The
business classes’ uncontrolled pursuit of conspic-
uous consumption leads them to produce more
goods than there are consumers. The bottom
falls out of the market and workers, who, because
of the extent of the division of labour, rely entirely
upon this single commodity for their employment,
will lose their livelihood. This group becomes ‘a

rabble of paupers’ (Hegel 1821, para. 244) outside
of society and unprovided for by Humean eco-
nomic justice.

Hegel gave the problem of poverty consider-
able thought and he dwells on it in a number of
writings. He suggests two solutions, state charity
funded by taxation and the direct creation of
employment by state interference in the economy.
He rejected the latter as merely exacerbating the
problem, since overproduction was its root cause.
The former, whilst more appealing, is equally
inadequate. He notes that poverty is relative as
well as absolute, and that charity can therefore
create a stigma which increases the inferiority of
the recipients and undermines their self-respect.
Hegel’s solution was to introduce a political
dimension into social decision making. He parts
company with classical political economists here,
maintaining that our understanding of the true
nature of society is incomplete as long as we
remain within the restricted perspective of the
market mentality. Like the more mercantilist
Steuart, he contends that an awareness of our
mutual obligations can grow through membership
of occupational associations (Korporation) and
social groups (Stände). He advocated a system
of indirect democracy, whereby representatives
from these bodies are sent to a national assembly
which can enact social legislation. Hegel
maintained that participation within these institu-
tions would moderate the individualist self-
seeking which led to economic crises. People
would appreciate their mutual debts, implicit in
capitalist production, and alter their behaviour
accordingly to further the common good of the
whole community.

Some commentators have regarded this solu-
tion as a sleight of hand (Avinieri 1972; Plant
1977). Following Marx, they regard Hegel as
having correctly expounded the contradictions of
capitalist society, but assert he has merely carried
them into the political sphere by enfranchising
functional groups rather than individuals. Ending
poverty requires the radical restructuring of pro-
ductive relations demanded by communism
(Marx 1843). Hegel failed to make this step
because he limited the philosopher’s task to
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understanding society rather than changing
it. However, Hegel’s purpose was to preserve
modern individuality. For him Marxism would
have represented an unacceptably anachronistic
return to the organic communities of the past.

Liberals also dispute Hegel’s political
response. They accuse him of subverting liberty
by imposing a corporate mentality upon the free
transactions of individuals within society. This
misunderstanding of Hegel’s intentions stems
from their view of the relation of society to the
state. Whereas liberals regard the state as merely
providing the minimal means necessary for our
pursuit of our private projects, without fear of
undue hindrance from others, Hegel defines it in
terms of certain shared ethical norms presupposed
by all our activities. The public sphere is not the
outcome of individual choices but what is pre-
sumed by them, the medium within which they
are formed. This is the ethical life or Sittlichkeit of
a community, which the state represents and
upholds.

Whilst the corporatist policies of fascist
authors, such as Giovanni Gentile (1875–1944),
seem to justify the fears of both liberal and Marx-
ist writers, others have understood him better. The
British idealists in particular, such as T.H. Green
(1836–82) and Bernard Bosanquet (1840–1923),
shared his concern with poverty and suggested
schemes for the state regulation of industry, edu-
cation and poor relief which provided the intellec-
tual origins for later proposals for the welfare
state. Like Hegel, they regarded social and polit-
ical institutions as instrumental in fostering an
awareness of the complex of mutual rights and
duties necessary for the adoption of such policies.
They were similarly ambivalent about the degree
to which poverty arose from a weakness of will on
the part of the poor or social conditions. Never-
theless, an unresolved paradox persists in Hegel’s
theory. He claims community is an unconscious
presupposition of maximizing individuals in com-
mercial society, but it is not at all obvious how the
market would operate once people become con-
scious of this fact and adopt the community-
minded behaviour Hegel believed they would.
Clearly civil society would then be thoroughly

politicized; whether or not with the dire conse-
quences liberals fear, or in a self-contradictory
manner as Marx opined, is beyond the compe-
tence of this article to judge.

See Also

▶Dialectical Materialism

Bibliography

Avinieri, S. 1972. Hegel’s theory of the modern state.
Cambridge: Cambridge University Press.

Bosanquet, B. 1899. The philosophical theory of the state.
London: Macmillan.

Chamley, P. 1963. Economie politique et philosophie chez
Steuart et Hegel. Paris: Presses Universitaires de
France.

Gentile, G. 1946. Genesis and structure of society. Trans
H.S. Harris. Urbana: University of Illinois Press, 1960.

Green, T.H. (1878–80). Lectures on the principles of polit-
ical obligation, ed. Paul Harris and John Morrow.
Cambridge: Cambridge University Press, 1986.

Hegel, G.W.F. 1793–1800. Early theological writings.
Trans. T.M. Knox. Chicago: Chicago University
Press, 1948.

Hegel, G.W.F. 1807. The phenomenology of spirit. Trans.
A.V. Miller. Oxford: Oxford University Press, 1977.

Hegel, G.W.F. 1817–19. Die Philosophie des Rechts: Die
Mitschriften Wannenman (Heidelberge 1817/18) und
Homeyer (Berlin 1818/19), ed. K.-H. Itling. Stuttgart:
Keltt-Cotta, 1983.

Hegel, G.W.F. 1818–31. Vorlesungen über
Rechtsphilosophie, 1818–31, 4 vols, ed. K.-H. Itling.
Stuttgart–Bad Cannstatt: Frommann-Holzboog,
1973–4.

Hegel, G.W.F. 1821. Philosophy of right. Trans.
T.M. Knox. Oxford: Oxford University Press, 1958.

Hegel, G.W.F. 1822–30. Lectures on the philosophy of
world history: Introduction. Trans. H.B. Nisbet. Cam-
bridge: Cambridge University Press, 1975.

Marx, K. 1843. Critique of Hegel’s philosophy of right.
Trans. J. O’Malley. Cambridge: Cambridge University
Press, 1970.

Pelczynski, Z.A. (ed.). 1984. The state and civil society:
Studies in Hegel’s political philosophy. Cambridge:
Cambridge University Press.

Plant, R. 1977. Hegel and political economy. New Left
Review 103: 79–92; 104: 103–113.

Popper, K. 1945. The open society and its enemies, vol.
2. London: Routledge & Kegan Paul.

Vincent, A., and R. Plant. 1984. Philosophy, politics and
citizenship: The life and thought of the British idealists.
Oxford: Blackwell.

Hegelianism 5773

H

https://doi.org/10.1057/978-1-349-95189-5_302


Heilbroner, Robert L. (1919–2005)

William Milberg

Abstract
Robert Heilbroner was among the most popu-
lar historians of economic thought in the 20th
century and a prominent critic of neoclassical
economics and free-market capitalism. His The
Worldly Philosophers explained how the great
economists struggled to understand Western
capitalism’s rapid economic growth and
accompanying inequities and social tensions.
Heilbroner’s probing ‘scenarios’ of capital-
ism’s future drew mainly from the works of
Smith, Marx and Schumpeter. His insistence
that economic issues are integrally tied to
moral and psychological concerns gave his
work a rare depth and spoke to the political
nature of all social thought.
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One of the most prominent critics of the econom-
ics profession and of free-market capitalism,
Robert Heilbroner was also responsible for moti-
vating generations of college students to become
economists. The Worldly Philosophers: The Life,
Times and Ideas of the Great Economists,
Heilbroner’s classic treatment of the history of
economic thought, captivated generations of
readers with its elegantly written, witty, and

probing discussions of how these thinkers strug-
gled to understandWestern capitalism’s rapid eco-
nomic growth, and industrialization and its
accompanying inequities and social tensions.
First published in 1953, The Worldly Philoso-
phers is in its seventh edition, has been translated
into 22 languages, and remains one of the best-
selling books on economics of all time.
Heilbroner went on to publish 25 books and over
100 articles on the history of economics and the
future of capitalism, focusing at various times on
the role of the state, big business, technology,
morality, psychology, private property and
power. His influence went well beyond the acad-
emy, as his books were written in an accessible
style and elucidated issues of concern to a broad
public. He was a regular contributor to The New
Yorker and The New York Review of Books, and
for years served on the editorial board of the
interdisciplinary journals Dissent and Social
Research.

Robert Heilbroner was born in New York City
in 1919, attended Horace Mann School for Boys
and graduated summa cum laude from Harvard
University in 1940. He worked briefly for the
Office of Price Administration in Washington, D.
C., before serving in the army as an interpreter in
Japan in the Second World War. After the war
Heilbroner came back to New York and worked
as a freelance writer while he studied at the New
School for Social Research. Invited to join the
economics faculty at the New School, Heilbroner
was granted a doctorate from the New School for
his already published book The Making of Eco-
nomic Society. Heilbroner spent his entire career
at the New School for Social Research, where he
helped build the programme in political economy
that remains to this day one of the few Ph.-
D. programmes in the United States which
emphasizes heterodox economics and the history
of economic thought.

Heilbroner was a democratic socialist, as crit-
ical of authoritarian Soviet socialism as of dog-
matic, free-market capitalism. In lucid prose,
Heilbroner conveyed the consequences for every-
day life of the deep and seemingly abstract eco-
nomic forces which create and distribute income
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and wealth. His identification of these forces as
embedded in politics and culture reinforced their
everyday relevance.

Economics in Context

The purpose of economics, Heilbroner wrote, was
‘to give meaning to economic life’. Such mean-
ing, he argued, is necessarily forward looking:
‘There is a deep human need to be situated with
respect to the future ... to rescue us from a con-
ception of social existence as all contingency and
chance’ (1990a, p. 1112). Heilbroner believed that
any effort to understand contemporary society
required a serious consideration of the history of
ideas and societies. Like his mentor Adolph
Lowe, Heilbroner relied heavily on the insights
of Smith, Marx and Schumpeter in his own efforts
to analyse such large questions as the prospects
for socialism, the viability of capitalism, and such
problems as the trend of dangerous environmental
degradation or the inequalities raised by the glob-
alization of production and finance. He described
these three economists as ‘great scenarists’, not
because any of their long-run predictions proved
right –mostly, he admitted, they were wrong – but
because they provided ‘a plausible framework
within which to face that most fearsome of psy-
chological necessities – looking into the future’.
Heilbroner considered these scenarios to be ‘the
most significant accomplishment of economics’
(1995, pp. 5–6).

Heilbroner insisted on understanding capital-
ism as a particular stage in the long history of
human efforts to solve the ‘economic problem’
of material provisioning and social reproduction.
Knowledge of how different societies have
confronted these problems gives crucial perspec-
tive to our own efforts to do so today. Thus the
starting point for understanding contemporary
economic life is to identify the distinguishing
features of the current economic system: capital-
ism. Modern economics, Heilbroner argued, has
largely avoided this first crucial step, ignoring
rather than illuminating the rich array of social,
psychological and moral forces that propel

capitalist societies. ‘[B]ehind the veil of conven-
tional economic rhetoric’, he wrote in a short
autobiographical essay (2000, p. 287), ‘we can
easily discern an understructure of traditional
behavior – trust, faith, honesty, and so on – as a
necessary moral foundation for a market system to
operate, as well as a concealed superstructure of
power.’ Heilbroner noted with outrage that even
the word ‘capitalism’ had disappeared from the
economics textbooks. He saw economics as an
‘explanation system’ of capitalism, and insisted
on the relevance of economics to large questions
of political economy – the role of the state, the
sustainability of environmental health, the prob-
lem of world poverty and the danger of nuclear
war – rather than small questions of optimal allo-
cation under conditions of scarcity.

Capitalism’s Nature and Logic

Rejecting neoclassicism, Heilbroner turned to
Smith and Marx for the central building blocks
of social analysis, since both identify a logic of
capitalist development which explains capital-
ism’s endurance and its inherent limitations.
Marx is especially important because of his
focus on the particularity of the capitalist drive
for the expansion of wealth and the exigencies of
power, politics and psychology brought on by this
accumulation drive. As Heilbroner elaborated in a
series of books written in the 1980s – The Nature
and Logic of Capitalism, Marxism For and
Against, and Behind the Veil of Economics – all
efforts to solve the economic problem of material
provisioning, be they organized by tradition, com-
mand or markets, are aimed at the production of a
material surplus above the needs of subsistence.
Only in capitalism, however, does this take a
general form – self-expanding value. The com-
modity is but a way station towards the accumu-
lation of value in ‘a never-ending metamorphosis
of M-C-M0’ (1988, p. 37). This circuit of capital
hinges on the institution of private property in the
means of production, which ‘organizes and disci-
plines’ society and serves as an instrument of
power ‘because its owners can establish claims
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on output as their quid pro quo for permitting
access to their property’ (1988, p. 39). Profit
goes to owners of capital and not only validates
the activities of particular owners but perpetuates
the M-C-M0 circuit. As Heilbroner writes, ‘Profit
is for capitalism what victory is for a regime
organized on military principles. ..’ (1988, p. 41).

The wage relation is crucial to understanding
capitalism’s uniqueness. Workers are free to offer
their labour power for wages, unlike forced labour
in many traditional and especially feudal and
slave societies. But private property relations
keep workers from retaining the full value of
their efforts. A second unique feature of capital-
ism is the distinctiveness of its private and public
realms, each relying on the other for its suste-
nance. Capitalism thus has a unique political
agenda in that the precise role and scope of the
state vis-à-vis the private sector is constantly
contested and debated. Despite the freedom
embodied in the wage relation and the reliance
of the private sector on the state, capitalism has
functioned under both democratic and anti-
democratic political systems. Heilbroner himself
was an outspoken advocate for an active role for
government in creating a decent society and pro-
ductive economy. In The Debt and the Deficit:
False Alarms, Real Possibilities (1989,
co-authored with Peter Bernstein) Heilbroner
argued for Keynesian deficit spending and capital
budgeting by the US government.

For all its identifiable deep structures and logic,
capitalism for Heilbroner is constantly changing,
buffeted by other social forces. This is partly the
result of history’s dialectical nature: as problems
are resolved through social change, the new con-
ditions present a new set of problems. In The
Future as History and An Inquiry into the
Human Prospect Heilbroner focused on various
implications of this unsettling aspect of social
reality, in particular long-run environmental con-
sequences of economic development. Capitalism
is all the time and everywhere contingent on inde-
pendent ideas, political struggles and ethical
dilemmas, and these have resulted in a variety of
capitalisms around the world. For Heilbroner, the-
ories of economic determinism – be they Marxist

or neoclassical – that reduce capitalism to a sys-
tem of markets cannot adequately explain social
change, since economics, politics and morality are
linked: ‘[T]he engines of history do not draw all
their energies from economic drives and institu-
tions. If socialism failed, it was for political, more
than economic reasons; and if capitalism is to
succeed it will be because it finds the political
will and means to tame its economic forces’
(1996, p. 195).

The Paradox of Progress

If it was Marx who best articulated the ‘nature and
logic’ of capitalism, it was Smith who provided the
most important insights into the psychology of
individuals in capitalist society. Heilbroner consid-
ered Smith’s Theory of Moral Sentiments to be as
important as The Wealth of Nations and insisted
that the socialized individual of Theory of Moral
Sentiments was not only consistent with but nec-
essary to the successful working of the nascent
capitalism described in The Wealth. Smith’s writ-
ings on empathy and, most importantly, subservi-
ence (‘the principle of authority’) and the drive for
self-betterment are the psychological foundations
of the ‘society of perfect liberty’; that is, they are
the psychological dynamics that make capitalism
function. Like the other classical economists,
Smith also emphasized capitalism’s dark side.
Capitalism’s advance brings unprecedented wealth
creation and the possibility of ‘perfect liberty’. It
also brings stagnation, poverty, inefficiency, sys-
temic corruption and moral decay. The result was
what Heilbroner termed ‘the paradox of progress’.
For Heilbroner these insights were important not
only for students of intellectual history but also for
those seeking to understand the prospects for cap-
italism today. ‘Capitalism’s uniqueness in history’,
he wrote in Twenty-First Century Capitalism, ‘lies
in its continuously self-generated change, but it is
this very dynamism that is the system’s chief
enemy’ (1993, p. 130). Both of these
insights – the embeddedness of the economy in a
broader social, political and psychological fabric,
and the inherent problems in capitalist
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development – Heilbroner attributes to Adam
Smith, although they are not part of the canonical
reading of Smith as a proponent of laissez-faire.

Smith’s influence on Heilbroner went beyond
the issue of the psychology of individual agents in
capitalism and into the existential question of the
purpose of theory itself. In his Essays on Astron-
omy (published in 1758 and excerpted in
Heilbroner, 1986), Smith wrote that ‘[T]he repose
and tranquility of the imagination is the ultimate
end of philosophy. . .Philosophy, by representing
the invisible chains which bind together all these
disjointed objects, endeavors to introduce order in
this chaos of jarring and discordant appearances,
to ally this tumult of the imagination.’ Discussing
this passage, Heilbroner wrote that ‘We theorize ...
to restore our peace of mind’ (1986, p. 16).

Analysis and Vision in Economics

Heilbroner’s embrace of the classicals and rejec-
tion of the neoclassicals hinged on the
Schumpeterian distinction between ‘analysis’
and ‘vision’. Schumpeter (1954, p. 41) defined
vision as the ‘preanalytic cognitive act’ that is
inevitable and ideological. Analysis is the largely
deductive process that follows from the theory’s
foundations. As intellectual historian, Schumpeter
separated economic analysis from its vision, lead-
ing to the History of Economic Analysis,
published posthumously. Heilbroner embraced
the Schumpeterian categories, and especially the
notion that vision is an inevitable part of the
process of theorizing, since ‘All systems of
thought that describe or examine societies must
contain their political character, knowingly and
explicitly, or unknowingly and in disguise.’
(1990b, p. 109) But Heilbroner resisted
Schumpeter’s separation of vision and analysis,
since connecting the two allowed a greater appre-
ciation of how economic scenarios are formed.
The Worldly Philosophers was enormously popu-
lar not only because it included juicy biographical
details about the early economists but because
Heilbroner revealed the lively imagination and
political engagement of the ‘great scenarists’.

Vision, for Heilbroner, embodied much of the
creativity that informs economic problem-solving
and modelling. And it is through the vision that
ethical and epistemological principles are brought
into theory. Vision is the expression ‘of the ines-
capable need to infuse ‘meaning’ – to discover a
comprehensive framework – in the world’ (1990a,
p. 1112). For Heilbroner, it was precisely the
persistent denial of the role of vision that leaves
modern economics so limited as a tool for under-
standing social life. In The Crisis of Vision in
Modern Economic Thought, Heilbroner (and
co-author William Milberg) developed this
theme in the context of contemporary debates in
macroeconomics.

In the final chapter of the seventh edition of
The Worldly Philosophers, Heilbroner wrote of
‘the end of economics’, playing on the dual mean-
ing of end as both purpose and termination. For all
its technical sophistication, modern economics
has largely failed to accomplish the purpose of a
worldly philosophy: to give meaning to economic
life. Heilbroner saw the narrowness of modern
economics as an abandonment of the grand aspi-
ration for social thought that Smith, Ricardo, Mal-
thus, Marx, Mill, Keynes and Schumpeter each
held in their day. Heilbroner lamented, ‘The new
vision is Science, the disappearing one capitalism’
(1953, p. 314). Heilbroner was an important pub-
lic intellectual of the second half of the 20th
century. While he remained to his last days a
severe critic of modern economics, his personal
warmth, his kindness, his humaneness, his com-
mitment to equality, opportunity and democracy,
and his love of deep and serious debate on press-
ing social issues endeared him to a broad group of
professional economists, social scientists, stu-
dents and a socially-concerned public.

See Also

▶Capitalism
▶Marx’s Analysis of Capitalist Production
▶ Schumpeter, Joseph Alois (1883–1950)
▶ Smith, Adam (1723–1790)
▶Wealth
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Helfferich, Karl (1872–1924)

K. Schmidt

Helfferich was an economist with a particular
expertise in currency problems; at times, he was
also a civil servant, a banker and a politician. He
was born in Neustadt/Palatinate and died in a rail-
way accident in Bellinzona, Switzerland.
Helfferich studied in Munich, Berlin and Stras-
bourg, where he took his PhD (1894). In the heated
discussion during the years between 1895 and
1901 over whether or not Germany should stay
with the gold standard or move to bimetallism, he
fought vigorously for the former position. In 1899
he became a lecturer at the University of Berlin.
From 1901 to 1906 he was in the Colonial Depart-
ment of the Foreign Office in charge of currency
and transport matters in the German colonies of
that time. He then joined the Deutsche Bank, first
in a high position in Istanbul and later as director in
Berlin. Early in 1915 Helfferich became the secre-
tary of state in the German Treasury Office. In
financing the war, he made recourse far less to
additional taxes than to borrowing, including bor-
rowing from the Reichsbank – amethodwhichwas
strongly criticized later on because of its inflation-
ary consequences. In the following year Helfferich
took the same post in the Office of the Interior,
from which he resigned one year later. From 1920
until his death, Helfferich was a member of the
German Reichstag and strongly influenced the pol-
icy of the Deutschnationale Volkspartei.

As a scholar he taught and wrote primarily on
monetary and currency matters. But he also did
some substantial work in other economic fields,
such as trade policy, national income and wealth,
and in politics. His most important scientific pub-
lication is the book Das Geld, which between
1903 and 1923 went into six editions (English
edn, 1927). It was one of the best textbooks of its
time covering in a very systematic way historical,
theoretical, organizational and political issues.

Most important was Helfferich’s role in the Ger-
man currency reform of 1923. It was he who
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invented the idea by introducing an auxiliary cur-
rency (originally the Roggenmark, finally the
Rentenmark) to provide for a stable-value legal
tender as well as the stabilization of the Mark.
This combination of aims and the restoration of
confidence in the new currency by making the
Rentenmark redeemable in Rentenbriefe (which
were issued on the basis of the agricultural and
industrial property) were the decisive conditions
for the success of the currency reform of 1923. In
1923 Helfferich was recommended for the presi-
dency of the Reichsbank, but for political reasons
the opportunisticDr Schachtwas given the position.
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Walter Perrin Heller was a leading 20th-century
economic theorist, and an early member of the
University of California, San Diego, faculty
(from 1974 to his death in 2001). He annually
taught the UCSD graduate core microeconomic
theory course on welfare economics.

Heller came from an academic family distin-
guished in the economics discipline: his father,
Walter W. Heller, was Professor of Economics at
the University of Minnesota and served as chair-
man of the President’s Council of Economic
Advisers in the Kennedy and Johnson US presi-
dential administrations. Walter P. Heller’s under-
graduate education took place at Oberlin College
and at the University of Minnesota, particularly
under the guidance at Minnesota of Professor
Leonid Hurwicz (1990 recipient of the US
National Medal of Science). Heller’s intellectual
home was Stanford University. He received his
Ph.D. there in 1970 with the dissertation advice of
Nobel Prize winner Kenneth J. Arrow. For three
decades he participated in the Stanford summer
economic theory workshop at the Institute for
Mathematical Studies in the Social Sciences
(IMSSS) and its successor, the Stanford Institute
for Theoretical Economics (SITE). Prior to join-
ing the UCSD faculty, he was on the economics
faculty of the University of Pennsylvania.

Heller served as an associate editor of the Jour-
nal of Economic Theory and on the executive com-
mittee of the American Economic Association. His
research treated the stability of economic growth,
microeconomic foundations of macroeconomics
and of the demand for money, and resource alloca-
tion under conditions of market failure due to
incompleteness or monopoly. In the late 1980s and
the 1990s, the research focused on a fundamental
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issue in the theory of unemployment, namely, coor-
dination failure, or the inability – even of complete
markets in price equilibrium – successfully tomatch
supply and demand, workers and employers.
Kenneth Arrow remarked at Heller’s memorial ser-
vice at Stanford on 16 July 2001:

Economic theory backed by serious mathematical
reasoning was just beginning to be recognized
when Walt started his graduate work. . .Walt was
one of the leaders in using new ways – not merely
for clarification – but for changing the way the
economy was considered. He contributed to many
aspects of [economic] theory . . . His long-standing
project of studying the coordination failures of the
economic system brought out, in an essentially
novel way, the previously unclarified meaning of
Keynesian insights. This work . . . is a vital con-
tinuing part of modern economic thought . . .

Stability of economic growth: A growth model
over time in general competitive equilibrium
(at each instant) may nevertheless be on an inter-
temporally inefficient path (Hahn 1966, 1968;
Malinvaud 1953). Further, an efficient path may
be unstable (Samuelson and Solow 1956). Heller
(1971, 1975) demonstrated that inefficiency and
instability depend on myopia; in the presence of
complete intertemporal capital markets (futures
markets for capital), stability and efficiency of
the growth path are established.

Demand for money: Heller was among the first
to apply the full formal structure of an
Arrow–Debreumodel to the analysis of amonetary
economy (1972; 1974; 1976 with R. Starr). The
Baumol–Tobin money demand model with trans-
action costs (Tobin 1956) is shown to be consistent
with full general competitive equilibrium.

Foundations of macroeconomics: The Keynes-
ian consumption function was long recognized
anecdotally to be a result of capital market imper-
fection, but Heller and Starr (1979b) represents
the first mathematical formalization of this notion.
Unemployment equilibrium was long thought
inconsistent with Walrasian general equilibrium
pricing; Heller and Starr (1979a) demonstrate
that expectations of uncleared markets may be
self-fulfilling in equilibrium even at competitive
equilibrium prices.

Coordination failure: When the formation of
markets is itself a resource using activity, then

some markets may not form or announce prices in
equilibrium (1986; 1992; 1999) with resulting inef-
ficiency and unemployed resources. In a model
with a non-competitive (oligopoly or monopoly)
sector, even with a full set of markets, there may be
multiple Pareto ranked equilibria (1998).

Heller’s work is elegantly written so that the
underlying intuition is clear and is supported by
mathematical structure. The Walter P. Heller Prize
for excellence in research – instituted by Heller’s
colleagues – is awarded annually to a UCSD
graduate student.
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Heller was born in Buffalo on 27 August 1915. He
grew up in Seattle and Milwaukee, and graduated
from Oberlin College. He received a doctorate in
economics from the University of Wisconsin,
where he studied with Harold M. Groves, who
greatly influenced a generation of public finance
scholars. He spent his entire academic career as
professor of economics at the University of
Minnesota.

Heller made important scholarly contributions
to the study of public finance, but his major
claim to fame was his highly successful term as
chairman of the Council of Economic Advisers
under Presidents John F. Kennedy and Lyndon
B. Johnson from 1961 to 1964. After leaving the
government, he was influential as a consultant
and adviser to presidents, Congress and business.
He wrote widely on current economic develop-
ments, tax policy, and state-local finance, and
was also known as a stimulating lecturer and
commentator on economic policy issues. In
1974, he served as president of the American
Economic Association.

Heller began his professional career as an
expert on state and local taxation. He wrote his
doctoral dissertation on the administration of state
income taxes, and later originated the idea of
federal revenue sharing with the states and local
governments. The details of revenue sharing were
developed by a task force appointed by President
Johnson, but it was enacted by Congress only after
it was recommended by President Richard
M. Nixon in 1972. The revenue sharing legisla-
tion was extended until the end of
September 1986.

During the Second World War, Heller moved
to the Treasury Department, where he contributed
to the development of tax policy to finance the
war. In 1947–8, he was tax adviser to the US
Military Government in Germany, where he
played an important role in designing the
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currency and fiscal reforms that helped launch the
post-war German economic revival. He also
served as a consultant to the Treasury Department
during the late 1940s and early 1950s. He has
been a strong advocate of progressive taxation
and was one of the first to recognize that unnec-
essary deductions and tax preferences narrow the
income tax base, require higher marginal tax rates
to raise the necessary revenues, and distort eco-
nomic decisions.

As chairman of the Council of Economic
Advisers, Heller supported innovative macroeco-
nomic policies to promote economic growth and
stability. He persuaded President Kennedy to pro-
pose a major tax cut to stimulate demand, advo-
cated the enactment of an investment tax credit
and liberalized depreciation allowances to
increase investment incentives. His Council
developed the first, and most successful, volun-
tary wage–price guidelines to help contain infla-
tionary pressures as the economy moved to full
employment.

Heller’s Council pioneered fiscal analysis
based on the concepts of potential gross national
product – the output the economy would pro-
duce at full employment – and the full-
employment surplus. It is also noted for its
advocacy of the neoclassical Keynesian synthe-
sis of fiscal and monetary policies required to
achieve full employment and increase economic
growth. To reach full employment, it proposed
the use of stimulating budget and monetary pol-
icies. To increase growth at full employment, it
stressed the need for a full-employment surplus
and monetary ease to support private investment
in plant and equipment, combined with public
investments in education, research, and devel-
opment. It also urged the dismantling of barriers
to free trade among nations to achieve the ben-
efits of international specialization and
exchange.

As a result of the policies pursued by the
Kennedy and Johnson administrations, the
nation enjoyed a long period of economic growth
and prosperity without inflation. From the fourth
quarter of 1960 to the fourth quarter of 1964

(when Heller left his CEA post), US real GNP
grew at an average annual rate of 4.9 per cent,
consumer prices rose 1.2 per cent a year, and
long-term federal bond yields never exceeded
4.2 per cent.

Heller combined his advocacy of sound eco-
nomic policies with an understanding of the need
to help the disadvantaged and underprivileged. He
helped to persuade President Johnson to design
and implement an anti-poverty programme to pro-
vide economic opportunities for low-skilled
workers and a decent income for those who can-
not earn their own livelihood. ‘We cannot relax
our efforts to increase the technical efficiency of
economic policy’, he wrote in 1966. ‘But it is also
clear that its promise will not be fulfilled unless
we couple with improved techniques of economic
management a determination to convert good eco-
nomics and a great prosperity into a good life and
a great society.’
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Helvetius, Claude Adrien
(1715–1771)

J. Wolff

There are, for Helvetius, a certain number of fun-
damental points: the individual is led, spontane-
ously, to seek pleasure and to avoid pain, and this
engenders self-esteem; having realized what his
needs are, the search for objects able to satisfy
them determines his behaviour; personal interest
governs his decisions, and these vary as interests
do according to individuals, the social environ-
ment and the era; education, custom and environ-
ment form the whole man; men would be equally
happy if they could fill all the different moments
of their lives agreeably.

The question to ask is if, and how, one can
guarantee general happiness. To maintain univer-
sal contentment there has to be a reciprocal depen-
dence between all the members of society; that is
to say, they should all be ‘equally’ occupied, or
work should be ‘equally’ divided amongst them.
For this to be the case, there must not be too large
an inequality of wealth, condemning some to dep-
rivation and excessive work whilst others are
corrupted by luxury. This is all the more true
today, as people almost everywhere are divided
into two classes, one of which lacks necessities
whilst the other has too much and consequently
grows bored.

The only way to proceed is greatly to increase
the number of landowners and therefore to redis-
tribute land. This is always a difficult step to take
as it constitutes a violation of a sacred right, the
right of ownership.

It is the government which, to a large extent, is
responsible for the happiness of the individual. It
can and must ‘mould’ men and take every possi-
ble measure to secure for them the equality of
happiness which is their right. It must endeavour
to reduce the wealth of some and increase that of
others, ensure that the poor have property and

combat concentrations of wealth by means of
taxation and laws of succession. This would only
be possible by making very gradual changes.
Moreover, the legislator could, by means of a
wise education, show men that they can be
happy without being equally rich.

Helvetius was Farmer-General from 1738 to
1751, that is, one of the financiers entrusted by
the monarchy with the task of collecting tax by
means of outright payment. He was also one of the
Encyclopédists, a group which included Diderot,
d’Alembert and d’Holbach.

He was influenced by Locke. He preached the
right to rational criticism in all matters. For him
nothing is innate, everything is acquired. The
individual is the integral product of his environ-
ment and circumstances, which is a sort of rudi-
mentary materialism.

His first book,De l’ésprit,was condemned and
burnt in 1759. Thereafter it was re-edited several
times in London and Amsterdam, and was ille-
gally brought into France, where it was widely
read. Helvetius’ ideas had an extremely important
influence on Bentham and on the formation of
utilitarianism; he was also to influence J.S. Mill
and Beccaria in Italy. He was translated into Ger-
man and read in Russia, and praised by Marx for
having emphasized the determining role of social
conditions in the development of humanity. Curi-
ously, it could be said that his thought has been
forgotten during the last sixty years.

Selected Works

1758. De l’ésprit. Paris.
1795. De l’homme, de ses facultés intellectuelles

et de son éducation. (Posthumous.)
The complete works of Helvetius were published

by Editions Didot, Paris, in 1795 and by Edi-
tions Lepetit, Paris, in 1818.
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Henderson, Alexander (1914–1954)

Alan Peacock

Abstract
Described by J.R. Hicks as one of the most
brilliant students in Cambridge in the 1930s,
Henderson’s professional career was cut short
by a long spell of war service (1940–45) and by
his early death at the age of 39. He held pro-
fessorial appointments at the University of
Manchester (1949–50) and Carnegie Institute
of Technology, Pittsburgh (1951–4). His major
journal articles were in the field of microeco-
nomics, the best known being a note in the
Review of Economic Studies (1941) which
markedly influenced Hicks’s well known
exposition of the meaning and measurement
of consumer’s surplus. Of more lasting inter-
est, perhaps, is his development of public util-
ity pricing theory in respect of the case where
marginal cost pricing theory would require a
public enterprise to make a loss. He argued that
as a loss would have to be covered by a tax, the
problem became one of choosing the ‘best’ tax
or combination of taxes. Taxes were labelled
‘good’ if (a) they ensured that once an invest-
ment in a public enterprise had taken place it
would be used by all who would be willing to
pay the marginal cost; (b) they ensured that an
investment would not be undertaken if its cost
exceeded consumers’ surplus; and (c) they
would place the burden where political prefer-
ences would wish it to be put, meaning that if
the distribution of income was optimal before
the investment were undertaken, any tax
should be levied on the users of the product
of the investment. Applying these criteria he

was able to make some trenchant criticisms of
established views of the financing of public
enterprise investment, notably concerning the
two-part tariff system. He wrote on population
problems, international trade and took part in
the somewhat arid debate on the welfare effects
of direct versus indirect taxes during the 1940s.
He also co-authored with Charnes and Cooper
(1953) one of the best known earlier texts on
the application of linear programming to eco-
nomic problems.

Described by J.R. Hicks as one of the most bril-
liant students in Cambridge in the 1930s,
Henderson’s professional career was cut short by
a long spell of war service (1940–45) and by his
early death at the age of 39. He held professorial
appointments at the University of Manchester
(1949–50) and Carnegie Institute of Technology,
Pittsburgh (1951–4). His major journal articles
were in the field of microeconomics, the best
known being a note in the Review of Economic
Studies (1941) which markedly influenced
Hicks’s well known exposition of the meaning
and measurement of consumer’s surplus. Of
more lasting interest, perhaps, is his development
of public utility pricing theory in respect of the
case where marginal cost pricing theory would
require a public enterprise to make a loss. He
argued that as a loss would have to be covered
by a tax, the problem became one of choosing the
‘best’ tax or combination of taxes. Taxes were
labelled ‘good’ if (a) they ensured that once an
investment in a public enterprise had taken place it
would be used by all who would be willing to pay
the marginal cost; (b) they ensured that an invest-
ment would not be undertaken if its cost exceeded
consumers’ surplus; and (c) they would place the
burden where political preferences would wish it
to be put, meaning that if the distribution of
income was optimal before the investment were
undertaken, any tax should be levied on the users
of the product of the investment. Applying these
criteria he was able to make some trenchant criti-
cisms of established views of the financing of
public enterprise investment, notably concerning
the two-part tariff system. He wrote on population
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problems, international trade and took part in the
somewhat arid debate on the welfare effects of
direct versus indirect taxes during the 1940s. He
also co-authored with Charnes and Cooper (1953)
one of the best known earlier texts on the applica-
tion of linear programming to economic problems.

Selected Works

1941. Consumer’s surplus and the compensating
variation. Review of Economic Studies 8:
117–121.

1947. The pricing of public utility undertakings.
Manchester School of Economics and Social
Studies 15: 223–250.
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Henderson, Hubert Douglas (Later
Sir Hubert) (1890–1952)

E. A. G. Robinson

Henderson was born of a Scottish family. Edu-
cated at Rugby School and Cambridge, he began
his university studies as a not very successful
mathematician but then changed over to econom-
ics and at once found his metier. He was placed in
the first class with Dennis Robertson and two
others in 1912, at a time when Cambridge eco-
nomics had become a very lively school, very
much in the hands of a younger generation, with
Pigou as a very young professor and Maynard
Keynes, Walter Layton and Ryle Fay as active
young lecturers.

Like most of them, Henderson was drawn off
into wartime activities. Unfit for military service,
he was first in the Board of Trade and subse-
quently in the Cotton Control Board, whose his-
tory he later wrote. After the war he retired to

Cambridge with a fellowship at Clare College,
lecturing ostensibly on monetary problems but in
practice, to the enjoyment of my own generation
of undergraduates, on the economic problems of
the moment. In this period he wrote the small
book Supply and Demand, which for thousands
of English students during the following 30 years
was their first introduction to economics. But he
was never by choice an economic theorist and in
later life apt to be out of touch with the latest
theoretical developments.

In the Cambridge of the 1920s Henderson,
with Keynes and others, was in the thick of the
re-thinking of Liberal economic policies with
Lloyd George as figurehead. When a group of
Liberals acquired in 1923 the weekly Nation and
Athenaeum Henderson, with Keynes as his chair-
man, became its editor. For the next seven years
the Nation under his editorship was compulsive
reading for every political economist. He might
discuss with Keynes, but it was always Henderson
who wrote. This, it seems clear in retrospect, was
the peak of his career and the job he did best.

In 1930 Henderson was persuaded to give up
the Nation to become the chief economist of the
Economic Advisory Council, then newly created
by Ramsay MacDonald’s Labour government. He
was faced by an impossible task at an impossible
time. Britain, saddled by Winston Churchill’s
decision when Chancellor of the Exchequer to
return to the prewar gold standard, was struggling
with the hopelessly inconsistent tasks of deflating
to achieve that and simultaneously expanding to
overcome a mountain of unemployment. It was
not Henderson’s fault that despite the ingenuities
of Keynes and the debates of countless commit-
tees they failed to do so. It was the fault of a
generation of politicians who could not be per-
suaded to grasp the nettle. But these years of
frustration left Henderson a different man. He
was no longer the crusading optimist. He had
become the eternal critic, with a duty to ensure
that no one should ever overlook any possible
difficulties of any proposed source of action.

The outbreak of war in 1939 found him a
member with Lord Stamp and Henry Clay of a
committee to examine the war plans of govern-
ment departments and more generally the
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problems of the war economy. When, soon after
Churchill became Prime Minister in 1940 this
came to an end, Henderson was absorbed into
the Treasury with no very specific responsibility.
For his period there he was the arch-critic, always
engaged, as has been said, in detecting difficulties,
and something of a discouragement to those who
were trying to design policies for a better world.
Administration, the achievement of consensus
around the best practicable answer, was not
his role.

In 1944 he was offered and gladly accepted a
special research fellowship at All Souls College,
Oxford; a year later he was elected to the long-
established Drummond Professorship of Political
Economy in the University of Oxford. He was
back in the atmosphere in which he was
completely happy. He could forget the problems
of consensus. He could be right in a minority of
one. He had enthusiastic undergraduate audiences
to hear his views on the interwar years. He was by
now out of touch with the theories, not only of his
very able younger Oxford colleagues but also of
Keynes and his own contemporaries. But in the
vigorous argument of an Oxford common room
he had few equals. Shortly before his death early
in 1952 he had been elected Warden of All Souls.
He did not live to take up the office.

Hennipman, Pieter (1911–1994)

Arnold Heertje
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Dutch economist born in Leiden, 12 September
1911, who died in Amsterdam on 3 July 1994.
Hennipman belongs to the three most important
economists of the Netherlands, the two others
being Nicolaas Gerard Pierson (1839–1909) and
Jan Tinbergen (1903–1994). He studied at the Fac-
ulty of Economics of the University of Amsterdam,
and was taught economic theory by H. Frijda and
economic history by N.W. Posthumus. He took his
Master’s degree in 1934, and in 1938 became
reader in economics at the University of Amster-
dam, next to his beloved teacher Frijda. He contin-
ued his work on his dissertation and received his
doctorate in July 1940, in time to enable Frijda,
who soon after had to flee from the Nazis, to act as
his director of his thesis. Of Hennipman’s impres-
sive work on economic motive and economic prin-
ciple a much-enlarged edition appeared after the
Second World War in 1945. The book presents a
detailed historical-critical survey of the manifold
varieties of homo economicus, concluding that the
scope of economics is not restricted to the behav-
iour of such an animal. It is argued that the concept
of economic welfare is subjective and devoid of
specific content and that economics cannot be nor-
mative. His work shows the influence of the Aus-
trian subjectivist way of thinking and Lionel
Robbins’ Essay (1932). In 1945 Hennipman
became Professor of Economics at the University
of Amsterdam.

From 1945 to 1972 Hennipman was managing
editor of the Dutch Journal De Economist, nowa-
days published in English. Many articles have
appeared which reveal evidence of his vast knowl-
edge of the literature and demonstrate his ability to
encourage authors to improve their manuscripts by
his constructive and well-founded comments. In
1951, invited by E.H. Chamberlin, Hennipman
participated in a conference held by the Interna-
tional Economic Association on monopoly, com-
petition and their regulation. Hennipman’s paper
‘Monopoly: Impediment or Stimulus to Economic
Progress?’ received great praise at the conference
from J.M. Clark, G. Haberler, F.H. Knight and
F. Machlup (Hennipman 1954). In 1962 he
published his essay on the theory of economic
policy, of which a shortened version in English is
published in Hennipman’s book Welfare
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Economics and the Theory of Economic Policy
(Hennipman 1995). The analysis builds further on
his dissertation by applying to the theory of eco-
nomic policy the principles set out in his work on
economic motive and economic principle. This
essay is without doubt one of the highlights of
non-mathematical economic literature. He contrib-
uted to the publication of the Walras correspon-
dence, edited by W. Jaffé in 1965 (Jaffé 1965).

Following his retirement in 1973 Hennipman
was very active on methodology, the history of
economic thought and, in particular, welfare eco-
nomics. Publications during the last decade of his
life mainly concern welfare economics: for exam-
ple, a pair of articles exploring the historical and
analytical relations between Pareto optimality and
Wicksellian unanimity. A major theme in
Hennipman’s work is the contention that welfare
economics is a non-normative theory, as he con-
vincingly spelled out in major debates with Ezra
Mishan and Mark Blaug (Hennipman 1995).
Interpersonal comparisons of utility and Pareto
optimal redistribution are discussed by
Hennipman from this point of view.

It is only due to his incredible and miraculous
modesty that the international audience of econo-
mists had to wait until after his death for an acces-
sible publication of his work in English. This
event also explains that his influence on the devel-
opment of international economics literature fell
short of what would have been justified by the
high quality and relevance of his contributions,
which are innocent of mathematics and do not
reflect empirical research. He influenced both stu-
dents and professors by allowing them access to
his vast knowledge of almost all areas of eco-
nomic theory and his analytical insights. There is
no doubt that he became the leading Dutch econ-
omist, in particular since the war, albeit still in the
shadow of Jan Tinbergen, who had built his inter-
national reputation during the years of the Great
Depression of the 1930s.

See Also
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▶ Pierson, Nicolaas Gerard (1839–1909)

▶Robbins, Lionel Charles (1898–1984)
▶Tinbergen, Jan (1903–1994)
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Herfindahl Index

William G. Shepherd

This is one form within the species of ‘compre-
hensive’ indices of market structure, and is used in
industrial economics to suggest the degree of
monopoly power. The Hirschman–Herfindahl
Index (HHI) is the sum of the squared values of
all firms’ market shares in a given market. If
shares are measured from 0 to 1.0, the HHI ranges
from minimal to 1. If the shares are taken as per
cent values from 0 to 100, then the HHI ranges
from minimal to 10,000.

The index first acquired the name of Orris
C. Herfindahl (an energy economist) in the
1950s, but Albert O. Hirschman used the index
earlier in assessing foreign trade patterns, hence
the dual name. Its users note that it is comprehen-
sive, while the standard concentration ratio covers
only the leading firms. The ratio gained a certain
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technical vogue in the 1980s, but has not
displaced concentration ratios as the mainstream
basis for estimating the degree of market power.

TheHHI presents three problems. First, as a pure
number it lacks content. Users must translate it into
equivalent ‘real’ concentration ratios, in order to
convey its possible meaning. Thus a 1000–2000
HHI range has no intrinsic meaning. It is (very)
roughly comparable to four-firm concentration
ratios of 50 to 80, and that is the way in which the
ratios have come to be evaluated. Second, the
HHI’s data requirements are heavy. If market shares
are known for individual firms, those details are the
key facts to use, rather than to submerge them in a
single index. Finally, the weighting of shares by an
exponent of 2 (or any other specific value) has no
basis in theory or empirical patterns. As one result,
the upper ranges of market shares give very high
HHI values (e.g. a firm with 70 per cent of the
market has, by itself, an HHI of 4900). Such high
numbers may correctly reflect an extreme degree of
monopoly power held by dominant firms, but the
issue has not been researched. HHI users have
preferred to look only at oligopoly patterns in the
lower HHI ranges of 1000 and 2500.

Other comprehensive indexes (‘entropy’,
‘numbers equivalent’, etc.) offer variations on
the HHI in the hopeful quest for a single ‘best’
index. All of these technical variations suffer from
problems of lack of content, burdensome data
needs, and debatable weighting. None of them is
likely to displace the standard concentration ratio
for mainstream analytical purposes.

See Also
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▶Market Share
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Hermann was born in Dinkelsbuhl, Germany. His
career spanned the half-century or more in which
German economics came to terms with English
classical political economy, first welcoming it and
then rejecting it, particularly in its Ricardian vari-
ety. After teaching mathematics in a secondary
school, Hermann was appointed to the chair in
what was still called Kameralwissenschaften
[Cameralism] – an old title soon to be discarded –
at the University of Munich in 1827. He made his
reputation with Staatswirthschaftliche Unter-
suchungen [Investigations into Political Economy]
(1832), a book which owed much to The Wealth of
Nations but little to the writings of either Malthus
or Ricardo. The book was organized around the
simple but appealing idea that all economic vari-
ables are the outcome of the forces of demand and
supply, so that economic analysis consists essen-
tially of an investigation of the factors lying behind
demand and supply. The book revelled in endless
definitions and classifications of types of goods,
wants, costs, capitals, and so on, but did not clutter
the analysis with endless attacks on the deductive
method of the English school. Together with Rau
(1792–1870), Hermann thereby laid the founda-
tions on which Mangoldt (1824–68) and Thünen
(1783–1850) were soon to build a German brand of
classical economics. No wonder Marshall much
admired ‘Hermann’s brilliant genius’ and fre-
quently quoted Hermann’s treatise in his own Prin-
ciples of Economics (1890).
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Hermann became a Director of the Bavarian
Statistical Bureau in 1839 and organized the first
official life table covering an entire German state.
As a member of the Frankfurt Parliament in 1848,
he advocated the unification of all German states.

Herskovits, Melville Jean
(1895–1963)

George Dalton
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Herskovits was born in Bellefontaine, Ohio, and
died in Evanston, Illinois. He studied history at the
University of Chicago (BA, 1920) and anthropol-
ogy at Columbia University (Ph.D., 1923) as a
student of Franz Boas. He taught at Columbia
and Howard universities before going to North-
western in 1927, where he spent the rest of his
academic career. Herskovits did anthropological
fieldwork in West Africa, the Caribbean and Bra-
zil, and was among the first American anthropol-
ogists to specialize in African societies as well as
blacks in the Caribbean and the United States.
He 3started the first Program of African Studies
in the United States, at Northwestern.

Herskovits was an early contributor to the field
of study now established as economic anthropol-
ogy. The first edition of his book on this topic was
called The Economic Life of Primitive Peoples
(1940), the revised edition being Economic
Anthropology (1952).

Herskovits is best remembered by economic
anthropologists for his views on a theoretical

issue of importance that arose in his controversy
with Frank Knight, who reviewed the 1940 edi-
tion of Herskovits’s book. In the 1940 edition,
Herskovits criticized the conventional economics
of Marshallian microtheory for its uselessness to
anthropologists trying to understand the underly-
ing principles which explain the working of prim-
itive economies – such as African tribal
economies not yet changed by European colonial
rule – primitive economies lacking capitalism’s
core attributes of machine technology, modern
money, and market organization for the transac-
tion of inputs and outputs. In his book review,
Frank Knight criticized Herskovits for misunder-
standing the ‘abstract’ and ‘intuitive’ nature of
economic theory. (I doubt that Knight’s portrayal
of economics, as stated there, would be shared
today by many economists.) Knight’s review,
together with a rejoinder by Herskovits, are
reprinted in Economic Anthropology (1952).

The relevance of conventional economic theory
to the analysis of pre-industrial, non-capitalist
economies remains an unresolved issue to this
day. It is an issue much more important today
because of the much greater interest now in the
study of early and primitive economies, and in the
study of the large, diverse set of developing econ-
omies in the ThirdWorld. This inability to agree on
the relevance of conventional economics to the
analysis of non-market economies finds expression
in economic anthropology’s literature of acrimoni-
ous theoretical dispute and in the existence side by
side of three radically different theoretical systems
all employed by archaeologists, anthropologists
and historians to analyse non-capitalist economies:
formalism (that is, conventional microeconomic
theory); Marxism; and substantivism (that is, Karl
Polanyi’s system of analysis described in his Trade
and Market in the Early Empires, 1957, and his
Primitive, Archaic, andModern Economies, 1971).
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Heterodox Economics

Frederic S. Lee

Abstract
Although ‘heterodox economics’ is a widely
used term, precisely what it means is debated.
I argue that heterodox economics refers to a
body of economic theories that holds an alter-
native position vis-à-vis mainstream econom-
ics; to a community of heterodox economists
who identify themselves as such and embrace a
pluralistic attitude towards heterodox theories
without rejecting contestability and incom-
mensurability among heterodox theories; and
to the development of a coherent economic
theory that draws upon various theoretical con-
tributions by heterodox approaches which
stand in contrast to mainstream theory.

Keywords
Association for Heterodox Economics; Aus-
trian economics; Capitalism; Class; Evolution-
ary economics; Feminist economics;

Heterodox economics; Institutional econom-
ics; Interdependencies; Marxian economics;
Post Keynesian economics; Radical econom-
ics; Scarcity; Social economics; Sraffian eco-
nomics; Pluralism; Political economy;
Mainstream economics; Social provisioning
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‘Heterodox economics’ refers to economic theo-
ries and communities of economists that are in
various ways an alternative to mainstream eco-
nomics. It is a multi-level term that refers to a
body of economic theories developed by econo-
mists who hold an irreverent position vis-à-vis
mainstream economics and are typically rejected
out of hand by the latter; to a community
of heterodox economists who identify themselves
as such and embrace a pluralistic attitude
towards heterodox theories without rejecting
contestability and incommensurability among
heterodox theories; and to the development of a
coherent economic theory that draws upon vari-
ous theoretical contributions by heterodox
approaches which stand in contrast to mainstream
theory. Thus, the article is organized as follows.
The first section outlines the emergence of ‘het-
erodox economics’ in the sense of a body of
heterodox theories; the second section deals with
heterodox economics as a pluralist community
of heterodox economists; the third section situates
heterodox economics relative to mainstream eco-
nomics; and the fourth section delineates hetero-
dox economics in terms of theory and policy.

Heterodox Economics as a Group
of Heterodox Theories

Heterodox as an identifier of an economic theory
and/or economist that stands in some form of
dissent relative to mainstream economics was
used within the Institutionalist literature from the
1930s to the 1980s. Then, in 1987, Allan Gruchy
used ‘heterodox economics’ to identify Institu-
tional as well as Marxian and Post Keynesian

5790 Heterodox Economics



theories as ones that stood in contrast to main-
stream theory. By the 1990s, it became obvious
that there were a number of theoretical approaches
that stood, to some degree, in opposition to main-
stream theory. These heterodox approaches
included Austrian economics, feminist econom-
ics, Institutional evolutionary economics,
Marxian-radical economics, Post Keynesian and
Sraffian economics, and social economics; how-
ever, none of the names of the various heterodox
approaches were suitable as a general term that
could represent them collectively. While terms
such as ‘non-traditional’, ‘non-orthodox’, ‘non-
neoclassical’ and ‘non-mainstream’ were used to
collectively represent them, they did not have the
right intellectual feel or a positive ring. Moreover,
some thought that ‘political economy’
(or ‘heterodox political economy’) could be used
as the collective term, but its history of being
another name for Marxian-radical economics
(and its current reference to public choice theory)
made this untenable. Therefore, to capture the
commonality of the various theoretical
approaches in a positive light without prejudi-
cially favouring any one approach, a descriptive
term that had a pluralist ‘bigtent feel’ combined
with being unattached to a particular approach
was needed. Hence, ‘heterodox’ became increas-
ingly used throughout the 1990s in contexts where
it implicitly and/or explicitly referred to a collec-
tive of alternative theories vis-à- vis mainstream
theory and to the economists who engaged with
those theories.

The final stage in the general acceptance of
heterodox economics as the ‘official’ collective
term for the various heterodox theories began
c. 1999. First there was the publication of Philip
O’Hara’s comprehensive Encyclopedia of Politi-
cal Economy (1999), which explicitly brought
together the various heterodox approaches. At
the same time, in October 1998, Fred Lee
established the Association for Heterodox Eco-
nomics (AHE); and to publicize the conference
and other activities of the AHE as well as hetero-
dox activities around the world, he also developed
from 1999 an informal ‘newsletter’ that eventu-
ally became (in September 2004) the Heterodox
Economics Newsletter, now received by over

3,800 economists worldwide (see http://hetero
doxnews.com). These twin developments served
to establish ‘heterodox economics’ as the pre-
ferred terminology by which these groups of
economists referred to themselves.

Heterodox Economics as a Community
of Heterodox Economists

‘Heterodox economics’ also denotes a community
of heterodox economists, which implies that the
members are not segregated along professional
and theoretical lines. The segregation of profes-
sional engagement has not existed among hetero-
dox associations, with the exception of two
instances in the mid-1970s. For example, from
their formation in 1965–70, the three principal
heterodox associations in the United States,
AFEE, ASE, and URPE (see Table 1 for full
names), opened their conferences to Institutional-
ist, social economics, radical-Marxian, and Post
Keynesian papers and sessions; appointed and/or
elected heterodox economists to the editorial
boards of their journals and to their governing
bodies who also were members of other heterodox
associations or engaged with Post Keynesian eco-
nomics; and had members who held memberships
in other heterodox associations, engaged with
Post Keynesian economics, and subscribed to
more than one heterodox economics journal.
Moreover, a number of heterodox associations
formed since 1988, such as AHE, EAEPE,
ICAPE, SDAE and SHE, have adopted an explic-
itly pluralistic approach towards their name,
membership and conference participation: for a
list of heterodox associations, dates formed and
primary country or region of activity, see Table 1.
Finally, the informal and explicit editorial policies
of heterodox journals have, from their formation,
accepted papers for publication that engage with
the full range of heterodox approaches; and this
tendency strengthened since the mid-1990s as
heterodox economics became more accepted. To
illustrate this point, from 1993 to 2003 the eight
principal English-language generalist heterodox
journals – Cambridge Journal of Economics,
Capital and Class, Feminist Economics, Journal
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of Economic Issues, Journal of Post Keynesian
Economics, Review of Political Economy, Review
of Radical Political Economics, and Review of
Social Economy – cited each other so extensively
that no single journal or subset of journals was
isolated; hence they form an interdependent body
of literature where all heterodox approaches have
direct and indirect connections with each other.
Thus, in terms of professional engagement since
the mid-1990s, the heterodox community is a
pluralistic integrative whole.

Theoretical segregation involves the isolation
of a particular theoretical approach and its adher-
ents from all other approaches and their adherents;
that is to say, theoretical segregation occurs when
there is no engagement across different theoretical
approaches. However, it does not exist within het-
erodox economics currently, nor has it existed in
the past among the various heterodox approaches.
From the 1960s to the 1980s heterodox economists
engaged, integrated or synthesized Institutional,
Post Keynesian and Marxist-radical approaches,

Institutional and Post Keynesian approaches, Post
Keynesian and Marxian-radical approaches, Post
Keynesian andAustrian, Austrian and Institutional,
feminist and Marxist-radical approaches, Institu-
tional andMarxist-radical approaches, Institutional
and social economics, ecological and Marxian-
radical approaches, and social and Marxian eco-
nomics. Thus by 1990many heterodox economists
could no longer see distinct boundaries between
the various approaches. Moreover, from the 1990s
to the present day heterodox economics has con-
tinued the past integration efforts of engaging
across the various heterodox approaches. Hence,
it is clear that the heterodox community is not
segregated along theoretical lines, but rather there
is cross-approach engagement to such an extent
that the boundaries of the various approaches do
not simply overlap – they are, in some cases, not
there at all. The ensuing theoretical messiness of
cross-approach engagement is evidence, to detrac-
tors, of the theoretical incoherence of heterodox
economics, whereas to supporters of progress it is

Heterodox Economics, Table 1 Heterodox economics associations (currently active)

Name
Date
established

Country or region of
primary activity

Association for Evolutionary Economics (AFEE) 1965 United States

Association for Heterodox Economics (AHE) 1998 United Kingdom & Ireland

Association for Institutionalist Thought (AFIT) 1979 United States

Association for Social Economics (ASE) 1970 United States

Association pour le Développement des Etudes Keynesiennes 2000 France

Brazilian Keynesian Association (BKA) 2008 Brazil

Conference of Socialist Economists (CSE) 1970 United Kingdom

European Association for Evolutionary Political Economy (EAEPE) 1988 Europe

French Association of Political Economy (FAPE) 2009 France

International Association for Feminist Economics (IAFFE) 1992 World

International Confederation of Associations For Pluralism in
Economics (ICAPE)

1993 United States/World

International Initiative for Promoting Political Economy (IIPPE) 2006 Europe

Japan Association for Evolutionary Economics (JAFEE) 1996 Japan

Japan Society of Political Economy (JSPE) 1959 Japan

Korean Social and Economic Studies Association 1987 Korea

L’Association d’Economie Politique 1980 Canada

Progressive Economics Forum (PEF) 1998 Canada

Society for the Advancement of Socio-Economics (SABE) 1989 United States

Society for the Development of Austrian Economics (SDAE) 1996 United States

Society for Heterodox Economics (SHE) 2002 Australia

Union for Radical Political Economics (URPE) 1968 United States

US Society for Ecological Economics (USSEE) 2000 United States
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evidence of a more theoretically coherent hetero-
dox economics – a glass half-empty of coherence
as opposed to a glass half-full of coherence.

Heterodox Critique of Mainstream
Economics

Mainstream economics is a clearly defined theoret-
ical story about how the economy works; but this
story is theoretically incoherent. That is,mainstream
theory is comprised of a core set of
propositions – such as scarcity, equilibrium, ratio-
nality, preferences, and methodological individual-
ism and derivative beliefs, vocabulary, symbols and
parables – while there is a range of heterogeneous
theoretical developments beyond the core that do
not call into question the core itself in totality. As a
result, critiques of the theory vary in that they can
deal with the internal coherence and/or empirical
grounding of the theory; they can be directed at the
theory at a particular point in time or at specific
components of theory (such as methodology, con-
cepts qua vocabulary, parables qua stories and sym-
bols); and they can be initiated from a particular
heterodox approach. What emerges is a varied but
concatenation of particular and extensive critiques
that generate an emergent encompassing rejection
of mainstream theory, although any one particular
critique may not go that far.

Although the internal critiques and critiques of
models that tell theoretical stories show that the
theory is incoherent, they do not by themselves
differentiate mainstream from heterodox theory.
This, however, can be dealt with in terms of specific
critiques of the core propositions. That is, each of
the heterodox approaches has produced critiques of
particular core propositions of the theory, while
each core proposition has been subject to more
than one critique; in addition, the multiple hetero-
dox critiques of a single proposition overlap in
argumentation. To illustrate this point, consider the
critiques of the concept of scarcity. The Post
Keynesians argue that produced means of produc-
tion within a circular production process cannot be
characterized as scarce and that production is a
social process, while Institutionalists reject the
view that natural resources are not ‘produced’ or

socially created to enter into the production process,
and the Marxists argue that the concept is a mysti-
fication and misspecification of the economic
problem – that it is not the relation of the isolated
individual to given resources, but the social relation-
ships that underpin the social provisioning process.
The three critiques are complementary and integra-
tive and generate the common conclusion that the
concept of scarcity must be rejected as well as the
mainstream definition of economics as the science
of the nonsocial provisioning process analysed
through the allocation of scarce resources among
competing ends given unlimited asocial wants of
asocial individuals. Other critiques of the core prop-
ositions exist and arrive at similar conclusions.
Together, the three critiques – internal, story qua
model and core propositions – form a concatenated
structured heterodox critique that rejects and denies
the truth and value of mainstream theory.

Heterodox Economics: Theory and Policy

Since the intellectual roots of heterodox econom-
ics are located in traditions that emphasize the
wealth of nations, accumulation, justice, social
relationships in terms of class, gender, and race,
full employment, and economic and social repro-
duction, the discipline of economics, from its
perspective, is concerned, not with prediction per
se, but with explaining the actual process that
provides the flow of goods and services required
by society to meet the needs of those who partic-
ipate in its activities. That is, economics is the
science of the social provisioning process, and
this is the general research agenda of heterodox
economists. The explanation involves human
agency in a cultural context and social processes
in historical time affecting resources, consump-
tion patterns, production and reproduction, and
the meaning (or ideology) of market, state, and
non-market/state activities engaged in social pro-
visioning. Thus heterodox economics has two
interdependent parts: theory and policy. Hetero-
dox economic theory is an empirically grounded
theoretical explanation of the historical process of
social provisioning within the context of a capi-
talist economy. Therefore it is concerned with
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explaining those factors that are part of the pro-
cess of social provisioning, including the structure
and use of resources, the structure and change of
social wants, structure of production and the
reproduction of the business enterprise, family,
state, and other relevant institutions and organiza-
tions, and distribution. In addition, heterodox
economists extend their theory to examining
issues associated with the process of social provi-
sioning, such as racism, gender and ideologies
and myths. Because their economics involves
issues of ethical values and social philosophy
and the historical aspects of human existence,
heterodox economists make ethically based eco-
nomic policy recommendations to improve human
dignity, that is, recommending ameliorative
and/or radical, social and economic policies to
improve the social provisioning and hence well-
being for all members of society and especially
the disadvantaged members. To do this properly,
their economic policy recommendations must be
connected to heterodox theory which provides an
accurate historical and theoretical picture of how
the economy actually works – a picture that
includes class and hierarchical domination,
inequalities, and social-economic discontent.

Given the definition of economics as the sci-
ence of the social provisioning process and the
structure of the explanation of the process com-
bined with the pluralistic and integrative procliv-
ities of heterodox economists, there has emerged a
number of elements that have come to constitute
the provisional theoretical and methodological
core of heterodox theory. Some elements are
clearly associated with particular heterodox
approaches, as noted by O’Hara (2002, p. 611):

The main thing that social economists bring to the
study [of heterodox economics] is an emphasis on
ethics, morals and justice situated in an institutional
setting. Institutionalists bring a pragmatic approach
with a series of concepts of change and normative
theory of progress, along with a commitment to
policy. Marxists bring a set of theories of class and
the economic surplus. Feminists bring a holistic
account of the ongoing relationships between gen-
der, class and ethnicity in a context of difference . . .
And post-Keynesians contribute through an analy-
sis of institutions set in real time, with the emphasis
on effective demand, uncertainty and a monetary

theory of production linked closely with policy
recommendations.

However, other provisional elements, such as
critical realism, non-equilibrium or historical
modelling, the gendering and emotionalizing
agency, the socially embedded economy, and cir-
cular and cumulative change, emerged from a
synthesis of arguments that are associated only
in part with particular heterodox approaches.

The core methodological elements establish
the basis for constructing heterodox theory. In
particular, the methodology emphasizes realism,
structure, feminist and uncertain agency qua indi-
vidual, history, and empirical grounding in the
construction of heterodox theory, which is a his-
torical narrative of how capitalism works. The
theory qua historical narrative does not simply
recount or superficially describe actual economic
events, such as the exploitation of workers; it does
more in that it analytically explains the internal
workings of the historical economic process that,
say, generates the exploitation of workers. More-
over, because of its historical nature, the narrative
is not necessarily organized around the concepts
of equilibrium/long period positions and tenden-
cies towards them. Because the narrative provides
an accurate picture of how capitalism actually
works and changes in a circular and cumulative
fashion, economists use their theory to suggest
alternative paths that future economic events
might take and propose relevant economic poli-
cies to deal with them. In constructing the narra-
tive, they have at the same time created a
particular social-economic-political picture of
capitalism.

The core theoretical elements generate a three-
component structure–organization–agency eco-
nomic theory. The first component of the theory
consists of three overlapping interdependencies
that delineate the structure of a real capitalist econ-
omy. The first interdependency is that the produc-
tion of goods and services requires goods and
services to be used as inputs. Hence, with regard
to production, the overall economy (which includes
both market and non-market production) is
represented as an input–output matrix of material
goods combinedwith different types of labour skills
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to produce an array of goods and services as out-
puts. Many of the outputs replace the goods and
services used up in production and the rest consti-
tute a physical surplus to be used for social provi-
sioning, that is for consumption, private investment,
government usage and exports. A second
interdependency is the relation between the wages
of workers, profits of enterprises, and taxes of gov-
ernment and expenditures on consumption, invest-
ment, and government goods as well as non-market
social provisioning activities. The last
interdependency consists of the overlay of the
flow of funds or money accompanying the produc-
tion and exchange of the goods and services.
Together, these three interdependencies produce a
monetary input–output structure of the economy
where transactions in each market are a monetary
transaction; where a change in price of a good or the
method by which a good is produced in any one
market will have an indirect or direct impact on the
entire economy; and where the amount of private
investment, government expenditure on real goods
and services, and the excess of exports over imports
determines the amount of market and non-market
economic activity, the level of market employment
and non-market labouring activities, and consumer
expenditures on market and non-market goods and
services. These elements of course have parallels in
non-heterodox economics, but the ideas are devel-
oped differently.

The second component of heterodox theory
consists of three broad categories of economic
organization that are embedded in the monetary
input–output structure of the economy. The first
category is micro market-oriented, hence particu-
lar to a set of markets and products. It consists of
the business enterprise, private and public market
organizations that regulate competition in product
and service markets and the organizations and
institutions that regulate the wages of workers.
The second is macro market-oriented and hence
is spread across markets and products, or is not
particular to any market or product. It includes the
state and various subsidiary organizations as well
as particular financial organizations, that is, those
organizations that make decisions about govern-
ment expenditures and taxation, and the interest

rate. Finally, the third category consists of
non-market organizations that promote social
reproduction and include the family and state
and private organizations that contribute to and
support the family. The significance of organiza-
tions is that they are the social embeddedness of
agency qua the individual, the third component of
heterodox theory. That is, agency, which are deci-
sions made by individuals concerning the social
provisioning process and social well-being, takes
place through these organizations. And because
the organizations are embedded in both instru-
mental and ceremonial institutions, such as gen-
der, class, ethnicity, justice, marriage, ideology,
and hierarchy qua authority, agency qua the indi-
vidual acting through organizations affect both
positively and negatively but never optimally the
social provisioning process.

Conclusion

If mainstream economics suddenly disappeared,
heterodox economics would be largely unaf-
fected. It would still include the various heterodox
traditions; there would still be an integrated pro-
fessional and theoretical community of heterodox
economists; and its heterodox research agenda
would still be directed at explaining the social
provisioning process in capitalist economies and
argue for economic policies that would enhance
social well-being. In this regard, heterodox eco-
nomics is not out to reform mainstream econom-
ics. Rather, it is an alternative to mainstream
economics: an alternative in terms of explaining
the social provisioning process and suggesting
economic policies to promote social well-being.
Since the mid-1990s the community of heterodox
economics has grown, diversified and integrated.
The previously isolated are now part of a commu-
nity, heterodox associations exist in countries
where previously no heterodox associations had
existed, and developments in heterodox theory
and policy are occurring at breakneck speed. In
short, heterodox economics is now an established
feature on the disciplinary landscape and the pro-
gressive future of economics.
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Heteroskedasticity

J. Kmenta

One of the basic assumptions of the classical
regression model

Yi ¼ b1 þ b2Xi2 þ � � � þ bkXiK þ ei
i ¼ 1, 2, . . . , nð Þ

is that the variance of the regression disturbance ei is
constant for all observations, that is, that Var eið Þ ¼
s2 for all i. This feature of ei is known as homo-
skedasticity and its absence is called hetero-
skedasticity. The homoskedasticity assumption is
quite reasonable for observations on aggregates
over time, since the values are of a similar order of
magnitude for all observations. It is, however,
implausible with respect to observations on micro-
economic units such as households or firms included
in a survey, since there are likely to be substantial
differences in magnitude of the observed values. For
example, in the case of survey data on household
income and consumption, we would expect less
variation in consumption of low-income households,
whose average level of consumption is low, than in
consumption of high-income households, whose
average level of consumption is high. Empirical
evidence suggests that this expectation is in accord
with actual behaviour. Heteroskedasticity also arises
when the data are in the form of group averages and
the groups are of unequal size.

Heteroskedasticity has two important conse-
quences for estimation: (1) The least squares esti-
mators of the regression coefficients are no longer
efficient or asymptotically efficient. (2) The esti-
mated variances of the least squares estimators
are, in general, biased, and the conventionally
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calculated confidence intervals and tests of signif-
icance are invalid. The second of these conse-
quences is more serious than the first since
inefficiency of estimation can be compensated
for by a large number of observations.

The deficiencies of the least squares estimation
can be remedied by adopting a weighted
(or generalized) least squares procedure. This
method involves weighting each observation by
the reciprocal of the respective standard deviation
of the disturbance, and then applying the least
squares method to the transformed equation

Yi=sið Þ ¼ b1 1=sið Þ þ b2 Xi2=sið Þ þ � � � þ bK XiK=sið Þ þ ui;

where

si ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var eið Þ

p
and ui ¼ ei=si:

The difficulty with the weighted least squares
method is that its implementation requires knowl-
edge ofsi, which is rarely available. This difficulty
is usually overcome by making certain assump-
tions about si or, when possible, by estimating si.
The assumptions typically involve associating si

with some variable Zi, normally represented by
one of the explanatory variables of the regression
equation. For instance, in a microconsumption
function the variance of the disturbance is fre-
quently positively associated with income. In gen-
eral, two forms of association between s and
Z have been proposed in the literature and applied
in practice: a multiplicative and an additive form.
Multiplicative heteroskedasticity – which is more
common – can be described as

s2
i ¼ s2Zd

1;

where s and d are parameters to be estimated.
A frequent representation of additive hetero-
skedasticity is

s2
i ¼ aþ bZi þ cZ2

i ;

where a, b, and c are parameters to be estimated.
Estimation of the parameters involved in the spec-
ification of si can be carried out simultaneously
with the estimation of the regression coefficients

by using the method of maximum likelihood. No
assumptions about the form of heteroskedasticity
are necessary where si can be estimated from
replicated data which, unfortunately, are rather
rare in applied economic research.

The presence or absence of heteroskedasticity
may be subjected to a test. Several suitable tests,
some developed only recently, are available and
are described in recent econometric texts.

The problem of heteroskedasticity and its con-
sequences was brought to the attention of applied
economists by two seminal research monographs,
Stone (1954) and Prais and Houthakker (1955).
The subject has been further developed by a num-
ber of econometricians and is now standard fare in
all introductory courses of econometrics; see, for
example Kmenta (1986).
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Heteroskedasticity
and Autocorrelation Corrections

Kenneth D. West

Abstract
Many time series studies, including in particu-
lar those estimated by generalized method of
moments, involve disturbances that are serially
correlated and, possibly, conditionally
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heteroskedastic. The serial correlation and
heteroskedasticity often are of unknown form.
Corrections for serial correlation and hetero-
skedasticity are required for inference and effi-
cient estimation. This article surveys
procedures to implement such corrections.

Keywords
Autocovariances; Bartlett kernel; Generalized
method of moments; Heteroskedasticity;
Heteroskedasticity and autocorrelation consis-
tent (HAC) covariance matrix estimation; Ker-
nel weights; Long-run variance; Moving
average processes; Newey–West estimator;
Quadratic spectral kernel; Serial correlation;
Spectral density estimation; Truncated estima-
tors; Vector autoregressions

JEL Classifications
C1

Heteroskedasticity and autocorrelation consistent
(HAC) covariance matrix estimation refers to calcu-
lation of covariance matrices that account for condi-
tional heteroskedasticity of regression disturbances
and serial correlation of cross products of instruments
and regression disturbances. The heteroskedasticity
and serial correlation may be of unknown form.
HAC estimation is integral to empirical research
using generalized method of moments (GMM) esti-
mation (Hansen 1982). In this article I summarize
results relating toHAC estimation, with emphasis on
practical rather than theoretical aspects.

The central issue is consistent and efficient
estimation of what is called a ‘long-run variance’,
subject to the constraint that the estimator is pos-
itive semidefinite in finite samples. Positive semi-
definiteness is desirable since the estimator will be
used to compute standard errors and test statistics.
To fix notation, let ht be a q � 1 stationary mean
zero random vector. Let Gj denote the q � q
autocovariance of ht at lag q, Gj � Ehtht�j

0; of
course, Gj = G�j

0. The long run variance of ht is
the q � q matrix

S ¼
X1
j¼�1

Gj ¼ G0 þ
X1
j¼1

Gj þ G0
0� �
: (1)

Apart from a factor of 2p, the symmetric matrix S,
which I assume to be positive definite, is the spec-
tral density of ht at frequency zero. As discussed
below, techniques for spectral density estimation
are central to HAC estimation. (For an arbitrary
stationary process, the sum in the right-hand side
of (1) may not converge, and may not be positive
definite even if it does converge. But here and
throughout I assume unstated regularity condi-
tions. As well, I use formulas that allow for rela-
tively simple notation, for example assuming
covariance stationarity even when that assumption
can be relaxed. The cited papersmay be referenced
for generalizations and for technical conditions.)

To illustrate how estimation of S figures into
covariance matrix estimation, consider the follow-
ing simple example. As in Hansen and Hodrick
(1980), let us suppose that we wish to test the
‘rationality’ of a scalar variable xt as an n period
ahead predictor of a variable yt+n+1, for n � 0: the
null hypothesis is Etyt+n+1 = xt, where Et denotes
expectations conditional on the information set
used by market participants. The variable xt
might be the expectation of yt+n+1 reported by a
survey, or it might be a market determined for-
ward rate. Let ut denote the expectational error:
ut = yt+n+1 �Etyt+n+1 = yt+n+1 �xt. (The expec-
tational error ut, which is not realized until period
t + n + 1, is dated t to simplify notation.)

One can test one implication of the hypothesis
that xt is the expectation of yt+n+1 by regressing
yt+n+1 on a constant and xt, and checking whether
the coefficient on the constant term is zero and that
on xt is 1:

ytþnþ1 ¼ b0þb1xtþut �X0
tbþut; H0 : b¼ 0,1ð Þ0:

(2)

Under the null, EXtut = 0, so least squares is
a consistent estimator. As well, Xtut follows a
moving average process of order n. Thus the
asymptotic variance of the least squares esti-
mator of b is (EXt Xt

0)�1S(EXt Xt
0)�1, whereS¼G0

þ
Xn

j¼1
GjþGj

0� �
, Gj � EXtut(Xt�jut�j)

0. This

example maps into the notation used in (1) with
ht = Xtut, q = 2 and a known upper bound to the
number of non-zero autocovariances of ht. Clearly
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one needs to estimate EXtXt
0 and S to conduct

inference. A sample average of XtXt
0 can be used

to estimate EXtXt
0. If n = 0, so that ht is serially

uncorrelated, S = EXtut (Xtut)
0 and estimation of

S is equally straightforward;White’s (1980) hetero-
skedasticity consistent estimator can be used. The
subject at hand considers ways to estimate S when
ht is serially correlated. I note in passing that one
cannot sidestep estimation of S by applying gener-
alized least squares. In this example and more
generally, generalized least squares is inconsistent.
See Hansen and West (2002).

To discuss estimation of S, let us describe a
more general set-up. In GMM estimation, ht is a
q � 1 orthogonality condition used to identify a
k-dimensional parameter vector b. The orthogo-
nality condition takes the form

ht ¼ Ztut (3)

for a q � ‘ matrix of instruments Zt and an ‘� 1
vector of unobservable regression disturbances ut.
The vector of regression disturbances depends on
observable data through b, ut = ut(b). In the
example just given, q = 2, ‘ = 1, Zt = Xt,
ut (b) = yt+n+1 �Xt

0 b. The example just given
is overly simple in that the list of instruments
typically will not be identical to right-hand side
variables, and the model may be nonlinear. For a
suitable k � q matrix D, the asymptotic variance
of the GMM estimator of b takes the form DSD0

(for example, D= (EXt Xt
0)�1 in the example just

given). In an overidentified model (that is, in
models in which the dimension of the orthogonal-
ity condition q is greater than the number of
parameters k) the form D takes depends on a
certain weighting matrix. Let htb be the q � k
matrix dht =db. When the weighting matrix is
chosen optimally, D = (Ehtb

0S�1Ehtb)
�1 Ehtb

0S�1 and the asymptotic variance DSD0 simplifies
to (Ehtb

0S�1Ehtb)
�1. The optimal weighting

matrix is one that converges in probability to S,
and thus the results about to be presented are
relevant to efficient estimation as well as to
hypothesis testing. In any event, the matrix Ehtb
typically is straightforward to estimate; the ques-
tion is how to estimate S. This will be the focus of
the remainder of the discussion.

We have sample of size T and sample counter-

parts to ut and ht, call them ût ¼ ut b̂
� �

and ĥ ¼ ht

b̂
� �

. Here, b̂ is a consistent estimate of b. In the

least squares example given above, ût is the least
squares residual, ût ¼ ytþnþ1 � Xt

0b̂; and

ĥt ¼ Xtût ¼ Xt ytþnþ1 � Xt
0b̂

� �
. One path to consi-

stent estimation of S involves consistent estima-
tion of the autocovariances of ht. The natural
estimator is a sample average,

Ĝj ¼ T�1
XT

t¼jþ1
ĥtĥt�j

0
for j � 0: (4)

For given j, (4) is a consistent (T !1) estimator
of Gj.

I now discuss in turn several possible estima-
tors, or classes of estimators, of S: (1) the trun-
cated estimator; (2) estimators applicable only
when ht follows a moving average (MA) process
of known order; (3) an autoregressive spectral
estimator; (4) estimators that smooth auto-
covariances; (5) some recent work, on estimators
that might be described as extensions or modifi-
cations of ones the estimators described in (4).

The Truncated Estimator

Suppose first that it is known a priori that the
autocovariances of ht are zero after lag n, as is
the case in the empirical example above. A natural
estimator of S is one that replaces population
objects in (1) with sample analogues. This is the
truncated estimator:

ŜTR ¼ Ĝ0 þ
Xn
j¼1

Ĝj þ Ĝj
0� �
: (5)

In the more general case in which Gj 6¼ 0 for all j,
the truncated estimator is consistent if the trunca-
tion point n!1 at a suitable rate. Depending on
exact technical conditions, the rate may be n/T1/2

! 0 or n/T1/4 ! 0 (Newey and West 1987). The
truncated estimator need not, however, yield a
positive semidefinite estimate. With certain plau-
sible data generating processes, simulations
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indicate that it will not be p.s.d. in a large fraction
of samples (West 1997). Hence this estimator is
not used much in practice.

Estimators Applicable only When ht
Follows anMA Process of KnownOrder n

Such a process for ht holds in studies of rationality
(as illustrated above) and in the first order condi-
tions from many rational expectations models (for
example, Hansen and Singleton 1982).

Write the Wold representation of ht as ht = et +
Y1et�1 + . . . + Ynet�n. Here, et is the q � 1 inno-
vation in ht. Let O denote the q � q variance
covariance matrix of et. Then it is well known
(for example, Hamilton 1994, p. 276) that

S ¼ I þY1 þ :::þYnð ÞO I þY1 þ :::þYnð Þ0
(6)

Suppose that one fits an MA(n) process to ĥt ,
and plugs the resulting estimates of the Yi and O
into the formula for S. Clearly the resulting esti-
mator is T1/2 consistent and positive semidefinite.
Nevertheless, to my knowledge this estimator has
not been used, presumably because of numerical
difficulties in estimating multivariate moving
average processes.

Two related estimators have been proposed
that impose a smaller computational burden.
Hodrick (1992) and West (1997) suggest an esti-
mator that requires fitting an MA(n) to the vector
of regression residuals ût (or, in Hodrick’s 1992,
application, using MA coefficients that are known
a priori). The computational burden of such MA
estimation will typically be considerably less than
that of MA estimation of the ht process, because
the dimension of ut is usually much smaller than
that of ht. For example, ût will be a scalar in a
single equation application, regardless of the
number of orthogonality conditions captured in
ht. Write the estimated MA process for ût as ût
¼ �̂t þ ĉ1 �̂t�1 þ � � � þ ĉn �̂t�n, where the ĉj are

‘ � ‘. (Note that �t, the ‘ � 1 innovation in ut, is
not the same as et, the q � 1 innovation in ht.)
Then a T1/2 consistent and positive semidefinite
estimator of S is

ŜMA�‘ ¼ T�1
XT�n

t¼1

d̂ tþnd̂ tþn
0
, d̂ tþn

¼ Zt þ Ztþ1ĉ1 þ � � � þ Ztþnĉn

� �
�̂t ,

(7)

where, again, Zt is the q� ‘matrix of instruments
(see Eq. (3)).

Eichenbaum et al. (1988) and Cumby
et al. (1983) propose a different strategy that
avoids the need to estimate a moving average
process for either ut or ht. They suggest estimating
the parameters of ĥt ‘s autoregressive representa-
tion, and inverting the autoregressive weights to
obtain moving average weights. Call the results
Ŷ1, :::, Ŷn , with Ô the estimate of the innovation
variance–covariancematrix. The resulting estimator

Ŝ ¼ I þ Ŷ1 þ � � � þ Ŷn

� �
Ô I þ Ŷ1 þ � � �
�

þŶnÞ0
is positive semidefinite by construction. The rate at
which it converges to S depends on the rate at which
the order of the autoregression is increased.

Autoregressive Estimators

Den Haan and Levin (1997) propose and evaluate
an autoregressive spectral estimator. Suppose that
ht follows a (possibly) infinite-order vector auto-
regression (VAR)

ht ¼
X1
j¼1

Fjht�j þ et, Eete
0
t ¼ O: (8)

Then (Hamilton 1994, p. 237)

S ¼ I �
X1
j¼1

Fj

 !�1

O I �
X1
j¼1

Fj

 !�10

:

The idea is to approximate this quantity via esti-
mates from a finite-order VAR in ĥt . Write the
estimate of a VAR in ĥt of order p as

ĥt ¼ F̂1ĥt�1 þ � � � þ F̂pĥt�p þ êt,

Ô ¼ T�1
XT
t¼pþ1

êtê
0
t:

(10)
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Then the estimator of Ŝ is

ŜAR ¼ I �
Xp
j¼1

F̂j

 !�1

Ô I �
Xp
j¼1

F̂j

 !�10

:

(11)

Den Haan and Levin (1997, Section 3.5) con-
clude that if p is chosen by BIC, and some other
technical conditions hold, then this estimator con-
verges at a rate very near T1/2 (the exact rate
depends on certain characteristics of the data).
A possible problem in practice with this estimator
(as well as with the estimator described in the final
paragraph of Section 2, which also requires esti-
mates of a VAR in ĥt ) is that it may require
estimation of many parameters and inversion of
a large matrix. Den Haan and Levin therefore
suggest judiciously parametrizing the auto-
regressive process, for example by using the BIC
criterion equation-by-equation for each of the
q elements of ĥt.

Estimators that Smooth
Autocovariances

In practice, the most widely used class of estima-
tors is one that relies on smoothing of auto-
covariances. Andrews (1991), building on the
literature on estimation of spectral densities,
established a general framework for analysis.
Andrews considers estimators that can be written

Ŝ ¼ Ĝ0 þ
XT�1

j¼1

kj Ĝj þ Ĝj
0� �

(12)

for a series of kernel weights {kj} that obey certain
properties. For example, to obtain a consistent
estimator, we need kj near zero (or perhaps iden-
tically zero) for values of j near T � 1, since
autocovariances at large lags are estimated impre-
cisely, while kj ! 1 for each j is desirable for
consistency. We would also like the choice of kj
to ensure positive definiteness.

The two most commonly used formulas for the
kernel weights are: Bartlett : for some m � 0 :
kj = 1 – [j/(m + 1)] for j � m , kj = 0 for
j > m. (13a)

Quadraticspectral QSð Þ : for somem > 0, and withxj ¼ j=m :

kj ¼ 25=12p2x2j
h i

� sin 6pxj=5
� �

= 6pxj=5
� � �� cos 6pxj=5

� �� �
:

(13b)

If we let zj = 6pxj/5, the QS formula for kj can
be written in more compact form as

3=z2j

� �
sin zj
� �

=zj
 �� cos zj

� �� �
. Call the resul-

ting estimators ŜBT and ŜQS. For example,

ŜBT ¼ Ĝ0

þ
Xm
j¼1

1� j= mþ 1ð Þ½  Ĝj þ Ĝj
0� �

(14)

The vast literature on spectral density estima-
tion suggests many other possible kernel weights.
For conciseness, I consider only the Bartlett and
QS kernels.

To operationalize these estimators, one needs to
choose the lag truncation parameter or bandwidth
m. I note that for both kernels, consistency requires
m ! 1 as T ! 1, even if ht follows an MA
process of known finite order, as in the example
given above. Thus one should not set m to be the
number of non-zero autocovariances. Subject to
possible problems with positive definiteness, set-
tingm= n is fine for the truncated estimator (5) but
not for estimators that use nontrivial weights {kj}.

Andrews shows thatmaximizing the rate atwhich
Ŝ converges to S requires thatm increase as a suitable
function of sample size, with the ‘suitable function’
varying with kernel. For the Bartlett and QS, the
maximal rates of convergence are realized when
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Bartlett : m ¼ gT1=3 or m ¼ integer part of gT1=3
� �� �

for some g 6¼ 0, QS : m ¼ gT1=5 for some g 6¼ 0,

(15)

in which case ŜBT converges to S at rate T1/3 and
the mean squared error in estimation of S goes to
zero at rate T2/3; the comparable figures for QS are
T2/5 and T4/5. Since both estimators are nonpara-
metric, they converge at rates slower than T1/2;
since faster convergence is better, the QS rate is
preferable to that of the Bartlett. Indeed, Andrews
(1991), drawing on Priestley (1981), shows that
for a certain class of kernel weights {kj}, the mean
squared error of QS rate is optimal in the following
sense: a T4/5 rate on the asymptotic mean squared
error is the fastest that can be achieved if onewants
to ensure a positive definite Ŝ, and within the class
of kernels that achieve the T4/5 rate, the QS has the
smallest possible asymptotic mean squared error.

As a practical matter, the formulas in (15) have
merely pushed the question of choice of m to one
of choice of g; putting arbitrary g in (15) yields
convergence that is as fast as possible, but differ-
ent choices of g lead to different asymptotic mean
squared errors. The choice of g that is optimal
from the point of view of asymptotic mean
squared error is a function of the data (Hannan
1970, p. 286). LetS 0ð Þ ¼

X1
j¼�1 Oj ¼ Sð Þ; S 1ð Þ ¼X1

j¼�1 jj jOj; S
2ð Þ ¼

X1
j¼�1 j2Oj . For scalar

(q = 1) S optimal choices are:

Bartlett : g ¼ 1:1447 S 1ð Þ=S 0ð Þ
h i2=3

;QS : g

¼ 1:3221 S 2ð Þ=S 0ð Þ
h i2=5

: (16)

(See Andrews 1991, for the derivation of these
formulas.)

Andrews (1991), Andrews and Monahan
(1992) and Newey and West (1994) proposed
feasible data dependent to procedures to estimate
g, for vector as well as scalar ht. Rather than
exposit the general case, I will describe two ‘cook-
book’ procedures that have been offered as rea-
sonable starting points in empirical work. One
procedure relies on Andrews (1991) and Andrews
and Monahan (1992), and assumes the QS kernel

and estimation of g via parametric models. The
second relies on Newey and West (1994), and
assumes a Bartlett kernel and nonparametric esti-
mation of g. I emphasize that both papers present
more general results than are presented here; both
allow the researcher to (for example) use any one
of a wide range of kernels.

Let there be a q � 1 vector of weights w = (w1,
w2,..., wq)0 whose elements tells us how to weight
the various elements of S with respect to mean
squared error. The weights might be sample depen-
dent, and den Haan and Levin (1997) argue that
there are benefits to certain sample-dependent
weights, but a simple choice proposed by both
papers is: wi = 0 if the corresponding element of
ht is a cross product of a constant term and a regres-
sion disturbance, otherwise wi = 1. Andrews’s loss

function is the normalized expectation of
Xq

i¼1
wi

Sii � Ŝii
� �2

, while Newey and West’s loss function
is the normalized expectation of w0 Ŝ � S

� �
w

 �2
; the

normalization is T4/5 for QS and T2/3 for Bartlett.
Both procedures begin with using a vector

autoregression to prewhiten, and end with
re-colouring. The basic justification for pre-
whitening and re-colouring is that simulation evi-
dence indicates that this improves finite sample
performance.

1. Prewhitening: Estimate a vector auto-

regression in ĥt , most likely of order 1. Call

the residuals ĥt
†

ĥt ¼ Âĥt�1 þ ĥt
†
, Â

¼
XT
t¼2

ĥtĥt�1
0 XT

t¼2

ĥt�1ĥt�1
0

 !�1

: (17)

2. Let Ĝ
†

j denote the jth autocovariance of the

VAR residual Ĝ
†

j , Ĝ
†

j ¼ T � 1ð Þ�1
XT

t¼2þj
ĥt

†

ĥ
†
t�j0 . Using Ĝ

†

j

n o
(rather than Ĝj

� �
[the

autocovariances of ĥt ]), and choosing
m optimally as described in steps 2a or 2b
below, construct an estimate of the long run
variance of the residual of the VAR just esti-
mated. Call the result Ŝ

†
.
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2a. Andrews and Monahan (1992): Fit a uni-

variate AR(1) to each of the q elements of ĥ
†
. Call

the resulting estimate of the AR coefficient and
variance of the residual r̂i and ŝ2

i . Compute

ŝ2 ¼
Xq
i¼1

wi

�
4r̂2

i ŝ
4
i

�
= 1� r̂ið Þ8, ŝ0 ¼

Xq
i¼1

wiŝ4
i = 1� r̂ið Þ4, ĝQS ¼ 1:3221 ŝ2=ŝ0½ 1=5, m̂QS ¼ ĝQST

1=5:

(18)

Then plugm̂QS into formula (13b). Call the result

k̂ j. Compute Ŝ
† ¼ Ĝ

†

0 þ
XT�1

j¼1
k̂ j Ĝ

†

j þ Ĝ
†

j0

� �
.

2b. Newey and West (1994): Set n = integer
part of 12(T/100)2/9. Compute

ŝ 1ð Þ ¼ w0 Ĝ0wþ 2
Xn
i¼1

iw0Ĝ
†

i w, ŝ
0ð Þ ¼2

Xn
i¼1

w0Ĝ
†

i w, ĝBT ¼ 1:1447 ŝ 1ð Þ=ŝ 0ð Þ
h i2=3

, m̂BT ¼ integer part of ĝBTT
1=3:

(19)

Then compute Ŝ
†
according to (14), using m̂BT.

3. Re-colouring: compute Ŝ ¼ I � Â
� ��1

Ŝ
†

I � Â
� ��10

.

These two recipes for estimates of S can serve
as a starting point for experimentation for alterna-
tive choices of m and alternative kernels.

What is the simulation evidence on behaviour
of these and other proposed estimators? In
answering this question, I focus on sizing of test
statistics and accuracy of confidence interval cov-
erage: accuracy in estimation of S is desirable
mainly insofar as it leads to accuracy of inference
using the relevant variance–covariance matrix.
The simulations in papers cited in this article
suggest the following. First, no one estimator
dominates others. This means in particular that
the rate of convergence is not a sufficient statistic
for performance in finite samples. The truncated
estimator often and the autoregressive estimator
sometimes perform more poorly than the slower
converging QS estimator, which in turn some-
times performs more poorly than the still slower
converging Bartlett estimator. Second, given that
one decides to use QS or Bartlett, performance
generally though not always is improved if one
prewhitens and uses a data-dependent bandwidth

as described in the recipes above. Third, the QS
and Bartlett estimators tend to reject too much in
the presence of positive serial correlation in ht,
and have what I read as a DGP dependent rejec-
tion rate (sometimes over-reject, sometimes
under-reject) in the presence of negative serial
correlation in ht. The truncated estimator is much
likelier to fail to be positive semidefinite in the
presence of negative than positive serial correla-
tion. Finally, the performance of all estimators
leaves much to be desired. Plausible data-
generating processes and sample sizes can lead
to serious mis-sizing of any given estimator. Nom-
inal 0.05 tests can have empirical size as low as
0.01 and higher than 0.25.

Some Recent Work

Because simulation studies have yielded disap-
pointing performance, ongoing research aims to
develop better estimators. I close by summarizing
a few of many recently published papers.

1. I motivated my topic by observing that consis-
tent estimation of S is a natural element of con-
sistent estimation of the variance–covariance
matrix of a GMM estimator. Typically we esti-
mate the variance–covariance matrix because
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we wish to construct confidence intervals or
conduct hypothesis tests. A recent literature
has evaluated inconsistent estimators that lead
to well-defined test statistics, albeit statistics
with non-standard critical values. These estima-
tors set lag truncation (or bandwidth) equal to
sample size. For example, for the Bartlett esti-
mator, these estimators set m = T � 1 (see
Kiefer et al. 2000; Kiefer and Vogelsang
2002). Simulation evidence indicates that the
non-standard statistics may be better behaved
than standard statistics. Jansson (2004) provides
a theoretical rationale for improved perfor-
mance in a special case, with more general
results in Kiefer and Vogelsang (2005). Phillips
et al. (2006, 2007) propose a related approach,
which under some assumptions will yield statis-
tics with standard critical values.

2. Politis and Romano (1995) propose what they
call a ‘trapezoidal’ kernel. A trapezoidal kernel
is a combination of the truncated and Bartlett
kernels. For given truncation lag m, let
xj = j/(m+1). Then for some c, 0 < c < 1, the
trapezoidal weights satisfy: kj= 1 if 0� xj� c,
kj= (xj� 1)/(c� 1) for c< xj� 1. Thus for 0�
j � c(m) 1), the autocovariances receive equal
weight, as in the truncated kernel; for c(m + 1)
< j � m + 1, the weights on the auto-
covariances decline linearly to zero, as in the
Bartlett kernel. Such kernels have the advan-
tage that, like the truncated kernel, their con-
vergence is rapid (near T1/2). They share with
the truncated kernel the possibility of not being
positive semidefinite. The authors argue, how-
ever, that these kernels are better behaved in
finite samples than is the truncated kernel.

3. Xiao and Linton (2002) propose ‘twicing’ ker-
nels. Operationally, one first computes an esti-
mate such as one of those described in
Section 4. One also constructs a multiplicative
bias correction by smoothing periodogram
ordinates via a ‘twiced’ kernel. For a properly
chosen bandwidth and kernel, the mean
squared error of the estimator is of order T8/9

(versus T4/5 for the QS and T2/3 for the Bartlett,
absent any corrections). As well, Hirukawa’s

(2006) version of the Xiao and Linton estima-
tor is positive semidefinite by construction.
(The rate results for this estimator and that
described in the previous paragraph do not
contradict Andrews’s 1991, optimality result
for the QS kernel, because these procedures
fall outside the class considered by Andrews.)

See Also

▶Euler Equations
▶Generalized Method of Moments Estimation
▶Rational Expectations Models, Estimation of
▶ Spectral Analysis
▶Time Series Analysis
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Hicks, John Richard (1904–1989)

Christopher Bliss

Abstract
This biographical review of the life and works
of John Hicks covers his contributions to
numerous fields, and in each case assesses the
particular contributions for which he was respon-
sible. The fields concerned are The Theory of
Wages, Value Theory,Welfare Economics, The
Keynesian Revolution, Monetary Theory,
Growth and Capital Theory, and Other Topics.
An extensive bibliography of Hicks’s writings
is provided. Two points that are stressed are the
unusual departure point for Hicks’s thought in
the general equilibrium ideas of European
economists, and the radical effect on Hicks of
Keynes’s ideas.
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Biography and Intellectual Development

Hicks was born in Warwick. He studied at Oxford
(1922–1926) and taught at the London School of
Economics (1926–1935). He was Professor at
Manchester University (1935–1946), from where
he moved to Oxford, first as Fellow of Nuffield
College, and from 1952 until he retired, from
teaching but not from writing, as Drummond Pro-
fessor of Political Economy and Fellow of All
Souls College. In 1935 he married Ursula Webb,
a distinguished public finance specialist, and he
collaborated with her in the preparation of numer-
ous works on public finance, its theory and its
application to various countries. Ursula Hicks, as
she was subsequently known, died in 1985. John
Hicks was a member of the Royal Commission on
the Taxation of Profits and Income in 1951. He
became a Fellow of the British Academy in 1942,
a Knight in 1964, and was awarded the Nobel
Prize in Economics (jointly with Kenneth
J. Arrow) in 1972. He died in 1989.

Hicks was the product of a generation which
was the last to produce in abundance all round
economic theorists – economists who could turn
their minds to almost any theoretical problem. Its
leading lights, among whom Hicks is certainly to
be counted, left their marks on most of the major
new branches and issues of economics as these in
turn attracted the interest of themselves and their
contemporaries. Hicks’s powerful and original
mind first made itself felt in what is now called
microeconomics, particularly in The Theory of
Wages (1932, 2nd edition 1963) and with
R.G.D. Allen, ‘A Reconsideration of the Theory

of Value’ (Economica, 1934) and in welfare eco-
nomics. However his best-known work, Value
and Capital (1939), goes beyondmicroeconomics
to offer an economic dynamics and discussion of
monetary theory which reaches into the new
macroeconomics.

Before Keynes’s General Theory fundamen-
tally altered the way in which economists viewed
their subject, the theory of value, including the
theory of the firm, shared the field with monetary
theory. Hicks was first a value theorist, but he
never neglected monetary theory, and it was an
area to which he was frequently to return. It was a
value theorist with an interest in monetary eco-
nomics who provided in ‘Mr Keynes and the
“Classics” ’ (Econometrica, 1937) an exposition
of Keynes’s General Theory that was probably
more directly influential than the original. There
followed work on the trade cycle, A Contribution
to the Theory of the Trade Cycle (1950); on
growth, Capital and Growth (1965); and an
unusual approach to capital theory, Capital and
Time: A Neo-Austrian Theory (1973).

Each decade of Hicks’s life seemed to find him
more eclectic and innovative than the last. Indeed,
his willingness to speculate about and write on
areas in which he had not seeped himself as a
specialist was a notable feature of his later writing.
Striking examples are A Theory of Economic His-
tory (1969), in which Hicks undertook the risks
inherent in proposing a grand theory of economic
history, and Causality in Economics (1979), in
which he entered ground normally reserved for
philosophers and statisticians. These works can be
criticized, but as their author always commands a
well-provisioned base camp in the economics
which is his own, they are never merely amateur-
ish. Hicks is an economist of outstanding breadth
and erudition.

With hindsight it is remarkable that the author
of such a formidable theoretical corpus should
write (‘Commentary’ in the 1963 edition of The
Theory of Wages, p. 306): ‘... at first I regarded
myself as a labour economist, not a theoretical
economist at all’. Lionel Robbins is given the
credit for interesting Hicks in theory: ‘... he
moved me from Cassel to Walras and Pareto, to
Edgeworth and Taussig to Wicksell and the
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Austrians – with all of whom I was more at home
at that stage than I was with Marshall and Pigou’
(p. 306). It would be foolish to attempt to explain
why Hicks became the distinctive economist that
he was to become. However the above snatches of
autobiography probably go some way to
explaining why Value and Capital turned out to
be a book like no other that an English economist
had written before.

Hicks’s huge output (for the papers see the
three-volume Collected Essays on Economic The-
ory, 1981–1983) is all the more remarkable when
one considers that he seldom simply reacted to the
work of others. There are no papers by Hicks
pointing out mistakes by other writers, and none
which embody minor changes to or extensions of
existing models. Naturally Hicks produced work
which follows paths opened up by others. How-
ever when he did so, as in A Revision of Demand
Theory (1956), or with the famous IS–LM model,
his approach was so distinctive that the commen-
tary is recognizably a contribution of Hicks. Other
writers feature mainly in footnotes and even such
a powerful contribution as Samuelson’s treatment
of Walrasian stability earns no more than two
pages in the Second Edition of Value and Capital.
There is a streak of self-centredness and parochi-
alism in Hicks which mirrors that to be found in
other English economists of his generation and
those before. It would be insufferable in an econ-
omist less gifted and genuinely self-critical.

The Theory of Wages

Writing later (1963) of the first edition of The
Theory of Wages its author remarks that ‘... there
has been no date this century to which the theory
that I was putting out could have been more inap-
propriate.’ However, Hicks was careful not to
attribute the shortcomings of his first book to the
misfortune of publishing in the worst year of the
depression and a few years ahead of the
reassessment of the theory of the firm brought
about by the writings of Chamberlin and Joan
Robinson and, worse fortune still, ahead of the
General Theory. In this he was right. The Theory
of Wages set out to examine the determination of

wages under supply and demand in a competitive
market. This admittedly limited task is important,
and had it been perfectly accomplished it would
not be sensible to criticize the resulting work for
not solving other problems, such as wages under
imperfect competition or the consequences of
nominal wage bargaining, weighty though those
problems might be. However the truth is that there
were shortcomings in Hicks’s treatment even
given its chosen emphasis. It was not as good a
book as Hicks was later to show that he could
write, though it was surely a better book than the
later Hicks’s embarrassment at its shortcomings
allowed him to admit.

G.F. Shove (whose fairly hostile review Hicks
reprinted in the Second Edition) identified a num-
ber of the shortcomings. Notable among these is
the relatively weak treatment of the supply side of
labour markets and the consequently limited abil-
ity to treat unemployment. Shove also seems to
accuse Hicks of failing to provide a treatment of
the general equilibrium of many labour markets,
which must be counted a rather common failing
among labour economists. Shove, not surpris-
ingly, was clear on minimum cost and the
adding-up problem where Hicks’s account needed
improvement – it was after all Shove’s bread and
butter at the time. A point which Shove missed is
that Hicks always discussed differences in the
productivity of different workers as equivalent to
differences in the quantity of effective labour pro-
vided per hour of work. In other words, like Marx
before him, he fudged the problem of aggregating
different types of labour.

These legitimate criticisms apart, there were
very considerable merits. By concentrating on the
long-run determinants of wage rates Hicks was
able to examine some of the most interesting influ-
ences at work. He saw changes in the demand for
labour as consisting of two components quite anal-
ogous to the income and substitution effects in
demand that he was to investigate later. A lower
wage rate leads to an expansion of output, because
the cost curve has fallen, which induces a higher
demand for labour. In addition a lower wage rate
induces the adoption of more labour intensive
methods of production, which increases the
demand for labour for a given output. The analysis
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of this last effect lead to the discovery of the new
concept of the elasticity of substitution, not quite as
neat in Hicks’s formulation as in Joan Robinson’s
later presentation, but this was the original. In
general, Hicks’s definition of the elasticity of sub-
stitution is different from Joan Robinson’s, but the
two are equivalent in the two-factor case. Many
topics discussed only briefly and not deeply
analysed were far ahead of their time. There is
the idea that because capital tends to accumulate
faster than labour, technical progress tends to be
labour saving – the induced bias of technical pro-
gress as we would now say. There is the first ever
attempt to model a labour dispute which may cul-
minate in a strike, and more besides.

In a passing discussion in The Theory of Wages
its author records a fascinating fact. Many wage
rates in inter-War Britain were tied to the value of
the output concerned, and for that reason were
automatically flexible. Once account is taken of
such arrangements, the remaining pure flexibility
of money wages is exceedingly small. This pro-
vided an opportunity, not taken, to bring Hicks’s
analysis to bear on an event that must have
impressed itself on the young Oxford undergrad-
uate: the 1926 miners’ strike that lead to the failed
General Strike. Britain restored Sterling convert-
ibility in 1925 at the pre-war rate of $4 to the
pound. The resulting over-valuation of Sterling
made much British industrial activity internation-
ally uncompetitive. At the time the world price of
coal in dollars had fallen sharply, with the conse-
quence that British coal was worth less in dollars,
and even less in over-valued Sterling. The coal
miners’ contracts required sharp cuts in their
wages, for which reason they went on strike.
Tying miners’ wages to the price of coal implied
too much wage flexibility in these circumstances.
Britain’s coal-mining sector needed to contract,
which should have raised the marginal product
of labour in terms of coal, where the existing
contracts held that number constant.

Value Theory

This area and welfare economics are fields to
which Hicks contributed the writings that would

have made him a great economist if he had done
nothing else. In making the 1972 Nobel Prize
award to Hicks jointly with Arrow the Committee
mentioned ‘general equilibrium and welfare eco-
nomics’. The reference in Hicks’s case was clearly
to Value and Capital on the one hand, and to the
various papers which established the Kaldor-
Hicks criterion in welfare economics on the other.

Hicks’s paper with R.G.D. Allen, ‘A Reconsid-
eration of the Theory of Value’ (1934) was written
when both authors were at the London School of
Economics, but its pedigree goes back to Slutsky,
who had discovered the income and substitution
effects in demand as early as 1915. However
Slutsky’s work was almost entirely unknown to
economists in the West, and this included, as
Hicks informs us, himself and Allen (‘... I never
saw Slutsky’s work until my own was very far
advanced, and some time after the substance of
these chapters had been published in Economica
by R.G.D, Allen and myself’ (1939, p. 19).

Value and Capital is a work so rich in ideas that a
short account of it cannot hope to do it justice. It
showed that the basic results of consumer theory
could be obtained from ordinal utility; it expounded
what became known as the ‘Hicksian substitution
effect’, obtained by varying income as relative
prices changed so as to maintain an index of utility
constant; it developed the parallel results for pro-
duction theory; and it popularized among English
speaking economists the notion of a general equi-
librium of markets. Unlike Arrow, his fellow Nobel
laureate, Hicks did not take the existence argument
beyond equation and variable counting. There was
about the Walrasian approach, Hicks concluded, ‘...
a certain sterility’ (1939, p. 60). The way to over-
come this was to consider the ‘laws of change’ of a
general equilibrium system. This lead Hicks to the
first ever attempt to analyse the stability of a system
of multiple exchange.

It is fascinating that both Hicks and Samuel-
son, working entirely independently, both came
up with the idea that dynamics might rescue gen-
eral equilibrium theory from emptiness. Paul
Samuelson in various papers of the 1940s and in
his Foundations of Economic Analysis (1947)
adopted an entirely different approach from that
of Hicks. Consider a system of M markets with
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prices p1, p2, ..., pM and excess demands for the
goods X1, X2, ..., XM. Making the dependence of
excess demands on all prices explicit, this system
can be written as:

X1 p1, p2, . . . , pMð Þ ¼ 0

X2 p1, p2, . . . , pMð Þ ¼ 0

XM p1, p2, . . . , pMð Þ ¼ 0

(1)

In equilibrium prices are such that all excess
demands are zero. Now consider one good,
which may be taken without loss of generality to
be good 1. Select any value for p1 and suppose
that there are unique values of the remaining
prices such that the excess demands for goods
2 to M are zero. If the excess demands for the
other goods are always maintained at zero by
changes in their prices, all other prices become
implicit functions of p1. The Hicks stability con-
dition is then the one that would be required of a
single market – X1 should decrease with p1. Full
stability requires that this condition should be
satisfied for each good in turn.

At first sight the condition appears to be asym-
metrical but as the condition must be satisfied by
all goods, there is no genuine asymmetry
involved. However each test does involve a cer-
tain kind of asymmetry, and this is what Samuel-
son objected to.

When we look at good 1 we implicitly assume
that prices in other markets react more rapidly to
disequilibrium than does the price of good
1. When we look at good 2 we make the same
implicit assumption for the price of good 2, and so
on.What Samuelson did was to make the time rate
of change of each price a function of the excess
demand in its own market hence arriving at the
system of simultaneous differential equations:

dp1=dt ¼ X1 p1, p2, . . . , pMð Þ
dp2=dt ¼ X2 p1, p2, . . . , pMð Þ

� � �
dpM=dt ¼ XM p1, p2, . . . , pMð Þ

(2)

The Hicksian stability condition can be shown to
be neither necessary nor sufficient for the stability
of (2). Hicks however defended his own
approach, on the ground that it answers a different

but interesting question, in the Second Edition of
Value and Capital (Additional note C).

Parts III and IVof Value and Capital record the
effect of a road-to-Damascus- like change of
vision by Hicks. It seems that while preparing
his great work on price theory, Hicks read Keynes,
and, to borrow a modern term, it blew his mind.
He could no longer find any real satisfaction in the
static formalism of Walrasian equilibrium theory,
and what he then did shows the full extent of his
originality. In these later Parts of the book that
eventually resulted he adapted the static theory of
the earlier parts to create an economic dynamics
which borrowed equally from the Marshallian-
Keynesian tradition of the short period and the
Walras-Wicksell tradition of long-period equilib-
rium. The key idea was the concept of temporary
equilibrium – an equilibrium of current markets in
which future markets make their influence felt
indirectly, through the expectations held by
agents, which influence their behaviour in current
markets. From this emerged the concept of the
elasticity of expectations, an idea which proved
to be crucial in much later work on macroeco-
nomic theory.

Welfare Economics

Hicks’s writings on welfare economics are largely
accounted for by work on four closely connected
fields of interest: the foundations of welfare eco-
nomics, including the famous compensation test;
the valuation of social income; the definition and
measurement of consumer surplus; and, lastly, the
measurement of capital.

Hicks was one of the pioneers of the ‘new
welfare economics’, an approach which owed its
inception to Kaldor’s ‘Welfare propositions in
economics and interpersonal comparisons of util-
ity’ (Economic Journal 1939). The problem at
issue is inescapable and fundamental to the justi-
fication of the recommendations of economists.
By the time the debate arose, cardinal utility was
no longer generally accepted and the need was felt
to differentiate between ‘scientific’ propositions
and ‘value judgements’. The notion of a ‘Pareto
improvement’ – a change that would make no
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individual worse off, and at least one better off –
was familiar but was seen to be limited as a basis
for recommendations, as nearly all actual changes
made at least one person or group worse off. In
Robbins’s telling example, economists could not
state scientifically that the abolition of the Corn
Laws was a good thing because this reform made
landlords worse off.

Hicks’s suggested solution to the difficulty was
the same as that proposed by Kaldor – a compen-
sation test. A reform should be counted an
improvement if the gainers could afford to com-
pensate the losers and still be better off. In ‘The
Foundations of Welfare Economics’ (Economic
Journal, 1939), Hicks discussed the question of
whether compensation must be paid for the
improvement to count without a sense of how
crucial this question was to prove to be. It was of
course central to the issue posed by the Scitovsky
example, which showed that the Kaldor-Hicks
rule could lead to contradictory recommendations
if compensation were not paid. A well-argued
solution to this problem was proposed by I.M.-
D. Little (1950), but this required explicit value
judgements concerning whether income distribu-
tion had improved or not in a movement from one
position to another, hence negating the original
intention of the exercise, which had been to
remove value judgements from welfare
economics.

Hicks seemed to see these developments as
fairly unimportant qualifications to the original
idea. In ‘The Measurement of Real Income’
(1958), he writes of the ‘new welfare economists’;
‘They were indeed over-confident in their belief
that they had found a means of direct comparison
which will always work. But I still maintain that
they did find a means of direct comparison which
will often work’ (reprinted in Collected Essays,
Vol. I, p. 168). For a statement of Hicks’s mature
views on these questions see ‘The scope and sta-
tus of welfare economics’ (1975). Perhaps the
most interesting thing to notice about Hicks’s
long involvement with the foundations of welfare
economics is that he seems never to have wholly
accepted the conclusion upon which the majority
of economists have been willing to settle. Briefly
put, this view says that value judgements are an

inescapable element in welfare evaluations and
this should be accepted and the judgements
made explicit. Hence the design of policy by the
means of the maximization of an explicit social
welfare function – the welfare weights of cost-
benefit analysis – never engaged Hicks’s interest.

It is evident that the problem of the measure-
ment of income is closely allied to the issue of
welfare improvements and Hicks, as would be
expected, contributed to this area as well. Hicks
discussed social accounting in his text book The
Social Framework (1942), and the valuation of
social income in a paper of that title in Economica
(1940).

Hicks concluded that the measurement of
income could mean measurement in terms of util-
ity or measurement in terms of cost, and that the
two measures were in general different. The most
interesting issue to which this gave rise was the
problem of how to treat indirect taxation and
government expenditure on goods and services
in the valuation of social income. This led Hicks
into controversy with Kuznets (Economica, 1948;
see also Essay 7 in Volume I of the Collected
Essays). The usual practice is to measure prices
at factor cost and to value public services at cost.

Hicks’s original position may be briefly sum-
marized as follows:

(i) As there is no market test where public goods are
concerned the taxation which pays for them is not a
reliable measure of their value to the consumer; and
(ii) even if consumers were to be regarded as implic-
itly choosing public expenditure exactly as they
choose private expenditure, the appropriate price
weights would not be average costs but marginal
costs. For a mature statement, see the Addendum to
Essay 7 in Volume I of the Collected Essays.

Between 1941 and 1946 Hicks published a
number of papers on consumer surplus in the
Review of Economic Studies that did much to
revive interest in a concept which had seemed to
lose its validity when measurable utility went out
of fashion. His most important contribution to the
controversial question of the measurement of cap-
ital, significantly entitled ‘Measurement of Capi-
tal in Relation to the Measurement of Other
Economic Aggregates’, is in F.A. Lutz and
D.C. Hague (1961).
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The Keynesian Revolution and the
Theory of Money

Hicks’s first response to the General Theory is
described in detail in ‘Recollections and docu-
ments’ (Economica, 1973, included in Economic
Perspectives, 1977).

However the response for which he is best
known was an expository piece ‘Mr Keynes and
the “Classics” ’ (1937) that perfectly fulfilled the
innate demand for a more readily accessible
account of the essentials of Keynes’s argument.
It is important to make clear that what was pro-
vided was more than an haut vulgarization of
Keynes, because the paper has been widely criti-
cized for vulgarization and still more for seriously
misrepresenting what the General Theory is
about. This case has never been rigorously argued
and it is hard to see how it could succeed. Hicks
reproduced rather faithfully Keynes’s various
specifications, but by working with a two-sector
model produced a framework which resulted in a
simple diagram – the IS–LM diagram – which
became to macroeconomic textbooks what the
benzene ring diagram is to textbooks of organic
chemistry. It is no surprise therefore that Keynes
on reading the paper wrote to Hicks that he had ‘...
next to nothing to offer by way of criticism’.
Certainly there is more in the General Theory
than just the IS–LM model. In particular there is
the idea of a long-term under-consumption prob-
lem, no less worrying for being loosely formal-
ized. Nevertheless, the IS–LM framework is
there, as is what Samuelson later called the neo-
classical synthesis, however much Keynes’s
latter-day disciples may dislike it.

In fact Hicks’s way of presenting the argument
is in some ways superior to that adopted in the
General Theory because the original IS–LM
model brings out very clearly how the relative
price of capital and consumption goods enters
into the determination of the solution – a point
which is somewhat obscure in Keynes. How
ironic therefore that one of the arguments later
advanced against the IS–LM model, admittedly
with simpler versions than Hicks’s in mind, was
that it omitted an essential feature of Keynes –
relative prices of capital and other goods.

Hicks’s IS curve is based on the striking obser-
vation that if the capital stocks in the two sectors
of the economy are given, and if the money wage
is known, then outputs in the two sectors depend
on the nominal prices of their products through
short-term profit maximization conditions. Given
these outputs and prices, the value of nominal
total income follows. The output of the invest-
ment sector depends on the rate of interest through
the marginal efficiency of capital relation. Then,
given the rate of interest, the nominal price of the
investment good follows and the part of income
generated in that sector. Now choose an arbitrary
value, which can be thought of as a guess at the
level of total nominal income. As the part of
nominal income generated in the investment
goods sector is known, given the rate of interest,
the guess implies a certain level of nominal
income to be generated in the consumption good
sector. We now have a value of total income and a
value of total consumption, both in nominal terms.
If these values are consistent with the consump-
tion function our guess for the value of total
income was correct and we have discovered the
level of income on the IS curve for the rate of
interest with which we were working.

We have discussed only the IS curve but the
LM curve is relatively uncomplicated – there is
less going on behind it. The beauty of this elegant
and lucid way of expounding Keynes’s model is
that it brings out clearly the vital role played in the
model by aggregation assumptions which have
the effect that the model decomposes, so that
parts of it can be dealt with in partial isolation
from the complete system. The simple specifica-
tions of the determinants of investment and the
consumption function produce this result. The
role played by income and working in terms of
nominal values – which are equivalent to wage
units, as the nominal wage has been taken as
given – are all brought out clearly.

In the hands of others the IS–LM model often
became merely a model of an economy with all
prices fixed and was often misused, as when it was
applied to long-run questions for which it is not
suitable. However it made the General Theory
intelligible to a whole generation, not because it
left out the subtleties, it was never intended to
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substitute for the text, but because it perfectly
captured the part of Keynes’s message which is
most amenable to formalization.

A Contribution to the Theory of the Trade Cycle
(1950) provides an example of the type ofmodel that
explains cycles as the outcome of the interaction
between the multiplier and the accelerator. These
systems are linear in their simplest formulations
when they lead to cycles which are almost certainly
either damped or anti-damped. Three different ideas
have been proposed to yield an outcome in confor-
mity to the stylized model of a capitalist economy
with regular cycles of constant amplitude.

The underlying solutionmay be anti-damped and
buffers, in the form of a floor on or a ceiling to the
level of economic activity, may be added to keep the
solution within bounds. The system may be made
non-linear, which is equivalent to buffers which
make their influence felt continuously rather than
abruptly. Finally, the underlying solution may be
damped, in which case the cycle will have to be
kept alive by the frequent intervention of random
shocks. Hicks’s main model embodies the last type
of approach.

From 1937Hicks continued to write regularly on
questions of macroeconomics. Volume II of his
Collected Essays contains a selection of his best
work in this vein. Essay 18, ‘Methods of dynamic
analysis’, proposes the distinction between the
fixprice and the flexiprice economy which was to
be developed in Capital and Growth. In his Yrjö
Jahnsson lectures, The Crisis in Keynesian Econom-
ics (1974), Hicks offers reflections on the Keynesian
theory and particularly on the impact of inflation on
a Keynesian model.

Hicks never remained far from monetary the-
ory. Critical Essays in Monetary Theory (1967),
shows the richness of his early writings on mon-
etary economics, while Essay 19 in Volume II of
the Collected Essays gives a good indication of
his later work. It is tempting to say that if Hicks
had written nothing but his work on monetary
economics he would be counted a considerable
economist. However the truth is that he could not
have written on monetary economics as he did
write had he not been the broad economic theorist
that he was. Hicks always placed monetary theory
centrally in equilibrium theory. This was the

distinctive idea of his first paper on the subject,
‘A Suggestion for Simplifying the Theory of
Money’ (Economica, 1935), and it is a theme
which he was to carry through all his later work.

Growth and Capital Theory

Hicks’s two other books with ‘Capital’ in their
titles, Capital and Growth (1965) and Capital
and Time: A Neo-Austrian theory (1973a), have
little else in common. Capital and Growth was
Hicks’s response to the frantic interest in growth
theory which infected the 1960s. It was a charac-
teristically personal response in which Hicks tried
to apply the framework for dynamic analysis that
he had developed in Value and Capital to the
construction of a growth model.

The analogue of the static problem of Part I of
Value and Capital was now the steady state
growth path, but once again Hicks found the
most interesting question to be the dynamic
adjustment to equilibrium, and once again he
attacked this problem with an approach which
was all his own. The ‘traverse’ was the history
of the movement of an economy from one steady
state to another. This approach to growth theory
was not very influential and the reason was not so
much that the new interest in growth had
extinguished interest in equilibrium theory.
Rather it was that equilibrium theory and its
sister economic dynamics had moved on a great
deal since Value and Capital. Hicks, who had
taught a generation how to do general equilib-
rium economics, was no longer talking a lan-
guage that most economic theorists found
congenial.

Capital and Time was not the product of the
latest fashion in economic theory but was surely
the result of long meditation starting from that
wonderfully fruitful comparative ignorance of
Marshall and Pigou as against the Austrians and
other continentals, noted above. Hicks always
conceded a place to the old classical idea that
capital accumulation means more ‘waiting’. In
Value and Capital (1939a, pp. 197–8) however,
he pointed out that the conclusion that the rate of
interest is the marginal product of waiting is a
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special case of more general rules which apply to
an intertemporal equilibrium. This conclusion,
that Austrian models of capital are special cases
of the more general von Neumann model of cap-
ital accumulation, remains valid. However spe-
cial cases permit of special results, and Hicks’s
analysis of the Austrian model was remarkably
successful in showing how that framework per-
mits some strong and definite conclusions to be
drawn.

Other Topics

We consider only A Theory of Economic History
(1969) and Causality in Economics (1979), as
these constitute the most audacious of Hicks’s
expeditions far from the mainstream of economic
theory. A longer review of Hicks’s work would
have to find space to discuss his writings on eco-
nomic policy (for a sample of which see Essays in
World Economics, 1959) and on the history of
economic thought (for some of which see Volume
III of the Collected Essays), but here we merely
note that these are serious omissions from the
present survey.

We begin with Causality in Economics. This
book was not the eventual product of long years of
mental rumination, but the result, its author tells
us frankly, of dissatisfaction with the 1974 Inter-
national Economic Association conference on
‘The Micro-foundations of Macroeconomics’
which Hicks attended. It is book of interesting
ideas on economics which are reluctantly
regimented by a Sergeant-Major called ‘causal-
ity’. This gentleman turns out to be only remotely
related to the ‘causation’ of Aristotle or Kant.
Hicks’s definition of causality is reminiscent of
Hume, but without the idea that the validity of
induction is importantly involved.

Causation is seen as conjunction of events,
possibly in a complex form. This idea is an old
one and was very effectively criticized by the
Cartesians but their contribution is not considered.
As an essay in philosophyCausality in Economics
cannot be taken seriously. The economics of
course is of a higher standard. The last chapter
provides a statement of Hicks’s views on the

meaning of probability and on econometric meth-
odology. These are obiter dicta, not the fruits of
profound investigation.

ATheory of Economic History is as ambitious a
sortie into foreign territory as Causality in Eco-
nomics, but is the product of more thought and
reading and must be regarded as much more suc-
cessful. The main idea, that economic history is
tied up with the development of the market, is one
that few would question. However most historians
would be tempted to take cover behind a safe
position according to which developments of
ideas, knowledge, social institutions, etc., would
all be seen as progressing in parallel with the
development of the market, which consequently
would enjoy no special status as a motive force.
Put simply, Hicks’s account gives a much more
leading role to the market, although he does not of
course go so far as to argue that the market drives
history.

Such a strong argument could not fail to attract
criticism, particularly from professional histo-
rians. A long book would have done the same
but a very short book was a particularly provoca-
tive target. As the argument gave a lot of attention
to the ancient world this proved to be a contested
area. However while A Theory of Economic His-
tory was criticized it received respectful criticism.
It may be only a way of looking at economic
history but it was generally judged to be a good
way. Hicks’s reply to his critics may be found in
Economic Perspectives (1977, pp. 181–4).

Retrospect

Schumpeter argued that the ideas of a great econ-
omist are more or less in place by the age of 40 –
the rest is nurturing and polishing. At first glance
Hicks appears to be an exception. He was 65, for
example, when his theory of economic history
was announced to the world. Yet probably on
closer examination he will be seen to conform to
the Schumpeter pattern. In the case of the A The-
ory of Economic History he tells us in the fore-
word that he had nursed the idea for years. There
is indeed a powerful sense of direction to Hicks’s
intellectual journey. He often returns to old
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themes and new themes are examined from older
perspectives. Probably after 40 Hicks was only
nurturing and polishing, but it is no contradiction
of that claim to say that the second half of his life
produced some of his most creative work.

It remains to mention some particular qualities
of Hicks the man. First, he wrote beautifully, in a
style that is very correct from the formal point of
view, yet almost conversational in its flow and
ease. Secondly, his greatness justified a little van-
ity, and he was not wholly free of that minor vice.
That said, he was always approachable, and he
never attempted to win an argument by pulling
rank or flaunting his formidable distinction.
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An Irish-born economist specializing in public
finance, Lady Hicks’s long career spanned teach-
ing and research at the London School of Eco-
nomics and Political Science, University of
Liverpool, and the University of Oxford (latterly
as Foundation Fellow of Linacre College), as well
as the holding of many visiting posts in foreign
universities and service as a member of advisory
missions on fiscal matters, notably in the Carib-
bean, India and Africa.

She made three significant contributions to her
specialism, the theory and practice of public
finance. Her paper ‘The Terminology of Tax Anal-
ysis’ (1946) questioned the usefulness of the dis-
tinction between direct and indirect taxes and
argued persuasively for distinguishing between
taxes on income and taxes on expenditure
(outlay), the dichotomy now used in national
accounting. She also explored the difference
between the formal incidence of taxes (the liabil-
ity to pay taxes) and the effective incidence (the
determination of tax burdens). Second, in collab-
oration with her husband, Sir John Hicks, she
endeavoured to produce coherence between what
the aims of government should be and how fiscal
institutions should be organized to achieve them
(1947, Part 3). Third, she applied a unique knowl-
edge of fiscal systems to the study of federal and
local finance particularly in developing countries
(for example, 1961).

No account of her contribution would be
complete without mentioning her immense influ-
ence as a teacher of students of public finance
from all parts of the world and her part in the
foundation of the Review of Economic Studies
(together with Abba Lerner and Paul Sweezy), of
which she was Managing Editor from 1933
to 1961.
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Soon after the presentation of demand in
Alfred Marshall’s Principles of Economics in
1890, a debate ensued concerning whether
money income or some sort of real income
should be held constant as the price of the
good changed. By the mid-20th century, these
two conceptions of a demand function became
known as the Marshallian and Hicksian func-
tions, respectively. The issue is critical to the
interpretation of the area to the left of the
demand curve between two prices as some
sort of consumer surplus, that is, the gain
from purchasing a good at the lower price.
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Although earlier writers had formulated the con-
cept of a (downward sloping) demand curve, the
analysis took on much great refinement with the
publication of Alfred Marshall’s Principles of
Economics in 1890 (and continuing until 1920

Hicksian and Marshallian Demands 5815

H



with the eighth edition). In Chapter III, Marshall
derived the law of demand from a postulate of
diminishing marginal (cardinal) utility. He mea-
sured utility in terms of money, constantly
reminding us, however, of the necessity to assume
that the marginal utility of money remained con-
stant. Although it would be reasonable to con-
clude that the demand function he had in mind is
the standard formulation xi ¼ x�i p1, . . . , pn,Mð Þ ,
where the pi’s are the prices of the n goods and
M is money income, Marshall never wrote out an
expression such as the above. Although he was
very clear that the demand curve represented
diminishing marginal values of the good to an
individual, he never specified the ceteris paribus
conditions we are now familiar with.

However, as early as 1894 in the original Dic-
tionary of Political Economy edited by
R. Palgrave, Edgeworth gave the now current
interpretation, stated above. (See the interesting
footnote 5 in Friedman 1949). However, Mar-
shall’s suggestion that individuals purchase addi-
tional quantities only if the additional utility they
gain is at least as great as the price paid suggests
that the demand price represents the maximum the
individual will pay for an additional unit. In that
case, it would be utility, rather than money
income, that was being held constant along the
demand curve. To obscure things further, in
Chapter VI of the same book, ‘Consumer’s sur-
plus’, Marshall insists that the adding up of
demand prices to generate the consumer surplus,
or net benefits of all the units purchased, is valid
only when the marginal utility of income is con-
stant, or the same across individuals within a
market demand curve. These remarks about mar-
ginal utility spawned an industry of economists
working on consumer surplus for the first 75 years
of the 20th century. The matter finally came to an
end in the 1970s when the derivations of the
demand functions with either money income or
utility as an argument were clarified.

The Marshallian Demand Functions

There are two main threads motivating the entire
literature on Hicksian and Marshallian demands:

first and foremost, consumer’s surplus, and sec-
ond, providing a rigorous discussion of the pure
substitution term in the Slutsky equation. For con-
venience I limit the discussion to the case of two
goods. The Marshallian demand functions are the
solutions to the constrained maximum problem

maximize U ¼ U x1, x2ð Þ

subject to p1x1 þ p2x2 ¼ M

where, of course, x1 and x2 are two goods; their
prices p1 and p2 and income M are assumed
exogenous. The Lagrangian for this model is
L = U(x1, x2) + l(M � p1x1 � p2x2). Differenti-
ating partially with respect to x1, x2 and l yields
the necessary first-order conditions (NFOC)

L1 ¼ U1 x1, x2ð Þ � lp1 ¼ 0 (1a)

L2 ¼ U2 x1, x2ð Þ � lp2 ¼ 0 (1b)

Ll ¼ M � p1x1 � p2x2 ¼ 0 (1c)

The sufficient second-order condition (SSOC)
is that the bordered Hessian determinant of L be
positive:

H ¼
U11 U12 �p1
U21 U22 �p2
�p1 �p2 0

������
������ > 0 (2)

(In the case of n goods, the border-preserving
principal minors of H alternate in sign. See, for
example, Silberberg and Suen 2000.) On the
assumption that the SSOC holds, the NFOC can
be solved simultaneously for the demand functions
with money income as a argument, now univer-
sally termed the Marshallian demand functions

x1 ¼ xM1 p1, p2,Mð Þ (3a)

x2 ¼ xM2 p1, p2,Mð Þ (3b)

and the Lagrange multiplier

l ¼ lM p1, p2,Mð Þ (3c)
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In the parlance of intermediate microeconom-
ics texts, when a price changes ‘money income is
held constant’. But this is just an imprecise way of
stating that the demand for any good is a function
of the price of that good, the prices of all other
relevant goods, and, in particular, money income.

Substituting the Marshallian demand functions
(3a) and (3b) into the utility function yields the
maximum utility for given prices and money
income, U*(p1, p2, M). This is the indirect objec-
tive (utility) function for this model. By the enve-
lope theorem (see Silberberg and Suen 2000)

U�
pi ¼ Lpi ¼ �lMxMi i ¼ 1, 2 (4a)

U�
M ¼ LM ¼ lM (4b)

Equation (4b) reveals that the Lagrange multi-
plier is the marginal utility of income. On the
assumption that the constraint is preventing the
consumer from gaining a higher utility, lM > 0.
Equation (4a), known as Roy’s identity, shows
that (maximum) utility varies inversely with
price, as previously indicated, since consumption
levels are assumed positive.

The traditional comparative statics of this
model proceeds by substituting Eqs. (3) into the
NFOC and differentiating with respect to M and,
say, p1. Since p1 enters two of the first-order
equations, two terms are produced in the expres-
sion for @ xM1=@p1 . In 1916, Slutsky identified
these terms as a substitution effect (which is
always negative) and an income term. Rather
than replicate these somewhat tedious calcula-
tions, we proceed to the more modern analysis.

The Hicksian Demand Functions

Consider now an alternative formulation of con-
sumer behaviour, that of minimizing the expendi-
ture needed to achieve a specified utility level at
give prices:

minimizeM ¼ p1x1 þ p2x2

subject to U x1, x2ð Þ ¼ U0

The Lagrangian for this model is
L = p1x1 + p2x2 + l(U0 � U(x1, x2)). Differen-
tiating with respect to x1, x2 and l as before pro-
duces the following NFOC and SSOC:

L1 ¼ p1 � lU1 x1, x2ð Þ ¼ 0 (5a)

L2 ¼ p2 � lU2 x1, x2ð Þ ¼ 0 (5b)

Ll ¼ U0 � U x1, x2ð Þ ¼ 0 (5c)

H ¼
�lU11 �lU12 �U1

�lU21 �lU22 �U2

�U1 �U2 0

������
������ < 0 (6)

On the assumption that the SSOC holds,
Eqs. (5) can be solved simultaneously for the
Hicksian demand functions

x1 ¼ xU1 p1, p2,U
0

� �
(7a)

x2 ¼ xU2 p1, p2,U
0

� �
(7b)

and the Lagrange multiplier

l ¼ lU p1, p2,U
0

� �
(7c)

Eliminating l from Eqs. (5a) and (5b) produces
the same ‘tangency’ relation as eliminating l from
(1a) and (1b):

U1

U2

¼ p1
p2

(8)

In both models, the consumer chooses the
point on an indifference curve where the budget
or expenditure line has the same slope as the
indifference curve.

Alternatively, the consumer chooses a mix of
goods such that

U1

p1
¼ U2

p2
(9)

That is, the individual consumes each good
until the marginal benefit (utility) per dollar is
the same across all commodities. At the margin,
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all goods consumed are perfect substitutes. Given
an increment of income, the consumer would be
indifferent as to how to spend it, since he or she
has already equalized the marginal utility of a
dollar across all goods.

However, the comparative statics of these two
models are not the same. For the Hicksian demand
functions, when a price changes utility is held
constant. That is, the consumer is constrained to
slide along the same indifference curve. Thus, the
responses to changes in prices are, by definition,
the pure substitution effects. In the Marshallian
case, as a price changes utility changes also, in the
opposite direction.

Substituting the Hicksian functions (7a) and
(7b) into the objective function, we obtain the
expenditure function M = M*(p1, p2, U

0). This
is the indirect objective function in this model; it
gives the minimum expenditure needed to achieve
utility level U0 at prices p1 and p2. Since
M*(p1, p2, U

0) is a minimum expenditure, by def-
inition, M* � M, so that the function F = p1x1 +
p2x2 � M*(p1, p2, U

0) has a (constrained) mini-
mum (of zero) with respect to not only x1 and x2,
but also p1, p2, and U0. The Lagrangian for this
‘primal-dual’ problem is

L ¼ p1x1 þ p2x2 �M� p1, p2,U
0

� �
þ l U0 � U x1, x2ð Þ� �

The first-order equations with respect to x1, x2
and l are just Eqs. (5); with respect to p1, p2 and
U0 we have

Lp1 ¼ Fp1 ¼ x1 ¼ M�
P1

¼ 0 (10a)

Lp2 ¼ Fp2 ¼ x2 ¼ M�
P2

¼ 0 (10b)

LU0 ¼ M�
U0 � l ¼ 0 (10c)

Equations (10a) and (10b) are sometimes
referred to as Shephard’s lemma (Shephard
1970): the Hicksian demand functions are the
first partials of the expenditure function.
Moreover, since p1 and p2 do not enter the
constraint, F has an unconstrained minimum

in p1 and p2. The second-order conditions
include

Fpipi ¼ �M�
pipi

� 0 i ¼ 1, 2 (11)

so that the expenditure function is concave in
prices. However, since M�

pi
� xUi p1, p2,U

0
� �

,

@xUi
@pi

¼ M�
pipi

� 0 (12)

The pure substitution effects, which are the
ordinary slopes of the Hicksian demand curves,
are negative. No such sign is implied for the
Marshallian demand functions, since in the asso-
ciated primal–dual problem, the prices enter the
constraint, eliminating any implications about
slope of the demand functions based on the cur-
vature properties of the indirect utility function.
Additionally, for the Hicksian demands, we find
the reciprocity condition

M�
p1p2

¼ @xU1 =@p2 ¼ @xU2 =@p1 ¼ M�
p2p1

(13)

Homogeneity

The Marshallian demands are the solutions to
Eq. (8) and the budget constraint (1c). Suppose
there is a proportionate increase in prices and
money income. That is, p1 ! tp1, p2 ! tp2 and
M ! tM where t > 0. But Eqs. (8) and (1c) are
unchanged by this proportionate increase in
parameters; hence their solutions must be identi-
cal. Thus, xMi tp1, tp2, tMð Þ � xMi p1, p2,Mð Þ; the
Marshallian demand functions are homogeneous
of degree zero in prices and money income. Con-
sumers respond to changes in relative prices, not
absolute prices. Similarly, the Hicksian demands
are the solutions to Eqs. (8) and the constant utility
constraint (5c). If p1 ! tp1 and p2 ! tp2, these
equations are unchanged, and therefore
xUi tp1, tp2,U

0
� � � xUi p1, p2,U

0
� �

: With the use
of these properties, the indirect utility function
must also be homogeneous of degree zero in
prices and income, while the expenditure function
is homogeneous of degree one in all prices.
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The Slutsky Equation

Evgeny Slutsky (1916) published perhaps the
seminal work in the economic theory of the con-
sumer, in which he showed that a consumer’s
response to a change in price could be partitioned
into two parts: a pure substitution effect which
was always negative (that is, in the opposite
direction to the price) and an income effect,
whose sign was indeterminate. When a price,
say p1, decreases, the budget line pivots outward,
intersecting the x1 axis at a greater amount.
Slutsky decreased the consumer’s income by
shifting the new flatter budget line back until it
went through the original equilibrium. By such a
‘compensation’, Slutsky isolated the substitution
effect. At various schools, particularly the Uni-
versity of Chicago, the Marshallian and Hicksian
demand curves were referred to respectively as
uncompensated and compensated demand
curves. By the 1930s and 1940s, with the publi-
cations of John Hicks’s Value and Capital
(1939) and Paul Samuelson’s Foundations of
Economic Analysis (1947), the ‘pure’ substitution
effect had become defined as the response to a
price change when the budget line was shifted
(parallel to itself) back to the original indifference
curve, producing a response in consumption
holding utility constant. (It was shown by
J. Mosak and A. Wald, 1942, that, if p1 changed
by an amount Dp1, the differences between the
Slutsky and Hicks demands were of second-order
smallness, that is, functions of powers of Dp1
order two and higher. See also Silberberg and
Suen 2000, p. 304.)

By the 1940s, the profession had largely settled
on the Hicksian interpretation of the pure substi-
tution effect (though Friedman 1949, stressed the
operational advantage of Slutsky’s measure).
However, it was not until the 1970s that the
demand functions (7a) and (7b) derived from
constrained expenditure minimization came to
be recognized as the analytical basis for the pure
substitution effects. At that point, economists real-
ized that the Slutsky equation showed the rela-
tionship between the Hicksian and Marshallian
demand functions. We now demonstrate this

using the concept of ‘conditional demands,’ first
developed by Robert Pollak (1969).

The Hicksian demand function is obtained
from the Marshallian function by adjusting
money income, when a price changes, to the min-
imum amount necessary to keep the consumer on
the same utility level. Stated mathematically, this
is the identity (for x1, say)

xU1 p1, p2,U
0

� � � xM1 p1, p2,M
� p1, p2,U

0
� �� �

(14)

Differentiating this identity with respect to p1,

@xU1
@p1

� @xM1
@p1

þ @xM1
@M

@M�

@p1
(15)

Applying the envelope theorem (10a) and
rearranging, we get the classic Slutsky equation

@xM1
@p1

� @xU1
@p1

� x1
@xM1
@M

(16)

The slope of the Marshallian demand equals the
slope of the Hicksian demand (which is always
negative in its own price) and an indeterminate
income effect. If, however, the good is non-inferior,
that is, the income effect is non-negative, then the
Marshallian demand curve is necessarily downward
sloping.

Consumer’s Surplus

Most of the interest in the distinction between
Hicksian and Marshallian demand functions was
generated by the analysis of consumer’s surplus.
Marshall developed the concept as follows. (I use
hamburgers and dollars in place of Marshall’s
quainter example of tea and shillings.) Suppose,
at a price of $10, a consumer will buy only one
hamburger a month. At a price of $9, he will buy
two; at $8, he will buy three, at $7, four, and so
on. Since these prices measure the marginal
values of hamburgers to this consumer at these
consumption levels, we interpret these numbers as
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the maximum the consumer would pay for an
additional hamburger. In that case, the amount
the consumer would pay to consume four ham-
burgers rather than none would be $10 + $9 + $8 +
$7= $34. Marshall thus interpreted the area under
the demand curve as the all-or-nothing value of
that quantity of a good, or the total utility of those
units, measured in units of money income. Addi-
tionally, at a price of $7, say, the consumer would
spend $28 on the good, leaving the area to the
right of the demand curve above the price, $6, as
the consumer’s surplus. This is the additional
amount the consumer would have been willing
to pay to consume the four units at a price of $7.

The question is: when can we interpret the area
to the left of a demand curve in this fashion?
Consider a decrease in the price of x1 from p1

0 to
p1

1. Mathematically,

CS ¼ �
ðp1

1

p0
1

x1dp1 (17)

For both the Hicksian andMarshallian demand
curves, we can calculate this area, which has the
units of dollars – not utility – being price times
quantity. However, the important question is:
when we calculate this amount, what question, if
any, does it answer? In the case of the Hicksian
demands, the answer is clear. If we use the enve-
lope relation (10a),

CS ¼ �
ðp1

1

p0
1

xU1 dp1 ¼ �
ðp1

1

p0
1

@M�

@p1
dp1

¼ M� p01, p2,U
0

� ��M� p11, p2,U
0

� �
(18)

Because the Hicksian demands are the first
partials of the expenditure function, the integral
is simply the savings in expenditure the consumer
enjoys when the price is lowered (or, likewise, the
extra expenditure the consumer must make if the
price increases). Thus the area to the left of a
Hicksian demand curve is the amount consumers
would be willing to pay, or have to be paid, to face
the new price. Moreover, suppose two prices
change. That is, suppose the price of x1 changes
from $8 to $4, and we calculate a CS1 ($18 if we

use the above linear demand curve). The demand
curve for x2 will have now shifted. Suppose we
now lower the price of x2 from $7 to $3, generat-
ing CS2 = $15, say, producing CS = CS1 +
CS2 = $33. Suppose we did the experiment in
the reverse order – lowering the price of x2 first
and then x1. Would we get the same answer for
total CS? Indeed we would:

CS ¼ �
ðp1
p0

X
xUi dpi ¼ �

ðp1
1

p0
1

X @M�

@pi
dpi

¼ �
ðp1
p0
dM� ¼ M� p01, p

0
2,U

0
� �

�M� p11, p
1
2,U

0
� �

(19)

Because of the reciprocity condition (13), this
integral is exact; the path of price changes does
not affect the value of the integral.

In the case of the Marshallian demands, no
such interpretations are possible (Silberberg
1972). The Marshallian demands xMi are not
the first partials of any function, so the area to
the left of the demand curve given by (17) has no
easy interpretation. Moreover, since for the
Marshallian demands @ xM1=@p2 6¼ @ xM2=@p1
(unless the utility function is homothetic) the
integral corresponding to (19) for the Marshallian
demand functions is path dependent. That is,
depending onwhich price changes first, a different
answer emerges, even if all the initial and final
prices are identical in the two experiments. There
is simply no unique measure of a change in utility
in terms of income, except for some famous spe-
cial cases. (See Silberberg and Suen, 2000).

Consider Fig. 1, for some good x. At the initial
price OA, the consumer purchases AB. If the price
decreases toOF, she moves along her Marshallian
demand curve xM, and consumes FD. If, however,
we were to keep her on the same initial indiffer-
ence curve U0 as p decreased, she would move
along the Hicksian demand curve to point E. Point
E would be to the left of D if the good is normal
(non-inferior), since we are eliminating this
(positive) income effect. If however, the consumer
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started at the lower price OF and the price were
raised to OA, and we now held her on the higher
level of utility U1 she achieved at point D, she
would move up along the Hicksian demand curve
associated with U1, leading her to point C. Sup-
pose the area to the left of the Hicksian demand
curve BE is $20, the area to the left of the
Marshallian demand curve BD is $25, and the
area to the left of the Hicksian demand curve CD
is $30. What questions, if any, do these numbers
answer? The amount the consumer would pay to
face price OF instead of OA is $20. If the price
were initially OF, the amount she would have to
be paid to voluntarily face OA instead is $30. It
seems odd, but it is true nonetheless that, for
non-inferior goods, the amount one must be paid
to face a higher price is greater than the amount we
would pay to get the lower price. Lastly, there is
simply no operational question for which $25 is
the answer. However, Robert Willig (1976) inves-
tigated the actual empirical differences one would
be likely to encounter; not too surprisingly, they
turn out to be small.

See Also

▶Envelope Theorem
▶Le Chatelier Principle
▶Marginal Utility of Money
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Hidden Actions, Moral Hazard
and Contract Theory

Roger Guesnerie

‘Moral hazard’ in the literal sense refers to the
adverse effects, from the insurance company’s
point of view, that insurance may have on the
insuree’s behaviour. As an extreme but standard
example, a fire insurance holder may burn the
property in order to obtain the insured sums.
Although the expression can be found in earlier
literature, its extensive use in economics can be
dated from Arrow’s Essays in the Theory of Risk-
bearing (1971), which had a decisive influence in
popularizing the term as well as in stimulating a
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systematic study both of the subject itself and of
related phenomena. Arrow stresses that the com-
plete set of markets required for first best effi-
ciency often cannot be organized. The
(so-called) Arrow–Debreu contracts which are
needed would have to be contingent on states of
nature. This term, ‘states of nature’, has to be
taken in its meaning in decision theory where it
refers to random events whose realization reflects
an exogenous choice by ‘Nature’, and not an
endogenous choice by agents. However, states of
nature may not be observable either directly or
indirectly, so that real contracts have to rely upon
imperfect proxies. Take the overly simple fire
insurance example: Arrow–Debreu contingent
contracts would make indemnification conditional
only on the occurrence of those natural events that
can cause fire, such as thunderstorms, whereas
actual real-world contracts make it dependent
upon the occurrence of fire itself, whether due to
an unusual exogenous event, or to a more normal
exogenous event coupled with insufficient care.

Following Arrow, modern economic terminol-
ogy has come to use ‘moral hazard’ to mean the
unobservability of contingencies, about which
information is needed in order to design first-
best efficient contracts. Considering now a gen-
eral framework of contracts, it is normally the case
that the relevant contractual information can be
obtained through observation of actions and out-
comes, the latter themselves dependent on states
of nature. Assuming that outcomes are always
observed, moral hazard is therefore restricted to
mean that some actions of one or more of the
parties are not publicly observable (i.e. by all
parties to the contract). With the more suggestive
terminology of Arrow, moral hazard is thus asso-
ciated with the existence of hidden actions in a
contractual relationship.

This definition deserves three comments.

(i) ‘Moral hazard’ has unfortunate ethical con-
notations. Given that parties to contracts are
usually modelled as standard maximizers of
utility, it seems preferable to employ the term
hidden actions.

(ii) Recent literature on contracts distinguishes
between the observability and the

verifiability of actions. A variable can be
observable by all the parties to a contract,
but not to outsiders to the contract. In partic-
ular, it may provide no evidence for a court
of law. It is then said to be non-verifiable.
Then hidden actions conveys the right idea
but not the right nuance, and we should
rather speak of unverifiable actions.

(iii) Difficulties in organizing a contractual rela-
tionship arise not only from actions that
some parties can hide but also from the lim-
ited accessibility of the information that
some parties use before taking actions. This
may be private information of one party
about itself (an agent usually knows his
own characteristics better than do his part-
ners in the contract), or information on some
relevant states of nature which can influence
the outcome of the relationship. Such diffi-
culties are thus due to hidden knowledge as
well as to hidden actions. Consider again an
example drawn from insurance. Insurance
companies (life insurance, car insurance)
face both good risks and bad risks,
i.e. agents who for a given level of care or
prevention have to be assigned different
probabilities of injury. This distinction thus
refers to privately known characteristics of
the insurees themselves rather than to the
actions they take. Hidden knowledge gener-
ates opportunism. Faced with a set of con-
tracts, high risk and low risk people will
select different contracts; this is self-
selection or, from the company’s point of
view, adverse selection. The distinction
between hidden actions and hidden knowl-
edge seems more suggestive than the more
usual distinction in contract theory between
moral hazard and adverse selection.
Although we will examine some problems
in which hidden actions and hidden knowl-
edge are mixed, the main subject of this
article is the analysis of contractual problems
raised by hidden actions. Attention will be
focused primarily on an abstract hidden
action model, rather on the subject-specific
discussions which generated the main build-
ing blocks of that model.

5822 Hidden Actions, Moral Hazard and Contract Theory



The Basic Hidden Action Model of a
Bilateral Relationship

The prototype model considered in this section
owes much to the pioneering work of Ross
(1973), Mirrlees (1974, 1976) and Holmstrom
(1979), and its presentation here draws heavily
on the syntheses of Grossman and Hart (1983a).
It is a principal–agent model with one principal
and one agent. The agent chooses from among
available actions one which together with random
events (states of nature) determines a measurable
result, which most of the time is a money payment
to the principal. The principal is interested in the
results as well as in the money remuneration he
gives to the agent. The agent has a utility function
depending upon the action taken and on the money
transfer he receives from the principal. Some
actions are more costly or involve higher ‘effort’.
Indeed, inmany specificmodels the action variable
is a loosely defined effort level: effort of the man-
ager when the principal consists of shareholders,
effort of firms when the principal is a bank.

In the simpler version of the model considered
here, each utility function is separable, and risk-
neutrality vis-á-vis income obtains, with a utility
linear in income. It is assumed that the agents’
actions are not observable but that the results are
verifiable. A contract between the principal and
the agent then consists of a reward schedule which
associates a money transfer to any possible result.
Analytically an optimal contract for the principal
is a solution (if any) to a programme which max-
imizes over the set of all reward schedules, under
a constraint of individual rationality for the agent.

The solution just sketched calls for preliminary
comments:

(i) In the degenerate case where there is no
choice of action – the principal–agent prob-
lem reduces to a pure risk-sharing question,
whose solution depends on the risk-aversion
of the parties concerned. In particular, a risk-
neutral agent bears all income fluctuations
and provides full insurance to his risk-averse
partners. An optimal contract between a risk-
neutral firm and risk-averse workers leads to
utility profiles of workers constant across

states of nature and a constant wage in states
where workers are employed. This latter
remark is at the core of the theory of implicit
contracts initiated by Azariadis (1975), Bai-
ley (1974) and Gordon (1974).

(ii) With a non-degenerate set of actions, but with
an observability assumption, the optimal con-
tract trades off between efficiency and risk-
sharing considerations. Following the usual
terminology, the corresponding contract is
referred to as first best. When actions are not
observable, the reward scheme has to be
based on results only. It is generally impossi-
ble to reward actions indirectly in a way
which mimics the first best contract. We
then have to determine a second best contract.

First insights into the model are obtained when
the reward schedule is restricted to be an affine
function of the money outcome. Then, when the
principal is risk-neutral and the agent is risk-
averse, the optimal contract trades off between
incentives and risk-sharing requirements in a
way which confirms intuition. A positive fixed
fee has to be combined with a linear schedule
the slope of which is, however, smaller than the
marginal value of the performance for the
principal.

The derivation of the optimal non-linear sec-
ond best contract leads to a serious analytical
difficulty, which has been of primary concern to
analysts. In the context of moral hazard this diffi-
culty was initially stressed by Mirrlees (1975),
and was independently discovered and analysed
in the context of a general equilibrium second best
problem by Guesnerie and Laffont (1978). It can
be described as follows: For a given reward sched-
ule, the agent’s utility as an indirect function of
actions is not generally quasi-concave. Hence,
when the parameters of the reward schedule are
modified the optimal response of the agent may
jump. Although this jump only occurs for excep-
tional values of the parameters, it may still be the
case that the optimal contract systematically
selects such exceptional values (this is really the
essence of the point made by Mirrlees and
Guesnerie–Laffont). Then the local description
of the agent’s local behaviour from the first order
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conditions of utility maximization – which is ana-
lytically very convenient – becomes invalid. This
failure of the so-called ‘first-order approach’ has
generated contributions which are decisive for
a rigorous analysis of the problem (see
e.g. Rogerson 1985).

The research has led us to a much more thor-
ough understanding of an optimal schedule. In
particular, it has made clear that the reward asso-
ciated to a given result reflects the Bayesian statis-
tical inference made by the principal from this
result, although this convenient interpretation
should not hide the fact that the principal does
not ignore the agent’s action! However, the results
on the shape of the optimal schedule are somewhat
deceptive. As the statistical inference argument
suggests, few restrictions on it can be deduced
from general theory. Even monotonicity – higher
rewards for higher results – cannot be guaranteed,
without strong assumptions on the distribution of
results conditional on actions. For example, mono-
tonicity obtainswith themonotone likelihood ratio
property introduced in this problem by Milgrom
(1981) and the concavity of distribution function
condition (see Grossman and Hart 1983a).
Non-monotonicity is hardly surprising; imagine
that the most desirable actions from the principal’s
point of view give rise to high results and to low
results with smaller probability but never to inter-
mediate results. Conceivably, intermediate results
will thus be less rewarded than low results.

In this rather disappointing picture, a result of
general relevance does emerge. Althoughweak, it is
remarkably robust. All variables that are correlated
with the noise carry useful information for the
design of optimal contracts. New information is
redundant only when existing variables are suffi-
cient statistics (seeHolmstrom1979;Gjesdal 1982).

To complete the picture, cases where the first
best is implementable have to be stressed.

(i) If the agent is risk-neutral, a reward schedule
which gives him the money result up to some
constant provides correct incentives (such a
reward schedule is reminiscent of the Groves
scheme in an adverse selection problem). The
agent then acts as a residual claimant and
chooses the first best action.

(ii) Suppose that one result signals for sure that
some non-optimal action has been chosen
(i.e. this result has probability zero when the
optimal action is taken). Then, if a high pen-
alty is associated with this result, the agent
will be deterred from choosing any action for
which this result can occur with non-zero
probability. It follows that the first-best action
will be chosen if there is a subset of highly
penalized results that are reached with prob-
ability zero when the optimal action is taken,
and with positive probability when any
non-optimal action is taken. In particular, if
the result is a noisy estimate of the action, the
first best is implementable when the noise is
additive and has compact support. The power
of high penalties, at least in some contexts, is
a striking feature of moral hazard problems.
We will come back to this point later.

Further General Considerations
on Hidden Action Models

We will examine briefly four directions of devel-
opment for the basic hidden action model
described in section “The Basic Hidden Action
Model of a Bilateral Relationship”.

The Complexity of the Optimal Reward
Schedule
The results described in the previous section sug-
gest contractual arrangements which are more
complex than those observed in real situations.
Several explanations have been suggested: for
example, bounded rationality of the parties is a
plausible argument for the use of unsophisticated
reward schemes. Another possible explanation
might be found in the inadequacy of the modelling
options described in section “The Basic Hidden
Action Model of a Bilateral Relationship”. This is
a subject of current research and an interesting
point has recently been made by Holmstrom and
Milgrom (1985). They modify the basic model by
assuming that the agent has progressive informa-
tion on the occurrence of the outcome so that he
can continuously adapt his action (here, his effort)
in the time interval where the relationship takes
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place. They show that the optimal reward sched-
ule, which in the standard version of these prob-
lems is highly non-linear, becomes linear.
Although this conclusion relies on special
assumptions concerning the agent’s utility and
the noise, it suggests that the enrichment of the
action space of the agent leads to simpler reward
schedules.

Mixing Adverse Selection and Moral Hazard
It has been argued above that hidden action and
hidden knowledge determine two polar cases in
the theory of contracts – in fact many contract
problems involve both hidden action and hidden
knowledge. In the mixed case the non-linear
reward scheme thus has three different roles. It
should provide correct incentives by limiting the
distortion between the value of outcome for the
principal and the agent’s reward, and should
induce adequate risk-sharing; these two functions
are already central to the hidden action model. In
addition, it should keep control of the self-
selection process by inducing satisfactory choices
of agents of different characteristics. The determi-
nation of the optimal contract in the mixed case
then assimilates the analytical difficulties of each
of the polar cases (each of these polar cases is
reasonably well understood, and for a synthesis
on an adverse selection principal-agent problem,
in a spirit similar to Grossman and Hart’s article
on moral hazard, see Guesnerie and Laffont
(1984). The understanding of the intricacies of
the general case requires further investigation.
The analysis of an intermediate case provides a
useful benchmark. It is presented now.

Consider a pure hidden knowledge problem
when actions of the agent are observable although
characteristics are not. Let us introduce the moral
hazard ingredient that actions are no longer per-
fectly observable. Their observation is affected by
noise. The new problem calls for two immediate
remarks: first, if the parties are risk-averse, the
introduction of noise will reduce social welfare
(when compared to its pure adverse selection
maximum level); second, if the adverse selection
problem is degenerate, i.e. the agent’s character-
istics are known, there is no welfare loss when
agents are risk-neutral. This absence of welfare

loss can be shown to extend to a non-degenerate
hidden knowledge model. For a large class of
noises, with risk-neutral agents, the maximum
adverse selection welfare, can be at least approx-
imately reached when the observation of actions
becomes noisy. In other words, the second best
adverse selection welfare can still be implemented
with noisy observations. This (quasi) implemen-
tation obtains either by using a family of quadratic
schedules (see Picard 1987) or by using a single
schedule, different from the adverse selection
optimal schedule, but obtained from it as the solu-
tion of a convolution equation when the noise is
additive (see Caillaud et al. 1986) or a Fredholm
equation for non-additive noise (seeMelumad and
Reichelstein 1985). Furthermore, when one of the
action variables can be observed, a family of
linear schedules may serve for implementation
whatever the distribution of noise (it is then a
universal family of schedules) or a family of trun-
cated linear schedules may serve for implementa-
tion when the noise is small. However, these
appealing properties are likely to hold in circum-
stances which are rather special (see Laffont and
Tirole (1986) for one of these special cases, and
Caillaud et al. (1986) for a comprehensive analy-
sis of this problem).

Monitoring Devices and High Penalties
We have provided an interpretation of the basic
hidden action model where ‘results’ are an intrin-
sic and unavoidable outcome of the relationship.
There are cases, however, where the principal is
only interested in the actions taken by the agents
and where the inference on the action is made
from observations which are obtained from a spe-
cial device: examples of such monitoring devices
which allow more precise inference of the behav-
iour of an agent are audits. If the basic frame is
easily adapted to the study of such a situation
when the monitoring device is given, or even if
there are several possible monitoring devices, a
basic difficulty occurs when the frequency of use
of such a monitoring device is not fixed. The
nature of the difficulty is the following: the use
of the monitoring device being costly, the princi-
pal can economize on expected costs by writing a
contract which stipulates that the control device
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will only be used with probability smaller than
one, rather than for sure. But whatever the proba-
bility chosen, it is often the case that the principal
can reduce it further and modify penalties and
rewards accordingly in such a way that the choice
of action is unchanged. This argument was made
in particular by Polinsky and Shavell (1979; see
also Rubinstein 1979) who were considering the
substitutability between the probability and the
magnitude of legal fines. The fact is that the
expected value of the fine may be held constant
when the probability of control is decreased and
the magnitude of the fine is increased. This argu-
ment has proved to be remarkably robust (for
extensions, see Nalebuff and Scharfstein 1985).
In particular, it does not depend upon the risk-
aversion of agents, at least in a bilateral relation-
ship. In our framework, it suggests that the opti-
mal contract, when the use of monitoring devices
is costly, may be stochastic and may involve a low
probability of control, together with (possibly)
high penalties and rewards. Again, real contrac-
tual arrangements do suggest neither the use of
high penalties, nor the substitution of penalties to
control frequencies at least to the extent predicted
by the above theory. A more careful analysis of
the problems suggests at least three reasons for the
first noted discrepancies (and at the same time
three directions of improvements for the basic
model).

(i) Our argument holds in the special case of a
hidden action relationship in which all the
elements of the problem are in the language
of the theory, ‘common knowledge’. For
example, it assumes that the agent’s risk-
aversion is exactly known by the principal
or that the distribution functions of the ran-
dom variables is common knowledge. Giv-
ing up one of these assumptions amounts to
introducing hidden knowledge into the rela-
tionship. The efficiency of high penalties
does not seem to be robust to the introduc-
tion of these considerations.

(ii) The credibility of the principal’s commit-
ment to some probability of control is
problematic. It would require the implemen-
tation of some kind of public lottery.

(iii) The outcome of control via a monitoring
device should be verifiable. If not, the prin-
cipal would have an incentive to announce
results which highly penalize the agent.
Some neutral third party is required. But the
danger of collusion between this third party
and another party increases with the amount
of penalties (or reward). (For an analysis of
collusion in a three parties relationship, see
Tirole 1986).

The Dynamics of Moral Hazard Contracts
Assume that the basic principal–agent relation-
ship is repeated. The one-period game described
above is extended to a large number of periods
(assuming for simplicity separability between
periods). It is intuitively clear from the law of
large numbers that time filters out uncertainty
and allows a more and more accurate knowledge
of the mean action taken by the agent. Repetition
should thus alleviate moral hazard problems. The
formal analysis confirms and makes precise these
findings, at least when parties to the contract put
enough weight on the future. If agents are inter-
ested only in the average pay-off over an infinity
of periods or if both have a (common) discount
rate close enough to one, there exist dynamic
contracts which allow one to approximate the
first best welfare level (see Radner 1981, 1985).
It would, however, be premature to conclude from
this neat result that moral hazard problems disap-
pear within a long enough relationship. Let us
make clear the limits of this result.

(i) The result only holds for discount rates close
to one. Even then, it does not provide a
characterization of the truly optimal policy
(it uses an a priori policy which is shown to
be quasioptimal). A fortiori, the characteris-
tics of the optimal policy for lower values of
the discount rates are not well understood.
The study of simple cases such as the one
considered by Henriet and Rochet (1984)
suggests that the present reward at any
period should put more weight on observed
performances which are more recent. This is
in sharp contrast with what happens in an
adverse selection problem, where the
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observation serves to estimate the value of
unobservable characteristics, a case in which
the Henriet–Rochet model leads one to base
the reward on the mean of observation before
the present period.

(ii) The model supposes both that the principal
can commit himself to the announced strat-
egy and that the agent is locked-in in the
relationship, but is not necessarily needed
for the conclusion. In addition, the princi-
pal’s policy relies on the threat of high pen-
alties, a feature of contracts the adequacy of
which has been questioned in the previous
subsection. The commitment assumption is
subject to the usual objections. The lock-in
assumption for the agent is also much debat-
able. The agent should at least be allowed to
smooth his income through time by access to
financial markets. Exit of the agent via finan-
cial markets is a subject of present research.

(iii) As in the static case, many interesting
dynamic problems mix hidden action and
hidden knowledge. This leads to more intri-
cate phenomena as demonstrated by the
models of Holmstrom (1982b) or Harris
and Holmstrom (1982). Assume as in these
models, the output of a worker is the product
of an unobservable characteristic (say skill)
and of an action (say effort). The firms’
inference from the sequence of outputs
aims at determining both effort and skill. In
their turn, workers are induced to over-invest
in effort in the first periods to signal high
skill and to under-invest when their position
has been established. This has some resem-
blance to real academic life rather than to a
pure hidden action dynamic model.

Tournaments and Moral Hazard in a Group
The so-called tournament model focuses attention
on a relationship involving one principal and sev-
eral agents. With several agents, the contracts are
not necessarily independent: the reward of one
agent can be based not only upon his performance
but also upon the performance of the other. One
polar case of interdependent contract is the con-
tract associated with a rank-order tournament
where actual outputs are ranked and the reward

jumps with the rank. With two agents the winner
has the highest prize (R&D competition for pat-
ents induces a similar structure of rewards: see
Guesnerie and Tirole 1985). Let us briefly men-
tion the main direction explored by the tourna-
ment literature.

(i) Lazear and Rosen (1981), in a two-agent
model, compare the rank-order tournament
with special independent contracts, i.e. linear
contracts, and discuss the relative merits
of both.

(ii) Independent non-linear contracts are domi-
nated by dependent contracts only when the
principal can infer more information on the
variables faced by the agent (before his
decision was made) from the whole set of
outcomes than he can infer from any single
outcome. In such circumstances Green and
Stokey (1983), Holmstrom (1982a), and
Nalebuff and Stiglitz (1983) focus attention
on situations in which the mean of out-
comes is a sufficient statistic for the vari-
ables unknown to the principal. Thus, the
optimal contract is only dependent upon the
mean of outcomes and the individual
outcome.

(iii) First best can be approximately implemented
from rank order tournaments with high pen-
alties when the number of participants is
large enough (see Holmstrom 1982;
Nalebuff and Stiglitz 1983). In the different
but related context of moral hazard in teams,
Holmstrom (1982) has stressed that a team
can behave poorly in the solution of moral
hazard problems when no agent in the group
can act as residual claimant. The group thus
cannot commit itself credibly to use a shar-
ing rule which induces efficient effort. The
existence of a residual claimant is essential
for making credible the threat of destruction.

Conclusion

One of the two obvious omissions in the present
review has already been stressed. Applications of
the basic ideas to different subjects have not been
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reviewed. The ‘horizontal’ presentation adopted
here should be complemented by ‘vertical’ read-
ings which describe the implications of the basic
ideas in different fields. The second omission is
the fact that the work reviewed is only of partial
equilibrium nature. However, the hidden action
model is part of the contractual approach to eco-
nomics which has developed since the 1970s from
a recognition of the failure of the impersonal
market hypothesis to explain certain phenomena.
The corresponding literature had the more or less
explicit ambition of assessing the aggregate impli-
cations of the existence of contractual arrange-
ments at the micro level. In particular, the study
of the general equilibrium implications of moral
hazard is an important topic. It has not been pre-
sented here, partly from lack of space, and partly
because a coherent presentation of existing work
is more difficult.

In conclusion, let us briefly mention a number
of directions of present research.

First, the nature of competition is affected by the
presence of moral hazard at the micro level.
Helpman and Laffont (1975), Arnott and Stig-
litz (1985), and Hellwig (1987) analyse this
problem.

Second, normative economics should take into
account the specification of contractual rela-
tionships. In particular, one can expect that
the contractual approach will favour a better
assessment of the informational constraints
faced by government action. Also, moral haz-
ard at the micro level is responsible for exter-
nalities, the particular features of which are
analysed in the case of the labour market by
Arnott and Stiglitz (1985).

Finally, the examination of the aggregate conse-
quences of contractual arrangements in the
labour market is a subject of intensive
research – Shapiro and Stiglitz (1984) argue
that in the absence of direct penalties (for rea-
sons discussed above) for breach of labour
contracts, unemployment serves as a ‘disci-
pline device’. Other work on the general equi-
librium consequences of the contractual labour
conditions – in case of hidden action – include
Malcomson and MacLeod (1986).

See Also

▶Adverse Selection
▶Asymmetric Information
▶Externalities
▶ Incomplete Contracts
▶Moral Hazard
▶ Principal and Agent (i)
▶ Signalling
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Hierarchical Bayes Models

Siddhartha Chib and Edward Greenberg

Abstract
The standard Bayesian model is defined in
terms of an outcome model and the prior den-
sity of the parameters. The latter depends on
parameters called hyperparameters. A hierar-
chical Bayes model results when one or more
of the hyperparameters are assumed to be ran-
dom and modelled probabilistically. We dis-
cuss canonical versions of these models for
the case when both the parameters and the
hyperparameters are modelled in groups or
blocks, provide relevant examples, and discuss
how inference by Markov chain Monte Carlo
methods makes even the fitting of complex
hierarchical models practical and simple. The
problem of model comparisons is also
addressed.

Keywords
Bayes’ th; Component densities; Exchange-
ability; Hierarchical Bayes models; Hyper-
parameters; Marginal likelihood; Markov
chain Monte Carlo methods
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Suppose that y is a univariate random variable or
multivariate random vector and y is a
d-dimensional parameter vector that lies in D , a
subset ofRd. The standard Bayesian model is then
defined in terms of the density of y given y (the
outcome model) and the prior density of y (the
prior model). Specifically, the Bayesian model is
specified as

yjy � p yjyð Þ outcome model : stage 1ð Þ (1)

yjg � p yjgð Þ prior model : stage 2ð Þ (2)

where g is the vector of parameters in the prior
density. These are called hyperparameters. We can
assume that g is g-dimensional and lies in G , a
subsetRg. The labelling of the outcome model as
stage 1 and the prior model as stage 2 is arbitrary,
and the numbering can be reversed. The outcome
model may be called the top or bottom level of the
model because this difference in nomenclature has
no significance.

Suppose that the researcher is not able to spec-
ify one or more of the hyperparameters in g. In that
case, the unknown hyperparameters can be
assumed to be random and modelled probabilisti-
cally. This modelling of the hyperparameters
leads to what is called a Bayesian hierarchical
model (Berger 1985; Lehmann and Casella
1998). The simplest version of a Bayesian hierar-
chical model is defined in terms of the ingredients

yjy � p yjyð Þ outcome model : stage 1ð Þ (3)

yjg � p yjgð Þ prior model : stage 2ð Þ (4)

g l � cðgj jl� hyperparameter model : stage 3ð Þ;
(5)

where c(g|l) is the prior density of g. The hyper-
parameters l in the stage 3 model are assumed
known. In effect, a hierarchical model is a way of
modelling the outcomes and the parameters
through a sequence of easily interpretable steps.

In practice, it is often helpful to divide y into
natural groups or blocks (y1; y2, . . ., yp), where,
for instance, y1 consists of the regression coeffi-
cients, y2 the scale parameters and yp the covari-
ance parameters. Each of these separate blocks
may then be modelled independently in terms of
prior densities p(yj|g). In turn, g may also be
grouped into blocks (g1,. . ., gq) and, in the third
stage, modelled independently through the densi-
ties c(gj|l). The resulting three-stage hierarchical
model then has the form

yjy � p yjyð Þ outcome model : stage 1ð Þ (6)

yjg �
Yp
j¼1

p yjjg
� �

prior model : stage 2ð Þ (7)
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gjl �
Yq
j¼1

c gjjl
� �

hyperparameter model : stage 3ð Þ:

(8)

This specification may be considered as the
canonical hierarchical Bayes model.

Example 1 (Gaussian linear regression model).
Suppose that y = (y1,. . .,yn) is a vector of obser-
vations and y consists of the two blocks (b, s2),
where b is a k-vector of regression parameters.
Now let

yjy � Nn yjXb, s2Inð Þ
yjg � Nk bjb0,B0ð ÞIG� s2j v0

2
,
d0
2

� �
;

where

Nk bjb0,B0ð Þ ¼

2pð Þ�k=2
exp � 1

2
b� b0ð ÞB�1

0 b� b0ð Þ
� �

is the k-variate normal density, X is the n � k
matrix of covariates and

IG s2j v0
2
,
d0
2

� �
¼ d0=2ð Þ v0=2ð Þ

G v0=2ð Þ
1

s2

� � v0=2ð Þþ1

exp � d0
2s2

� �
,s2 > 0

is the inverse-gamma density. In this case, the
hyperparameters g consist of the four blocks of
parameters (b0, B0, v0, d0). The top level of the
model is the model of the outcome and the bottom
level the model of y. If it is not possible to fix the
value of b0, for example, one may specify a
prior, b0|l ~ Nk(b0|b00, B00), where the hyper-
parameters of the third stage l = (b00, B00) are
pre-specified. Further discussion along these lines
is provided by Lindley and Smith (1972).

Since the difficulty of specifying hyper-
parameters in the second stage model of the
model arises in almost all applications, hierarchi-
cal Bayes modelling is of special interest and
importance in Bayesian analysis. To further fix

the ideas, the following example, which we
develop further below, is instructive and should
be studied carefully.

Example 2 (Gaussian clustered data model).
Clustered data arise when n observations are
available for each subject i (i � n) in the sample.
For example, in the panel or longitudinal set-up,
there are observations across time for each sub-
ject. Let the observations on the ith subject be
denoted by yi ¼ yi1, . . . , yini

� �
. Assume that the

observations are continuous. Binary or ordinal
responses can be dealt with in much the same
way by adopting the framework of Albert and
Chib (1993). The data for all n subjects are col-
lected in the vector y = (y1,. . .,yn). It is common
in this context to allow for unique cluster-specific
effects. Let Wi ¼ wi1, . . . ,winið Þ0 be a nt � q
matrix of observations on q covariates wij whose
effect on y is assumed to be cluster-specific. Also
suppose that X1i is an additional ni � k1 matrix of
observations on k1 covariates whose effect on y is
assumed to be non-cluster-specific (fixed effect).
Then under the assumption that the observations
across clusters are independent, a model for the
outcomes is

yjy �
Yn
i¼1

Nni yijXi1b1 þWib2i,s
2Ini

� �
;

where the b2i are the cluster-specific effects. If the
numbers of clusters is large, as is usual in prac-
tice, it is useful to assume that the effects b2i have
some structure. One possibility is to assume that
the b2i are drawn from a common distribution

b2ijg � Nq b2,Dð Þ

independently across i. This is called the
exchangeability assumption since the joint distri-
bution of the b2i is invariant to permutation of the
indices. Another possibility is the assumption that
the b2i are determined by a set of r cluster-specific
covariates at:

b2ijg � Nq Aib2,Dð Þ
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where

Ai ¼
a0i 00 . . . . . . 00

00 a0i . . . . . . 00

⋮ ⋮ ⋮ ⋮ ⋮
00 00 . . . . . . a0i

0BB@
1CCA;

b2 = b21,b22, . . .,b2q) is a k2 = r � q-dimensional
vector and D, as in the first example, is a q � q
matrix. Writing the second stage model in
equivalent form as b2i = Aib2 + bi, where bi|
D ~ Nq(0, D), and substituting this into the
outcome model, it follows that the outcome
model can be expressed as

yjy �
Yn
i¼1

Nni yijXibþWibi,s2Ini
� �

;

where y = (b,s2,b1,. . ., bn), Xi = (X1i :WiAi) is a
ni � k matrix (k = k1 + k2) and b = (b1, b2).
The second stage of the model could now be
specified as

yjg � Nk bjb0,B0ð ÞIG s2jv0=2, d0=2
� �Yn

i¼1

Nq bij0,Dð Þ:

Next suppose that there is enough prior
information to fix (b0, B0, v0, d0), but that
D (equivalently D�1) cannot be fixed directly.
Then g = D�1. A convenient assumption is

gjl � Wishartq D�1jr0,R0

� �
;

where

Wishartq D�1jr0,R0

� � ¼ c
D�1
�� �� r0�q�1ð Þ=2

R0j jr0=2

exp � 1

2
trace R�1D�1

� �� �
, jD�1j > 0;

is the q-variate Wishart density,

c ¼ 2r0q=2pq q�1ð Þ=4YT
i¼1

G
r0 þ 1� i

2

� � !�1

is its normalizing constant, and the stage 3 hyper-
parameters l = (r0, R0) are known. Under these
assumptions the full model is given by

yjy �
Yn
i¼1

Nni yijXibþWibi, s2Ini
� �

(9)

yjg � Nk bjb0,B0ð ÞIG s2jv0=2, d0=2
� �

Yn
i¼1

Nq bij0,Dð Þ (10)

gjl � Wishartq D�1jr0,R0

� �
: (11)

Putting a prior distribution on the hyper-
parameters g in this way has several advantages.
For one, it produces a prior distribution on y that is
less dogmatic than a prior based on specified
hyperparameters since the resulting prior distribu-
tion of y is averaged over the possible values of g
as dictated by the density c(g|l):

p yjlð Þ ¼
ð
p yjgð Þc gjlð Þdg:

If the hyperparameter g is a scalar discrete
quantity with support on the set {g1,. . ., gG},
where G is potentially infinite, then the mixing
density c(g | l) is a probability mass function of

the type
XG

j¼1
pjdgj , where dgj is the indicator

function of gj, 0 � pj � 1 and
XG

j¼1
pj ¼ 1. The

resulting conditional density p(y|l) is then a mix-
ture of densities of the form

p yjlð Þ ¼
XG
j¼1

pjp yjgj
� �

:

In this context, p(y|gj) are called the component
densities and pj are the component weights. Such
mixtures of component densities provide a simple
mechanism for modelling y in a flexible way.

Of course, one could have started at the outset
with the prior p(y| l) by combining stages 2 and
3, leading to the collapsed model

yjy � p yjyð Þ (12)
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yjl �
ð
p yjgð Þc gjlð Þ dg; (13)

which has the same structure as the standard
2-stage Bayesian model. This is not done, how-
ever, because the density of y| l, even if tractable,
is generally less easy to manage.

Example 3 (Gaussian linear regression model
and Student-t prior). Suppose that y = (y1, . . ., yn)
is a vector of observations and y = (b, s2), where
b is a scalar regression parameter. Assume that

y y � Nnðyj jXb,s2In
�

yjg � N bjb0,B0ð ÞIG s2j v0
2
,
d0
2

� �
B�1
0 � G B�1

0 j v
2
,
v

2

	 

where G(� | �, �) is the gamma density and the
quantities (b0, v0, d0) and v are known. Then the
density of b marginalized over B�1

0 is Student-t, T
(b|b0, 1, v), with location b0, dispersion 1 and v
degrees of freedom. This Student-t prior density is
not conjugate with the outcome model and there-
fore cumbersome to deal with.

Bayesian hierarchical models can have addi-
tional stages. For instance, a further stage can be
added by placing a prior density on l, which leads
to the model

yjy � p yjyð Þ outcome model : stage 1ð Þ
(14)

yjg �
Yp
j¼1

p yjjg
� �

prior model : stage 2ð Þ (15)

gjl�
Yq
j¼1

c gjjl
� �

hyperparametermodel : stage 3ð Þ:

(16)

l � d lð Þ hyperparameter model 2 : stage 4ð Þ;
(17)

where d is the density of l. Models with more than
four stages are rare.

Posterior Distributions

In a Bayesian analysis one is interested in deriving
and summarizing the posterior distribution of y
given y. One obvious question concerns the form
of this posterior distribution. Another question
concerns the posterior distribution of the hyper-
parameters g. Consider the canonical three-stage
hierarchicalmodel in (6)–(8). ByBayes’s theorem,

p yjyð Þ ¼ p yjyð Þp yð Þ
m yð Þ ;

where n yð Þ ¼
ð
p yjgð Þp gjlð Þ dg and m yð Þ ¼ð

p yjyð Þp yð Þ dy , called the marginal likelihood,

is the normalizing constant. Similarly, the poste-
rior distribution of g is

p gjyð Þ ¼ p yjgð Þp gjlð Þ
m yð Þ ;

where p yjgð Þ ¼
ð
p yjyð Þp yjlð Þ dy . Before we

discuss the tractability of these distributions we
state a general result about how much information
the data y supply about y and g beyond what is
introduced by the prior densities p(y) and p(g|l).
To measure this information we can use the
Kullback–Leibler (KL) divergence measure,
which, for any two densities f and g, is defined as

K f , gð Þ ¼ Ef log
f

g
;

where Ef is the expectation with respect to the
density f. The following result was proved by
Goel and Degroot (1981). The result and proof
can also be found in Lehmann and Casella (1998).

Theorem 1 For the three-stage hierarchical
model,

K p gjyð Þ,p gð Þ½ � < K p yjyð Þ, p yð Þ½ �:

This result states that the KL divergence
between p(y|y) and p(y) is greater than between
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p(g|y) and p(g). In other words, the data supply
more information about y than they do about g.
Equivalently, the prior and the posterior of g are
closer than the prior and the posterior of y. This
implies that less learning is possible about the
hyperparameters g than about the parameters y.

Much less can be said about the form of the
posterior densities. In general, the posterior den-
sities p(y|y) and p(g|y) are not tractable. But if
we consider the density of yj given (y,g) and
y–j = (y1,. . ., yj–1, yj+1,. . .,yp), we have

p yjjy, g, y�j

� � / p yjyð Þp yjjg
� �

;

which is in closed form provided the prior density
p(yj|g) is conjugate with p(y|y). The density p(yj|y,
g, y–j) is called the full conditional density of yj.
Of course, the marginal density,

p yjjy
� � ¼ ð p yjjy, g, y�j

� ��yÞ dg dy�j;

where the mixing distribution is the marginal pos-
terior distribution of (g, y–j), is almost never avail-
able in closed form.

The same sort of difficulty arises in findingp(g|y).
The problem is that the prior p(g|l) generally does
not combine with p(y|g) to produce a recognizable
density. Nonetheless, just as in the case of yj, the
calculations are easier if one considers the full con-
ditional density of gj. To see this, note that

p gjjy, y, g�j

� � / p yjyð Þp yjgð Þp yjjl
� �

/ p yjgð Þp yjjl
� �

;

where the second line follows from the fact that the
outcome model in stage 1 is free of g. Thus, pro-
vided p(yj|l) is conjugate with p(y|g), the full con-
ditional density of gj can be derived in closed form.

Example 4 Consider again the clustered data
model given in (9)–(11). The full conditional den-
sity of bi is obtained as

p bijy, y�bi , gð Þ / p yjyð Þp bijgð Þ
/ Nni yijXibþWibi,s2Ini

� �
Nq bij0,Dð Þ;

which, by standard Bayesian manipulations, is

seen to be a Nq bijbbi,Bi

	 

density, where

bbi ¼ Biðs�2W0
i yi � Xibð Þ and

Bi ¼ D�1 þ s�2W0
i Wi

� ��1
:

Turning now to the full conditional density of
D�1, we obtain

p D�1jy, y� � ¼ p D�1j bif g� � / p bf gjD�1
� �

p D�1jl� � /Yn
i¼1

Nq bij0,Dð Þ Wishartq D�1jv0,R0

� �
¼ Wishartq D�1jr0 þ n, R�1

0 þ
Xn
i¼1

bib
0
i

 !�1
0@ 1A;

where in the first line we have used the fact that
the full conditional density of D�1 depends nei-
ther on y nor on b; in the second line, Bayes’s
theorem; in the third line, substitutions for the
needed densities; and in the fourth line, by obser-
vation that the product of the normal and Wishart
prior densities is an updated Wishart distribution
with the stated parameters.

Computational Issues

Difficulties in the computation of the marginal
posterior densities of yj and gj were previously
an impediment to the development and applica-
tion of hierarchical Bayesian models. These diffi-
culties have largely been resolved through the use
of Markov chain Monte Carlo (MCMC) methods.
These methods typically proceed by simulating
the full conditional distributions, p(yj|y, g, y–j)
and p(gj|y, y, g–j). Under general conditions, the
recursive simulation of these distributions pro-
duces a Markov chain whose limiting invariant
distribution is the posterior density of interest,
p(y; g |y).

Although it is not possible in this discussion to
provide the theory behind MCMC methods, as
outlined in Tierney (1994), and Chib and
Greenberg (1995), or the range of hierarchical
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Bayes models that have been thus processed, it is
useful to illustrate the computations with the help
of the simplest MCMC method, the so-called
Gibbs sampling algorithm. This algorithm was
introduced by Geman and Geman (1984) in the
context of image processing, but the papers of
Tanner and Wong (1987) and Gelfand and Smith
(1990) brought it into the limelight.

Suppose that the various blocks {yj} and {gj}
are chosen to ensure that the associated set of
full conditional densities {p(yj|y, y–j, g)} and
{p(gj|y, y, g–j)} are all tractable. Then one cycle
of the Gibbs sampling algorithm is completed by
simulating {yj} and {gj} from each full condi-
tional distribution, recursively updating the con-
ditioning variables while moving through the set
of distributions. The Gibbs sampler in which each
block is revised in fixed order is defined as
follows.

Algorithm: Gibbs Sampling

1. Specify an initial value y 0ð Þ ¼ y 0ð Þ
1 , . . . , y 0ð Þ

p

	 

and g 0ð Þ ¼ g 0ð Þ

1 , . . . , g 0ð Þ
q

	 

.

2. Repeat for j = 1,2, . . ., n0 + M:

Generate y1
(j) from p y1jy, y j�1ð Þ

2 , . . . ,
	

y j�1ð Þ
p , g j�1ð ÞÞ

Generate y2
(j)from p y2jy, y jð Þ

1 , y j�1ð Þ
3 . . . ,

	
y j�1ð Þ
p , g j�1ð ÞÞ

⋮

Generate yp
(j) from p ypjy, y jð Þ

1 , y jð Þ
2 . . . ,

	
y jð Þ
p�1, g

j�1ð ÞÞ
Generate g1

(j) from p g1jy, y jð Þ, g j�1ð Þ
2 , . . . ,

	
g j�1ð Þ
q Þ

Generate g2
(j) from p g2jy, y jð Þ, g jð Þ

1 , g j�1ð Þ
3 . . . ,

	
g j�1ð Þ
q Þ

⋮

Generate gq
(j) from p gqjy, y jð Þ, g jð Þ

1 , . . . , g jð Þ
q�1

	 

.

3. Return the values y n0þ1ð Þ, g n0þ1ð Þ, y n0þ2ð Þ,
n

gðn0
þ2
�
, . . . , y n0þMð Þ, g n0þMð Þg.

Thus, in this algorithm, block yj is generated from
the full conditional distribution

p yjjy, y jð Þ
1 , . . . , y jð Þ

j�1, y
j�1ð Þ
jþ1 , . . . , y j�1ð Þ

p , g j�1ð Þ
	 


;

where the conditioning elements for the jth block
reflect the fact that the previous (j – 1) blocks of y
have already been updated, but the rest have not
been. Note that the output from the first n0 cycles
(the burn-in phase) is ignored to allow the effect of
the initial values to wear off. One additional point
about MCMC methods is that the blocks must be
carefully chosen. Sampling over unnecessary
blocks can worsen the quality of the output pro-
duced by the algorithm, where quality is measured
by how quickly the serial correlations of the sam-
pled draws decline to zero. Chains whose serial
correlations decline quickly are preferred because
they are closer to the ideal of independent sampling.

Example 5 Consider again the hierarchical
Bayesian model for clustered data given in
(9)–(11). The joint distribution of the data and
the unknowns is given by

p y, y,D�1
� � ¼ p b, s2, bif g,D�1

� �
p yjyð Þ

¼ p bð Þp s2
� �

p D�1
� �Xn

i¼1

p yijyð Þp bijDð Þ: (18)

Wakefield et al. (1994) propose a Gibbs
MCMC approach for joint distribution that is
based on full blocking (that is, sampling each
block of parameters from its full conditional dis-
tribution). Chib and Carlin (1999) suggest a num-
ber of reduced blocking schemes. One of the
simplest proceeds by first sampling b marginal-
ized over {bi} and then sampling {bi} conditioned
on b. This reduced blocking is possible because bi
in (18) can be marginalized out leaving a normal
distribution that can be combined with the
assumed normal prior on b. In particular,
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p yijb,s2,D
� � ¼ ð p yijyð Þp bijDð Þdbi / jVij�1=2

exp �1=2ð Þ yi � Xibð Þ0V�1
i yi � Xibð Þ� �

;

where Vi ¼ s2Ini þWiDW
0
i . The reduced condi-

tional posterior of b is therefore

p bjy,s2,Dð Þ / p bð Þ
Yn
i¼1

jVij �1=2

exp � 1

2
yi � Xibð Þ0V�1

i yi � Xibð Þ
� �

/ exp � 1

2
b� bb	 
0

B�1 b� bb	 
� �
;

where

bb ¼ B B�1
0 b0 þ

Xn
i¼1

X0
i V�1

i yi

 !
and

B ¼ B�1
0 þ

Xn
i¼1

X0
i V�1

i Xi

 !�1

:

The rest of the MCMC algorithm follows the
steps of Wakefield et al. (1994). In full, we sequen-
tially sample the following distributionsmany times:

b�Nk
bb,B	 


bi �Nq

	
Diðs�2W0

i yi�Xibð Þ,

Di ¼ D�1þs�2W0
i Wi

� ��1
;


, i� n

s2 � IG
v0þSni

2
,
d0þSn

i¼1jjyi�Xib�Wibi
jj2

2

 !

D�1 �Wishartq r0þn, R�1
0 þ

Xn
i¼1

bib
0
i

 !�1
8<:

9=;;

where the second and fourth of these distributions
were derived in Example 4.

Model Choice

Another inferential concern in practice is the
comparison of several hierarchical Bayesian

models in order to judge the extent to which
the various models are supported by the data.
In the context of a hierarchical model for clus-
tered data, for instance, one may be interested in
determining the support for an additional
cluster-specific effect or of an additional fixed
effect. Questions of this type can be answered
via Bayes factors, or ratios of marginal likeli-
hoods. The marginal likelihood of a particular
model M is the normalizing constant of the
posterior density,

m yjMð Þ ¼
ð
p yjM , yð Þp yjM , gð Þp gjM , lð Þdy dg;

(19)

the integral of the first stage outcome density
function with respect to the prior density of y
and the prior density of the hyperparameters g. If
there are twomodelsM k andM l, the Bayes factor
is the ratio

Bkl ¼ m yjM kð Þ
m yjM lð Þ : (20)

Because MCMC methods deliver draws from
the posterior density and the marginal likelihood
is the integral with respect to the priorp yjM , gð Þ
p gjM , lð Þ, MCMC output cannot be used directly
to average p yjM , yð Þ. Nonetheless, computation
is feasible by the method of Chib (1995), a widely
used method that we now briefly describe.Chib
(1995) begins by noting that m yjM , lð Þ can be
expressed as

m yjMð Þ ¼ p yjM , y�ð Þp y�jM , g�ð Þp g�jM , lð Þ
p y�, g�jM , yð Þ ;

(21)

for a given (y*, g*), usually taken to be a high
density point such as the posterior mean. Thus, if
we have an estimate bp y�, y�jM , yð Þ of the poste-
rior ordinate, the marginal likelihood on the log
scale can be estimated as
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logm yjMð Þ ¼ logp yjM , y�ð Þ þ logp y�jM , g�ð Þ
þ logp g�jM , lð Þ � logbp y�, g�jM , yð Þ:

(22)

It turns out that it is possible to get an efficient
estimate of the posterior ordinate. The basic idea
is to write the posterior ordinate as

p y�, g�jM , yð Þ ¼ p y�1jM , y
� �� � � �

� p y�pjM , y, y�1, . . . , y
�
p�1

	 

� p g�1jM , y, y�
� �� � � �

�p g�qjM , y, y�, g�1, . . . , g
�
p�1

	 

(23)

and then to estimate each of these ordinates from
the output of appropriate MCMC runs. To see
what is involved, consider the ordinate

p y�j jM , y, y�1, . . . , y
�
j�1

	 

that appears in this

decomposition. By definition,

p y�j jM , y, y�1, . . . , y
�
j�1

	 

¼ð

p y�j jy, y�1, . . . , y�j�1, yjþ1, . . . , yp, g
	 


dp

yjþ1, . . . , yp, gjy, y�1, . . . , y�p�1

	 

is the full conditional density integrated
with respect to the distribution p yjþ1, . . . , yp, gj

�
y, y�1, . . . , y

�
p�1Þ. To calculate this integral by

Monte Carlo one can run an MCMC algorithm
inwhich the blocks y1, . . . , yp�1

� �
are fixed at their

starred values and sampling is over the remaining
free blocks, namely yj, yjþ1, . . . , yp, g

� �
. This is

called a reduced MCMC run. Let the sampled
draws from this reduced run be denoted by

y rð Þ
jþ1, . . . , y

rð Þ
p , g rð Þ

	 

, r ¼ 1, . . . ,M . Then, pro-

vided the full conditional of yj is in closed form,
we have the estimate

bp y�j jM ,y,y�j�1

	 

¼M�1

XM
r¼1

p y�j jy,y�1, . . . ,y�j�1,y
rð Þ
jþ1, . . . ,y

rð Þ
p ,g rð Þ

	 

:

Each ordinate is estimated in this way from the
output of the appropriate reduced runs. Notice that

as more blocks are fixed, fewer distributions
appear in the reduced runs.

Example 6 Consider again the hierarchical
Bayesian model for clustered data. In this case,
we can decompose p y�, g�jM , yð Þ as

p D�1�, s2�,b�jy� �
¼ p D�1�jy� �

p s2�jy,D�� �
p b�jy,D�, s2�
� �

;

so that all computations are marginalized over
{bi}. The first term can be estimated by averaging
theWishart density given in Example 5 over draws
on {bi} from the full MCMC run. To estimate the
second ordinate, which is conditioned on D*, we
run a reduced MCMC simulation with the full
conditional densities

p bjy,D�, s2
� �

, p s2jy,b,D�, bif g� �
,

p bif gjy, b,D�,s2
� �

;

where each conditional utilizes the fixed value of
D. The second ordinate is now estimated by aver-
aging the inverse gamma full conditional density
of s2 at s2* over the draws on (b {bi}) from this
reduced run. The third ordinate is multivariate
normal as given in Example 5 and available
directly.

If the full conditional densities are not in closed
form, the marginal likelihood can be computed by
the modified Chib method as discussed in Chib
and Jeliazkov (2001).
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Hierarchy

Luis Garicano

Abstract
Hierarchies lighten the burden of the enormous
informational requirements of the price system
under uncertainty by acquiring more

knowledge and information than any individ-
ual can. They are thus are useful for informa-
tion handling. They can also allow agents to
engage in collective actions by decreasing the
risk of opportunistic behaviour. But trade-offs
are involved because hierarchies impose costs,
including communication among agents. This
article reviews the literature on this trade-off
and its implications for labour markets.

Keywords
Bounded rationality; Earnings distribution;
Firm size; Hierarchy; Incentive conflict; Infor-
mation economics; Monitoring theories; Prin-
cipal and agent; Queuing theory; Uncertainty

JEL Classifications
L22

Hierarchy deals with individuals’ bounded ratio-
nality by allowing for more information to be used
in decision-making than individual agents could
possibly use and by allowing the most skilled
agents to leverage their knowledge with the help
of others. Hierarchy can also allow agents to
engage in collective actions by decreasing the
risk of opportunistic behaviour. These benefits of
hierarchy do not come without costs. Hierarchies
may be slow to react, may introduce noise into the
communication process, and generally may
require costly communication among agents.
This entry reviews the literature on these trade-
offs in multiple-layer, multi-agent hierarchies;
that is, it leaves aside the simplest, one principal
one agent-type model.

Processing Information

Arrow (1974) first observed that the enormous
informational requirements of the price system
under uncertainty (complete markets require one
state-contingent price per commodity per state of
the world) place a bound on its performance. A key
role of hierarchy is to lighten this burden: hierarchies
can acquire more information than any individual
can, and thus are useful for information handling.
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A large literature has explored this role of
hierarchies in enhancing information processing.
An example of this class of models is Radner
(1993). Decision-making requires observing a lin-
ear combination of certain variables, and agents
incur some cost of performing additive operations
and some cost of communicating their results. All
information must be processed. Under these con-
ditions, organizations are asymmetric, to ensure
that all agents are occupied. Bolton and
Dewatripont (1994) extend this model to the
case where cohorts of data arrive all the time; in
this case, the optimal structures are balanced trees,
and look more like the ones we arguably observe
in reality. Radner and Van Zandt (1992), Van
Zandt (1999), and Van Zandt and Radner (2001)
take a further step by studying the problem of
processing in real time, when the information
relevant to a given decision is continuously arriv-
ing. The key objects of interest are the sign and
size of the scale diseconomies resulting from hier-
archy. That is, these authors aim to answer the
question of the extent to which diseconomies of
scale linked to human bounded rationality are the
reason we see many firms, rather than one. The
answer is not unambiguous. For example, Radner
and Van Zandt (1992) find that returns to scale can
vary from increasing to sharply decreasing,
depending on the correlation of the data and on
the cost of incorrect decisions. Vayanos (2003)
extends substantially these models beyond asso-
ciative operations, and considers situations with
two realistic characteristics: the decisions of dif-
ferent agents interact; and the aggregation process
entails information losses.

A separate branch of the literature, following
Crémer (1980), has studied hierarchical resource
allocation programmes under limited managerial
processing power. Geanakoplos and Milgrom
(1991) study a hierarchy in which managers can
invest in information collection, but each manager
can collect a limited amount of information. By
decomposing hierarchically the allocation prob-
lem (so that a low-level manager allocates
resources among shops, while lower-level man-
agers allocate resources among groups of sources,
and so on) the total amount of information used
can be increased. Each manager is told by his

superior how many resources he gets, and com-
municates that information to each subordinate.
Managers aim to minimize the expected total
costs of their units (there are no externalities).
Under these conditions, the number of managers
used is increasing in value of information and
U-shaped in managerial ability (few managers
are used if they are unproductive or if they are so
productive that a few can achieve all savings).
A more uncertain environment increases the num-
ber of managers needed and their average skill,
and causes a decrease in their span of control.

Organizing Knowledge

In Garicano (2000) a hierarchy, rather than a
means to aggregate information, is a means to
acquire and conserve experts’ knowledge. He con-
siders a set of agents who face a large number of
problems. They may or may not invest in learning
their solution; they produce only if they do. Some
problems are more common than others, and there
is an ex ante known probability distribution of
problem. Agents can ask other agents for help in
solving their problems, but, crucially, they do not
know who knows what. Garicano shows that an
optimal organization has agents specializing in
either production or problem solving; that produc-
tion workers deal with routine problems and prob-
lem solvers specialize in the exceptions; and that
shape is pyramidal, with fewer agents in each
successive layer. The organizing principle is man-
agement by exception. The key organizational
trade-off is between acquiring knowledge and
asking; that is, an extra hierarchical tier increases
communication costs but also increases the utili-
zation of expertise and results in lower knowledge
acquisition costs. Given this trade-off, an increase
in the cost of communication leads agents to learn
more and ask less, and managers to learn less and
deal with a smaller proportion of problems. Con-
versely, when the cost of acquiring knowledge
rises, the role of the hierarchy increases as man-
agers deal with a larger fraction of problems.

Beggs (2001) also investigates the phenome-
non of ‘management by exception’, although with
exogenous knowledge. He uses queuing theory to
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explore the optimal allocation of workers with
exogenously given skills to the different layers
of a hierarchy.

This type of organization of work is common
in many contexts; for example, in law firms
(Garicano and Hubbard 2007) or in medicine. In
this professional context, the role of the ‘juniors’
(associates, residents) is to handle the easier prob-
lems to conserve the valuable time of the seniors
(attending physicians, partners) for the harder
problems. Similarly, in a team engaged in techni-
cal support (Orlikowski 1996), experts must
answer customer calls, and production is orga-
nized so that juniors handle front calls, and trans-
fer the calls they cannot handle to more senior
experts.

Hierarchical Allocation of Talent to
Positions: The Distribution of Earnings

Another line of research has explored the relation
between the distributions of income and the dis-
tributions of firm size and hierarchy. This litera-
ture has proposed that the reason why the
distribution of income is more skewed than the
underlying distribution of skills lies in how
resources are allocated to individuals. Higher-
ability managers raise the productivity of the
resources they are assigned more than lower-
ability managers. As a result, in equilibrium,
more able managers are allocated more resources,
and this leads the marginal value of their ability to
increase faster than if they were working on their
own. Lucas (1978) and Rosen (1982) generate full
equilibrium models that yield both an equilibrium
firm size and distribution of earnings. In both
these papers, the manager increases the produc-
tivity under his control, which, depending on the
model, may be the number of workers (Lucas
1978), or efficiency units of labour, that is, total
units of skill managed (Rosen 1982). In these
models, managerial human capital raises the mar-
ginal product of the workers or capital they are
assigned, but managers’ span of control is gener-
ally limited implicitly or explicitly by managers’
time. Equilibrium assignment patterns involve
scale of operations effects, which follow from

the complementarity between managerial human
capital and productive resources. The main equi-
librium result from this class of models is that
these production functions involve scale-of-
operations effects: more skilled managers are
assigned more resources to manage in equilib-
rium. As a result, the distribution of earnings is
more skewed than the distribution of skills.
Garicano and Rossi-Hansberg (2005) build on
this line of research, but study a model of hierar-
chy with heterogeneous agents that extends
Garicano (2000), and which involves matching
between managers and workers – that is, man-
agers do not care only about the efficiency units
they manage (which would imply that a top law-
yer at a law firm should be indifferent between
managing two good associates or a large number
of mediocre ones), but instead care about both the
quality and quantity of workers. The model gen-
erates a continuum of hierarchies and an equilib-
rium allocation of workers to positions, as well as
the income distributions. It allows for the simul-
taneous exploration of changes in organization
and in wage structure, and has been applied to
issues such as the formation of cross-country
teams (Antràs et al. 2006), or changes in organi-
zation and the wage structure as a result of the
information technology revolution (Garicano and
Rossi-Hansberg 2005).

Monitoring and Authority

An alternative class of theories study managers as
agents able to fire underperforming agents or oth-
erwise exercise their authority. Monitoring theo-
ries stem from Alchian and Demsetz (1972), who
posit that hierarchies are a response to incentive
problems associated with team production. In this
view, lower-level individuals are directly involved
in production, and upper-level individuals are
specialized monitors. The view was elaborated
formally by Calvo and Weillisz (1978) and Qian
(1994). Their basic assumption is that supervision
is necessary for ensuring performance. They study
an efficiency wage setting like Becker and
Stigler’s (1974), where agents can work full-time
and earn w or shirk and be detected and fired with
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probability p, in which case they earn their reser-
vation utility. Here, the principal can induce work
by increasing the monitoring intensity p through
hierarchical supervision. The hierarchy then
trades off the gains due to these lower wages
against the cost of the supervisors.

Aghion and Tirole (1997) formally introduce
the idea of decision-making agents into the study
of hierarchy with incentive conflicts. Delegation
by a superior functions as a commitment not to
intervene, and as such delegating authority
increases incentives for agents to invest. Baker
et al. (1999) extend such analysis to a context
where delegation is in fact a relational contract
in which the centre chooses not to exercise its
power. Rajan and Zingales (2001) study how the
shape and size of the hierarchy responds to the
problem of providing incentives for employees to
protect the resources of the entrepreneur and dis-
couraging them from stealing them. Finally, Hart
and Moore (2005) consider hierarchies as chains
of authority that determine priority in decisions
over asset allocation, and derive conditions where
optimal hierarchies have generalist coordinators
on top. Their theory helps explain why
generalists – individuals who know about the
interactions between classes of assets – should
be senior to specialists.

Overall the models reviewed in this article
have the potential to address an important missing
link in economic theory: the absence of managers,
and of occupations, from both the theory of the
firm and the theory of the determination of wages.

See Also
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▶ Information Aggregation and Prices
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Higgling

F. Y. Edgeworth

Higgling of the market is described by Adam
Smith as a process by which ‘exchangeable
value’ is adjusted to its measure ‘quantity of
labour’:

It is often difficult to ascertain the proportion
between two different quantities of labour . . . it is
not easy to find any accurate measure either of
hardship or ingenuity. In exchanging, indeed, the
different productions of different sorts of labour for
one another, some allowance is commonly made for
both. It is adjusted, however, not by any accurate
measure, but by the higgling and bargaining of the
market, according to that rough equality which,
though not exact, is sufficient for carrying on the
business of common life (Wealth of Nations, bk. i,
ch. v).

Compare Fleeming Jenkin:

The higgling of the market, ascertaining the result
of the relative demand and supply in that market,
does not in the long run determine the price of either
eggs or tea; it simply finds out the price which had
been already determined by quite different means
(‘Time-Labour System’, Papers, Literary, Scien-
tific, etc., p. 139).

It is possible to accept the writer’s account of the
market process (ibid. p. 123) without contrasting
so strongly the determination of price by demand
and supply and by cost of production
(cf. Marshall’s Principles, Preface to 1st edn,
p. xi.). Prof. Marshall at the beginning, when
treating of the theory of the equilibrium of
demand and supply, gives an excellent type of
the action of a market (ibid, 5th edn, bk. v, ch. ii,
§ 2). The subject can hardly be apprehended with-
out mathematical conceptions. Thus Mill, in his

description of the play of demand and supply
(Political Economy, bk. iii, ch. ii, § 4), in the
absence of the idea of a demand-curve or function,
may seem to use the phrases ‘demand increases’,
‘demand diminishes’, loosely. A more distinct
idea is thus expressed by Fleeming Jenkin in his
Graphic Representations: ‘If every man were
openly to write down beforehand exactly what
he would sell or buy at each price, the market
price might be computed immediately.’ A similar
idea is presented by Prof. Walras (Éléments
d’économie pure, article 50). In some later pas-
sages he has formulated the higgling of the market
more elaborately. The present writer, criticizing
these passages (Revue d’économie politique, Jan-
uary 1891), has maintained that even if the dispo-
sitions of all the parties were known beforehand,
there could be predicted only the position of equi-
librium, not the particular course by which it is
reached. Of course special observation may sup-
ply the defects of theory. For instance there may
be evidence of the incident which Cantillon attri-
butes to the ‘altercation’ of a market, namely the
predominant influence of a few buyers or sellers;
‘le prix réglé par quelques uns est ordinairement
suivi par les autres’ (Essai, part ii, ch. ii. Des prix
des marchés). Compare Condillac:

‘Aussitôt que quelues uns seront d’accord sur la
proportion à suivre dans leurs échanges les autres
prendront cette proportion pour règle’
(Le Commerce et le Gouvernement, ch. iv: Des
marchés).

‘Higgling’ is not always qualified as ‘of a mar-
ket’. The term may be used in much the same
sense as the ‘art of bargaining’ is used by Jevons,
with reference to a transaction between two indi-
viduals, in the absence of competition (Theory,
p. 124, 3rd edn). Thus Professor Marshall, in an
important passage relating to the case in which
agents of production are held by two monopolists,
says that there is ‘nothing but “higgling and
bargaining”’ to settle the proportions in which a
certain surplus will be divided between the two
(Principles of Economics, bk. v, ch. xi). Moses, in
the Vicar of Wakefield, did not require a fair for the
exercise of the skill which is thus attributed to
him: ‘He always stands out and higgles and actu-
ally tires them till he gets a bargain.’

5842 Higgling



Bibliography

Cantillon, R. 1755. Essai sur la nature du commerce en
général. Paris. Ed. H. Higgs, London: Macmillan.

Condillac, E.B.A.M. 1776. Le commerce et le
gouvernement considerés relativement l’un à l’autre.
In Oeuvres complètes de Condillac, vol. 4. Paris:
Briére, 1821.

Jenkin, H.C.F. 1887a. Graphic representation of the laws
of supply and demand. London. Reprinted in his
Papers, literary, scientific & c. London: Longmans,
Green & Co.

Jenkin, H.C.F. 1887b. Time-labour system. In his Papers,
literary, scientific& c., ed. S.C. Colvin and J.A. Ewing,
London: Longmans, Green & Co.

Marhsall, A. 1890. Preface to his Principles of Economics.
London: Macmillan. 5th edn., 1907.

Mill, J.S. 1848. Principles of political economy. London:
J.W. Parker.

Smith, A. 1776. An inquiry into the nature and causes of
the wealth of nations. London: W. Strahan & T. Cadell.

Walras, L. 1874–1877. Eléments d’économie pure. Lau-
sanne: Corbaz.

Higgs, Henry (1864–1940)

Murray Milgate

The original edition of this Dictionary was
reprinted (with revisions) by Inglis Palgrave on a
number of occasions during his lifetime. The only
edition compiled by someone other than Palgrave
himself was that which Henry Higgs published
between 1923 and 1926. That revised edition,
which for the first time incorporated Palgrave’s
name into the title, important as it was, had to be
compiled under the severe restriction of having to
use the original plates for the bulk of the text. This
permitted Higgs only two avenues for bringing the
original up to date. The first was to add, in an
appendix to each volume, biographical notices of
economists who had died since the compilation of
the original and, in a few cases, continuations of
articles already to be found in the body of the text.
The second was even more inhibiting and
involved replacing sections of the text of the orig-
inal with newmaterial of exactly the same number
of words. One senses behind Higgs’s bland

explanation of this course of action – that to reset
the whole would ‘have necessitated a prohibitive
price for the volume’ –more than a note of regret.

Henry Higgs was born on 4 March 1864, the
eleventh of thirteen children of a Cornish land-
owner. At the age of eighteen he entered the civil
service as a Lower Division Clerk in the War
Office, moving to the Postmaster General’s
department in 1884. In 1899 he was transferred
to the Treasury, and when Sir Henry Campbell-
Bannerman took office as Prime Minister in
December 1905 Higgs was appointed his Private
Secretary. Upon Campbell-Bannerman’s death in
1908 he returned to the Treasury. Higgs remained
a civil servant until his retirement in 1921. Like his
friend James Bonar, Higgs seems to have found a
career in the civil service sufficiently flexible to
admit of active research into the history of eco-
nomics and a close involvement with teaching and
the professional associations of British econo-
mists. In this latter context, particularly to be
noted is the instrumental part he played in secur-
ing for the British Economic Association
(of which he was a founding member in 1890) its
Royal Charter in 1902 when it changed its name to
the Royal Economic Society. From 1892 until
1905 Higgs served as Secretary of the RES, and
from 1896 until 1905 he was the assistant editor
(to Edgeworth) of the Economic Journal.

In 1884 Higgs began attending lectures on
jurisprudence and Roman law at University Col-
lege, London, finally securing (after having first to
matriculate) his LL.B in 1890. His only formal
instruction in economics seems to have come
from Foxwell, whose lectures at University Col-
lege Higgs attended in 1885–6 and 1886–7, and it
seems likely that it was from this source that his
interest in the work of Richard Cantillon derived.
(Higgs’s book on Physiocracy is dedicated to
Foxwell: ‘my master and friend’.) Cantillon was
probably the perfect subject for Higgs – he had
been hailed by Jevons as having established the
‘nationality of political economy’, but his work
and name were scarcely known; he had a myste-
rious personal history; and the book to which so
much credit was being given apparently existed
only in a French translation of the missing English
original. Research in the Bibliothéque Nationale
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during his annual vacations provided the material
upon which his article on Cantillon for the first
volume of the Economic Journal in 1891 was
based. On the same subject there followed his
entry for Palgrave’s Dictionary in 1894 and,
after his retirement, his now standard edition of
Cantillon’s Essai was published under the aus-
pices of the Royal Economic Society (1931).

From these researches undoubtedly sprang
Higgs’s other great interest in the area: the eco-
nomics of Physiocracy. In May and June of 1896
Higgs gave a series of six lectures on the Physio-
crats at the London School of Economics. These
were published in the following year as The Phys-
iocrats. In 1894 he had written the entry on the
Economistes for Palgrave, but that piece ran to
only two short paragraphs (one of which was little
more than a list of names) and referred the reader
to the much longer entry on the Physiocrats which
was written by Gustave Schelle. His stamp was
thus more permanently impressed on the study of
Cantillon than it was upon that of Physiocracy.

Of Higgs’s other contributions to the history of
economics, only two need to be noted. First, and
not surprisingly, Higgs was among the most stal-
wart of supporters of Palgrave’s Dictionary, con-
tributing nineteen entries to its original edition
(including those on Cantillon, Mirabeau, Turgot,
and the Economistes), and forty more to his own
edition of 1923–6. His entry on ‘Débouchés’ has
been retained in the present work. It is clear that
theDictionary is the vehicle which will perpetuate
his name. Secondly, in the later years of his life he
undertook to edit and produce for the Royal Eco-
nomic Society bibliographical volumes on the
literature of economics. The idea was to capitalize
upon, and to record for posterity, the legacy of
Foxwell’s activities as a scholar and book collec-
tor extraordinary. Unfortunately, only one volume
appeared (1935) – as Keynes remarked, it may
have been that at so late a stage of his life the task
no longer suited his gifts (1940, p. 556).

It might also be noted that Higgs’s one disser-
vice to the history of economics was his edition of
an unfinished manuscript by Jevons which was
published in 1905 under the title Principles of
Economics. So fragmented is this, that it is very
difficult to imagine just how Higgs could have

been persuaded to print it. Appearing as it did
when the climate of opinion about Jevons
(largely due to Marshall’s efforts) was somewhat
less than enthusiastic, it numbers as one of those
unfortunate incidents which have combined to
diminish the reputation of Jevons in a way that is
entirely unwarranted.

In addition to these works, Higgs published
two books on the financial system of Britain.
The first, The Financial System of the United
Kingdom, appeared in 1914 was an attempt to
provide a connected account of governmental
financial procedure. The second, Financial
Reform, appeared in 1924 and was more an
account of the conduct of government policies as
Higgs had directly experienced it. He also deliv-
ered the Newmarch Lectures at University Col-
lege in 1892 and 1893 on household budgets, and
was the editor of the Centenary Volume of the
Political Economy Club.

An exemplary description of Higgs in later life
was written by Keynes for the December number
of the Economic Journal for 1940. So improbable
is it that this will ever be bettered, it is reproduced
below with the permission of the Society which
Higgs helped to found (in the text, Keynes is
referring to his recollections of meetings of the
council of the Royal Economic Society):

Becoming, at the last, extremely deaf and quite
unable to hear the comments of others present, in
which indeed he seemed to take no interest, his
argument would continue as an entirely solo perfor-
mance, frequently on some other item of the agenda
than that under discussion; the only Chairman, in
my experience, who was able to make him desist
until his oration was really finished, being Edwin
Cannan, who used to take him almost by the throat,
shouting down his ear that we were not discussing
that matter, and putting his hand over his mouth
until he gave up. Or on other occasions when he had
more curiosity as to what was going on, he would
push towards whomever was speaking his highly
unreliable electrical machine, which would proceed
to deliver a thunder-and-lightning storm above
which nothing could be heard. I wish I could give
some slight indication of Higgs’s very individual
and oratorical manner of address. It could be a bore
and a hindrance if one was in a hurry in this modern
age,� or in such circumstances as the above! But if
only one could be patient, it had in truth extraordi-
nary finish and a sort of beauty of its own; unques-
tionably great style in it. These orations to our
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Council, delivered on the wrong items of the
agenda, were often delightful in themselves, elabo-
rately prepared beforehand, I sometimes thought,
really remarkable in their own way and the best and
most characteristic product of his personality
(Keynes, 1940, pp. 557–8).
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High-Powered Money
and the Monetary Base

Karl Brunner

The concept of high-poweredmoney or amonetary
base appears as an important term in any analysis
addressing the determinants of a nation’s money
stock in regimes exhibiting financial intermedia-
tion. Two types of money can be distinguished in

such institutional contexts. One type only occurs as
a ‘monetary liability’ of financial intermediaries. It
characteristically offers a potential claim on
another type of money. The contractual situation
between customers and intermediaries reveals that
this potential claim, to be exercised any time at the
option of the owner, forms a crucial condition for
the marketability of the intermediaries’ monetary
liabilities. This second type offers in contrast no
such potential claim. While it is exchangeable for
other objects, it is a sort of ‘ultimate money’ with-
out regress to other types of money.

This characterization differs from the widely
used classification ‘outside-inside’ money. ‘Inside
money’matches in a consolidated balance sheet of
‘money producers’ a corresponding amount of pri-
vate debt. Money which cannot be matched in this
way forms the outside money. But outside money
does not necessarily coincide with the monetary
base. The latter magnitude exceeds the volume of
outside money by the amount of private debt
acquired by the Central Bank in fiat regimes. The
two concepts refer, however, to the same magni-
tude in pure commodity regimes and even in some
possible Central Bank regimes with specific
arrangements. It follows that the monetary base
covers a somewhat wider range than outside
money. This difference corresponds to the different
analytic purposes of the two concepts. The ‘mone-
tary’ base is designed for explanations of the
behaviour of a nation’s money stock, whereas ‘out-
side money’was advanced to express the monetary
system’s contributions to the economy’s netwealth.

The distinction between monetary base and the
nation’s money stock is hardly informative or
relevant for pure commodity money regimes.
The distinction becomes important with the emer-
gence of intermediation. Financial intermediation
inserts a wedge between the monetary base and
the money stock (see article on money supply).
But regimes with intermediation cover a wide
range of arrangements bearing on the nature of
the monetary base. High-powered money may
consist of commodity money with or without fiat
component or of pure fiat money. These differ-
ences are characteristically associated with signif-
icant differences in the supply conditions of high-
powered money.
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The measurement of the monetary base for any
country involves, at this stage of monetary evolu-
tion, the consolidated balance sheet of the Central
Bank system. But the Central Bank is usually not
the only producer of ‘ultimatemoney’. The balance
sheet of other agencies may also have to be consid-
ered. This extension covers in the USA a special
Treasury monetary account summarizing the
Treasury’s money creating activity. In other cases,
a balance sheet of the mint or an exchange equali-
zation account may have to be added. But whatever
the range of ultimate money producers may be, we
need to consolidate their respective balance sheets
into a single statement. Themonetary ‘liabilities’ of
this consolidated statement, i.e., all items listed on
the right-side of the consolidated statement which
are money, constitute the monetary base.

The consolidated statement determines that the
monetary base can be expressed in two distinct
ways. It can be exhibited as the sum of its uses by
banks and public. The ‘uses statement’ thus pre-
sents the monetary base as the sum of bank
reserves in form of base money and currency
held by the public. A ‘source statement’ comple-
ments the uses statement. The sources statement
can be immediately read from the balance sheet.
The monetary base appears thus as the sum of all
assets listed on the left-side of the consolidated
statement minus the sum of all non-monetary
liabilities. Both statements can be easily derived
from the published data in the USA. More diffi-
culties may be encountered for other countries.

The comparatively simple case of the USA
may be used to exemplify the sources statement
needed for the subsequent discussion. We can
write the following expression:

Monetary Base = Federal Reserve Credit (i.e.,
earning assets of Central Bank consisting of gov-
ernment securities and advances to banks) + gold
stock (including SDR’s) minus treasury cash
(i.e. free gold) + treasury currency (mostly coin) +
a mixture of other assets minus other liabilities
(including net worth).

Both uses and sources statement refer to important
aspects of the money supply process. The uses
statement refers in particular to the allocation of
base money, determined by the public’s and the
bank’s behaviour, between bank reserves and

currency held by the public. This allocation con-
tributes to shape the link between monetary base
and money stock. The sources statement on the
other hand directs our attention to an examination
of possible (or relevant) supply conditions of base
money.

The measurement, but not the definition, of the
base clearly depends on prevailing institutions.
One particular institution, viz. the imposition of
variable reserve requirements on financial interme-
diaries, suggests a useful extension of the money
base. Changes in reserve requirements release or
absorb reserves similar to transactions between
banks and Central Bank, e.g., an open-market
operation. Similar consequences follow with
respect to both money stock and ‘bank credit’.
Thus appeared an extension of the monetary base
beyond the ‘sources base’ (or the volume of high-
powered money) defined by the sources statement.
The monetary base is understood as the sum of the
‘sources base’ and a reserve adjustment magnitude
(RAM). This magnitude is the cumulated sum of
all past releases and absorption of reserves due to
changes in reserve requirements. This practice has
become the standard procedure in the reports
published by the Federal Reserve Bank of St
Louis. The extended concept of the base offers
the further advantage that the resulting magnitude
only reflects actions of the monetary authorities
and also reflects all the most important actions
proceedingwithin a given institutional framework.

The sources statement offers a useful starting
point for an analysis of the supply conditions of
the monetary base. The study of these conditions
is motivated by the systematic relation between
base and money supply. Changes in the monetary
base are a necessary condition for persistently
large or substantially accelerated monetary
growth in most countries for most of the time.
Substantial changes in the monetary base are fre-
quently also a sufficient condition for
corresponding changes in the money supply.

The sources statement yields a means to exam-
ine the sources of all changes in the base. We can
thus investigate which of the sources dominate the
trend, the variance of cyclical movements and the
variances of middle range or very short-run move-
ments. The patterns shift over time with the
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monetary regime and vary substantially between
countries. Trend and longer-term variance in the
USA are dominated, for instance, by the behav-
iour of the Federal Reserve Credit (i.e., the earn-
ing assets of the Central Bank system). We find in
contrast for the Swiss case that trend and variance
of the base are dominated by the behaviour of the
gold stock and foreign exchange holdings. The
portfolio of government securities play a compar-
atively small role. Such examination can also be
exploited in order to judge whether movements in
the base are essentially temporary or can reason-
ably be expected to persist with a longer duration.

The stochastic structure of the major and minor
source components constitute the supply condi-
tions of the monetary base. These conditions are
sensitively associated with a variety of institu-
tional arrangements under the control of legislative
bodies or policymakers. The procedures instituted,
for instance, by the Federal Reserve system to offer
check collection services to banks contribute to the
shortest run variance of the monetary base.
Reserve requirements imposed on the liabilities
of financial institutions offer policy-makers an
opportunity to raise the proportion of outstanding
government debt held by the Central Bank.

Higher reserve requirements raise the level of
the monetary base required to produce a given
money supply. Correspondingly a larger volume
of government securities can be held by the
Central Bank.

The supply conditions may disconnect the
behaviour of the base from the economy. This
will happen whenever the processes governing
the source components operate essentially inde-
pendently of the economy’smovements. In general
some dependence may be produced by the pre-
vailing institutions and policies. Such a feedback
creates a role for the interaction within asset mar-
kets, and also between asset markets and output
markets in the determination of the monetary base.
The supply conditions of the monetary base
acquire thus a central role in our monetary affairs.
This is most particularly the case as these condi-
tions emerge from legislative decisions and policy
strategies. They fully characterize under the cir-
cumstances an important component of a monetary
regime. Different monetary regimes are reflected

by variations in the supply conditions. The grow-
ing dissatisfaction with the discretionary regime,
which produced the Great Depression and the
inflation of the 1970s, initiated in recent years
much public debate about the nature of an adequate
monetary regime. A rational examination requires
in this case an evaluation of the consequences
associated with alternative supply conditions
governing the monetary base. This programme
still needs some attention by the professions and
ultimately (and very hopefully) even by politicians.
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Hildebrand was born in Naumburg (Thuringia),
the son of a clerk to the court. He studied in
Leipzig and Breslau. In 1841 he was promoted
full professor of Staatswissenschaften (of govern-
ment, which included political economy) at the
University of Marburg.

Hildebrand had always been an activist in the
liberal and patriotic movement. He faced political
persecution before the 1848 revolution, during
which he was elected deputy of the Frankfurt
National Assembly. In the subsequent period of
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restoration he was forced to emigrate to Switzer-
land, where he became not only a professor but
also the director of a railway company, and
founded the first Swiss statistical office
(at Berne). In 1861 he was appointed professor
at the University of Jena. He was founder
(in 1862) and editor of the Jahrbücher für
Nationalökonomie and Statistik and contributed
to the establishment of the statistical office of the
United Thuringian States (in 1864).

Hildebrand is considered as one of the foun-
ders of the German Historical School. He was
opposed to the deductive method of the classicals
and denied the existence of ‘natural laws’ in eco-
nomic life (1863). His most important work was
Die Nationalökonomie der Gegenwart und
Zukunft (1848), where he discussed the theories
of Friedrich List, Adam Müller, and especially
those of Adam Smith. With his sharp criticism of
self-interest and egoism as the central determinant
of Smith’s economic system – and the emphasis
on ethical principles and the historically changing
patterns of economic development – Hildebrand
launched the attacks on Smith and the classical
economists that were subsequently continued by
many German historical economists.

The largest part of his main work was devoted
to a discussion of socialism and communism,
which he sharply rejected. Hildebrand focused
his attention on the then little known Friedrich
Engels and his recently published Conditions of
the Working Class in England ([1848], 1922,
pp. 125–90). He particularly criticized Engel’s
euphemistic description of pre-industrial condi-
tions and contrasted it with empirical data that
showed quite a different picture.

While being aware of current social problems
Hildebrand perceived capitalist development
most optimistically and envisioned as its last
stage of development – the so-called ‘credit
economy’ – a society where an advanced banking
system would provide credit to a worker
according to his morals and character and where
thereby the monopoly of the capitalist class on
capital would be broken (Hildebrand [1864],
1922, pp. 354–5). This theory of stages has to be
regarded as Hildebrand’s capitalist utopia, his lib-
eral answer to socialism and communism.

Hildebrand’s importance and his influence on
the German Historical School has generally been
underestimated; after all Hildebrand was – as Max
Weber remarked – the only one really to work
with the historical method. He undertook statisti-
cal studies – he regarded statistics as an important
tool for detailed historical and empirical research
(1865) – and wrote historical monographs (1866).
He thus anticipated much of the research pro-
gramme of the ‘younger historical school’ and
the Verein für Socialpolitik, which he joined – as
the only economist of the ‘older historical
school’ – as a charter member in 1873.

Hildebrand stood for a kind of progressive
liberalism that intended to reshape Germany
along the lines of England, which he admired.
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Hilferding blended Marxist economics and Social
Democratic politics in a career cut tragically short
by the rise of fascism in Germany. He studied
medicine at the University of Vienna, but soon
showed more interest in organizing the student
socialist society. After graduating in 1901, he
helped Max Adler to found the Marx- Studien
(1904–23), a series which was to become the
theoretical flagship of ‘Austro- Marxism’. The
first volume contained a vigorous defence of the
labour theory of value by Hilferding himself
against Böhm-Bawerk’s marginalist critique,
Zum Abschluss des Marxschen Systems (1896).
It earned him his intellectual spurs in the
German-speaking socialist movement.

At the same time, Hilferding was already con-
tributing to debate within the German Social
Democratic Party (SPD) through its journal, Die
Neue Zeit. There, on the controversial ‘mass
strike’ issue, he steered a course for the party
leadership between Eduard Bernstein’s ‘revision-
ist’ abandonment of the socialist goal and Rosa
Luxemburg’s revolutionary commitment to it
(1903/4, 1904/5). He was rewarded with an
appointment in 1906 as economics lecturer at the
party school in Berlin, and then as foreign editor
of the party newspaper, Vorwärts. From 1907, he
also wrote regularly for the newly established
journal of the Austrian Social Democrats, Der
Kampf.

Hilferding published his major work, Das
Finanzkapital, in 1910; it was immediately hailed
by such diverse figures as Kautsky (1911), Lenin
(1916) and Bukharin (1917), as a path-breaking
development of Marxist economic analysis.
Essentially, Hilferding argued that the concentra-
tion and centralization of capital had led to the
domination of industry and commerce by the large
banks, which were transformed into ‘finance cap-
ital’ (1910, p. 225). The socialization of

production effected by finance capital required a
correspondingly increased economic role for the
state. Society could therefore plan production by
using the state to control the banking system:

The socializing function of finance capital facili-
tates enormously the task of overcoming capitalism.
Once finance capital has brought the most important
branches of production under its control, it is
enough for society, through its conscious executive
organ – the state conquered by the working class –
to seize finance capital in order to gain immediate
control of these branches of production . . . . Even
today, taking possession of six large Berlin banks
would mean taking possession of the most impor-
tant spheres of large-scale industry . . . (1910,
pp. 367–8)

This chain of reasoning, however, tended to
exaggerate not only the leverage of the banks
over industry, but also the role of the state in the
organization of production. While it convinced
Hilferding that socialism could be introduced by
a determined majority in parliament, it demon-
strated to Lenin that socialism would not be pos-
sible unless the state was ‘overthrown’ by a
determined minority outside parliament. Their
common point of reference was the centrality of
the state – rather than society – in the ‘latest phase
of capitalist development’. It forced socialists to
make a choice between parliamentarism and
insurrection, the very nature of which contributed
to the defeat of the labour movement in Germany
and the rise of party dictatorship in Russia
(Neumann 1942, pp. 13–38). Although theory
cannot be held responsible for the course of his-
tory, it may influence political judgements which
tip the balance at decisive moments. Hilferding’s
generation lived through many such moments.

When war broke out in 1914, Hilferding asso-
ciated himself with the SPD minority which voted
against war credits and which later formed the
Independent Social Democrats (USPD). He
spent most of the war on the Italian front, having
been drafted into the Austrian army as a doctor,
and returned to Berlin as editor of the USPD
journal, Freiheit. Hilferding successfully opposed
USPD affiliation to the Third International; his
speech against Zinoviev at the Halle conference
of 1920 – published under the title,
‘Revolutionäre Politik oder Machtillusionen?’ –
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was a decisive turning point. Once the embryonic
Communist Party (KPD) forced a split on the
issue, however, he saw no alternative to
reunification with the remnants of the SPD.

During the 1920s, Hilferding turned his atten-
tion almost entirely to the political and eco-
nomic problems facing the new German
republic. He was a leading member of the Reich
Economic Council, twice minister of finance and
an active participant in the discussions on
‘workers’ councils’ and the government’s ‘social-
ization’ programme. Hilferding’s first stint as min-
ister of finance lasted only seven weeks in the
Stresemann government of 1923. Although he
had no opportunity to implement his proposals,
he devised a plan for currency reform involving
the introduction of a Rentenmark backed by gold
as part of an anti-inflation package. By the time
Hilferding returned to the same post in the Müller
government of 1928/9, economic conditions had
worsened; his predicament was appreciated by
Schumpeter who wrote, ‘we now have a socialist
minister who faces the exceptionally difficult task
of curing or improving a situation bequeathed by
non-socialist financial policies’ (quoted in
Gottschlacht 1962, p. 24). A less sympathetic
observer, however, portrayed Hilferding at this
time as ‘the theorist of coalition politics in the
period of capitalist stabilisation’ (see Gottschlacht
1962, p. 204), blinded by theory to the imminent
fascist danger.

Pursuing the logic of Das Finanzkapital,
Hilferding had developed a theory of ‘organized
capitalism’, a term he first used in 1915 in Der
Kampf, and then explained more fully in 1924 in
Die Gesellschaft. He summarized the approach at
the SPD’s Kiel conference in 1927: ‘Organized
capitalism means replacing free competition by
the social principle of planned production. The
task of the present Social Democratic generation
is to invoke state aid in translating this economy,
organized and directed by the capitalists, into an
economy directed by the democratic state’ (see
Neumann 1942, p. 23). Ironically, this was the
very position of an earlier Social Democratic lead-
ership which Marx had singled out for criticism.
Commenting on the demand for a ‘free state’ in
the 1875 Gotha programme, Marx wrote:

It is by no means the goal of workers who have
discarded the mentality of humble subjects to make
the state ‘free’. In the German Reich the ‘state’ has
almost as much ‘freedom’ as in Russia. Freedom
consists in converting the state from an organ super-
imposed on society into one thoroughly subordinate
to it; and even today state forms are more or less free
depending on the degree to which they restrict the
‘freedom of the state’. (Marx 1891, p. 354.

While Hilferding understood that in capitalist
society power lay with capital and was exercised
by the representatives of capital in the manage-
ment structure of the great corporations, he failed
to see that democratic control over the productive
forces would require a change in the relationship
of power within the corporation itself.

Organized labour could use the state to accel-
erate this process of social transformation and to
create the centralized institutional machinery nec-
essary for the ‘associated producers’ to plan
directly the whole economy; but the notion that
the state itself could perform this task rested upon
an illusion. In attempting to replace the domina-
tion of capitalist employers with the domination
of a ‘democratic state’, Hilferding and the party
leadership achieved only one practical result:
‘Unwittingly, they strengthened the monopolistic
trends in German industry’ (Neumann 1942,
p. 21). The state domination which followed was
far from democratic.

Hilferding, a Jew, was forced into exile after
1933, first in Switzerland via Denmark and then
in France. In an unfinished manuscript, Das
historische Problem, he set about revising his
whole conception of the state. The problem was
now said to consist ‘in the change in the relation
of the state to society, brought about by the
subordination of the economy to the coercive
power of the state .. .’ (quoted by Bottomore,
Introduction to Hilferding, 1981, p. 16, empha-
sis in original). Hilferding briefly presented his
new approach in the New York Socialist Cou-
rier in 1940; there, like Marx, he drew a rueful
comparison between Germany and Russia. The
state had not ‘withered away’ under Soviet
communism:

History, that ‘best of all Marxists’, has taught us
another lesson. It has taught us that, in spite of
Engels’ expectations, the ‘administration of things’
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may become an unlimited ‘domination over men’,
and thus lead not only to the emancipation of the
state from the economy but even to the subjection of
the economy by the holders of state power. (1981,
p. 376 n.)

It was too late for Hilferding’s brave
reassessment to influence the course of events.
In 1941, he died in the hands of the Gestapo.
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Polly Hill was born on 10 June 1914 into a
remarkable Cambridge family that includes
Nobel Prize winning physiologist A.V. Hill (her
father) and J.M. Keynes (her mother’s brother)
among its many distinguished members. She
graduated from Cambridge in 1936 with a degree
in economics.

Her first job upon leaving university was with
the Royal Economic Society as an editorial assis-
tant, a position she held for two years (1936–8).
Her next appointment was a one year (1938–9)
research position with the New Fabian Research
Bureau (which almost immediately re-amalgam-
ated with the Fabian Society) where she wrote
her first book, The Unemployment Services
(1940). This book was concerned to expose the
inefficiency and inhumanity of the system of
unemployment relief and to make constructive
proposals. Polly Hill’s commitment to social jus-
tice never waned: economic inequality is the
central theme of all her books.

At the outbreak of the war she was obliged, as
an unmarried young woman, to become a tempo-
rary civil servant. She worked first, briefly, in the
Treasury, then for a long time in the Board of
Trade and finally in the Colonial Office. She
resigned in 1951. After a period of unemploy-
ment she became a journalist for the weekly West
Africa. She married in 1953 and moved to Ghana
with her husband where, at the age of 40, she
began her academic career. The academic posts
she held there involved no teaching and she was
able to become, as she put it, ‘a pupil of the
migrant cocoa farmers of southern Ghana’. She
began her fieldwork as an economist and col-
lected data using the questionnaire method, pro-
ducing her second book, The Gold Coast Cocoa
Farmer: A Preliminary Survey (1956) with char-
acteristic speed and efficiency. The prevailing
orthodoxy had it that sedentary food farmers in
southern Ghana had suddenly taken up cocoa
farming at the end of the 19th century with such
a degree of success that cocoa exports had risen
from nil to over 50,000 tons by 1914 – the largest
quantity for any country. Polly Hill had uncriti-
cally accepted this orthodoxy and her subsequent
realization that most farmers appeared to be
migrants who had bought their land was to have

a profound effect upon her intellectual methods.
She abandoned the questionnaire method of data
collection in favour of one that sought to develop
generalizations on the basis of: (1) detailed field-
work in one village; (2) fieldwork done by others
elsewhere; (3) archival sources. She also began a
lifelong struggle with development economists
and other purveyors of orthodoxies based on
casual empirical observation and ‘common
sense’. She drifted towards anthropology and
history where the qualities of her empirical find-
ings were recognized for what they were: revolu-
tionary. She spent three and a half years
collecting detailed evidence to substantiate her
claim that the cocoa farmers were migrants and
made many fascinating discoveries in the pro-
cess. For example, she found that the matrilineal
farmers adopted an entirely different mode of
migration from patrilineal farmers: the former
bought family lands with the aid of their kin,
and were prepared to grant usufructural rights to
their male and female kinsfolk; the latter clubbed
together in so-called ‘companies’, groups of non-
kin, the land being divided into strips from a base
line, according to the contribution each had
made, with subsequent division on inheritance
always being longitudinal. Upon hearing of this
Professor Meyer Fortes, then Professor of Social
Anthropology at Cambridge, encouraged her to
apply for a Smuts Visiting Fellowship. This
enabled her to write The Migrant Cocoa-Farmers
of Southern Ghana: A Study in Rural Capitalism
(1963) which is now widely regarded as a
classic. (She was awarded a Ph.D. in social
anthropology from Cambridge under new special
regulations in 1966 on the basis of it.) Main-
stream writers on development have by and
large ignored the book even though it contains
telling criticisms of aspects of W.A.
Lewis’s work.

Following more fieldwork in Ghana, Nigeria
and India she produced a further stream of books
(1970a, 1970b, 1972, 1977, 1982, 1985, 1986)
and many articles of outstanding quality which
established her reputation as the world’s fore-
most economic anthropologist. She was
appointed a Fellow of Clare Hall in Cambridge
in 1965 and subsequently to the prestigious
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Smuts Readership in Commonwealth Studies
(1973–9). Her publications documented in pains-
taking detail the complexity of agrarian relations
in the tropical regions of the world in which she
had worked. The books as a whole constitute an
encyclopaedia of knowledge on the socio-
economic conditions of poverty and economic
inequality and her work ranged in scope from
‘agrestic servitude’ to ‘zamindars’. Her oeuvre
was much more than a compilation of facts,
though. Her own data and that of others are
presented in a theoretical context which broad-
ened as her own field experience widened. She
was unrelenting in her empirically based cri-
tiques of development economists and her 1986
book Development Economics on Trial: The
Anthropological Case for a Prosecution was a
concerted attempt to make them see the error of
their ways.
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Hirschman, Albert Otto (born 1915)

M. S. McPherson

Hirschman was born on 7 April 1915 in Berlin.
After attending the Sorbonne and the London
School of Economics he obtained a doctorate in
economic science from the University of Trieste in
1938. His early career was dominated by the strug-
gle against fascism in Europe (Coser 1984). He
actively supported the underground opposition to
Mussolini while in Italy in the mid-1930s, fought
with the SpanishRepublicanArmy in 1936 and later
with the French Army until its defeat in June 1940.
He stayed on in Marseilles six months more, engag-
ing in clandestine operations to rescue political and
intellectual refugees from Nazi-occupied Europe.
He avoided arrest by leaving France for the United
States in January 1941. There he produced his first
book, National Power and the Structure of Foreign
Trade (1945), which introduced some of the main
themes of what is now called ‘dependency theory’.

After the war he served as an economist in the
Federal Reserve Board until 1952, when he left
for Colombia where he stayed four years. Begin-
ning in 1956 he held professorships successively
at Yale, Columbia and Harvard, and in 1974 was
appointed professor at the Institute for Advanced
Study in Princeton.

Hirschman has been a leading figure in eco-
nomic development since the publication in 1958
of his second book, The Strategy of Economic
Development. Hirschman’s analysis grew out of
extensive practical experience in Colombia as an
adviser both to its government and to private
firms. Characteristically, Hirschman dissented
from orthodox views of both right and left, argu-
ing that neither laissez faire nor ‘rational’
economy-wide planning made sense for poor
countries. Government needed to encourage
‘unbalanced growth’, deploying its scarce
decisionmaking capacities strategically to set up
disequilibria that would stimulate effort and mobi-
lize hidden and underutilized resources. Targeting
development efforts on key industries with strong
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‘linkages’ to other parts of the economy could
stimulate a favourable dynamic.

Hirschman later provided the label ‘possibilism’
(1971) for the outlook that shaped much of his
thought on development and on which he elabo-
rated in many further books and articles. When
social science focuses exclusively on the search
for general laws, it obscures the irreducible role of
the unique and the unpredictable in human affairs.
This causes progress to be viewed either as ensured
by the application of general rules or thwarted by
the presence of inescapable obstacles. But history
reveals that actual social change often follows
paths that are a priori quite unlikely, turning obsta-
cles into opportunities and confounding rules with
unanticipated consequences. From this starting
point, Hirschman has cultivated an approach to
development problems which embodies respect
for complexity and openness to the possibility of
genuine novelty – what he once called the discov-
ery of ‘an entirely new way of turning a historical
corner’ (1971, p. 27).

Since 1970, Hirschman has been bringing his
possibilist approach to bear on broader problems
of social theory. His slim volume, Exit, Voice, and
Loyalty (1970) revealed the unexpected richness to
be found in comparing the implications of dissatis-
fied clients alternatively exiting from an organiza-
tion or giving voice to their complaints. This
volume, like Hirschman’s more recent work
(1982b) on the forces that propel individuals and
societies into and out of periods of intense political
involvement, explores issues on the borderline
between economics and politics. But unlike most
economists with an interest in ‘public choice’,
Hirschman shows no inclination to reduce politics
to economics. Indeed, both works stress that stan-
dard models of economic behaviour fail to make
sense of familiar forms of ‘public-minded’ behav-
iour such as voicing one’s convictions on public
matters, participating in demonstrations or working
to support candidates for office.

Hirschman’s propensity to devise analytical for-
mulations that express rather than conceal the com-
plexities of human motivations and institutions is
evident also in his studies of historical views of
capitalism (1977, 1982a). Hirschman shows that
capitalism has been seen as a powerful civilizing

influence and alternatively as a destroyer of the
moral and social fabric; still other views have
portrayed capitalism, for better or worse, as too
feeble to overcome the restraints of preceding
social forms. These competing ideological views
have evolved, Hirschman notes, in total isolation
from one another. A fuller view would recognize
that all these contradictory tendencies are present at
once, but to recognize this truth would be highly
inconvenient, making it ‘much more difficult for
the social observer, critic, or “scientist” to impress
the general public by proclaiming some inevitable
outcome of current processes’ (1982a).

‘But’, Hirschman concludes, in a question that
captures well his own unique stance in modern
social science, ‘after so many failed prophecies, is
it not in the interest of social science to embrace
complexity, be it at some sacrifice of its claim to
predictive power?’ (1982a, p. 1483).

See Also

▶Exit and Voice
▶Linkages
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Abstract
Jack Hirshleifer was one of the leaders of the
‘information and uncertainty’ revolution in
economics. His work on the role of time and
uncertainty in asset markets and the value of
information plays a fundamental role in mod-
ern economic thought. Hirshleifer was also a
leader in the ‘imperial’ school of economics,
taking the lead in expanding economic thought
to areas such as evolution and conflict, which
traditionally were studied by other social sci-
ence disciplines.
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Jack Hirshleifer was born on 26 August 1926 in
Brooklyn, New York. He graduated at the top of
his class of 855 students from Erasmus Hall High
School in New York, then enrolled at Harvard in
1942, studying government and other social sci-
ences. He was quickly drawn, however, to eco-
nomics, which provided him with a ‘useful set of
tools and methods’. In 1943 Hirshleifer’s career as
a budding economist went on hold when he
enlisted for active service duty in the US Naval
Reserve, serving on an aircraft carrier in the
Pacific until 1945. This experience inspired in
him a long- lasting and deep interest in military
arms races. After the war, he resumed his studies
at Harvard, receiving a Ph.D. in economics in
1950. Hirshleifer’s research career started at the
RAND Corporation in Santa Monica. In 1955 he
became an assistant professor at the Graduate
School of Business at the University of Chicago,
and then returned to Los Angeles in 1960 as an
Associate Professor of Economics at UCLA,
becoming full professor two years later. In 1975
he became what is now called a ‘Distinguished
University Professor’, thus becoming a member
of the most elite group of the University of Cali-
fornia faculty.

Hirshleifer was an economic theorist with
broad-ranging interests. He not only wrote exten-
sively in areas of general economic interest such
as capital theory or economics of uncertainty and
information, but also wrote and often laid out the
foundations for areas outside the traditional scope
of economics, including conflict theory and evo-
lutionary modelling.

Some of Hirshleifer’s early work focused on
the intertemporal theory of interest and invest-
ment. Today, this research helps us better under-
stand such topics as intertemporal choice,
decisions under uncertainty, the choice of dis-
count rate for public investments, or liquidity
and the term structure. His early interest in capital
theory led not only to scores of influential articles
but also to pioneering and detailed examination of
the concepts of interest rate, investment and cap-
ital, which are integrated into his book Investment,
Interest and Capital (1979) and later in the vol-
ume of collected articles, Time, Uncertainty, and
Information (1989). The earlier book and
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associated articles became a framework for mod-
ern finance theory and for understanding invest-
ment decisions under uncertainty.

Hirshleifer also made a lasting contribution to
the theory of speculation. He showed that differ-
ences in taste are not enough to explain specula-
tion; rather, speculation must arise from
differences in beliefs. He was the first to analyse
speculation in a full general-equilibrium model,
with different structures of market completeness
carefully considered. Although not generally rec-
ognized as such, the 1975 Quarterly Journal of
Economics paper is also the first paper to point out
the indeterminacy of equilibrium when markets
are incomplete.

Early in his career, Hirshleifer was instrumen-
tal in the information economics revolution and is
considered today to be one of its founding fathers.
He made the abstract ideas of contingent claims
concrete through his examples and applications.
In the process, he helped develop fundamental
tools, such as the covariance of risks, the analysis
of gambling and insurance, the Modigliani–Miller
theorem, and the analysis of public investment.
Most notably, his 1971 American Economic
Review paper, ‘The Private and Social Value of
Information and the Reward to Inventive Activ-
ity’, became highly influential and one of the most
cited papers in the economics of information. The
paper demonstrates that competitive markets need
not reflect the social value of information.
Hirshleifer’s example of an inventor who can
invest based on the knowledge of the impact of
his invention shows that there can be an over-
supply of inventive activity. This ‘race to be
first’ has its reflection in the current literature on
patent races, starting with Fudenberg et al. (1983)
and continuing through such work as Gallini and
Scotchmer (2001). It is the key to understanding a
fundamental problem in intellectual property law,
which the profession is only now coming to grips
with. Hirshleifer also identifies what the profes-
sion now refers to as the ‘Hirshleifer effect’: new
and more reliable information can have a negative
social value if the early information on risks
makes these risks uninsurable.

In addition to his founding contributions in
information economics, Hirshleifer had a lifelong

interest in conflict, beginning with his earliest
work on war damages. Late in his career this area
was the focus of his contributions, and he was a
leader in extending economic methods to prob-
lems more traditionally studied in political sci-
ence. Just as Hirshleifer was first drawn to
economics for its methods and tools, he argued
that the traditional assumptions of microeconomic
theory are too narrow. One such idea, he
maintained, the idea of cooperation or ‘mutually
beneficial exchange via markets’, is only one form
of many different forms of human interactions. An
alternative way would be simply to take what you
want away from other parties. This is still econom-
ics, since scarcity and competition and optimiza-
tion and equilibrium are all involved. Conflicts,
and indeed all struggles for power and influence,
are important economic activities, as important as
exchange. He explored an economic approach to
conflicts not only in the context of war but also
crime, litigation, strikes and political campaigns.

His work on conflict shows how ‘Peace is more
likely to the extent that the decisiveness of conflict
is low, or . . . if the stakes are small or the technol-
ogy favors the defense. More surprisingly, per-
haps, increased productive complementarity
between the parties does not systematically favor
peace. . .the poorer side is generally motivated to
invest more heavily in fighting effort. So conflict
can become an income-equalizing process’ (1991,
p. 133). It is what Hirshleifer calls the ‘paradox of
power’: poor or weaker contestants defeat large
ones. Subsequent work shows how a narrow
range of possible settlements increases the poten-
tial for conflict and how increasing returns
followed by diminishing returns explains the
monopoly on military force within the state,
while also explaining the multiplicity of states.
A number of his papers analysing conflict as
opposed to cooperation are collected in Economic
Behavior in Adversity (1987a). Hirshleifer wrote
broadly on expanding the domain of economic
discourse to include the ‘rational’ evolutionary
analysis of altruism and spite. He believed that
the standard economic postulate of fixed prefer-
ences is wrong and instead argued that evolution
plays a pivotal role in shaping not only people’s
physical make-up but also tastes. In one of his
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most influential papers, ‘The Expanding Domain
of Economics’ (1985), Hirshleifer reviews how
the economic logic of optimization, trade-off and
of equilibrium can and should be applied to a wide
variety of ‘non-economic’ problems. He writes
that economics constitute ‘the universal grammar
of social sciences’ (1985, p. 53) but that there is
the wide area of ‘noneconomics’ that economists
have to become aware of and get over their ‘tunnel
vision about the nature of man and social
interactions’.

The paper examines different kinds of altruistic
preferences, including what would now be called
by experimentalists the ‘warm-glow’ effect. As an
application, Hirshleifer discusses Becker’s ‘rotten
kid’ theorem, showing how a selfish parent can
gain from altruism. Still other theories of prefer-
ences, including models of status, such as the
rat-race are examined. Hirshleifer opened up
new areas; by now, much of this ‘non-economic’
economics is widely studied by economists, and
models of altruism and status proliferate.

Key to Hirshleifer’s contribution is the under-
lying point of view of ‘as-if’ rationality – altruism
must provide some benefit to the altruist. This was
the starting point of much of the modern evolu-
tionary economics literature – for example, the
work of Kandori et al. (1993) and Young (1993).
From this perspective, Hirshleifer examined
models such as the psychological model of
‘anger, gratitude, response’ and argued that this
seemingly irrational behaviour does indeed bene-
fit the individual. Yet Hirshleifer’s view of evolu-
tion was an eminently practical one: it was firmly
grounded in his desire to understand why volun-
tary exchange arises in some situations, but con-
flict in others.

Although not primarily an experimentalist,
Hirshleifer, together with Glenn W. Harrison,
conducted a fundamental experiment on the
incentives to free ride (1989). As Hirshleifer
surely imagined, increasing incentives to free
ride lead to more free riding. The experiment
introduced the ‘best-shot’ game, a public goods
contribution game in which only the largest con-
tribution to the public good matters. In this type of
game it is socially and individually optimal for
only one player to contribute, and, unlike many

other types of public goods games, this theoretical
prediction is exactly what happens in the
laboratory.

Hirshleifer’s interest in risk and investment
extended to public investment and cost–benefit
analysis. Although the fact is not widely known,
he co-authored an important study of alternative
routes for bringing water from northern to south-
ern California, as well as a follow-up years later
after one of the projects was chosen and built. He
was fond of saying that much of his scepticism of
government arose from the fact that of three routes
one was clearly worse than the other two – and
that was the one that was actually built.

Jack Hirshleifer’s love of social sciences, par-
ticularly economics, was one of his endearing
traits. He liked nothing better than contemplating
new puzzles and exchanging ideas with his col-
leagues. Although officially he changed his status
to Professor Emeritus in 1991, he never ceased
working, writing, reviewing, and lecturing. Col-
leagues would find him working every day in his
office, door open, sitting behind his cluttered desk
with an inviting smile. He continued to work until
the very end of his life, and was proud that he was
able to proofread – he sent back the galleys of the
seventh edition of his very popular textbook,
Price Theory and Applications. He hosted Thurs-
day lunches at the UCLA Faculty Club, which
became a gathering place famous for spirited dis-
cussions. A kind and approachable man dedicated
to his work, Jack’s rule was economics and not
gossip. Those who knew him remember him for
his personal warmth and sense of humour.

Although the two areas in economics that have
especially felt the impact of Hirshleifer’s work are
information economics and conflict resolution,
Hirshleifer shed light on many other fields includ-
ing capital theory, finance, bioeconomics and
experimental economics. With his insatiable intel-
lectual curiosity, he was never short of good ideas,
illustrating them through carefully worked out
and accessible examples. He would plant many
seeds and often leave to others to develop sophis-
ticated theories. Yet with his standing concern for
the value of rigorous scholarship, Hirshleifer was
one of the pioneers who transformed economics
into the scholarly science that it is today.
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Historical Cost Accounting

G. Whittington

Historical cost is the cost at which an asset was
actually purchased. This is the value traditionally
imputed to assets in accounts. Valuation at histor-
ical cost was a natural process in the early days of
accrual accounting. Historical cost represented
money which had been paid out (or a liability
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created) which was not to be charged against
profit because it represented the creation of an
asset, rather than an expense. Thus, the logic of
double entry suggested that assets should, initially
at least, be valued at historical cost.

However, the survival to the present day of
historical cost as a valuation basis in accounts is
not due merely to its easy assimilation into double
entry book-keeping. For accountants, historical
cost has at least two attractions relative to current
valuation bases, such as current replacement cost
or realizable value. Firstly, it is relatively objec-
tive, having been established by a verifiable trans-
action on which two independent accountants
would be likely to take the same view, whereas
current values involve estimating what would
happen if a transaction (replacement or sale)
were to occur. Secondly, it is conservative, insofar
as it does not recognize gains in value which have
taken place since the asset was acquired.

It is alleged (e.g. by Ijiri 1971) that these prop-
erties help historical cost accounts to fulfil the
stewardship function of providing users of
accounts with a relatively objective statement of
the financial transactions of those responsible for
managing the assets of the business. Accounts
which were surrounded by greater uncertainty,
due to the subjectivity of the valuation base,
might not fulfil this function so well. Furthermore,
the conservative practice of not showing any gains
in the value of assets due to price rises since the
acquisition date is a protection against the manip-
ulation of accounts by unduly optimistic or
unscrupulous managers.

On the other hand, the principle of conserva-
tism has been applied so strongly that it has been
allowed to modify historical cost in certain cases
where current market value is lower than cost.
Thus, in the United Kingdom, the valuation rule
for current assets such as stocks and work in
progress is, in conventional accounts, ‘cost or
current market value, whichever is the lower’.
For fixed assets of limited life, depreciation is
traditionally written off the historical cost of the
asset over its lifetime. Written down historical
cost does not claim to be a close approximation
to current market value, but it is less likely to
exceed market value than unadjusted historical

cost. The estimation of depreciation reduces the
objectivity of historical cost valuation, as does the
introduction of lower market values, thus
diminishing one of the important advantages
claimed for historical cost.

Another common breach of the historical cost
system in conventional accounting practice is the
periodic revaluation of fixed assets in the balance
sheet. This has become accepted practice in the
United Kingdom, as a response to the pressure for
more relevant information in a period of rising
prices. The integrity of historical cost profit is
usually preserved by not passing the revaluation
through the profit and loss account, that is, the
increased value of the assets is regarded as a
capital gain, giving rise to an increase in
undistributable reserves rather than in profit. On
the other hand, the principle of conservatism is
applied so that future depreciation charges against
profit are based on the revalued amount, so that
the charges are higher, and profits lower, than if
the revaluation had not taken place. Thus, the
effect of the revaluation is to depress the future
accounting rate of return by increasing the numer-
ator (profit, after charging depreciation) and
increasing the denominator (net assets).

The above description applies to current con-
ventional accounting practice in the United King-
dom. However, historical cost is currently the
basis of conventional financial accounts in all
major capitalist economies, and in each case
there are departures from strict historical cost to
meet difficulties which have been encountered in
practice; for example, certain Latin American
countries which have suffered very high inflation
rates have requirements for applying indexation to
historical cost. The widespread survival of histor-
ical cost accounting can be attributed to two fac-
tors. Firstly, the firm transactions base of historical
cost accounting gives it a degree of objectivity
which, although not as great as might appear at
first sight, is not matched by alternative systems.
Secondly, vast experience of implementing histor-
ical cost has accumulated. Thus, accountants are
better equipped to implement it rather than alter-
native systems, such as current cost accounting.

Accounting practice has evolved as a prag-
matic response to practical difficulties, and most
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accountants think of it in this way rather than as
the rational application of theoretical principles.
Thus, it seems likely that there will be powerful
support from the accounting profession for the
continued evolution of generally accepted
accounting principles (known in the United States
as GAAP), based on historical cost but with an
increasing degree of modification, rather than its
revolutionary replacement by a different valuation
base, such as current cost accounting (as proposed
by the Sandilands Report (1975) in the United
Kingdom).
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▶Accounting and Economics
▶ Inflation Accounting
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Historical Demography

Carl Mosk

Abstract
Historical demography deals with population
dynamics prior to and during early phases of
industrialization. Using family reconstruction
historical methodology, demographers have
found partial answers to Malthusian questions
revolving around mortality and fertility rates in
religious records yielding estimates for mar-
riage, life expectancy and reproduction within
marriage. Employing cause of death estimates
and Hutterite index measures for the

proportion of women married and the level of
their reproduction within marriage, historical
demographers have developed tentative
answers to demographic transition queries.
Historical demography has contributed much
to our understanding of historical population
dynamics.
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Prior to European industrialization population
grew in fits and starts, because the effects of the
introduction of new crops like the potato or the
reclaiming of uncultivated grasslands and forested
slopes for irrigated rice paddy were short-lived,
typically ushering in periods of stagnation. Why
did pre-industrial populations increase in such a
manner, slowly groping upward from one plateau
to the next, perhaps even tumbling backward to
ever lower plateaus before resuming forward pro-
gress?Was it fertility or mortality or an interaction
of the two that constrained the growth process?

The Impact of Family Reconstitution

Our understanding of the dynamics of pre-
industrial populations has been immeasurably
increased by research in historical demography,
fuelled by the development of family reconstitu-
tion for analysing records of births, deaths and
marriages lodged in religious quarters – Catholic,
Anglican and Lutheran parishes, Buddhist
temples – in clan genealogies and in military
records. Developed in the 1950s and 1960s by

5860 Historical Demography

https://doi.org/10.1057/978-1-349-95189-5_527
https://doi.org/10.1057/978-1-349-95189-5_788


French demographers, most notably by Louis
Henry, the family reconstitution methodology
exploits the fact that individuals are separately
listed in vital registers that can be linked together
to yield life histories moving from birth to mar-
riage and to death. Henry’s ingenuity lay in rigor-
ously defining the period over which a family is
under observation for the purposes of deducing its
mortality and fertility history.

It should be emphasized that records of reli-
gious bodies, of clans and of military organiza-
tions are not the only sources that can be tapped by
historical demographers. Other sources include
censuses (Quebec initiated systematic
censustaking in 1665); fiscal documents, for
instance taxpayer lists (Japanese population
counts for the rice tax paying population of the
country are available from the early 17th century);
property inventories and wills; archeological
remains including preserved garbage dumps;
cemetery data, both skeletons and gravestones;
and eyewitness accounts recorded in literary doc-
uments. Hollingsworth (1969) offers a thorough
review of the various methods, pinpointing
strengths and deficiencies.

Still, it was the pioneering of a carefully elab-
orated family reconstitution methodology by
French scholars working from records of parishes
from the time of Louis XIV and Louis XV that
opened the floodgates for systematic analysis of
fertility and mortality in pre-industrial Europe and
pre-industrial Asia. Particularly important was
application of the methodology to England,
where several thousand parish registers beginning
prior to 1600 exist, and to Japan, where Akira
Hayami and others have trained Henry’s method-
ology upon Buddhist religious records (shūmon-
aratame-chō) of births, deaths and marriages in
analysing the population dynamics of villages
during the Tokugawa (1600–1868) period.
Hayami (1997) provides a useful history, replete
with concrete examples, of the impact that histor-
ical demography has had on the understanding of
pre-industrial population dynamics in Japan.

What is clear from the analysis of Buddhist
registers for Japanese villages is that fertility
within marriage was kept quite low in many
parts of the country from the early 18th century

onward, the intervals between births being drawn
out through a combination of infanticide and
taboos against having too many small offspring
in the household at any one time. Whether Japa-
nese peasants were concerned about excess com-
petition for the family headship (only one child
could take over the headship from the patriarch of
the household), responding to a falling off in the
demand for child labour on densely populated
paddy rice fields, or whether they were attempting
to maximize survivorship rates for each child allo-
wed to live remains a matter for scholarly debate.
What historical demography has shown is that the
debate must be about why fertility was fairly low,
not why mortality was fairly high.

Low- and High-Pressure Homeostatic
Equilibriums

Systematic analysis of the English parish data has
yielded one of the crowning achievements of post-
Second World War historical social science: the
securing of over 3.5 million totals for baptisms,
burials and marriages drawn from 404 carefully
selected Anglican parish records by a research
team at Cambridge University headed up by
E. A. Wrigley and R. Schofield. Developing a
novel technique for projecting back population
totals from the census of 1871 and from national
level estimates of births and deaths generated
from the 404 parish figures, Wrigley and Scho-
field (1981) were able to estimate population
totals, and fertility (including the gross reproduc-
tion rate that gives the number of female births a
woman is expected to have across her reproduc-
tive life) and mortality rates (including life expec-
tancy at age zero) for England between 1550 and
1871. The Wrigley–Schofield 1981 volume was
path-breaking not only in offering a remarkable
data-set and a remarkable set of estimates for pre-
industrial fertility and pre-industrial mortality. It
was also pathbreaking in contesting the standard
Malthusian interpretations of pre-Industrial Rev-
olution British population dynamics.

In the standard argument the force explaining
fluctuations in population size and growth rates
was mortality. The Black Death reduced the ranks
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of the populace in the 14th century. More gener-
ally, plagues occurring between 1350 and 1660
acted as negative exogenous shocks absorbed by
the British population, peasants and aristocrats
alike being decimated by these waves of disease.
In the Malthusian model this mechanism for reg-
ulating numbers is the positive mortality check,
and populations so regulated are described as
operating in a high-pressure homeostatic equilib-
rium, feedback running from population increase
to increased food prices to enhanced mortality,
thereby reducing population.

Wrigley and Schofield (1981) suggested that
pre-industrial England operated as a low-pressure
rather than a high-pressure equilibrium system,
fluctuations in fertility driving fluctuations in pop-
ulation size over the long run. Indeed, the authors
went so far as to suggest that there was a 50-year
lag at work, surges in real wages generating surges
in marriage and in births over a 50-year period. In
offering a theory based upon the idea that the real
wage drives population growth through its impact
upon births, Wrigley and Schofield (1981) put
forward a novel interpretation of the iron law of
wages. This proposition states that increases in
real wages due to accumulation of capital or tech-
nological improvements are ultimately choked off
by population increase initiated by the improve-
ment in wages.

The low-pressure homeostatic story account-
ing for the iron law of wages was not satisfactory
to R. Lee, who devoted much effort to analysing
the response of real wages to exogenous fluctua-
tions in population size. For instance, Lee (1980)
estimated an elasticity of minus one-and-a-half for
the impact of population increase on real wages, a
ten per cent increase in human numbers
diminishing real earnings by 15 per cent. In Lee
(1987), he pointed out that the 50-year lag is only
one story that is consistent with the long-run
movements in fertility and real wages advanced
by Wrigley and Schofield.

In any event, the 50-year lag of Wrigley and
Schofield and Lee’s estimates for the impact of
population increase on real wages are both based
upon long-run movements in population, fertility
and mortality. Equally interesting are the short-
run dynamics for pre-industrial populations,

fluctuations in climate –when the spring thaw
permitting planting of new crops in the fields
takes place, when the onset of cold fall tempera-
tures dictates harvesting –driving movements in
food prices, resulting in fluctuations in marriages,
pregnancies, births and deaths. Analysing a large
number of historical cases, Lee (1987) concluded
that the vital rates do respond to upward and
downward movements in food prices, pre-
industrial societies being regulated in a homeo-
static fashion that was responsive to exogenous
changes in climate.

To examine more systematically the impact of
fluctuations in food prices upon demographic
behaviour in pre-industrial Europe and Asia, the
Eurasian Project in Population and Family His-
tory has pioneered the use of longitudinal data-
bases of household and individual records,
eschewing the computation and analysis of aggre-
gate demographic statistics generated from mas-
sive family reconstitution exercises like that
carried out by Wrigley and Schofield (1981).
A good illustration of the type of analysis stem-
ming from this approach is Bengtsson et al.
(2004). Generating results for Scania in southern
Sweden, for eastern Belgium, for three villages in
northern Italy, for a village in northern Japan, and
for Liaodong in north-eastern China, the Eurasian
Project suggests that demographic responses to
short-run stress (that is, spikes in food prices)
were fundamentally different in the West and in
the East. In the East power, especially gender-
based power, played a crucial role in shaping
household demographic behaviour in the face of
food scarcity, females getting less access to nutri-
tion than males in the typical scenario. In the
West, socio-economic status, especially owner-
ship of land, mattered a great deal. When climatic
variation forced up the price of foodstuffs, the
landless suffered in Europe. In Asia it was young
females who bore the brunt of the crisis.

Onset of the Demographic Transition

In addition to shedding light on Malthusian
questions – on the relative importance of the pos-
itive mortality check and the preventive fertility
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check – historical demography has shed light on
the question of when the fertility and mortality
transitions began. To what extent did the onset of
industrialization influence fertility and mortality?
Is there evidence of fertility decline in early
industrializing – or even completely pre-
industrial – settings? The general overlap of
industrialization and the demographic transition
is evident. Heavily industrialized countries enjoy
low fertility and lowmortality.What is not evident
is that there is a direct relationship between the
onset of industrialization and the onset of mortal-
ity and fertility declines.

Nor is the short-run relationship between mor-
tality and industrialization obvious. In the 19th
century before the germ theory of disease had
led to advances in sanitation (for example, chlori-
nation of water) and the treatment of food and
drink (for example, pasteurization of milk),
densely populated cities were unhealthy places.
Germs spread as waves of immigrants flocked into
metropolitan centres rife with a diverse menu of
infections, the immigrants coming from rural iso-
lates too tiny to support the host of infectious
diseases with which they were now assailed.

Only in the late 19th century and after did cities
become healthy as knowledge of water purifica-
tion, the importance of proper sewer systems, and
flush toilets spread in the West. With the 20th
century development of sulpha drugs followed
by the chance discovery of penicillin and the
mass manufacture of antibiotic drugs, the scale
economies in distribution enjoyed by cities came
to the fore. Preventing infection through public
health and treating infectious cases came at a
lower unit cost in dense, congested, jurisdictions
that had once been mortality sink holes.

In the remainder of this article our focus will be
on the onset of the fertility transition and its con-
nections with industrialization.

The most important project that laid out the
empirical groundwork for analysing questions
about the onset of the fertility transition is the
European Fertility Project that carried out at the
Office of Population Research at Princeton Uni-
versity during the 1960s and 1970s under the
direction of A. Coale. Coale and his colleagues
wanted to construct measures of fertility and its

components –reproduction within marriage, pro-
portion married, the incidence of reproduction
outside of marriage (illegitimate fertility) – that
could be generated from a relatively small amount
of data, data that they could secure for every
province throughout 19th-century western Europe
and Europe.

The European Fertility Project hit upon the
ingenious procedure of comparing the actual
fertility experiences of the populations they
were studying with the fertility experience of
the Hutterites who thereby entered the historical
demography literature as a much utilized stan-
dard. Why use Hutterite reproduction as a stan-
dard? Hutterite women in the period between the
world wars married at very young ages and had
as many children as possible. The Hutterite sect
took very seriously the Biblical injunction to ‘be
fruitful and multiply’. Moreover, the Hutterites
who settled in the great plains of the United
States and the prairies of Canada lived on large
farms and had a strong demand for child labour.
A typical Hutterite woman had a total fertility
rate (the sum of the age specific birth rates, an
approximation to the total number of children
she would give birth to over her reproductive
life) of more than 12. Using the Hutterite stan-
dard allows us to estimate the degree to which a
population falls short of its maximal reproduc-
tive potential.

The Hutterite indices generated by the
European Fertility Project measure the relative
level of marital fertility, illegitimate fertility, pro-
portion married and overall fertility for any juris-
diction that has counts of births classified by
legitimacy status and counts of population classi-
fied by gender and marital status in the five-year
age groups. The idea is to use figures on women
and married women in the five-year age groups in
a given population of interest to the researcher to
compute the level of fertility and marital fertility
that would occur if these women reproduced at the
rate of Hutterite women in the cohorts of the
1920s and 1930s. The age specific rates (for
five-year age groups) at which Hutterite wives
reproduced are known and these are used in con-
junction with the actual data on population and
births to compute the Hutterite indices.
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In assessing why populations fall below max-
imal reproductive potential it is important to sep-
arate out the impact of low proportions married
from the impact of sharply diminished reproduc-
tion within marriage. The Hutterite index for mar-
ital fertility (Ig) for a given population is the ratio
of the legitimate births occurring in that popula-
tion to the number that would occur if the women
reproduced at the rate of the Hutterites. The Hut-
terite index for proportion married (Im) is the ratio
of married women weighted by the Hutterite fer-
tility schedule – take the number of married
women in each age group and multiply this num-
ber by the corresponding level of Hutterite fertility
for the age group, thereby giving heaviest weight
to the most reproductive ages – divided by the
total number of women weighted by the Hutterite
schedule. The Hutterite index for illegitimate fer-
tility (Ih) is the ratio of the number of illegitimate
births to those that would occur had the unmarried
women reproduced as the Hutterite women had
reproduced. The overall Hutterite index of fertility
(If) is the ratio of total births occurring in a popu-
lation to those that would have occurred had the
women been as fruitful as the Hutterite women.
The last measure offers an overall summary for
fertility.

Not surprisingly, the Hutterite indices for ille-
gitimate fertility – in 19th-century Europe and
Asia – tend to be low, typically falling below a
value of 0.10. By contrast the Hutterite index for
marital fertility in most 19th-century western
European provinces tended to be fairly high,
around 0.80 in many cases.

One of the convenient properties of the Hutter-
ite indices is their multiplicative property. If the
index of illegitimate fertility is zero (typically it is
close to zero), then the Hutterite index for overall
fertility is the product of the Hutterite indices for
marital fertility and proportion married, namely
If = Ig * Im.

To see why constructing these indices yields
useful information about the nature of pre-
transition fertility and the dating of the fertility
transition, consider the following. In 19th-century
western Europe prior to the sustained decline in
marital fertility (the European Fertility Project
defines the onset of the fertility transition as a

drop in Ig of ten per cent initiating irreversible
decline, no subsequent return to the pre-decline
level occurring), a typical value for the Hutterite
index for proportion married was around 0.5, the
corresponding Hutterite index for marital fertility
being between 0.8 and 0.9. Multiplying the two
gives a value of between 0.4 and 0.45, meaning
that in western Europe women reproduced far less
than did the Hutterites, not because of what they
did within marriage, but rather because they were
not marrying very young or, in some cases, at all.
By contrast in pre-decline Japan, China and
Korea, the levels of Im were usually between 0.8
and 0.9, women marrying very early and almost
universally. However, levels of reproduction
within marriage Ig were quite low in pre-transition
Asia, around 0.5 in many cases. Again, taking the
product, we get a range for Ig between 0.4 and
0.45.

So, in both pre-transition Asia and pre-
transition western Europe, overall levels of repro-
duction were modest, but for different reasons in
the two regions. In Europe the key was late mar-
riage and low proportions marrying. This was
something Malthus approved of, believing that
the path of demographic virtue lay in late marriage
and abstinence outside of marriage. In Asia the
key was relatively low levels of reproduction
within marriage, something Malthus was less
enthusiastic about. Indeed, he probably would
have labelled it vice.

To return to the question of what the European
Fertility Project’s findings tell us about the rela-
tionship between industrialization and the fertility
transition, some of the most striking findings of
the project need stating. First, France was the
region in western Europe enjoying the earliest
decline in marital fertility, its irreversible fall
beginning in the early 19th century, occurring
prior to sustained industrialization there. Second,
the irreversible decline in English marital fertility
did not occur until the 1870s, a full century after
the Industrial Revolution began there. Third, lan-
guage and culture seem to have been important in
shaping the spread of marital fertility decline. For
instance in Belgium, language difference sepa-
rates early-decline provinces from late-decline
provinces. For these reasons the European
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Fertility Project concluded that stopping behav-
iour within marriage –having a specific number of
offspring, then ceasing having more children
altogether – was an innovation. As Coale and
Watkins (1986) demonstrate, the consensus opin-
ion in the European Fertility Project was that the
innovation of regulating reproduction diffused
through contact between individual households,
this diffusion channelled through and within dis-
tinctive cultural groups.

In short, there is no simple story for western
Europe involving the short-run relationship
between the onset of industrialization and the
onset of marital fertility decline. It is apparent
that both are important to modernization. But the
interaction of the two is certainly complex.

When we turn to Asia, the complexity of the
relationship is even more evident. For instance, in
Japan, China, Korea and Asiatic Russia marital
fertility appears to have risen before it began its
irreversible decline in the 20th century. Mosk
(1983) offers one hypothesis about the rise in
fertility in Japan that is consistent with the idea
that there is a long-run linkage between industri-
alization and low marital fertility. His explanation
rests on the idea that in the short run a rising
standard of living may actually induce a rise in
marital fertility provided marital fertility has been
suppressed through infanticide and sexual taboos
aimed at lengthening the intervals between live
births. In particular, he argues that rural areas that
were experiencing land reclamation due to the
diffusion of rice seed varieties from the south-
west to the north-east spawned new family man-
aged farms, increasing the demand for child
labour and easing pressure on parents concerned
with finding marriage and/or farming opportuni-
ties for their offspring. Additionally, improved
food consumption affected the length of intervals
between live births considered optimal, promot-
ing a rise in Ig between the 1880s and the 1920s.
Better-fed households felt less constrained to
space their births far apart lest they fall short of
the nutritional resources required to guarantee
survival for all of their youngsters. To these argu-
ments one can add the fact that the opening of the
country to international trade in the late 19th cen-
tury created a strong export market for silk, which

was produced by family labour especially in the
north-east and the Japanese Alps.

In sum, the literature dealing with the overlap of
industrialization and the onset of the demographic
transition suggests that the interaction of the two
secular transformations crucial to defining moder-
nity is complex and intriguing. As with the issues
involving the Malthusian economy, much is
known. The general contours of the issues involved
are clear enough. But, aswith somany other things,
the devil is in the details. At the detailed level, it is
clear what we do not know is as important as what
we know. In this sense historical demography has
opened up as many questions for future research as
it has provided answers to questions thrown up by
previous generations of scholars.

See Also

▶Demographic Transition
▶ Industrial Revolution
▶Malthus, Thomas Robert (1766–1834)
▶Malthusian Economy
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A group of economists whose heyday was from
1875 to 1890 and whose major figures were John
Kells Ingram (1823–1907), James E. Thorold
Rogers (1822–1890), T.E. Cliffe Leslie
(1827–1882), William Cunningham (1849–
1919), Arnold Toynbee (1852–1883), William
Ashley (1860–1927) and W.A.S. Hewins
(1865–1931). H.S. Foxwell (1849–1936) was
sympathetic to their approach but outside the
group’s mainstream. All were united by an induc-
tive approach to economics, a determination to
stress that no economic theory or policy could be
appropriate to all times and places, and a convic-
tion that classical and neoclassical economics
alike were already too abstract to give state or
citizen much practical help, and were getting
worse.

The movement’s most important forerunner
was Richard Jones (1790–1855), whose criticisms
of Ricardian economics – both for its hyper-
deductive character and its pretensions to

universality – enjoyed intelligent public attention
without much persuasive power. Jones offered
neither a historically relative political economy
to put in Ricardianism’s place nor even any sub-
stantial contribution to economic history. But, in
any case, the time was not right for Jones’s ideas
to take hold. By the 1870s a number of factors had
combined to prepare the ground for a far more
influential historical critique of orthodox econom-
ics. There was the influence of John Stuart Mill,
who in his later years both practised and lent his
philosophical authority to a more inductive
approach to political economy. Yet when Mill’s
influence was removed by his death in 1873,
silencing the most authoritative voice in econom-
ics, the collapse of classical orthodoxy was further
accelerated. And of its two main potential heirs,
marginalism and historicism, it was the histori-
cists who were more in tune with the general
intellectual climate of the time.

As Darwinian ideas were absorbed into social
science, the call went up for an evolutionary (and
hence relativistic) science of political economy.
(No one was to call for it more loudly than Mar-
shall.) The Comtean critique of overspecialization
within social science was still near its zenith, and
applied with especial force to the increasingly
narrow world of neoclassical economics.
‘Straight’ history was increasingly emphasizing
its economic aspects in the work of
F.W. Maitland, F. Seebohm and P. Vinogradoff.
And, for those who were prepared to listen, Karl
Marx was reiterating the potential scope and gran-
deur of economic dynamics.

The representatives of the English historical
school drew on such influences with varying
degrees of emphasis. Ingram used his presidency
of Section F of the British Association (the social
science section) to mount an explicitly Comtean
attack on political economy’s ‘narrowness’ in
1878. Ashley painstakingly catalogued the
aspects of Marxism with which he was and was
not in agreement. The one conditioning factor
which, oddly enough, was of limited influence
was the work of the German Historical School of
economists. English historicists might invoke the
authority of their German contemporaries; Ashley
and Hewins had important contacts with the later
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German Historical School; but it is hard to point to
any German historicist as a major formative influ-
ence on any English counterpart.

What, then, was the detailed message of the
Historical School? (In answering this question
we shall be able to throw light on how far it
should be regarded as a distinct ‘school’ at all.)
First, as has already been mentioned, they were
reacting against the narrow scope of orthodox
economics. Thus, Ingram’s address of 1878,
while accepting the arguments in favour of
doing ‘one thing at a time’, warned that the social
sciences were still branches of one subject ‘and
the relations of the branches may be precisely the
most important thing to be kept in view respect-
ing them’. Ingram saw the narrow intellectual
vision of orthodox economists as both cause
and consequence of their neglect of moral issues,
and further argued that once it was accepted that
‘the idea of forming a true theory of the economic
frame and working of society apart from its other
sides is illusory’ it necessarily followed that ‘the
economic structure of society and its mode of
development cannot be deductively foreseen but
must be ascertained by direct historical investi-
gation’ (Ingram 1878).

But should one’s methodological stance in fact
depend on one’s assessment of the appropriate
intellectual boundaries of economics?
J.A. Hobson was later to argue that the two issues
had nothing whatever to do with one another.
However, historicists to a man – albeit with dif-
ferent degrees of emphasis – followed Ingram’s
lead in using their calls for a broader-based disci-
pline to buttress their onslaught on unbalanced
deductivism. The link was ‘economic man’, seen
by historicists as an unreal psychological stereo-
type wholly unable to support the pyramids of
deductive logic burdened upon him by Ricardians
and Jevonians alike. Whether it was wealth or
utility that he was supposed to maximize, he
turned out very much the same, ‘an abstraction
confounding a great variety of different and het-
erogeneous motives which have been mistaken
for a single homogeneous force’ (Cliffe Leslie
1879). Other Ricardian propositions which, in
Leslie’s view, contradicted actual experience
included the quantity theory of money and the

contention that competition operated so as to
equalize rates of profit across the economy.

Leslie’s suggestion that the whole edifice of
Ricardian economics be levelled to the ground,
prior to economists making a fresh and cautious
start, marked the high point of historicist icono-
clasm. There were a number of different stopping-
places (most of them inhabited by Ashley at one
time or another) along the road from orthodoxy to
this extreme point. Yet the historicists hang
together as a school because of their common
emphasis on factual and statistical thoroughness,
on the relativity of economic doctrines, and on
entering unfamiliar territory with an open mind
and doing painstaking research before allowing
the first tentative inductive generalizations to filter
through. The most orthodox of the school,
Thorold Rogers, made the most impressive statis-
tical contribution with his History of Agriculture
and Prices in England (1866) which, among other
objectives, sought to marshal the figures needed to
refute Ricardian rent and wage theory. Ashley’s
verdict, however, that Rogers’ practice of merely
illustrating his preconceived opinions with histor-
ical material was alien to a genuine historical
method has been endorsed by modern
commentators.

It would be wrong to conclude from the above
that the Historical School was hostile to deduction
as such. ‘Deduction’, said Ingram, ‘is a legitimate
process when it sets out not from a priori assump-
tions, but from proved generalisations’. The his-
toricist position, in effect, was that one had to
ascertain by factual investigation exactly how
amenable to deductive analysis different eco-
nomic phenomena actually were. That the calcu-
lating maximizing spirit (where it existed) was
amenable to Ricardian treatment was conceded
on all sides. This point had been heavily stressed
by Walter Bagehot (in his centenary essay on The
Wealth of Nations) in the hope of rendering ortho-
dox economics more plausible by demarcating its
boundaries as those of the modern commercial
world. Ashley’s inaugural lecture at Harvard in
1893 endorsed this point; Cunningham’s Modern
Civilisation in Some of its Economic Aspects
(1896) asserted that deductive analysis was com-
ing into its own because ‘business of a modern
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type is being extended over a larger and larger
area’. That this last tendency was – on balance –
welcomed by Ashley and regretted by Cunning-
ham may help explain the difference in their atti-
tudes toMarshallian economics. Ashley (who was
to become professor of commerce at Birmingham
in 1901) shared Marshall’s enthusiasm for most of
what the modern businessman represented. In
Cunningham, by contrast, distaste for the modern
world and nostalgia for the Middle Ages pre-
dominated. But personal temperament counted
for just as much in explaining the contrast
between Ashley’s relatively placatory attitude to
Marshall and Cunningham’s violently hostile one.

Marshall’s inaugural lecture at Cambridge in
1885 had met, head-on, the historicist assertion
that the forces of custom and habit in economic
life were strong enough to make orthodox eco-
nomics, with its basic postulate of maximization,
widely redundant. Marshall predicted that ‘eco-
nomic science’would soon be even more success-
ful than it was already in ‘break[ing] up and
explain[ing] economic customs’; asserted that
statements that this or that economic arrangement
was due to custom were little more than confes-
sions of ignorance of true causes; and entrusted
economic analysis with the illumination of such
ignorance – the demonstration, for example, that
‘rents seldom diverge much for a long time from
their Ricardian level in the East’ (Marshall 1885).
Cunningham, while regarding the whole lecture
as a personal and public affront, fastened espe-
cially onto this last point, telling the British Asso-
ciation (1889) that ‘Professor Marshall, instead of
accepting the description of mediaeval or Indian
economic forms as they actually occur, sets him-
self to show that the accounts of them can be so
arranged and stated as to afford illustrations of
Ricardo’s law of rent.’ Marshall’s Principles of
Economics, published the following year, opened
with a long historical introduction which Ashley
saw as a conciliatory gesture and Cunningham as
a further provocation. (Today it reads as neither.)
In ‘The Perversion of Economic History’ (Eco-
nomic Journal, September 1892), Cunningham
joyously rebuked what he saw as Marshall’s
hasty and amateurish style of historiography. It
would all have read more convincingly if

Cunningham had refrained from grotesquely out-
of-context quotation, even at one point inserting a
rogue word into Marshall’s text to make it sound
marginally more implausible.

Marshall’s reply to Cunningham’s criticisms
(it took Cunningham three years and seven
polemics to induce it) was seen in most quarters
as the final statement in the dispute (if only
because the Economic Journal refused Cunning-
ham the space for a counter-riposte.) Ashley, in
his Harvard inaugural the following year, praised
the historical chapters in the Principles and
claimed that ‘to most of us the recent exchange
of hostilities between two distinguished English
economists has seemed almost an anachronism’.

The methodological debate, then, subsided
after the early 1890s. But the protectionist contro-
versy which began when Joseph Chamberlain
disavowed free trade in 1903 saw survivors of
the old historicists grouping reconstituted for a
new battle. The episode is best approached via a
general look at historicist attitudes to policy
questions.

It is no coincidence that the entire Historical
School, regardless of whether as individuals they
were of the ‘left’ or the ‘right’, favoured an accel-
eration of the existing trend towards increased
state intervention in the economy. Irish social
reform, the recognition and legal protection of
the trades unions, and the conditions of industrial
and agricultural workers were all seen as urgent
areas of responsibility for the state. The general
view was well summarized by Foxwell (1885):

We have been suffering for a century from an acute
outbreak of individualism unchecked by the old
restraints and invested with almost a religious sanc-
tion by a certain soul-less school of writers. The
narrowest selfishness has been recommended as
public virtue.

Ingram praised the German Historical School
for upholding the power of the state as ‘the organ
of the nation for all ends which cannot be ade-
quately effected by voluntary individual effort’.
Cunningham’s Politics and Economics (1885)
introduced his readers to ‘National Husbandry’,
Cunningham’s scheme for an economic policy
holistic in its inspiration and nationalistic in its
objectives: ‘the duty we owe to posterity [is] to
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make the future of our nation as great and noble as
lies within our power’.

The link between holism (refusal to isolate the
individual as a unit of analysis) and historical
relativism was an irreproachably logical one:
only if an individual can be isolated from his
social context can a theory involving him be iso-
lated from time and place. And Cunningham for
one kept his readers’ eyes firmly on the fact that
policy recommendations were as historically rel-
ative as economic principles, even suggesting at
one point that the fact that a measure had worked
well in very different circumstances was a consid-
eration against proposing it here and now. Such
pragmatism characterized much of the protection-
ist campaign. If free-trading economists were to
be charged with inflexible dogmatism, intellectual
arrogance and subservience to abstractions, it was
essential that no such taint could be thought to
cling to the protectionist cause. Ashley, indeed,
never went beyond recommending temporary and
selective tariffs for purposes of retaliation, and
stressed that ‘with England as she has been for
some centuries the notion that imports are paid for
by money which might otherwise be spent at
home is the crudest of popular fallacies’ .
Cunningham – eventually – did arrive at a more
thoroughly protectionist stance than this, but it
took him until 1910 to do so. And by 1910 the
steam was running out of the protectionist cam-
paign anyway, at least as far as the Historical
School was concerned. Ashley’s administrative
responsibilities at Birmingham and Hewins’s par-
liamentary ones virtually terminated their contri-
butions to serious economic debate; Cunningham
turned his attention to the relations between Chris-
tianity, political practice and social science. The
Historical School’s achievements were complete
by 1914.

How significant were they? Today their part in
the foundation of economic history as a subject in
its own right is more obvious than their contribu-
tion to economics. Their lack of facility with mar-
ginal analysis – no historicist tried to master the
neoclassical ‘paradigm’ and it must be doubted
whether most of them would have been able to
handle it even if they had tried – relegated them to
outsiders’ roles once the dominance of

neoclassicism was secured. Could they have pre-
vented this dominance? The answer depends on
whether one thinks that the inductive, historically
based economics which they demanded but osten-
tatiously failed to supply could ever have been a
feasible project. As it was, their lack of solid
achievement inevitably weakened their position
even as critics. Yet they forced both Marshall
and his disciples to change both their thoughts
and their presentation of these thoughts in a num-
ber of ways. Economic concepts were more care-
fully defined, and the bounds of their applicability
more precisely demarcated. Policy recommenda-
tion became more cautious and less likely to be
accompanied by exaggerated statements of the
contributions of pure theory. The modern econo-
mist, said L.L. Price (1906),

evinces a readiness to recognise without reserve
those qualifications of subtle delicate theory which
a comparison with rough, unyielding facts must
necessarily require. This reasonable attitude is
largely due to the abiding influence of the vigorous
controversy in which Cliffe Leslie bore a
leading part.

See Also

▶Historical School, German
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Historical School, German
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Abstract
TheGermanHistorical Schoolwas an influential
heterodoxy in 19th-century political economy. It
diverged from the classical school crucially in its
scepticism that universal laws of social behav-
iour could be established. Its members were also
more interventionist, tending to favour protec-
tion, regulation colonization and the welfare
state, though by no means unanimously on
every point. In line with their relativity, they
accepted that their policy recommendations,
too,were historically contingent. Their influence
among economists was greater in developing
countries than in western Europe, but it has
everywhere had a lasting impact on allied
branches of social science such as sociology.
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JEL Classifications
B1

The German Historical School has a fair claim to
be the most thoroughgoing and influential hetero-
doxy in 19th-century political economy. Scholars
conventionally date its origins to 1843, with the
publication of Wilhelm Roscher’s Outline of Lec-
tures on Political Economy, according to the His-
torical Method. Again by convention, the school
is divided chronologically into three generations.
The ‘older’ generation included Roscher
(1817–94), Bruno Hildebrand (1812–78), and
Karl Knies (1821–98). It was succeeded by a
‘younger’ generation, led by imperial Germany’s
most prominent economist, Gustav Schmoller
(1838–1917), and including Lujo Brentano
(1844–1931), G.F. Knapp (1842–1926),
K.T. von Inama- Sternegg (1843–1908), and
Karl Bücher (1847–1930). A ‘youngest’ genera-
tion included Werner Sombart (1863–1941) and
Arthur Spiethoff (1873–1957). All were profes-
sors of political economy or of Staatswissenschaft
(‘state science’), and were widely known outside
academic circles. A full account of the German
Historical School would include many lesser-
known figures, as well as several famous scholars
who have often been associated with its agenda:
Friedrich List (1789–1846), Adolph Wagner
(1835–1917), Karl Lamprecht (1856–1915), and
Max Weber (1864–1920), among others. There is
no consensus date for the school’s demise, but
most would agree that by 1918 it was losing
momentum, and that by 1945 it was a spent force.

In so far as they are remembered for belonging
to the school, history has assigned to these econ-
omists the role of dramatic foil vis-à-vis classical
political economy. Where the classicals were cos-
mopolitan children of the Enlightenment, the his-
torical economists are remembered as romantics,
idealists, nationalists; where the former were
motivated to understand the nature and prospects
of the commercial society taking shape around
them, the latter were oriented to the economic
past and its evolution towards the present; where
the former were Newtonian in their aspirations for
a master theory of the market order, the latter were
satisfied to explore the peculiarities of specific
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situations; where the former offered a robust
defence of private enterprise, the latter were just
as robust in their vindication of state intervention;
and where the classicals proved endlessly adapt-
able as circumstances varied, the German Histor-
ical School was sterile, a creature of one time and
place. There is something to be said for each of
these contrasts, but each of them can be – and has
been – overdrawn, and the trend of recent schol-
arship has been to mitigate them.

Method

The Historical School partook of the ethic of
professional historiography, seeking not to ran-
sack the past but rather to understand it on its
own terms. As history was an integral part of the
Staatswissenschaft curriculum through which
most German economists passed, it could hardly
have been otherwise. But it is also fair to say that
in this curriculum history was yoked, not to say
subordinated, to the established discipline of
Statistik, which had long meant the comparative
study of social phenomena for purposes of effec-
tive statecraft. This more instrumentalist approach
to historical inquiry is clearly in evidence in the
works of the Historical School; it accords too with
the participation of many members (notably
Knies, Hildebrand, Inama-Sternegg, Bücher,
Knapp, Brentano, Wagner, and Spiethoff) in the
development and use of statistics in its more
strictly modern sense, and the interest of many
others (notably Roscher, Schmoller, Inama-
Sternegg, and especially Bücher) in contemporary
ethnography. In this sense they bear more than a
passing resemblance to an Enlightenment poly-
math named Adam Smith, whom Roscher (1843,
p. 150) named among the forefathers of historical
economics.

But how would those copious data be used?
A widespread view, born especially from the
famous Methodenstreit between Schmoller and
Carl Menger in the early 1880s, is that the histor-
ical economists took their scientific brief to
include description, collation, and not much else;
valid theoretical knowledge would emerge, if at
all, only in the fullness of time and of its own

accord. It is indeed true that in the heat of the
dispute Schmoller made some ill-advised state-
ments to this effect, and it is true also that he and
his colleagues consistently denounced what they
saw as the deductive excesses of Ricardian theory.
However, in general they were far from denying
the validity of deductive inference in principle (see
Schmoller 1901–04, pp. 108–11); in practice they
did engage in generalization and in theoretical
speculation, sometimes so sweepingly as to make
a classical economist blush. Prominent among the
grander visions was their penchant for evolution-
ary ‘stage theories’ of economic development. It is
these stage theories which have attracted the taint
of holism, teleology, and crypto-Hegelian ideal-
ism. Once again, these charges are less than out-
rageous (see Weber 1902–05) but significantly
overstated. Turgot, Smith and Marx made similar
efforts to reduce such broad historical processes to
patterns of individual behaviour, which in turn are
explicable in terms of the overall context. Even as
it evolves, Roscher wrote in the introduction to his
influential textbook, the economy remains ‘a nat-
ural product of the faculties and drives which
make the human being human’ (1854, s. 14).

Perhaps the best single term to distinguish their
brand of science is ‘relativity’. Unlike Newton
and his admirers, who envisioned law-like rela-
tionships that were invariant as to time or place,
the historical economists thought this a hopeless
task for the human sciences. The theories they
aspired to had fewer constants, more variables
(psyche, environment, institutions, and so on)
and in some versions a large error term – but
they were still recognizable as theories.
According to Roscher’s formulation, the classi-
cals had postulated rules, to which recent critics
had pointed out myriad exceptions. ‘Now it would
be above all necessary’, he went on, ‘to broaden
the rules themselves to the point where those
exceptions are incorporated’ (quoted in
Eisermann 1956, p. 150). Or, as Schmoller him-
self put it near the end of his career, German
economists of his persuasion had achieved pro-
gress in economic theory the way Smith had, ‘by
placing man and society at its center; but they did
not thereby exclude the methods of natural sci-
ence, or general concepts, or regularities. They did
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not claim that all the phenomena of economic life
are individual and unique’ (1911, p. 434).

Policy

As regards policy recommendations, it is clear that
the modal opinions of German historical econo-
mists were distinctly more interventionist than the
Anglo-French norm. The renowned Verein für
Socialpolitik (Association for Social Policy, argu-
ably the world’s first economic think tank) was
founded in 1872 primarily by members of the
school, with a mission that stood as a plain rebuke
to the principle of laissez-faire. It is for this reason
that the epithet Kathedersozialisten (‘socialists of
the lectern’) was rather indiscriminately applied to
them in their own day, and for this reason, too, that
historians have come to view government activ-
ism as just as intrinsic to historical economics as
any methodological precept. Paradigmatic in this
view is Schmoller’s belief in a ‘social monarchy’
and its capacity to reconcile the goals of private
property, national development, and distributive
justice through a programme of protection, regu-
lation, and colonization. Once again, however,
this generalization must be handled gingerly. It
understates the diversity of political opinion
within historical economics; specifically, it ill
serves those economists who called for participa-
tory government (Brentano, Bücher), who tended
towards state socialism (Wagner, young Sombart),
who opposed Bismarck’s tariffs (Brentano,
Bücher, Weber), and who doubted the capacity
of regulation to improve upon market outcomes
in general (Roscher, Hildebrand, Weber). It also
ignores their essentially relativistic outlook: like
List before them, who had promoted protection as
the policy for his time but not for all time, the
German historical economists – not excluding
Schmoller himself – recognized the historical con-
tingency of their specific recommendations.

Influence

It is also the case that the German Historical
School was less parochial than has been

suggested. It is true that the influence of German
economists was conspicuously weak in franco-
phone Europe through most of the 19th century,
despite an early translation of Roscher’s Princi-
ples, and despite the efforts of the Belgian econo-
mist Emile de Laveleye. This situation began to
improve after about 1880, however, with the cre-
ation of the first chairs of political economy in the
law faculties of the French universities. Since the
new professors were perforce trained in law, and
since French jurisprudence had already begun to
fall under the sway of German historicism, they
were better disposed to the historical economists
than their predecessors (Gide 1908). Charles
Gide’s critical appreciation of the German econo-
mists was characteristic of this younger genera-
tion, as was their reception by Paul Cauwès,
François Simiand and Emile Levasseur. Historical
economics fared better in the United Kingdom,
thanks largely to the indigenous examples of
Richard Jones, Henry Maine, John Lubbock, and
others. T.E. Cliffe Leslie praised their endeavours,
as did W.J. Ashley, William Cunningham,
J.S. Nicholson, and W.A.S. Hewins. Alfred Mar-
shall, whose name is not typically associated with
historical economics, in fact affirmed that the
school’s work ‘has thrown light on economic the-
ory, has broadened it, has verified, and has
corrected it’ (1890, p. 74).

Despite these successes, in western Europe the
German historical economists remained exotic
specimens of a minor genus. Elsewhere they
fared better, with their influence waxing in rough
proportion with the developmental ambitions
of the society in question. The historical
school’s rise to prominence in Gilded Age Amer-
ica (c.1876–1914), due largely to Germany’s
pre-eminence as a site for higher education in
economics, has been well documented (Dorfman
1955; Herbst 1965; Rodgers 1998). The American
Economic Association (AEA) and the American
Academy of Political and Social Science were
both originally modelled on the Verein für
Socialpolitik; all told, 20 of the first 26 presidents
of the AEA had studied in Germany. While the
leading American ‘institutionalists’ of the early
20th century did not have first-hand experience
in Germany, they can be seen as carrying on the
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school’s agenda: Thorstein Veblen its methodo-
logical dissent, W.C. Mitchell its statistical inqui-
ries, J.R. Commons its social reformism. The
Italian case offers a fairly close parallel. Young
Italian economists were drawn to advanced study
in Germany, and while the guardians of ortho-
doxy could inveigh against the trend of
germanismo economico, they could not staunch
the school’s influence among economists such as
Luigi Cossa, Vito Cusumano, Giacomo Luzzatti,
and Achille Loria (Schiera 1989). Elsewhere the
German historical school achieved something
close to intellectual hegemony by the turn of the
20th century, for example in Russia (Balabkins
1988; Kingston-Mann 1999; Barnett 2004) and in
Finland (Heinonen 2002). Interestingly, its
greatest influence relative to other schools was
in Asia. In British India, the German dissent from
orthodoxy was praised in the work of
M.G. Ranade, G.K. Gokhale, R.C. Dutt, and
G.S. Iyer, and left its imprint in the field of
‘Indian Economics’ that they founded. In Meiji
Japan, meanwhile, the school established a deci-
sive beachhead at the Imperial University in
Tokyo in the early 1880s, thanks to direct German
influence and especially to that of German-
inspired American professors (Pyle 1974; Sugi-
yama and Muzuta 1988). A Society for Social
Policy was founded there in 1897 on the model
of the Verein für Socialpolitik, membership in
which soon became an essential qualification for
professional economists in that country.

Finally we turn to the question of the German
Historical School’s influence, or lack thereof, into
the later 20th century and beyond. The school had
a lasting impact on allied branches of social sci-
ence. In economic sociology, Emile Durkheim’s
early works were fairly deeply engaged with his-
torical economics (Steiner 2003); Joseph
Schumpeter held Schmoller up as a pioneer in
the field (Schumpeter 1926); and Max Weber
was so deeply rooted in the school that he himself
has occasionally been called a member. In the
field of economic anthropology, Bronislaw Mali-
nowski, Karl Polanyi and A.V. Chayanov had all
been exposed to this literature in their youth
(Kahn 1990). It is only within economics itself
that the German Historical School’s star waned

quickly after 1930. The reasons are no doubt
complex and entwined with the drama of German
political history; but surely the ‘formalist revolu-
tion’ in economic theory at large – where clarity
and elegance gained great popularity, occasion-
ally at the expense of verisimilitude and
relevance – played a significant role. The matter
is crystallized in J.M. Keynes’s obituary for Mar-
shall in 1924, where he characterized the school’s
work as ‘learned but half-muddled’. One pictures
Marshall nodding in reluctant agreement, and then
asking aloud what more could be asked of true
social science. For Keynes’s successors, however,
that indictment could hardly have been more
damning.
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History and Comparative
Development

Louis Putterman

Abstract
What role do historical factors play in
explaining the large differences in level of
economic development among different
countries and world regions today? Our
answer begins with the observation that
cross-country differences in level of eco-
nomic development, as well as in rate of eco-
nomic growth since the end of the European
colonial era, are strongly correlated with the
average levels of technological and political
advance in the places the current population’s
ancestors lived on the eve of that era and
earlier. We explore recent literature in eco-
nomics that addresses the evidence for and
the causes of this correlation. The interplay
between geography and human capital
(broadly understood as including culture,
norms, and institutional capability) has a cen-
tral part in our discussion.

Keywords
Agricultural revolution; Ancestry; Colonial
era; Colonies; Industrial revolution; Less
developed countries; Linguistic distance;
Migration; neolithic revolution

JEL Classifications
N5; O10; Z1

Economists have increasingly sought to under-
stand what accounts for long-standing differences
in the levels of economic development among
world regions, and why some poor countries
have achieved more economic growth than others
in recent decades, by reference to relatively exog-
enous and persistent factors including geography,
institutions, culture and early history.
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Frequently considered geographic factors have
included the advantages of a coastal location and
the disadvantage of being landlocked (from the
standpoint of participating in low-cost interna-
tional trade) and the disadvantages of a tropical
climate (from the standpoint of pests, disease and
soil structure; e.g. Gallup et al. 1999). A different
set of geographic factors capturing considerable
attention in recent work are those that helped to
determine the locations of and degrees of interac-
tion between early agrarian civilisations. The
implications of these initially geography-based
differences for differences in comparative devel-
opment, especially those in the non-European
world from the 15th century onwards, receive
considerable attention.

In the early 2000s, Acemoglu et al. (2001,
2002) argued for an approach emphasising formal
institutions and property rights as an alternative to
the geography-centred approaches. A number of
economists – for example, Guiso et al. (2006) and
Nunn (2014) – have offered evidence that culture,
too, is a fundamental long-run determinant of
economic outcomes.

This article discusses the roles of history, geog-
raphy, culture and institutions in shaping differ-
ences in economic development around the globe.
It adopts a long-term historical approach in which
differences in the starting times and diffusion of
major technological traditions are attributed to
geographic factors, including the suitability of a
large swath of Eurasia for a common set of domes-
ticates, the absence of such suitability in
sub-Saharan Africa, and the cutting off of Oceania
and the Americas from the techniques and ideas
shared by Eurasian societies due to limited navi-
gation during the centuries leading up to 1500
CE. The long-term persistence of technological
advantages, albeit with greater dynamism being
exhibited at times by well-connected peripheries,
will be argued to have been a rule of economic
history. Culture will make its appearance in the
approaches that will be focused on here in the
form of broad human capabilities and orienta-
tions, and as a feature contributing to differences
in likelihood of trade relationships and diffusion
of ideas. Institutions will be identified as one of
culture’s important manifestations.

The Agricultural and Industrial
Revolutions

The long-run view considered here emphasises
that the transitions from foraging to agriculture
and from there to industrial societies are both
recent relative to the more than 100,000 years of
anatomically modern human existence and the
60,000 or so years of modern humans’ spread
beyond Africa. It also emphasises the fact that
both the agricultural and the industrial revolutions
diffused from their points of origin in
non-instantaneous and geographically uneven
fashions.

It took about five millennia for the population
growth and improvements in farming, animal hus-
bandry, construction and metallurgical techniques
that followed the first agricultural revolution in the
Near East to give rise to sizeable cities, states, and
record-keeping bureaucracies in the third millen-
nium BCE. The agricultural techniques first
developed in the region also took millennia to
reach all of Europe and southwest Asia. Mean-
while, another agrarian tradition sprang up at least
partly from indigenous roots in what is now north
central China, gradually spreading to the south
and to what are today Korea and Japan.

Critically, the time lapse between the onsets of
Near Eastern and East Asian agricultures was in
the neighbourhood of a single millennium, and
geographic contiguity (Europe, the Near East
and East Asia sharing a common land mass) per-
mitted the technological developments associated
with these core areas to ultimately cross-fertilise
one another and form a shared body of technical
knowledge. In contrast, the agricultural traditions
that independently emerged in Mesoamerica and
the Andes began significantly later and knew no
meaningful contact with outside civilisations until
the 15th century. When the American civilisations
were (at best) in their infancies, Assyria was
already a regional superpower on what (given
the available communication technologies) may
as well have been a different planet. The Ameri-
can cradles of agriculture would themselves give
rise to populous civilisations and states, and their
domesticates would achieve immense global
importance after the opening of global contact
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(Nunn and Qian 2010), but they failed to become
technological matches for the successors of
Assyria before that contact was made. In the
early 16th century, conquistadors from an Old
World civilisation, by then millennia their senior,
were able to vanquish the two New World civili-
sations, weakened by diseases to which they
lacked resistance, with mere hundreds of men,
war horses and small arms.

Compared to the spread of agricultural ways of
life, the spread of industry has been rapid.
Whereas agriculture took ten millennia to travel
from the Near East to Australia (with a regional
agriculture even failing to reach Australia from
neighbouring New Guinea), at least some indus-
trial factories, office buildings, automobiles and
electrical power had reached every country in the
world within three centuries of the onset of the
Industrial Revolution. Technologies of recent
years, like the digital camera and the mobile
phone, have achieved their initial geographic
spread still more rapidly.

Yet the spread of the industrial way of life was
not instantaneous. Even today, the capacity to
make and use sophisticated equipment, as
opposed to simple possession of consumer gad-
gets, fails to spread to all parts of the world over-
night. If we can explain the unevenness in the
spread of technologies associated with the two
epoch-making revolutions, we may go a long
way towards explaining the economic differences
between the world’s societies today.

What accounts for where and when these rev-
olutions occurred and why they spread to or were
taken up more rapidly by some societies than by
others? A plausible answer can be built largely out
of geographic facts, which from the standpoint of
our subject matter are clearly exogenous. These
facts include the shapes, terrains and broad cli-
matic profiles of the continents, and the fact that
humans evolved in Africa and that the first
50,000 years of their dispersal depended on over-
land journeys and on sea voyages of relatively
short spans only.

Exactly why agriculture arose when it did is a
question to which economists (for example Dow
et al. 2009) have recently made significant contri-
butions. With respect to sites, Hibbs and Olsson

(2004; see also Olsson and Hibbs 2005) find sup-
port for the factors emphasised by Diamond
(1997), such as the wild habitats of large-seeded
grasses and of the precursors of domesticated
animals. Regardless of the exact reasons for the
timing and locations of the earliest domestica-
tions, what is central for our purposes is that the
first agricultural revolution led to larger and ulti-
mately more specialised populations and that this
in turn facilitated innovation in other areas,
including metallurgy, writing and mathematics.
Equally important is that the suite of domesticated
grains, legumes, ruminants and fowl and the myr-
iad of other technologies following after them
faced few geographic barriers to
diffusing – however gradually by today’s
standards – throughout temperate and
sub-tropical Europe and Asia and also into those
parts of Africa lying along the Mediterranean and
the Nile river valley. Coined money, the use of
horses and later camels in transport, the plough
and later technologies including printing, gun-
powder, paper and the compass, diffused from
west to east or east to west across a swath of
civilisations that included Europe, the Ottoman
Empire, Persia, Mughal India, China and
neighbouring kingdoms like Vietnam, Korea and
Japan.

In contrast, before the 15th century European
expansion began, the technologies just mentioned
were unknown to the descendants of those who
had reached the Americas millennia earlier, or
those reaching much of Oceania more recently.
The non-grain-based agricultural societies of
highland New Guinea, whose agricultural tradi-
tion may long predate those of the Americas, was
equally isolated from developments in Eurasia,
and failed to give rise to a civilisation even on
the scale of those in the Americas. Home-grown
agricultural traditions also developed in West
Africa and spread to much of that continent over
roughly the same period that the American agrar-
ian societies were developing, but while produc-
tive enough to displace foragers from many of
their remaining African habitats, African farming
was mainly horticultural and gave rise to only
comparatively small states that never incorporated
the majority of the continent.
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The earlier start, broader expanse and greater
contiguity of Eurasian lands of similar climate
appear largely sufficient to explain why its civili-
sations were far more technologically advanced
than others in the 15th century. And this in turn, or
at least with the help of a view of human nature
that accommodates the presence of selfish along-
side benevolent motives, appears adequate to
explain why, when Eurasian shipbuilding and
navigation techniques finally made regular trans-
port across wider expanses of ocean more feasi-
ble, people from a Eurasian core society came to
exercise power over natives of the Americas,
sub-Saharan Africa and Oceania. Who was to
conquer whom in the resulting encounters was
rendered that much less in doubt by the fact that
Eurasians had been building up resistance to a
range of diseases capable of felling
non-Eurasians in large numbers. In addition, the
defences of most non-Eurasian peoples were
weakened by their lack not only of iron, steel
and gunpowder, but also of the horse, with its
considerable military importance until the early
20th century.

Not all are satisfied with this explanatory
framework, its application to Africa being espe-
cially debated. Acemoglu and Robinson (2012)
point out that there was considerable contact
between coastal east Africa and ocean-going
traders from Arabia long before 1500, and that
North African traders plied trade-routes across the
Sahara in large caravans. Contacts were suffi-
ciently regular from the 7th and 8th centuries CE
that the Islamic world, which had been a transmit-
ter of much thenadvanced knowledge to early
modern Europe, had offshoots well south of the
Sahara. These contacts not only helped give rise to
Sudanic empires, including Mali and Ghana (not
to be confused with the modern nations by the
same names), but transmitted at least some tech-
nological and cultural ideas further south in West
Africa, where states such as the Oyo and Benin
empires arose by the 15th century. Regular con-
tacts between Egypt and Nubia and between Ethi-
opia and both Egypt and the Arabian Peninsula
existed in earlier millennia. Even if all but the
Mediterranean and the southern tip of Africa
were climatically (and with respect to disease

environment) unsuitable for most core Eurasian
crops and domesticated animals, one still needs to
explain why other technologies were not picked
up more rapidly south of the Sahara.

Useful clues might be found by looking at
other cases in which occasional contacts existed,
but technologies shared by the core Eurasian civ-
ilisations made little impact. Here, it seems rele-
vant that Eurasia itself remained technologically
and socially heterogeneous in the 15th century.
Parts of Southeast Asia were still sparsely popu-
lated by people practicing slash-and-burn agricul-
ture. Manchuria, Mongolia and much of Central
Asia were relative technological backwaters peo-
pled by pastoralists whose periodic clashes with
both China and Europe are a recurring feature in
the history of civilisations up to the early modern
era. The deserts of North Africa and Arabia were
still home to peoples such as the Bedouin, who
maintained ways of life that had changed little
over the centuries. In the northernmost parts of
Eurasia, reindeer herders had honed a way of life
magnificently suited to an extreme climate, but
borrowed little from the technology, culture and
political forms of the ‘advanced’ Eurasian civili-
sations. The beginnings of book learning and
modern science, and in some cases participation
in inter-regional trade, thus tended to leave
untouched these parts of the Old World in which
the relevant forms of agriculture and animal hus-
bandry were absent, and Africa is not exceptional
when viewed in this light.

This suggests that it was not simply contact
with other civilisations that led to the spread of
the technologies and organisational forms that
distinguished civilisations like those of China,
India, Persia and Europe from the rest of the
world. There also needed to be sufficient similar-
ity in way of life and some already shared ele-
ments of mind set for ideas to diffuse. Major
differences in way of life, including population
density and degree of sedentarism, tended to cor-
relate with differences in political and social struc-
tures and, arguably, of mind set, to make
transmission of ideas less likely. These way-of-
life differences were in turn a function of differ-
ences in ecology, climate and soil. In the case of
Europe, Anatolia and parts of West, South and
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East Asia, ecological conditions were sufficiently
similar that similar agrarian ways of life emerged,
resulting in both motive and ease of borrowing
from one another’s mathematics, cultivation and
animal breeding techniques, building methods,
and transportation technologies. In contrast,
Eurasia’s arctic and sub-arctic fringe, the Central
Asian steppe and most of sub-Saharan Africa
were ecologically unable to support similar ways
of life. Such lack of overlap in economic adapta-
tion, as much as or more than the physical obstruc-
tion posed by the Sahara, may account for lower
transmission rates to the sub-Saharan region, as
well as to parts of Indonesia and the Philippines
that had ongoing contacts with Asia but remained
technologically far from the major Eurasian civi-
lisations in the 15th century.

Colonisation and Exceptions
to Persistence

As evidence for the argument above that
millennia-old differences in early starts and sub-
sequent barriers to diffusion of ideas play a large
part in explaining who was colonised and when,
beginning in the 15th century, Ertan et al. (2012)
estimate regression models with data on 111 coun-
tries, accounting for 95% of the world population
outside of Europe. They find that each of three
measures of development in 1500 CE are individ-
ually significant predictors of their outcome vari-
ables, with higher pre-modern development
making colonisation both less likely to occur and
substantially later in time if it does occur.
Together, the three indicators of early develop-
ment explain about a quarter of the observed
variation in both colonisation’s occurrence and
its timing. By inspection, countries colonised by
Europeans between the 1467 settlement of Cape
Verde by the Portuguese and the 1842 takeover of
Hong Kong by the British had far lower levels of
experience with agriculture and associated tech-
nologies, and of state-level polities, on average,
than were common in core Eurasian civilisations
in 1500. Late-colonised countries, and even more
so those never colonised, look more like the
colonising countries, on average, in terms of

these indicators. The never-colonised include sev-
eral countries that had been rough technological
peers of Europe in medieval times – e.g. Turkey,
Persia, China and Korea.

While the origins of the Eurasian advantage
may be largely due to geography, once colonisa-
tion was under way differences in command of
coercive technologies played at least as large a
part as did the pre-existing technological gap itself
in explaining why the opening (or expansion) of
contacts between Old World civilisations on the
one hand and indigenous American, Oceanic and
sub-Saharan African societies on the other did not
lead to a quick ‘upgrading’ of technological
capacity in the latter. Rather than narrowing, the
developmental gaps between Europe and the
indigenous people of its colonies effectively wid-
ened because the colonial polities restricted the
latter’s ability to fully learn or put to their own use
the new technologies now potentially at their dis-
posal, while the technological capabilities of the
colonisers were growing more rapidly than ever.

Our historical narrative thus far has
emphasised persistence: Eurasian civilisations
got a head start in developing a suite of technolo-
gies, which made it likely that one of them, and
not a sub-Saharan, Amerindian or Oceanic soci-
ety, would emerge as dominant once progress in
navigation led to global interactions. The persis-
tence of technological advantages from the agri-
cultural revolutions to today has been brought out
by studies including Hibbs and Olsson (2004),
Olsson and Hibbs (2005), Putterman (2008),
Comin et al. (2010) and Putterman and Weil
(2010). The first three papers find a link between
early agriculture and recent income, while the
fourth finds such a link for broader indices of
technology adoption in 1000 BCE, 1 CE and
1500 CE, and the last uses both kinds of measure
as well as indices of depth of large-scale state
experience.

The colonial era is marked by two major dis-
ruptions of the overall pattern of persistence, how-
ever. One of these is that while the European
actors that initiated the era had only a small tech-
nological lead over a half dozen other Eurasian
civilisations when it began (Maddison 2001;
Ertan et al. 2012), they were to gain a much larger
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lead – a phenomenon dubbed ‘the great diver-
gence’ (Pomeranz 2000) – by the time it ended.
Presumably, the combination of access to cheap
resources, coerced labour, expanded markets for
their products and vast territories to which surplus
population could be exported helped European
countries to begin pulling ahead, while the Otto-
man Empire, Persia, India, China and Japan
remained relatively stagnant. Although debate
continues as to how important European expan-
sion was to the location of the first Industrial
Revolution in northwest Europe, it is difficult to
dismiss it as a contributing factor.

The other major departure from persistence is
that some non-European territories which had
been relatively advanced within their regions
when the colonial era began – the Aztec and
Inca Empires being the earliest cases in
point – were falling behind by the era’s end,
whereas some that had been relatively
backward – e.g. what are now the USA, Canada,
Australia and New Zealand – became relatively
advanced. These examples form part of the pattern
that Acemoglu et al. (2002) call the ‘reversal of
fortune’. They show that in general, colonised
countries that had been more developed in 1500
as measured by urban proportion of population or
population density, were less developed in 1995.

One way to see the examples of this reversal is
that they in fact reflect how technological gaps
created by the unevenness of agricultural civili-
sation’s spread allowed colonisers, including
those soon to be leading industrial powers, to
exert control over the regions they now domi-
nated. In previously underdeveloped areas, with
low population densities rendered lower still by
Eurasian diseases, the colonisers helped them-
selves to territories they wished to settle in (such
as the USA, Canada, Argentina, Australia and
New Zealand) and brought slave or other
labourers to work plantations in those they pre-
ferred to exploit using a relatively small number
of overseers, only (Cape Verde, Cuba, Jamaica,
Haiti, Dominican Republic). In more populous
colonies, with land suitable for export crop pro-
duction or mining, the pressing of locals into
service occurred (for example, in Sri Lanka, Indo-
nesia and Bolivia), with less dramatic impact on

the composition of the population, but with
important and often negative impacts on the
local social structure.

Acemoglu et al. recognise that preconditions in
the countries colonised – a disease environment
deadly to Europeans (emphasised in Acemoglu
et al. 2001) or population density (emphasised in
Acemoglu et al. 2002) – helped determine which
subsequently prospered and which did not. But
the critical intervening factor, in their view, is
whether the colonisers imposed extractive institu-
tions, which favour the forced exploitation of
labour and extraction of natural resource wealth,
or inclusive institutions, especially property rights
that encourage investment in skills and physical
capital.

Glaeser et al. (2004) question whether it was
European institutions or the human capital that
Europeans brought with them to colonised coun-
tries that accounts for their development. Easterly
and Levine (2012) find that the share of Euro-
peans in a colonised country’s population at
roughly the mid-point of its years as a colony is
a strong positive predictor of the post-colonial
country’s recent income, even for countries with
relatively small numbers of European settlers.

Putterman and Weil (2010) point out that the
changes in who lived not only in countries of the
Americas, Australia and New Zealand, but also
countries including Cape Verde, South Africa and
Singapore, need to be properly accounted for in
order to assess claims of the persistence of early
developmental advantages into recent times. They
construct a matrix of geographic origins of current
populations’ year 1500 ancestors classified by the
country borders of today. Using it, they
recalculate early indicators for contemporary
countries based on the places their people’s ances-
tors lived in, rather than the places the descendants
inhabit today. They find that the ability of indica-
tors of early and year 1500 technological devel-
opment, including time of transition to
agriculture, depth of experience with large-scale
home-based states, and the technology indicator
for year 1500 used by Comin et al. (2010), have
considerably better ability to predict levels of
development in 2000 when countries are assigned
the weighted average early development values of
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their populations’ ancestors rather than the
unadjusted values for the history of the present
territory.

Chanda et al. (2014) use Putterman and Weil’s
ancestry accounting methodology to revisit the
reversal of fortune in Acemoglu et al.’s sample
of colonies as well as in a corresponding sample
that excludes migration outliers such as the USA,
and in a broader sample of non-European coun-
tries. They replicate the reversal of fortune for
countries as territories, but find no sign of a rever-
sal of fortune for populations and their descen-
dants. This suggests, for example, that the fact that
what is now the USA developmentally overtook
what is now Mexico despite the latter’s lead
around 1500, is explicable by the changes in pop-
ulation ancestry that occurred since that time.
Most ancestors of contemporary Mexicans are
Amerindian, whereas most ancestors of US resi-
dents are European, and Europeans had a techno-
logical edge over Amerindians even in 1500, so
the result of apparent reversal adheres to a pattern
of persistence after all.

Why Europe?

Why Western and Northern Europe rather than
Europe’s previously more advanced south or
some other part of the Eurasian civilisational
core, including China, was the coloniser of the
other continents, and thereafter the first to indus-
trialise, is a question that has loomed large for
economic historians and growth theorists. The
story of the 15th century Chinese fleet
commanded by Admiral Zheng He, which
eclipsed the expeditions of Columbus, da Gama
andMagellan in ship number and size, and which
visited ports throughout the Indian Ocean simply
to display China’s might, has become well
known thanks in part to its role in discussions
of this issue. Contributors including Diamond
(1997) and Landes (1998) suggest plausibly the
role of the difference between the rule over the
vast area of China by a single emperor and the
competition among smaller states in Europe,
which increased the likelihood that differing
strategies could find adequately resourced

sponsors. They speculate that the difference in
political unification may result from one of geog-
raphy: China’s core river valleys are joined by
common adjacent plains, and it had a largely
inland-centred civilisation with few major pen-
insulas and islands, whereas Europe is in a sense
a central peninsula jutting westward at Iberia,
sprouting several large appended peninsulas
(e.g. Italy, Scandinavia) and neighbouring
islands (Britain, Ireland, Sicily). Morris (2010)
also attributes the European rather than Chinese
‘discovery’ of the Americas to the much smaller
distance and more favourable currents and winds
in the passages from Europe to those continents
compared with any potential Chinese route
across the Pacific. Voigtlander and Voth (2013)
see high Black Death mortality playing a key role
by raising Western European wages, which
encouraged greater urbanisation that (in their
view) raised mortality rates and wages still fur-
ther. Acemoglu and Robinson (2012) focus on
the emergence of favourable political
institutions.

Part of the answer to the question of ‘why
Europe?’, and why northwest Europe in particu-
lar, may lie in a phenomenon that fails to align
with an overly strict notion of persistence of
advantages, but that might be embraced by stu-
dents of persistence as an important caveat to
their framework. It is that once they have incor-
porated a sufficient share of the useful techno-
logical and cultural ideas of an established core,
other areas may achieve more rapid progress than
that core itself due to resource advantages, polit-
ical flexibility or simply greater openness to cre-
ativity and innovation. On the resource front, a
technology might be developed in one place – in
the case of agriculture and animal domestication,
for instance, due to location of the wild
progenitor – but may actually prove more hardy
in another environment (some European soils
proved superior to those of the Near East). Core
area resources may also be depleted by over-
exploitation. On the political front, being periph-
eral to a battle for influence between empires in a
civilisational core might prove an advantage,
since the core suffers repeated stresses that the
periphery avoids. Olsson and Paik (2013)

5880 History and Comparative Development



document a reversal of fortune among the Old
World lands that inherited the agricultural and
other technologies initially spawned in the Near
East. Something similar appears to have hap-
pened on a more condensed time scale with
respect to the comparative development of
Japan, Korea and China between 1800 and the
late 20th century.

Northwest European dynamism also invites a
‘(reverse) resource curse’-type explanation.
Goods from Asia, including spices, tea and por-
celain, enjoyed considerable demand in Europe,
whereas only the precious metals Europe could
muster (gold from Africa, and later silver from
the New World) were much valued in the east.
Venice and Genoa had been hubs for the Asian
trade via the Near East, but much of the profit had
long been lost to middle-men who bore the goods
through overland routes on the Asian mainland.
The Atlantic-facing monarchies were motivated
by the large profits to be made by monopolising
new sea-based trade routes that cut out those
middle-men. Chinese and other Asian traders,
in contrast, saw little incentive to sail to Europe,
since it had little to offer them and had an overall
economy and population that were small relative
to Asia’s.

Finally, as technological advances like the
compass and the lateen sail made ocean-going
trade more feasible, those parts of Eurasia with
better ports and ice-free sea access were
advantaged. Although the Chinese civilisation
had developed maritime capabilities, they were
concentrated on its south-eastern coast at a con-
siderable distance from the country’s more
northerly and central core. That core consisted
of inland river valleys whose rulers had for cen-
turies seen their key defensive challenge as
being protection from nomadic invaders from
the inner Asian steppe. The decision of the
later Ming emperors to mothball Admiral
Zheng He’s fleet, which they considered an
expensive extravagance, has a certain internal
logic given that their predecessor (and Zheng
He’s benefactor), the Yong-le Emperor, had
died while engaging in a military campaign
against the Mongols. Indeed, the Ming would
later be overthrown by the semi-nomadic

Jurchen (Manchu) aided by Mongol forces,
whereas the Portuguese and Dutch colonisers
active in the Indian Ocean gave China little to
worry about in the early 1600s. On the other
hand, a navy might have appeared more afford-
able had the Ming not engaged in massive con-
struction programs centred on their own tombs
and palaces. So the grandiose and self-centred
mind set of emperors who saw their realm as the
only centre of true civilisation cannot entirely be
left out of the equation.

Diffusion of the Industrial Revolution

Despite the considerable difference in pace, the
spread of the Industrial Revolution and its corre-
lates has some qualitative similarities to that of the
agricultural one(s). Much as agriculture spread
from the Near East to Europe, fromWest to central
and southern Africa, from Mesoamerica north-
ward, and so forth, so industrial technologies
spread more quickly to neighbours, giving rise to
inequalities of development resembling those of
the earlier agricultural revolutions. (Thanks to its
Malthusian character, however, the earlier revolu-
tion’s inequalities were more ones of technology
than of income; see Ashraf and Galor 2011.) One
important qualitative difference is that improved
transport allowed pre-existing cultural and lin-
guistic affinities to play a larger relative role,
compared with geographic proximity, in diffusing
the Industrial Revolution. The shrinking of the
globe by improved navigation also made it
unlikely that any society would begin a separate
industrial revolution in its own corner of the world
before learning of the one already in progress.

When comparing pairs of countries such as the
USA or Australia on the one hand to China or
Korea on the other, ‘the last becoming first and the
first last’ during the later centuries of the 2nd
millennium may be explained not only by migra-
tion (as in the USA/Mexico comparison above)
but also by the relative technological lethargy
exhibited by the East Asian countries that had
earlier been close to, or even occupying, the
world technological frontier. Whatever the reason
for its relative lethargy going into the 20th
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century, however, bringing Asia into the discus-
sion can help us transition to another important
observation: that the colonial era reversal of for-
tune began to be reversed itself by a post-colonial
era ‘catch up’ process that also shows signs of
differentiation by pre-modern development
levels. Within the non-European world, that is,
countries populated by descendants of societies
that had enjoyed a head start before 1500 (for
example China, Taiwan, Singapore and to some
extent India and Turkey) have been growing faster
than their counterparts (for instance Guatemala,
Haiti, Malawi and New Guinea). Chanda and
Putterman (2007) note that among non-European
countries that manifested a large income and tech-
nology gap with Europe and its off-shoots circa
1950 CE, countries that had had relatively
advanced agrarian societies circa 1500 were
more likely to experience rapid growth in the
late 20th century than ones mainly characterised
by pastoralism or horticulture, such as the coun-
tries of Central Asia, North Africa and
sub-Saharan Africa. Thus, the early post-colonial
catch-up phase for non-European countries
exhibited a ‘persistence-like’ tendency for for-
merly advanced societies to catch up more
quickly. This is all the more strongly confirmed
when the migration-accounting methodology
discussed above is brought to bear (Chanda
et al. 2014).

Comin et al. (2008) provide detailed support
for the interpretation of differences in levels of
economic development as reflecting lags in the
adoption of more advanced methods of produc-
tion. They study late 20th century lags in catching
up with the world leader’s intensity of use of
individual technologies, including electricity, per-
sonal computers, the Internet, cell phones and
landline phones, air shipment, passenger aviation,
commercial and passenger vehicles, and tractors.
They find strong correlations between given coun-
tries’ adoption rates and their per capita incomes,
and they conclude that differences in the intensity
of usage of such technologies might account for a
large part of cross-country differentials in factor
productivity. The importance of such adoption
lags is consistent with persistence of development
levels if given countries tend to sustain similar

relative adoption lags in relation to technological
leaders over long periods of time.

Spolaore and Wacziarg (2013a, b) address the
tendency for innovation to spread more rapidly
between genetically, linguistically or geographi-
cally closer populations, suggesting that it may
reflect essentially the same phenomenon as the
persistence of development levels. Populations
living at similar geographic distances from a com-
mon technological leader are likely to have
adopted given innovations at similar times, thus
scoring similarly on measures of early technolog-
ical adoption or sophistication. Given their geo-
graphic proximity, they may also be relatively
closely related in terms of ancestry and language.
To study the impact of relatedness between
populations, Spolaore and Wacziarg (2009) use
Cavali-Sforza et al. (1994)’s estimates of genetic
distance. These estimates are based on differences
in genes believed to be non-trait-encoding, which
should be subject to random drift at common rates
and thus able to serve as measures of populations’
historical separation times. Using these estimates,
the authors predict differences in average income
between 6,800 pairs of countries in 1990. They
find genetic distance strongly predictive of differ-
ences in income in 1990 when controlling for
geographic distance. Genetic distance is also pre-
dictive of estimated income differences for the
years 1500 and 1700, as well as differences of
institutional quality measured by expropriation
risk, and differences of schooling, of investment
in physical capital, and of other factors often
treated as proximate explanations for
development.

Spolaore and Wacziarg (2012, 2013b) take an
additional step towards demonstrating a link of
the results just mentioned to the question of dif-
fusion rates. They find that the relative genetic
distance of each pair of countries from a techno-
logical leader, such as Italy or the UK in 1500, or
the UK or USA today, is a stronger predictor of the
difference in incomes between those countries
than is the absolute genetic distance between the
pair. This implies that genetic distance from the
technological leader is what explains level of
development, with this kind of distance acting
over and above geographic distance as a barrier
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to diffusion of technology. The authors find sim-
ilar results for differences in the adoption of spe-
cific components of the Comin et al. year 1500
technology index and for differences in use of a
number of specific industrial technologies studied
by Comin and Hobijn (2010). Because linguistic
distance (number of language branchings since
two languages shared a hypothesised common
ancestral language) is highly correlated with
genetic distance, it is possible that the measured
effects of genetic distance are to some extent
proxying for differences in language or culture.

Culture, ‘Broad Human Capital’ or ‘Social
Capability’ as Key

Putterman (2000) and Chanda and Putterman
(2004) advance the view that a key determinant
of the differential rates with which different
low-income economies have been catching up to
world leaders since the mid-20th century is the set
of outlooks and capabilities collectively held by a
population, which Putterman dubs ‘broad human
capital’ and which coincides at least partly with
what economic historian Moses Abramovitz
(1986, 1995) called ‘social capability’. ‘Broad
human capital’ is to be distinguished from a con-
ception of human capital focusing mainly on for-
mal learning. It includes tacit knowledge (Nelson
and Winter 1982) as well as what Heckman and
others (see, for example, Heckman et al. 2006)
call non-cognitive skills. The word ‘culture’, in
the anthropological sense of the shared mental
software of a society, has essentially the same
meaning, and is avoided here primarily due to
the tendency of non-anthropologists to associate
the term exclusively with distinctive tastes and
practices. ‘Social capability’ as used by
Abramovitz includes an outlook compatible with
empirical science, with an effective incentive
structure and with effective political institutions,
as well as the spread of education, experience with
administering large-scale organisations, and with
the functioning of capital markets. The term also
spills over into the actual presence of effective
political and financial institutions, adding similar-
ity to what Hall and Jones (1999) call ‘social

infrastructure’. While differing in exact coverage
and degree of prescriptiveness, all of these terms
treat intangible collectively-held attitudes and
capabilities as a key factor influencing the relative
performance of societies in the ‘catch up’ or ‘late
development’ process.

Several of the above and other economists
have offered evidence of the importance of the
factors in question. Abramovitz (1986) found a
tendency towards convergence in productivity
within a sample of OECD countries but not in a
broader sample including middle and low income
countries during 1950–1980. He concluded that ‘a
country’s potential for rapid growth is strong not
when it is backward without qualification, but
rather when it is technologically backward but
socially advanced’. Hall and Jones (1999)
constructed a social infrastructure index based
on an index of country risk and an index of open-
ness to international trade. When they
instrumented for ‘social infrastructure’ by the
extent to which French, German, Spanish and
English are spoken as first languages and distance
from the equator, they found that it could account
for a substantial share of the variation in output
per worker among countries in their global sam-
ple. Temple and Johnson (1998) measured ‘social
capability’ by an index of social modernisation
indicators compiled in the 1960s. While control-
ling for human capital and investment rates, they
found the index to be a good predictor of the rates
of economic growth of 60 developing countries
during 1960–85. They offered this as evidence
that social capability is a potentially measurable
concept that affects economic growth through
channels other than investment and education.

Putterman (2000) linked his broad human cap-
ital concept to social evolutionary schema. In the
latter, modes of social organisation and economic/
ecological adaptation to environments, which
range from foraging to horticulture, pastoralism,
intensive agriculture and industrial society, form a
loose continuum with respect to criteria including
time of initial appearance, population density,
social complexity and stratification, and scale of
largest effective political unit (Service 1971;
Johnson and Earle 2000; Richerson et al. 2001).
Putterman argues that habituation to unbroken
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periods of intensive labour and frequency of inter-
actions in larger organisations, in which family
and personal relationships are subordinated to
hierarchical structures, tend to increase along the
progression from foraging to modern industry.
Because of this, he suggests that societies such
as China, India, Iran, Korea, Japan and Turkey,
which had operated as large-scale agrarian states
for centuries prior to the Industrial Revolution,
have been able more easily to adopt the
organisational forms and technologies of an
industrial society than have ones that had
depended mainly on foraging or horticulture. In
the latter societies, such as most in central and east
Africa and Papua New Guinea, large-scale states
were absent or a relative novelty. Where societies
of the latter type were not reconstituted by large
numbers of immigrants (as in the Australian or US
cases), catching up with industrialised societies
could be expected to take longer and to proceed
initially at a slower pace. Focusing on rates of
growth during 1960–1990, rather than income
level, Burkett et al. (1999) found support for this
conjecture when using population density and
cultivated land per capita as proxies for level of
pre-modern development. Bockstette et al. (2002)
and Chanda and Putterman (2007) found parallel
support for the proposition that higher levels of
pre-modern development are associated with
faster economic growth in the late 20th century,
using depth of historical experience with large-
scale states as the indicator of early development,
and using the growth rates of 1960–1995 and
1960–1998 as dependent variables.

The social evolutionary framework just
discussed arguably parallels both the persistence
approach of Comin et al. (2010) and the barriers to
diffusion approach of Spolaore and Wacziarg
(2012, 2013b). Over a sufficiently short time
period, at least, it is to be expected that societies
recently characterised mainly by horticulture
and/or pastoralism will have lower quality of gov-
ernance in their more recently formed large-scale
states, and will have lower adoption rates of
advanced technologies, than will societies that
were at an advanced stage of intensive agrarian-
ism in their last pre-industrial period. In so far as
people having more recent genetic and linguistic

commonalities are more likely to have been at
similar stages of social evolutionary change, the
greater ease with which people at more
‘advanced’ positions on the evolutionary contin-
uum could adopt new industrial organisational
forms and technologies could contribute, along
with other cultural affinities including that of lan-
guage, to the speedier diffusion of technology. For
example, European speakers of Indo-European
languages of the Celtic, Romance, Germanic and
Slavic groups tended to be in various stages of
transition from agrarian to industrial society by
the late 19th century, whereas sub-Saharan Afri-
can speakers of Bantu and Nilotic languages
tended to still be living in horticultural and pasto-
ral societies. To the smaller linguistic and geo-
graphic distances between less developed
European countries and Britain than between
African countries and Britain, one might therefore
add the smaller distance of the European countries
with respect to social evolutionary stage as a rea-
son why the former countries were able to follow
Britain into industrialisation more quickly.

Proximity with respect to early development
may also help to explain the principal outlier of
19th century industrial diffusion: industrialisation’s
leap from northwest Europe to Japan.Whereas this
instance of diffusion involves exceptionally large
linguistic and geographic distances, it is less of an
outlier with respect to the differences between
Japan’s levels of agricultural and urban develop-
ment and those in Europe. Subsequent transmis-
sions from Japan to its neighbours accord with
expectations about both geographic and linguistic
distance on the one hand and difference in level of
development on the other.

Conclusion

Economists studying very long-run determinants
of economic growth and standard of living have
focused on geography, institutions, culture and
history. This article has discussed institutions
only peripherally and mainly with respect to the
emergence of large-scale states. At least some
institutional quality measures, for instance preva-
lence or absence of corruption and general
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efficiency or quality of bureaucratic performance,
are closely linked to culture in the sense of the last
section’s ‘broad human capital’. The strong per-
formance of institutional measures in studies
seeking to explain differential rates of growth or
levels of development may accordingly also be
linked to the themes discussed here, and there
need be no fundamental tension between these
approaches (see, for example, Ang 2013).

Our discussion considered history, geography
and culture within a long-term historical rubric in
which differences in the origination and spread of
technological traditions are attributed to geo-
graphic factors which include the potential for
relying on a similar agricultural way of life in
civilisations spread widely over the Eurasian land-
mass, the absence of such potential in most of
sub-Saharan Africa, the relative ease of contacts
across Eurasia, and the cutting off of Oceania and
the Americas given known methods of communi-
cation and travel during the centuries leading up to
1500. The long-term persistence of technological
advantages, coupled with dynamism on well-
connected peripheries, has been a rule of eco-
nomic history. And large differences in culture,
language and stage of development have until now
served as barriers to the diffusion of technology.

With large technological gaps still dividing rich
and poor countries today, finding ways to reduce
the barriers to diffusion could be one of the most
promising ways in which to seek remedies to
underdevelopment and poverty in the global
‘South’. Programs that accelerate the building of
capacity in technological, institutional and other
dimensions should accordingly be emphasised.
Even without such programs, however, the rapid
urbanisation of the developing world and the dif-
fusion of a global culture via television, the Inter-
net and other media, maywork powerfully to close
existing gaps, thus helping to consign some differ-
ences in outlook and capability to history.
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History of Economic Thought

Craufurd D. Goodwin

Abstract
Attention was paid to the history of economic
thought (HET) by pioneers of economics such
as Dupont de Nemours and Adam Smith. Clas-
sical economists like J.R. McCulloch in the
19th century used HET to establish a canon
of economic literature, and their successor
marginalists such as William Stanley Jevons
to demonstrate progress in the subject. From
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the First World War until the 1960s, leading
economists, from Jacob Viner to Wesley
Mitchell, employed HET to cast light on cur-
rent research. In the 1970s HET became a
separate sub-discipline with its own periodi-
cals and meetings. The number of scholars
who worked in HET did not decline, even
though the major research and postgraduate
training centres lost interest.
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The history of economic thought (hereafter HET)
is explored today for the most part within a
sub-discipline of economics. (The literature on
this topic is rather limited. Blaug 1991 is an
anthology of relevant articles. Two useful biblio-
graphical works are Howey, 1982 and Stark 1994.
The history of economic thought in Britain is
examined in Backhouse 2004. Selected histories
of economic thought are reprinted in Backhouse
2000.) It shares a category in EconLit, the
indexing service of the American Economic
Association, with methodology, where it is called
‘Schools of Economic Thought’. Scholars in the
sub-discipline conduct various kinds of studies:
interpretive biographies, narrative accounts of the
growth of ideas and their impact on society, ratio-
nal reconstructions of the emergence of theory, the
behaviour of scientific and intellectual communi-
ties, and more. Some 476 members of the Amer-
ican Economic Association declared
‘methodology and the history of economic

thought’ as a field of interest in 2006. There are
more than 1,000 scholars seriously interested in
HET worldwide. The three main journals in the
field (History of Political Economy, Journal of the
History of Economic Thought and European Jour-
nal of the History of Economic Thought) have a
combined circulation of about 2,000. Approxi-
mately 200 scholars attend each of the annual
meetings of the continental societies for the
study of HET, and the Japanese society has over
800 members.

The location and style of HET today are in
contrast to those of the histories of most other
scientific disciplines, which are found usually
not within the discipline under study but within
one of the sub-disciplines of history known as
‘history of science’ or ‘intellectual history’. Only
the more humanistic disciplines like literature and
art history and, within the social sciences, political
science tend still to study their history within their
known communities. Unlike those studying most
other scientific disciplines, historians of econom-
ics have generally been trained as economists
rather than as historians; this training gives them
the perspective on their subject of insiders, but
also, sometimes, the historical skills of amateurs.
Scholars of HET are likely to teach in economics,
not in history.

From approximately the First World War until
the 1960s HET was lodged comfortably in the
‘core’ of economics. One or two courses were
required of students at both the undergraduate
and graduate levels, taught alongside micro and
macro theory and statistics. Economics faculty
began their courses on almost any subject with
an introduction to the evolution of relevant theory.
Indeed, HET was thought of as simply an histor-
ical extension of theory, and practitioners as sim-
ply a special kind of theorist with a long time
horizon. Scholars of HET met other economists
at conferences of the national and international
economics societies. They did not think of them-
selves as a separate sect within the discipline, and
saw no reason to have their own meetings or
associations. They published in the mainstream
economics journals and in the publications of
several friendly adjacent disciplines such as his-
tory, philosophy, sociology and political science.
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However, in the 1950s and 1960s this land-
scape changed. HET was banished from the core
of economics to the margins of the discipline,
ostensibly to make room for more technical eco-
nomic theory and burgeoning econometrics. From
being a requirement in the curriculum, HET
became an option for graduate and undergraduate
students – if there was someone to teach it, and
increasingly there was not. The mainline profes-
sional societies and journals showed less and less
hospitality to HET. Even the sister sub-discipline,
economic history, then in the grip of the cliometric
revolution and under scrutiny itself for relevance,
seemed more and more uneasy about close rela-
tions with a subject that was ‘literary’. More and
more of the major postgraduate training pro-
grammes abandoned HET formally when those
who taught the subject retired and were not
replaced.

The response to this crisis among those in HET
in the 1960s was to regroup and create a new
infrastructure in which to operate, and a
sub-discipline of HET effectively came into exis-
tence. The first journal dedicated exclusively to
the field, History of Political Economy, began in
1969, and the History of Economics Society
(HES) for specialists in the subject was
established in 1974. Both of these new institu-
tions, although based in the United States, were
intended to serve a worldwide community. Joint
sessions of the HES with the American Economic
Association and other bodies of economists con-
tinued, but the HES annual meetings became the
most popular gatherings where specialists might
gather and interact. A paradoxical situation, then,
exists in HET in the first decade of the 21st cen-
tury. While the memberships in societies and
numbers of books and articles published annually
is at least stable, coverage of the subject in the
premier graduate training and research centres and
in the mainstream periodicals of economics has
steadily decreased almost to nothing. In the
United States those few graduate students who
specialize in the field do so usually through a
jerry-built tutorial programme with a faculty men-
tor, and a dissertation dictated by the job market
made up of only one essay in HET and two in
more saleable fields. External funding for HET,

unless it is camouflaged as policy studies or the-
ory, is almost non-existent. So what then explains
the impressive place gained by HET in the eco-
nomics discipline at the middle of the 20th century
and its precipitate fall, in prestige and respect,
within the larger discipline at least, by the end of
the century? The answer lies in the subject’s own
history, beginning in the 18th century. Five dis-
tinct historical periods can be discerned.

Period I. The Enlightenment: HET
as Rhetoric

HET began at about the same time as the disci-
pline that it studies. The 18th-century Physiocrats
clearly held in low regard many of the early
thinkers on questions with which they were
engaged; for example, they often denigrated the
thinking of Colbert, the French Minister of
Finance. But they used HET less as a weapon
against those with whom they disagreed than to
proclaim their own remarkable accomplishments.
The Physiocrats assigned Pierre Samuel Du Pont
de Nemours the task of historian. His short mono-
graph, De L’Origine et des progrès d’une science
nouvelle (1768), may be considered the earliest
treatise in HET. Dupont claimed that Quesnay and
his colleagues had for the first time discovered a
body of doctrine that ‘following the nature of
man, exposed the laws necessary for a govern-
ment to make for man in all climates and in all
countries’ (1768, p. 35). His book was mainly a
celebration of this achievement.

Adam Smith was not as cautious in his criti-
cism as were the Physiocrats. He was exception-
ally well read, knew the economic literature of his
day intimately, and was not shy about offering
judgements. He cited some writers on economic
topics in support of his views, from Aristotle
onwards, and condemned others. But he did not
in any sense produce a serious and balanced his-
tory of economic thought. He had favourites, such
as his friend David Hume, and pointed out some
whose ideas were intriguing, likeMatthewDecker
and Bernard Mandeville. But he did not present
the work of his predecessors as constituting a
unified body of thought or leading inexorably to
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his own. Smith praised the work of the Physio-
crats, and especially that of ‘the very ingenious
and profound author ... Mr. Quesnai’. But he also
condemned out of hand earlier thinkers who held
fundamentally different views. About as charita-
ble as Smith could be towards those who had
expressed policy conclusions at variance with
his own was that their ‘arguments were partly
solid and partly sophistical’ (Smith 1776,
p. 433). Neither the Physiocrats’ self-
congratulation nor Smith’s imaginary debates
with his predecessors were important contribu-
tions to a history of economic thought.

Period II. Classical Political Economy:
HET for Cartography and Doctrinal
Cleansing

Thomas Robert Malthus and David Ricardo
were neither very interested in nor respectful of
their intellectual ancestors; they made occa-
sional references to earlier work (Smith’s Wealth
of Nations was particularly important to them)
but they made no systematic attempt to frame it
as a whole. Not so their immediate successors,
the second generation of what came to be known
as the classical economists: James Mill, Nassau
Senior, Robert Torrens, James Ramsay
McCulloch and others. These later classicals
came increasingly to believe that, despite the
continuing disputes over important points of
theory, something approaching ultimate truth
had been achieved in the work of the founders.
Senior suggested in the 1820s even that the core
of political economy could be expressed in a few
simple propositions derived from the founding
fathers’ work. From these propositions could be
inferred both principles of high policy by which
governments should abide, and principles to
guide individual human action (Senior 1827,
pp. 35–6). Yet among the loose community of
businessmen, journalists, public servants and
others who pursued classical political economy
during the first three-quarters of the 19th century
there was relatively little agreement about what
should be included in the canon. There were
various elementary primers for those entering

the field but no definitive textbooks (with the
possible exception of J.S. Mill’s Principles in
1848), professorial oracles, or dominant profes-
sional periodicals to which one might turn for
definitive judgements. Indeed, virtually anyone
could make a claim for inclusion of his ideas in
classical political economy simply by publishing
in one of the many generalist reviews.

It was to correct this condition of seeming
doctrinal anarchy and inconsistency, and to
impose some discipline upon an unruly conversa-
tion, that the classical economists turned to HET.
Historical investigation could, perhaps, help map
the new discipline and discern who and what were
respectable contributions to political economy
and who and what were not. Each of the doctrinal
cartographers and cleansers had his own ideas of
what orthodoxy should be imposed (Villeneuve-
Bargemont 1841, even named consistency with
Christian theology as a criterion for inclusion).
Some were Smithians, some Ricardians and
some paid allegiance to an amalgam of doctrines.
But their common purpose in going to the past
was to sort out just what should guide the present.
An example of a work to this end is the book View
of the Progress of Political Economy in Europe
since the Sixteenth Century (1847), which
contained a course of lectures delivered by
Travers Twiss, Professor of Political Economy in
the University of Oxford. Twiss aimed to demon-
strate that genuine works of political economy, as
the subject had evolved since Adam Smith,
employed the scientific method, which he
described as testing theory by history so as to
produce results that could benefit society: ‘leading
doctrines are the conclusions of an enlarged expe-
rience, and are not, as many persons suppose,
mere deductions from arbitrary premises skillfully
assumed’ (1847, p. v). Twiss described the ill
effects that could follow from the ‘unsound the-
ory’ of such writers as Colbert and John Law.
Twiss explained clearly how he proposed to use
HETas a device to purge political economy of any
false doctrines by which it had become corrupted.
‘I have attempted in the course of the above
inquiry to assign to the chief writers their due
shares respectively in furthering the progress of
sound opinions, but I have purposely omitted the
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names of many authors of eminence, who have
struggled to retard that progress, although they
may have indirectly furthered it by the contro-
versy which they have provoked’ (1847, p. viii).

On several occasions John Ramsay
McCulloch, like Twiss, gave an account of the
progress of political economy as a morality tale.
He pictured truth ultimately conquering error
despite the strong forces massed against it. In his
pioneering textbook Principles of Political Econ-
omy (first published in 1825) McCulloch included
a chapter on ‘the rise and progress of the science’.
He explained that dissension amongst early econ-
omists had tended to discredit the subject among
scientists generally, and political economists
needed to present a united front: ‘The differences
which have subsisted among the most eminent of
its professors have proved exceedingly
unfavourable to its progress, and have generated
a disposition to distrust its best-established con-
clusions’ (1825, p. 14). One of McCulloch’s pri-
mary objectives was to sort out truth from
falsehood, so that political economy could gain
the reputation and influence that it deserved: ‘the
errors with which this science was formerly
infected are now fast disappearing; and a very
few observations will suffice to shew, that it really
admits of as much certainty in its conclusions as
any science founded on fact and experiment can
possibly do’ (1825, p. 15).

McCulloch’s view was that there had to be
broad agreement in any subject for it to be con-
sidered a science, and therefore the history must
be presented as leading towards consensus.

Histories of economic thought in the classical
period often took on a distinctly nationalist tone.
The cartographic function was perceived not only
as filling in the map of the new discipline but also
as making sure that some of the territory at least
bore the home country’s colours. Not all the map
should be British red. The publication of these
histories seems almost like the intellectual equiv-
alent of the scramble for colonies that was in
progress among the European nations at this
time. Adolphe Blanqui, in what was as much an
economic history of Europe as a history of eco-
nomic thought, gave two chapters to Smith and
Malthus wedged in between segments on the

Physiocrats, Rousseau, the French Revolution
and J.B. Say. He was relieved that the doctrines
of the British ‘industrial school’ were no longer
accepted without question thanks to the work of
Sismondi and other French critics (Blanqui 1837,
p. 262). A similar work in Italian was by Luigi
Cossa (1876).

Period III. Neoclassical and Historical
Economics: HET as Literature Review

Beginning with the marginal revolution of the
1870s HET took on a new role derived from
what had become fashionable in the physical sci-
ences and mathematics: the literature review. If
economists were to be seen as true scientists,
insisted economists such as William Stanley Jev-
ons, they must walk and talk like them. They must
not use the history of their subject to demonstrate
a stable orthodoxy, as McCulloch and others had
sought to do. The past of a science contained not
an accumulation of what was true but of what had
been found to be false and had been displaced by
current doctrine. In praising the accomplishments
of the Austrian marginalists, Böhm-Bawerk used
an evolutionary metaphor to describe HET as the
study of illness in scientific infancy and child-
hood. The Austrians, he wrote, ‘are of the opinion
that the errors of the classical economists were
only, so to speak the ordinary diseases of the
childhood of science ... Their greatest fault was
they were forerunners; our greatest advantage is
that we came after’ (Böhm-Bawerk 1973, p. 362).
The essence of science was progress and change.
The purpose of the literature review to be included
with any major work in science should be two-
fold: to pay due respects to worthy ancestors, and
more particularly to use the past to demonstrate
how certain prior works led inexorably to the
present, superior, one. The literature review in a
work of theory while acknowledging worthy pre-
decessors also established claims to priority in the
novel ideas set forth. HET had come into the
service of Whig history. Above all, the emphasis
had to be on change rather than on stability. Wil-
liam Stanley Jevons insisted that attention to the
past should be seen as liberating and not as stifling
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deference to orthodoxy. He observed how ‘in the
other sciences the weight of authority has not been
allowed to restrict the free examination of new
opinions and theories; and it has often been ulti-
mately proved that authority is on the wrong side’
(1871, pp. v–vi). In the books of the marginal
revolutionaries the literature review was placed
usually in the preface or in an appendix. Jevons
used both. The marginalists were as ready as
Twiss or McCulloch to dismiss some predecessors
out of hand; but their dismissal was focused espe-
cially upon those who differed in particular
methods or results from the work currently being
presented. All predecessors had necessarily been
supplanted. Those who walked the right road,
though too slowly, deserved to be remembered.
Those who took the wrong road deserved to be
condemned. Here is what Jevons wrote of
McCulloch’s heroes: ‘When at length a true sys-
tem of Economics comes to be established, it will
be seen that that able but wrong-headed man,
David Ricardo, shunted the car of Economic Sci-
ence on to a wrong line – a line, however, on
which it was further urged towards confusion by
his equally able and wrong-headed admirer, John
Stuart Mill’ (Jevons 1871, pp. li–lii). Jevons could
congratulate Von Thunen, Dupuit, and Cournot;
but for others, like John Stuart Mill, who were not
on the right road to the marginal revolution, he
had only contempt.

Each of the pioneer marginalists had his own
way of incorporating a review of the literature into
his text. In Menger the historical commentaries
were long footnotes that so annoyed the transla-
tors of his Principles of Economics (1871) into
English in 1950 that they appear there as a series
of appendices. Marshall began with an introduc-
tory historical section on ‘the growth of economic
science’ in the first edition of his Principles of
Economics (1890) but shifted this material in the
fifth edition (1907) to an appendix. Irving Fisher,
lacking a single broad-based treatise of his own to
which he could append an historical review of the
literature, attached one to the translation of
Augustin Cournot’s Researches into the Mathe-
matical Principles of the Theory of Wealth (1897).
These reviews of the literature by the marginalists
often have a strikingly unsystematic and

personalized appearance with offhand comments
that seem out of place in a carefully reasoned text.
For example, the following comment by Marshall
in a generally laudatory mention of Ricardo and
his work seems to reflect more his own casual
prejudices than a serious study of history. Mar-
shall wrote:

his [Ricardos’s] aversion to inductions and his
delight in abstract reasonings are due, not to his
English education, but, as Bagehot points out, to
his Semitic origin. Nearly every branch of the
Semitic race has had some special genius for deal-
ing with abstractions, and several of them have had
a bias towards the abstract calculations connected
with the trade of money dealing, and its modern
developments; and Ricardo’s power of threading
his way without slip through intricate paths to new
and unexpected results has never been surpassed.
But it is difficult even for an Englishman to follow
his track; and his foreign critics have, as a rule,
failed to detect the real drift and purpose of his
work’. (Marshall 1920, p. 629 n.)

Edwin Cannan’s A History of the Theories of
Production and Distribution in English Political
Economy 1776–1848 (1917) was a generalized
and highly critical literature review of what had
become settled doctrine a half century before the
‘new’ economics of Alfred Marshall. It set out to
demonstrate that only with marginal tools had
economics become a science. Cannan’s book
was not like those of Twiss and McCulloch,
which had sought to sift the wheat from the chaff
in the confident belief that a pile of genuine truth
would thereby be revealed. Cannan’s message
was that everything before marginal economics
was hardly worth a glance because none of it
was science.

The marginalists were not the only ones in the
late 19th century to use HET to bolster the legit-
imacy of their approach. The Historical School
also concluded that a literature review demon-
strated the strength of their position. The essence
of their claim was that the usefulness of economic
theory was relative to the circumstances in which
the theory was applied. Different circumstances
required different theory, and the history and
appraisal of past theory had to keep in mind the
tasks for which the earlier theory had been
designed. The American historical economist
E.J. James suggested that:
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the axioms and theorems which apply to one form
of society may have little or no applications in
another form, and any attempt to make such appli-
cation may result in the most absurd conclusions ...
Nor will a theory which is adequate to the demands
of an industrial state like England or America suit
such a country [sic] as India or Africa. (Ingram
1888, p. vii)

The historians wrote specifically in opposition
to ‘The assertion of J.B. Say’ a doctrinal cleanser
‘that the history of Political Economy is of little
value, being for the most part a record of absurd
and justly exploded opinions’ (Ingram 1888, p. 2).
This they found to be an unjustified dismissal of
early economic thought.

The correct way to view the history of ideas,
they were convinced, was as the record of how
theory was useful at particular times and places
and not either as a gradual but final movement
towards some kind of ultimate truth, or as a steady
accretion of scientific understanding. At the same
time it must be conceded that the consequence of
this posture by the historians was not very differ-
ent from that of the marginalists; the details of
HET, they implied, were largely of antiquarian
interest. The difference between them was that
the historical economists looked with more sym-
pathy upon their predecessors, even those with
whom they disagreed in their modern application.

The most detailed history in English taking the
historical approach was by the Irish economic
historian, John Kells Ingram. Ingram’s findings
were in part similar to and in part a contrast to
those of Cannan. He agreed with Cannan on the
failings of the classical economists, and he
insisted on the need to discover new theory. But
his road map was different from that of Cannan.
He found that the marginal successors were far too
much like the classical economists they followed.
He wanted a turn to modern science, but a differ-
ent kind of science: an empirical science
unconstrained by a body of high theory. He said:
‘the science must be cleared of all the theologico-
metaphysical elements or tendencies which still
encumber and deform it. Teleology and optimism
on the one hand, and the jargon of “natural lib-
erty” and “indefeasible rights” on the other, must
be finally abandoned’ (1888, p. 241). Instead,
economics must become an experimental science

‘forming only one department of the larger sci-
ence of Sociology’ (1988, p. 242). Only in this
way could economists change ‘the attitude of true
men of science towards this branch of study,
which they regard with ill-disguised contempt,
and to whose professors they either refuse or
very reluctantly concede a place in their brother-
hood’ (1988, p. 240).

Other contemporary interpretations of HET in
the same tradition as Ingram, that economic ideas
were necessarily embedded in economic history,
were posited by Price (1891) and Ashley (1894).

Period IV. The Golden Age: HET
as Heuristic Device

Beginning around the First World War and con-
tinuing for almost half a century, HET went
through a remarkable transformation. After serv-
ing in the 19th century as little more than a minor
weapon in the arsenals of combatants in one pro-
fessional conflict or another, and appropriately
consigned to prefaces and appendices by major
figures and taken up extensively by nomore than a
few minor ones, HET came now to be pursued
with energy and great seriousness by many of the
leading figures in economics. Many of these con-
verts produced significant book-length studies;
others wrote articles. Some who did not devote
years or an entire career to the subject still
engaged in it soberly for the production of one
or two studies before moving on. This new
approach was not the ‘throwaway HET’ that had
come before. Nor was it simply hagiography by
members of a proud new community of profes-
sional economists. The authors in the golden age
were committed to understanding problems
through use of HET as an analytical device.
They saw HET as heuristically significant. The
golden agers did not think of HET as a separate
new sub-discipline, as ultimately it was to
become, but as an overlay of all economics, a
distinct approach to all economic problems that
should be explored as fully as other theoretical
and empirical approaches. Moreover, the new
interest was not confined to those holding any
one ideological, methodological or doctrinal
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position. The following is an incomplete but illus-
trative list of some of those prominent economists
who engaged in HET during this golden age
apparently in search of answers to pressing ques-
tions: among the Austrian marginalists,
J.A. Schumpeter, Gottfried Haberler, Karl
Pribram, Erich Schneider, and Fritz Machlup;
among English and American marginalists, John
Hicks, Lionel Robbins, Frank Knight, George
Stigler, and Jacob Viner; among the American
Institutionalists, Wesley Mitchell, John
R. Commons, Clarence Ayres, and John Kenneth
Galbraith; among those intrigued with Marx, Eric
Roll, Martin Bronfenbrenner, John Elliott, and
Maurice Dobb; and among the new macro-
economists Piero Sraffa, G.L.S. Shackle, Gunnar
Myrdal, and John Maynard Keynes himself. It
was during this time that serious interpretive
HET, rather than simply obituary notices, litera-
ture surveys, and review articles, entered the main
publications of the profession, in writings by
major figures such as those listed above, and
lesser lights. HET was not only welcomed by the
‘top’ journals during the golden age, it became
routinely the subject of presidential addresses and
other ceremonial pronouncements. Most of the
senior economists who took up HET also gave
graduate courses in the field, and they encouraged
some of their best graduate students to write dis-
sertations in the area and to contemplate special-
izing in the field professionally.

Why this sudden turnabout? Why this unex-
pected fascination with history at the highest
levels in the discipline? The most likely explana-
tion lies in the circumstances of the time, which
were certainly very different from those of the
century before. Above all, a loss of confidence
struck economics after the First World War.
Before the war, economists of the mainstream
such as Alfred Marshall, John Bates Clark, Léon
Walras and Carl Menger concluded that they
worked in an advancing science of a conventional
sort and that they had the answers to most observ-
able problems. The First World War, and the
depression that followed, shattered all illusions
that economic problems were that simple. No
longer was it clear that relatively unconstrained
rational men living in democracies and free

market economies could count on enjoying
peace and prosperity. The evidence seemed to
prove the contrary and to suggest that all social
constructs perfected during the Victorian age,
including the global economy based on European
empires, had to be re-examined from bottom
up. Economics could not yet think of itself, as
Keynes suggested it might be able to do some
day, as analogous to dentistry seeking progress
through technical improvements in familiar pro-
cedures. Where there had once been certainty now
there was mainly doubt. And all of a sudden it
seemed for many economists that HET might
point the way toward undiscovered answers to
some at least of the challenges newly arisen.
HET was recognized as a vital tool in research. It
could help economists find their bearings at sev-
eral levels as they sought to be useful.

Another factor behind the new interest in HET
may have been the kind of scholar attracted to the
economics discipline at this time. The questions
that were coming to the fore were not of a type that
could be addressed effectively by narrow techni-
cians, and the questions attracted persons who
insisted on supplementing conventional economic
analysis with philosophical, sociological, psycho-
logical and historical enquiry. So what were these
questions that prominent economists came to
believe might be tractable through HET? They
were methodological, including, how to reconcile
and integrate the approaches of the different
national traditions of marginalist economics, for
example British and American partial equilibrium
with the general equilibrium of the Walrasians?
Were mathematical economics and econometrics
essential to progress within the discipline, and
how should they be used? More generally, was it
possible to retain under one disciplinary tent econ-
omists who were so different in their approaches
and objectives as the varieties of neoclassical
marginalists, Institutionalists, economic histo-
rians, Marxists, Keynesians and others? Was
such heterogeneity virtue or vice? The questions
were also theoretical; might early and forgotten
theory cast light on such topics of sudden new
concern as imperfect markets or business cycles?
And some questions were directly policy oriented.
What was the proper place for economics, and
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economists, in the policy process? Should the
economists, rejecting the advice of most
marginalist pioneers, sally forth from their ivory
towers and connect directly with policymakers,
perhaps even entering government as the German
historians had done? If so, how? Should there be a
ministry of economic affairs? Advisory councils
to political leaders? Think tanks entirely outside
of government?What about central planning? The
Russian Revolution of 1917 raised this question
for urgent public reconsideration even though it
seemed to be settled for most professional econo-
mists by that date.

On all these questions, in contrast to the sense
of self-confidence that characterized the first
decade of the 20th century, when the most serious
issues of economic policy were how to perfect
the fine-tuning of the welfare economics of A.C.
Pigou, the post-war mood demanded creative and
fresh thinking. A notorious manifestation of this
thinking across the disciplines was the hugely
successful set of short biographies, Eminent Vic-
torians (1918), by Lytton Strachey in which four
prominent 19th-century institutions were held up
for re-examination and reform: the military, the
Church, the public schools and Victorian woman.
Might this kind of historical enquiry reveal where
the economy and economics had gone wrong, and
show how they might be put back on the right
track? Certainly Keynes believed so when he
wrote The Economic Consequences of the Peace
(1919), patterned substantially after Eminent
Victorians.

Large structural questions without and within
the economics discipline also were raised by the
First WorldWar and its aftermath. Was economics
truly a science? This question became critical
again during and after the Second World War,
when public support for science, more than for
other forms of enquiry, was contemplated and
then implemented. These were years when the
sub-disciplines of economics were just getting
organized, and questions of boundaries and inclu-
sions or exclusions had to be addressed. To some
prominent scholars HET seemed a promising
place to seek guidance. Jacob Viner’s Studies in
the Theory of International Trade (1937), Joseph
Spengler’s French Predecessors of Malthus

(1942), Arthur Marget’s The Theory of Prices
(1938–42), Gottfried Haberler’s Prosperity and
Depression (1937), George Stigler’s Production
and Distribution Theories (1941) and Arthur
Cole’s The Historical Development of Economic
and Business Literature (1957) were all mile-
stones in HET and in the formation of the
sub-disciplines of, respectively, international
economics, economic demography, macro-
economics, industrial organization and manage-
ment science. Not all of those who pursued HET
in the golden age were the Renaissance men of the
discipline. A few specialists did focus on single
figures from the past, for example, Werner Stark
on Bentham, Piero Sraffa on Ricardo, William
Jaffé on Walras, and Joseph Dorfman on Veblen.

Not many of the giants of the golden age
explained in detail the reasons for their new com-
mitment to HET. Often the most we have to go on
is an offhand remark or two. Jacob Viner said that
his objectives were ‘to resurrect forgotten or over-
looked material worthy of resurrection, to trace
the origin and development of the doctrines which
were later to become familiar, and to examine the
claims to acceptance of familiar doctrine’ (Viner
1937, p. xiii). For Joseph Schumpeter the study of
HET was an integral part of discovering a vision
of economic evolution, which contained the key
to understanding the economy (Schumpeter
1954). Frank Knight remarked that ‘A major les-
son to be learned from the history of ideas is to
realize the ‘glacial’ tardiness of men, including the
best minds, in seeing what it later seems should
have been obvious at the first look’ (1973, p. 46).
Wesley Mitchell explored the question at some
length at the start of his classes in HET at Colum-
bia University and his reflections are revealing. In
the transcription of his lectures, edited by Joseph
Dorfman, Mitchell says that HET is necessary not
so much to understand modern economics as to
advance the subject through graduate education
and research:

All that I contend for is that so long as the social
sciences continue to make progress each generation
of economists will find problems in the history of
their science which earlier generations have not
thought out, and that these problems will probably
attract workers who feel their fascination; that is,
I think there is a difference between the social
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sciences and the natural sciences, which makes the
past history of their subjects more interesting and
more pertinent to the workers in the social field than
to workers in the natural-science field.

Our interest in the history of economics changes
with the development of economics itself. The his-
tory of economics needs to be re-written by every
generation of economists for the same reason that
history at large needs to be re-written. (Mitchell
1967, p. 2)

Mitchell’s point was an important one. He
suggested that HET was valuable especially for
graduate students and young scholars who had the
responsibility ultimately to move economic sci-
ence forward. Without historical sensibility grad-
uate students would be at a serious disadvantage
on the research frontier. Mitchell said that the
HET he was teaching was fundamentally different
from that which had come before:

Working in this spirit we find ourselves concerned
more with the larger aspects of economic history
than our predecessors. What we can get light upon
and what we therefore think most about is not the
letter of the laws laid down, the traces of a man’s
thinking to be found in his predecessors, the logical
inconsistencies which minute criticism may
develop among his formulations – it is not these
things which interest us so much as the type of
problems the man attacks, his way of formulating
them, what materials he had to work with, the
general method he employed, the things he took
for granted without inquiry, the grounds for the
confidence he felt in his results, what use he put
these results to, their acceptance or rejection by his
contemporaries and the reaction of his scientific
work upon social processes. (1967, pp. 6–7)

Mitchell suggested that HETshould help econ-
omists gain ‘knowledge of ourselves and free us
from over-narrow specialization’ (1967, p. 7). It
would also ‘give us clearer insight into the condi-
tions which promote or retard the progress of
knowledge in the social sciences. Perhaps some
at least among these conditions will prove to be
amenable to control’ (1967, p. 7). HET might also
give students the background with which to select
among rival theoretical claims. ‘Some of them
become neo-Marshallians, some neo-Marxists,
some neo-Austrians, some mathematical theo-
rists, some institutionalists. If anyone is going to
make any such choice he ought to make it with
open eyes; i.e. he ought to understand what other

types of theory are; what they offer. If he knows,
perhaps he wont become an ardent follower of any
school’ (1967, p. 10). Finally, Mitchell noted that
the sheer joy of historical inquiry should attract
students to it. ‘The fascination of the work itself,
the possibility of gaining keener insights andmore
certainty as we follow up our leads, may have
more to do with the future progress of such work
than the indirect gains it promises for economic
theory’ (1967, p. 8).

This golden age of HET came to an end in the
1950s and 1960s. The cause of its death is as much
a puzzle as its birth. One explanation could be that
most of the leading figures retired or left the field.
But that is a description of what happened more
than an explanation. Why did these leaders not
have successors?Whywas not the next generation
of leaders in economics fascinated in the same
way by the history of their subject? The best
explanation seems to be that by the 1960s eco-
nomics had once again regained its self-
confidence and there was a reversion to the set
of attitudes that prevailed before the First World
War. Most of the issues that appeared after the war
(depression, doctrinal conflict, war itself) seemed
either to be answered or to have gone away by the
1950s. There was no longer a need to look back-
wards, it seemed, only ahead. One of the most
powerful forces leading to a high level of self-
confidence in economics was its own performance
during the Second World War compared with that
during the First. Macroeconomic understanding
proved helpful in maintaining full employment
with price stability, while optimizing models
taken directly from applied microeconomics and
sometimes including the new tool of game theory
were found to be useful in processes as different as
aiming a machine gun and planning air raids.

Period V. Building a New Sub-discipline
of HET

Most close observers of HET in the 1950s and
1960s might have predicted that its life within the
economics discipline was over and that it was on
its way to join the histories of other academic
subjects in the deep recesses of history
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departments. At best it might leave a few cham-
pions within the larger discipline, such as Edwin
Cannan proclaiming the faults of the old and the
promise of the new. But this did not happen. HET
lived on in economics, albeit without the powerful
leaders of the golden age, without a place in most
of the prominent research departments, and
indeed without many opportunities for graduate
training. So, without these assets how did the field
survive? Several factors seem to have been
in play.

The most important factor may have been the
momentum carried over from the golden age.
While most of those who had turned to history
as a heuristic tool were gone by the 1960s, a few
remained, and during this decade they joined in
preparing a response to the new charge of irrel-
evancy. In the lead were George Stigler, Lionel
Robbins, Terence Hutchison, Joseph Spengler,
Joseph Dorfman and Martin Bronfenbrenner.
Also sympathetic but less directly involved
were Kenneth Arrow, Kenneth Boulding, James
Buchanan, John Chipman, Earl J. Hamilton, Paul
Samuelson and James Tobin. But more important
than this rearguard action by the last golden
agers was a cadre of young and middle-aged
scholars trained in HET and committed now to
retaining it within the economics discipline.
These children of the golden age were well
placed in teaching jobs and their careers had
often been encouraged by their mentors. From
being an overlay of the economics discipline
during the golden age, HET moved during the
1960s and 1970s to become an independent
sub-discipline, led by, among others: in Britain,
R.D.C. Black, Mark Blaug, Tony Brewer,
A.W. Coats, David Collard, Ronald Meek,
Denis O’Brien, Andrew Skinner, and Donald
Winch; in the USA and Canada, William Allen,
William Barber, Hans Brems, Robert Ekelund,
Frank Fetter, William Grampp, Samuel Hol-
lander, Todd Lowry, Larry Moss, Mark Perlman,
Warren Samuels, Robert Smith, Vincent
Tarascio, Carl Uhr, Anthony Waterman and
Donald Walker; in Israel, Haim Barkai and
Ephraim Kleiman; John Pullen, Michael White,
and Peter Groenewegen in Australia. Outside the
English-speaking world leadership was taken by,

among others, Pier Luigi Porta, Maria Cristina
Marcuzzo, and Pierangelo Garegnani in Italy;
Erich Streissler in Austria, Heinz Kurz, Harald
Hagemann, and Bertram Schefold in Germany;
Arnold Heertje in the Netherlands; Yuichi
Shionoya and Takashi Negishi in Japan; and
Lars Jonung and Bo Sandelin in Sweden. In
addition to building and supporting the infra-
structure of specialized periodicals and societies,
such as HOPE, JHET, EJHET, and others, these
scholars helped to mobilize and sustain a variety
of other resources that have strengthened the
field: translations and republications of canonical
writings, collected works and letters of major
authors, variorum editions, and ephemera, as in
the Kress-Goldsmith micro-film project of works
published before 1800. Collections of manu-
scripts of prominent economists, saved some-
times at the last minute from the garbage dump,
made possible for the first time the close study of
the interactions among economists and how they
constructed their articles and books. The most
substantial of these is the Economists’ Papers
Project at Duke University in the United States.
In the United Kingdom the guide to archives
prepared by Paul Sturgess documented where
materials were located in that country. Access
to manuscripts made possible meticulously
documented biographies of great economists,
for example, of Marshall by Peter Gronewegen
(1995), of Hayek by Bruce Caldwell (2004) and
of Keynes by Donald Moggridge (1992).
Increasingly HET was defined as ending as
recently as yesterday, and so oral history too
became an essential tool of the historian.

An important movement that began in the
1960s was to explore ways in which HET could
be incorporated more successfully into the curric-
ulum of graduate students, economics majors, and
even non-specialist liberal arts undergraduates.
The teaching of HET in the golden age had been
confined very largely to graduate and honours
students using original sources and a few com-
mentaries from the secondary literature. The text-
books that were available were by then very
old – for example, those by Gray (1931), Gide
and Rist (1909), and Haney (1911) – and not very
appealing. The first rigorous new-style textbook,
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mainly for graduate students, was Mark Blaug’s
Economic Theory in Retrospect (1962). It concen-
trated on expressing old ideas in modern guise.
Other similar texts that joined it over the years
were by Hans Brems (1986) and Jurg Niehans
(1990). A plethora of textbooks for undergraduate
courses were published with styles, degrees of
rigour, and ideologies for most tastes (for exam-
ple, those by Landreth 1976; Ekelund and Hebert
1975; Rima 1967; and Spiegel 1971). One of the
pioneering works in this genre was William Bar-
ber’s History of Economic Thought (1967). An
important publication landmark was Robert
Heilbroner’s The Worldly Philosophers (1953)
which, with sales reputedly above a million cop-
ies, attracted generations of undergraduates to a
more extended investigation of HET. Although
leaders of the economics discipline in the years
after the golden age expelled HET from the grad-
uate curriculum (not even Blaug’s new textbook
could stem that tide), it was important for the
employment prospects of those trained in HET
that the appeal of the subject as an elective course
for undergraduates remained.

Progress in research in HET since the 1970s
has helped to sustain the positive response to the
challenge of the 1950s and 1960s. The creation of
a new sub-discipline was strengthened by the
flush of interest in the philosophy of science in
the 1970s. There were stimulating attempts to use
new interpretive tools derived from the writings of
Thomas Kuhn (1962), Imre Lakatos (1970), and
others to understand the history of economics.
And Deidre McCloskey’s examination of the
rhetoric of economics (1998) reverberates still in
HET. Other substantial research projects that were
a stimulus to the new sub-discipline of HET, both
as inspiration and as source of consternation,
include Samuel Hollander’s reconsideration and
reinterpretation of classical economics (1973,
1979, 1985, 1996), Philip Mirowski’s exploration
of the linkages between the history of economics
and progress in other disciplines (1989), Roy
Weintraub’s account of the mathematization of
economics (2002b), and studies of developments
in modern economics by Mary Morgan (1990),
Esther-Mirjam Sent (1998), Judy Klein (1997),
and others.

The emergence of a new generation of leaders
of HET in the decades after the golden age, leaders
who were able to gain secure positions in colleges
and universities, has been a reassuring develop-
ment. These include Jurgen Backhaus, Roger
Backhouse, Bradley Bateman, Peter Boettke,
Mauro Boianovsky, Bruce Caldwell, Jose Luis
Cardoso, Avi Cohen, David Colander, William
Coleman, John Davis, Robert Dimand, Neil De
Marchi, Ross Emmett, Jerry Evensky, Evelyn For-
get, Dan Hammond, Wade Hands, Robert Hebert,
Kevin Hoover, Sue Howson, John King, Judy
Klein, Robert Leonard, John Lodewijx, Harro
Maas, Steven Medema, Perry Mehrling, Don
Moggridge, Mary Morgan, Malcolm Rutherford,
Margaret Schabas, Neil Skaggs, Karen Vaughn
and Jim Wible. Often these scholars have com-
bined their interest in HET with commitment to
another sub-field of economics, sometimes by
keeping their interests in HET quiet until they
achieved tenure. These grandchildren of the
golden age, as it were, have kept the momentum
for the perpetuation of the new sub-discipline
alive into the 21st century.

Certain developments outside HET as well as
within helped to strengthen the field in the latter
decades of the 20th century. A number of distin-
guished economists moved to history rather late
in their careers. Usually they addressed ques-
tions still alive in their original sub-disciplines,
but they have employed the historian’s tools and
perspectives. Examples of these mid-career
migrants to HET include Walter Eltis, Geoff
Harcourt, Don Patinkin, David Laidler and
John Whitaker.

A second kind of migrant has been more prob-
lematic for HET. When the homogenization of
economics reached a crescendo in the 1980s and
1990s, some of those who felt alienated or
squeezed out of the discipline for methodological
or ideological reasons found comfort and wel-
come in HET. Some who resisted the increasing
technical complexity of the new theory also
sought refuge in this cross-over. These refugees,
while providing welcome additions to the ranks of
HET and offering different perspectives on a vari-
ety of issues, have tended to mark the entire
sub-discipline as made up of malcontents.
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A third kind of migrant to HET came from
specialized communities within economics that
had become too small or marginalized to continue
on their own. They sought and received hospital-
ity within HET whether their interests were pri-
marily historical or not. They include some
Marxists, neo-Austrians, Post Keynesians, Insti-
tutionalists, Sraffians, and others.

HET has been enriched in recent years by
visits, short or long, from members of other disci-
plines who came not as refugees but attracted by
specific research questions. They came from
social, intellectual, political and economic history,
as well as from sociology, philosophy and politi-
cal science. Prominent visitors have included
Peter Clark, Robert Skidelsky, Heath Pearson,
S.M. Amadae and Yuval P. Yonay.

The Prospect Ahead

The future of HET is uncertain (Weintraub
2002b). On the one hand, the strong infrastructure
of societies and publications is encouraging, as are
the numbers of scholars who identify with the
field. It is gratifying, moreover, that the field has
demonstrated persuasively its capacity to survive
adversity and to face challenges constructively.
But though these are reasons for optimism for
the future there are reasons also for unease. And
this leads to a final question. What uses will be
found for HET in the future, and can any of these
be discerned from study of the past? The original
use for HET in the rhetoric of policy debates
persists, but mainly on the surface. Libertarians
wear Adam Smith ties and opponents of an active
government in the economy dismiss their oppo-
nents collectively as Keynesians, but in both cases
the combatants understand little beyond the
labels. HET as doctrinal cleansing is still
performed, but mainly in review articles and chap-
ters, such as those in the Journal of Economic
Literature and the various Handbook series, pre-
pared not by specialists in HET but by high priests
of the various sub-disciplines. The more focused
and celebratory literature reviews, such as those
that gained popularity after the marginal revolu-
tion, can be found still in Nobel Prize acceptance

speeches and presidential addresses, but neither
serious history nor professional historians of eco-
nomic thought are much involved. In this spirit are
the innumerable biographical and hagiographic
dictionaries of ‘great economists’ categorized in
various ways, as women, dissenters, or something
else. The use for HET which was its greatest
strength during the golden age, in the training of
graduate students and in the search for answers to
large questions on the research frontier, has
largely disappeared, and there seems no immedi-
ate prospect of it being resurrected. Among the
more recent uses for HET as a home for refugees
of various kinds and as a component in the under-
graduate curriculum to relieve the tedium of
increasingly technical abstraction, only the latter
seems secure and likely to grow in strength.

The overriding question remains: can a
sub-discipline survive for long when it is little
valued by the discipline of which it is a part and
where there is no graduate training available
through which to sustain and renew the leader-
ship? One bright spot may be the liberal arts
college, where breadth as well as depth is still
rewarded and which is likely to express forcefully
in the labour market its preferences for kinds of
faculty training. Or it may take another loss of
confidence within the economics discipline over-
all, such as that experienced early in the 20th
century, to cause economists to find once again
something of relevance in their past!

Bibliography

Ashley, W.J. 1894. An introduction to english economic
history and theory. 3rd edn. London: Longmans Green.

Backhouse, R.E. 2000. Early histories of economic
thought 1824–1914. London: Routledge.

Backhouse, R.E. 2004. History of economics, economics
and economic history in Britain, 1824–2000. European
Journal of the History of Economic Thought 11:
107–124.

Barber, W. 1967. A history of economic thought. New
York: Penguin.

Blanqui, A. 1837.Histoire de L’Economie Politique. Paris:
Guillamin.

Blaug, M. 1962. Economic theory in retrospect. Home-
wood: Irwin.

Blaug, M. 1991. The historiography of economics. Alder-
shot: Edward Elgar.

5898 History of Economic Thought



Böhm-Bawerk, E.V. 1973. The Austrian economists. In
Dictionary of the history of ideas, ed. P. Wiener. New
York: Charles Scribner’s Sons.

Brems, H. 1986. Pioneering economic theory, 1630–1980.
Baltimore: Johns Hopkins University Press.

Caldwell, B. 2004.Hayek’s challenge. Chicago: University
of Chicago Press.

Cannan, E. 1917. A history of the theories of production
and distribution in english political economy
1776–1848, 1994. Bristol: Thoemmes.

Cole, A.H. 1957. The historical development of economic
and business literature. Boston: Harvard Graduate
School of Business Administration.

Cossa, L. 1876. Guida allo studio dell’economica politica.
Milano: Ulrico Hoepli. (Eng. trans. 1880.)

Cournot, A. 1897. Researches into the mathematical
principles of the theory of wealth, 1963. Homewood:
Irwin.

Du Pont De Nemours. 1768. De L’Origine et des progrès
d’une science nouvelle, 1910. Paris: Geuthner.

Eckland, R.B., and R.F. Hebert. 1975. A history of eco-
nomic theory and method. New York: McGraw-Hill.

Gide, P.H.C., and C. Rist. 1909. Histoire des doctrines
économiques. Paris: L. Larose and L. Tenin.

Gray, A. 1931. The development of economic doctrine.
London: Longmans Green.

Gronewegen, P.D. 1995. A soaring eagle. London: Edward
Elgar.

Haberler, G. 1937. Prosperity and depression. Geneva:
League of Nations.

Haney, L. 1911. History of economic thought. New York:
Macmillan.

Heilbroner, R. 1953. The worldly philosophers. New York:
Simon and Schuster.

Hicks, J.R. 1939. Value and capital. Oxford: Clarendon
Press.

Hollander, S. 1973. The economics of Adam Smith.
Toronto: University of Toronto Press.

Hollander, S. 1979. The economics of David Ricardo.
Toronto: University of Toronto Press.

Hollander, S. 1985. The economics of John Stuart Mill.
Toronto: University of Toronto Press.

Hollander, S. 1996. The economics of Thomas Robert
Malthus. Toronto: University of Toronto Press.

Ingram, J.K. 1888. A history of political economy, with a
preface by E.J. James. New York: Macmillan.

Jevons, W.S. 1871. The theory of political economy, 1965.
New York: Augustus M. Kelley.

Keynes, J.M. 1919. Economic consequences of the peace,
1920. New York: Harcourt Brace.

Klein, J. 1997. Statistical visions in time. Cambridge:
Cambridge University Press.

Knight, F. 1956. On the history and method of economics.
Chicago: University of Chicago Press.

Knight, F. 1973. Economic history. In Dictionary of the
history of ideas, ed. P. Wiener. New York: Charles
Scribner’s Sons.

Kuhn, T.S. 1962. The structure of scientific revolutions.
Chicago: University of Chicago Press.

Lakatos, I., and A. Musgrave. 1970. Criticism and the
growth of knowledge. Cambridge: Cambridge Univer-
sity Press.

Landreth, H. 1976. History of economic thought. Boston:
Houghton Mifflin.

Marget, A.W. 1938–1942. The theory of prices. New York:
Prentice-Hall.

Marshall, A. 1920. Principles of economics. 8th edn, 1964.
London: Macmillan.

McCloskey, D. 1998. The rhetoric of economics.
2nd edn. Madison: University of Wisconsin Press.

McCulloch, J.R. 1825. The principles of political economy,
1830. London: William.

McCulloch, J.R. 1845. The literature of political economy,
1938. London: London School of Economics and Polit-
ical Science.

Menger, C. 1950. Principles of economics. Trans. and ed.
J. Dingwall and B.F. Hoselitz. Glencoe: Free Press.

Mill, J.S. 1848. In Principles of political economy, ed.
W.J. Ashley, 1909. London: Longmans.

Mirowski, P. 1989. More heat than light. Cambridge:
Cambridge University Press.

Mitchell, W.C. 1967. Types of economic theory. New York:
Augustus M. Kelley.

Moggridge, D. 1992. Maynard Keynes: An economist’s
biography. New York: Routledge.

Morgan, M. 1990. The history of econometric ideas. Cam-
bridge: Cambridge University Press.

Niehans, J. 1990. A history of economic theory. Baltimore:
Johns Hopkins University Press.

Price, L.L. 1891. A short history of political economy in
England, from Adam Smith to Arnold Toynbee. Lon-
don: Methuen.

Rima, I. 1967. Development of economic analysis. Home-
wood: R.D. Irwin.

Samuelson, P.A. 1947. Foundations of economic analysis.
Cambridge, MA: Harvard University Press.

Schumpeter, J.A. 1954.History of economic analysis. New
York: Oxford University Press.

Senior, N. 1827. An introductory lecture on political econ-
omy. London: J. Mawman.

Sent, E.-M. 1998. The evolving rationality of rational
expectations. Cambridge: Cambridge University Press.

Smith, A. 1776. An inquiry into the nature and causes of
the wealth of nations, 1976. Oxford: Clarendon.

Spengler, J.J. 1942. French predecessors of Malthus. Dur-
ham, NC: Duke University Press.

Spiegel, H. 1971. The growth of economic thought. Dur-
ham, NC: Duke University Press.

Stark, W. 1994. History and historians of political econ-
omy. New Brunswick: Transaction.

Stigler, G.J. 1941. Production and distribution theories,
1870 to 1895. New York: Macmillan.

Strachey, L. 1918. Eminent victorians. London: Chatto and
Windus.

Twiss, T. 1847. View of the progress of political economy in
Europe since the sixteenth century. London: Longman.

Villeneuve-Bargemont, J.-P.-A. 1841. Histoire de
l’économie politique. Paris: Guillaumin.

History of Economic Thought 5899

H



Viner, J. 1937. Studies in the theory of international trade,
1955. London: George Allen and Unwin.

Weintraub, E.R., ed. 2002a. The future of the history of
economics. Durham, NC: Duke University Press.

Weintraub, E.R. 2002b. How economics became a mathe-
matical science. Durham, NC: Duke University Press.

History of Forward Contracts
(Historical Evidence for Forward
Contracts)
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Abstract
A forward contract is an agreement between
two parties who specify today the terms (price,
underlying asset, quantity, etc.) of an exchange
that is to take place at a known future date.
Forward contracts can be traced to Greek and
Roman times, and may have occurred earlier
still; they have been widely traded in Europe
(and subsequently elsewhere) since the
Middle Ages.
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A forward contract is an agreement between two
parties who specify today the terms (price, under-
lying asset, quantity, etc.) of an exchange that is to
take place at a known future date. The creation of
forward contracts logically followed the geo-
graphical extension of trade. Indeed, as the dis-
tance to be covered increased, delays in deliveries
occurred more and more frequently. In order to
hedge the exposure to price changes implied by
these delays, merchants entered into forward
contracts.

Because of the scarcity of ancient sources, it is
hard to determine exactly where andwhen forward
contracts were born. Transactions exhibiting

forward features existed in ancient Mesopotamia,
and during Greek and Roman times, although the
precise terms of the contract often remain unclear
(Poitras 2000). During theMiddle Ages, the use of
forward contracts experienced a huge growth.
Urban merchants took long positions on the future
delivery of fishes before theywere caught, or crops
before they were harvested. As time went by, the
need for an organized market for forward contracts
became acute. Their trade soon took place in the
most active markets: Antwerp (16th century),
Amsterdam (17th century) and London (18th cen-
tury). By the end of the 19th century, these con-
tractswere commonly quoted all around theworld.

On the Antwerp stock exchange, the world’s
leading bourse in the 16th century, ‘to arrive’
contracts, for which records exist since 1511,
were created. This business expended dramati-
cally during the 16th century. The contracts were
mainly on grain, but also on salt or herrings. From
1589 to 1594, the accounts of Della Faille, a large
Antwerp-based firm, exhibit sales amounting to
385 524 guilders of which 75 per cent were for-
ward contracts with a three to six-month maturity.
The military fall of Antwerp in 1585 brought a
local end to these activities and their transfer to
Amsterdam (Poitras 2000).

In Amsterdam, forward contracts, called ‘deals
for time’ or ‘time bargains’, were first carried out
on grain and herrings, later on whale oil, brandy or
colonial goods (spices, pepper, cocoa, coffee), and
eventually on financial securities. During the 16th
century, a market appeared where investors could
bet on the future exchange rate and only pay the
spread at maturity. The 17th century saw the
emergence of an active market for securities.
The most liquid ones, such as shares in VOC
(the Verenigde Oostindische Compagnie, or
Dutch East Indian Company, founded in 1602),
were the first ones to experience forward trade.
Speculation developed quickly. For example, in
1609 a ‘bearish consortium’ under the direction of
Isaac le Maire tried to secure profits by shorting
VOC shares and propagating negative rumours
about the company (Van Dillen 1927; Gelderblom
and Jonker 2005). Regarding the contract fea-
tures, the delay to maturity was usually much
longer than nowadays, often exceeding one year.
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Because of the large amounts involved (the aver-
age cost of a VOC share was 3000 guilders), it
was common to pay only the difference at matu-
rity. A quarterly settlement operation, called
‘rescontre’, was held on February, May, August
and November. During these meetings, bullish
speculators could prolong their position to the
next deadline by paying an interest ranging from
one to three per cent. Without clearing houses and
regulation, the execution of the forward contracts
depended on the parties’ good faith. In fact, the
only sanction for repudiating investors was the
exclusion from the exchange. However, deposits
in cash were sometimes asked for.

In London, ‘dealings for time’ started at the end
of the 17th century. A few years later, forward
contracts were mostly traded at Jonathan’s coffee
house. The London stock exchange borrowed both
terminology and practices from Amsterdam. Mor-
timer, a contemporaneous writer, provides a
description of the terminology used at the time, as
he tells the story of a broker wishing to buy ‘d 1000
3 per cent annuities for the May “rescounter”’
(Cope 1978). As in Amsterdam, rollover was fre-
quent and forward contracts were largely domi-
nated by speculators. Differences would
nonetheless appear between the two exchanges.
Around 1745, the concept of backwardation is
mentioned in London. By this date, the frequency
of the ‘rescounters’ was quarterly, but it would
change to six-weekly less than 40 years later. Set-
tlement arrangements were not organized and bar-
gains had to be taken care of by individual brokers.

Shortly after their creation, forward contracts
faced strong opposition. Considered as bets, they
fell under gambling legislation and were stigma-
tized as immoral. The only contracts that escaped
such laws were the ones for which the seller owned
the underlying asset and intended to deliver it at
maturity. Famous legal examples include the
Dutch edict from 1610 banning ‘windhandel’
(Garber 2001; Gelderblom and Jonker 2005), or
trade in the wind, and the British Barnard Act from
1734. Despite the economic importance of for-
wards, restrictions were still largely applied in sev-
eral European countries during the 19th century.

Many references dealing with their historical
evidence do not distinguish forwards from

futures. Forwards are often labelled as futures,
but the reverse is unusual since, before the 19th
century, there were no futures markets in the mod-
ern sense of the term. (A possible exception is the
Japanese Dojima rice markets under the Toku-
gawa period, 1603–1867.) The appearance of
futures during the 19th century did not bring an
end to forward contracts, which have remained
widely exchanged.

See Also

▶ Futures Markets, Hedging and Speculation
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Hobbes, Thomas (1588–1679)

C. B. Macpherson

The greatest English political theorist and philos-
opher, Hobbes was born at Malmesbury and died
at Hardwick, the seat of the Earl of Devonshire,
who had been Hobbes’s patron for many years.

Hobbes, Thomas (1588–1679) 5901

H

https://doi.org/10.1057/978-1-349-95189-5_861


After attending Magdalen Hall, Oxford
(BA 1608), Hobbes entered the Devonshire
household as tutor to the son, and made several
trips to the Continent, on one of which (in 1636)
he conversed with Galileo, whose resolutive-
compositive method Hobbes took over, and
whose laws of motion he later carried over and
applied to the motions, internal and external, of
men. In 1640, fearing that his earliest work would
offend the Long Parliament, he went into volun-
tary exile in Paris, where for a time (1646–8) he
tutored the future Charles II in mathematics. He
returned to England in 1651 and from then on
lived as inconspicuously as he could.

Economic insights are to be found in his three
main works of political theory, The Elements of
Law, Natural and Politic (1640); De Cive (1642),
translated (by Hobbes) as Philosophical Rudi-
ments Concerning Government and Society
(1651); Leviathan (1651); and in his history of
the Long Parliament and the Civil War, Behemoth
(1682). Hobbes’s great work was his political
science, of which his economic ideas seem to be
only an incidental part. Yet we may notice that his
political edifice rested on economic assumptions,
in that his model of society was the atomistic
bourgeois market society whose seismic rise in
England in his own time he had certainly noticed.
However, he did not attempt anything along the
lines of the classical political economy of the 18th
century, or even of the political arithmetic of his
own century: he offered neither a general theory
of exchange value nor a theory of distribution,
that is, of the determinants of rent, interest, profits
and wages, nor even a theory of the balance of
trade or of foreign exchange. But he did set down
a few general economic principles. One is a sup-
ply and demand theory of exchange value, as in:
‘The value of all things contracted for, is mea-
sured by the Appetite of the Contractors’ (Levia-
than, ch. 15, p. 208) and in his more striking
statement

The Value or WORTH of a man, is as of all other
things, his Price; that is to say, so much as would be
given for the use of his Power: and therefore is not
absolute; but a thing dependent on the need and
judgement of another . . . And as in other things,
so in men, not the seller, but the buyer determines
the Price . . . (ibid., ch. 10, pp. 151–2).

The two statements are consistent only on the
assumption of an endemic surplus of wage-
labourers, an assumption which Hobbes did
explicitly make. The able-bodied poor, who were
expected to increase indefinitely,

are to be forced to work: and to avoyed the excuse
of not finding employment, there ought to be such
Lawes, as may encourage all manner of Arts; as
Navigation, Agriculture, Fishing, and all manner of
Manifacture that requires labour. The multitude of
poor, and yet strong people still encreasing, they are
to be transplanted into Countries not sufficiently
inhabited: where neverthelesse, they are not to
exterminate those they find there; but constrain
them to inhabit closer together, and not range a
great deal of ground, to snatch what they find; but
to court each little Plot with art and labour, to give
them their sustenance in due season (Leviathan,
ch. 30, p. 387; cf. Behemoth, p. 126).

Another general proposition is that ‘a mans
Labour also, is a commodity exchangeable for
benefit, as well as any other thing’ (Leviathan,
ch. 24, p. 295).

More important than such general principles
are his many policy recommendations to the Sov-
ereign, all of which are designed to increase the
wealth of the nation by promoting the accumula-
tion of capital by private enterprisers seeking their
own enrichment. Typical are his recommenda-
tions about taxation. Taxes are justified only
because they provide the income which enables
the sovereign power to maintain the conditions for
private enterprise: ‘the Impositions that are layd
on the People by the Soveraign Power, are nothing
else but the Wages, due to them that hold the
publique Sword, to defend private men in the
exercise of severall Trades, and Callings’ (ibid.,
ch. 30, p. 386). Taxes on wealth are bad, for they
discourage accumulation. The best taxes are those
on consumption, which discourage ‘the luxurious
waste of private men’ (p. 387). Hobbes’s recom-
mendations to the Sovereign all follow from his
most general rule, as set out in the opening para-
graph of chapter 30:

The office of the Soveraign, (be it a Monarch, or an
Assembly,) consisteth in the end, for which he was
trusted with the Soveraign Power, namely the proc-
uration of the safety of the people . . . But by Safety
here, is not meant a bare Preservation but also all
other Contentments of life, which every man by
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lawfull Industry, without danger, or hurt to the
Common-wealth, shall acquire to himself (p. 376).

Most important of all was his insistence that
the sovereign was above the law and could not be
limited by any of the traditional rights of leasehold
or copyhold tenants, or by any traditional limits on
market transactions, or traditional protections of
the poor: ‘it belongeth to the Common-wealth,
(that is to say, to the Soveraign), to appoint in
what manner, all kinds of contract between Sub-
jects, (as buying, selling, exchanging, borrowing,
lending, letting, and taking to hire), are to bee
made; and by what words and signes they shall
be understood for valid’ (ibid., ch. 24, p. 299).

In short, the job of the state was to clear the
way for capitalism. It is evident that Hobbes’s
doctrine was particularly appropriate to the period
of primary capital accumulation. It is scarcely too
much to say that it was his perception of the needs
of such a period which determined the main lines
of his political theory. What was needed was a
sovereign powerful enough to override all the
protections of the common law, and, to justify
such a power, a new, untraditional basis for polit-
ical obligation. That is what Hobbes’s doctrine
provided. In effect, it is the legitimation of the
early capitalist state.
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Hobson, John Atkinson (1858–1940)

Peter Clarke, Roger E. Backhouse and P. J. Cain

Abstract
John Atkinson Hobson, a self-styled economic
heretic, had a long and prolific career as an
economist and political activist. His heresies
included underconsumptionism and a critique
of orthodox welfare economics based on ideas
from John Ruskin, the former being elaborated
into a theory of imperialism that influenced
Lenin. He was belatedly recognized as a fore-
runner by Keynes in his General Theory, but
this does not do justice to the range of
Hobson’s work.
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John Atkinson Hobson was born in Derby in 1858
and died at home in Hampstead in 1940. He was
educated at Derby School and Lincoln College,
Oxford, where he read Greats from 1876 to 1880,
but only gained a Third. He taught classics at
Faversham and Exeter in 1880–81, before moving
to London, where he supplemented his private
income (from the Derby newspaper which his
father had owned) with intermittent earnings
from journalism, lecturing and his books (Clarke
1978). A prolific writer, he propagated his eco-
nomic views through more than 50 books and
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700 articles, many of them in a series of organs of
radical liberal and socialist leanings. Hobson thus
left an oeuvre which is not easy to assess and in
which formal inconsistencies are not difficult to
find: but he conveys, nonetheless, a general vision
of the scope and nature of economics that is both
distinctive and coherent. His reputation has been
coloured by his supposed role as a predecessor not
only of Lenin and his theory of imperialism but
also of Keynes and his concept of effective
demand. Neither connection is wholly factitious
but both have been open to unhistorical distor-
tions of Hobson’s own concerns.

Hobson has long been best known as an
underconsumptionist. His first book (Mummery
and Hobson 1889) was written in collaboration
with A.F. Mummery, a businessman, who seems
to have been the senior partner. The book set out
to expose fallacies in classical political economy
as expounded by J.S. Mill. Its central proposition
was that trade depression was caused by a defi-
ciency in effective demand since it was the level
of consumption in the immediate future that lim-
ited profitable production. It followed that there
was a limit to the amount of useful savings which
a community could make. Each individual could
save with advantage to himself, but the overall
result might be a position of underconsumption,
for which over-saving was another name.
Hobson was to seize on this self-defeating pro-
cess as an example of what he called the protean
fallacy of individualism – an idea that pervades
his work in a far more general way than the
particular concept of underconsumption. The
polemical thrust of this early book was thus
against the tendency of economists to extol thrift
in so far as this neglected the crucial importance
of maintaining sufficient demand. Hobson and
Mummery provided an account (complete with
a numerical example) of the accelerator, a con-
cept commonly believed to have originated in the
20th century (1889, pp. 85–6; cf. Backhouse
1990). Though the book attracted hostile com-
ment from established economists, it did not, as
Hobson alleged, blight his career. He carried on
teaching economics as a university extension lec-
turer, the job for which he was well suited tem-
peramentally (Kadish 1990). Later, he was proud

to proclaim himself an ‘economic heretic’
(Hobson 1938).

This early statement of the underconsumptionist
case was reiterated in two further books
(Hobson 1894, 1896) the second of which made
use of the newly coined term ‘unemployment’,
defining it in terms of involuntary leisure suffered
by the working classes. He broadened rather than
narrowed his dissent from neoclassical analysis
through his distrust of marginalism, which he
rejected on the ground that it rested upon an unreal
individualism, marking a further breach with
Marshallian orthodoxy (Hobson 1901b, 1926a).
A later book (Hobson 1913), which was savagely
reviewed by J.M. Keynes, sought to expose the
errors of the quantity theory of money, recently
popularized by Irving Fisher: this shows the
extent to which Hobson was still thinking as a
classical economist brought up on Mill, failing
to fully take account of the innovations of his
contemporaries such as Marshall and Fisher
(Backhouse 1990).

Hobson was to supplement his account of
underconsumption with a theory of distribution
(Hobson 1900) which drew heavily upon the
Fabian theory of rent. This theory built on a mar-
ginal productivity theory of distribution that had
first been published in 1891 in the Quarterly
Journal of Economics, alongside John Bates
Clark’s article on the same subject. Hobson dis-
tinguished the costs of subsistence for any factor
of production from its rent element, and argued
that in principle surplus value might accrue to
land, labour or capital. He further introduced the
idea of ‘forced gains’ as an assertion of superior
bargaining power in this process, with the result
that ‘unearned income’ accrued to certain individ-
uals and classes. He also assumed that the propor-
tion of income which was in this sense
economically functionless varied directly with
the absolute level of income received. It followed
that progressive taxation would not in practice
impair any necessary incentive to production.

This analysis was later elaborated (Hobson
1909b) to distinguish a ‘productive surplus’ that
covered the costs of growth from an
‘unproductive surplus’, distributed according to
no functional principle. Morally this was the
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property of the community which had created it. If
redistributive taxation could restore it to its right-
ful possessors, over-saving by the rich would be
curtailed and underconsumption by the poor rec-
tified. This functional view of the proper working
of the economic system, with effort matched to
reward by rooting out parasitism, reappears con-
stantly as a paradigm in Hobson’s writings. He
dignified it with the name ‘the organic law’ and
often suggested an evolutionary provenance for
it. But he also claimed the authority of John Rus-
kin, of whom he wrote an admiring study (Hobson
1898), for seeing consumption, not production, as
the qualitative end of economic activity. He
sought to unite these ideas in one of the most
frequently reprinted of his books (Hobson 1894)
by adopting the formula: ‘From each according to
his powers, to each according to his needs.’

Hobson’s view, taken from Ruskin, that atten-
tion should be focused on the human cost of
economic activity was the basis for Work and
Wealth: A Human Valuation (Hobson 1914),
which offered a systematic response to Pigou’s
welfare economics, the first systematic exposition
of which had been published two years earlier. As
in his writings on underconsumption, and distri-
bution, he adopted terminology that emphasized,
and possibly exaggerated, his differences with
orthodoxy. Resting on clear value judgements
about the worth of different activities, such an
approach fell out of favour in the 1930s, and
even before that failed to dislodge the Cambridge
approach, especially in Britain. However, his
work was much better received in the United
States, where he had significant personal connec-
tions and where some institutionalists considered
him the leading representative of English welfare
economics.

In the early 1890s, Hobson was inclined to
believe that protection and economic imperialism
could mitigate underconsumption. As his political
radicalism intensified, however, he dismissed pro-
tection as a device for safeguarding the incomes of
the wealthy, thereby aggravating the problem of
over-saving. In the wake of the scramble for China
and the outbreak of the South African War
(1899–1902) Hobson also developed a novel the-
ory of economic imperialism. He identified

speculative investment in undeveloped territories
as a cause of imperialism and claimed that it arose
from over-saving by a parasitic class at home. In
this sense underconsumption was the economic
taproot of imperialism (Hobson 1902). What he
vigorously rejected was the proposition that there
was sufficient profit to the country as a whole
from trade and investment in Africa to counter-
balance the costs of aggression. In contrast to
Lenin, therefore, Hobson denied that imperialism
was a structural necessity of the metropolitan
economy. It could and should be checked at
home by a policy of redistributive taxation,
which would have the reciprocal effect of cutting
the taproot (ending over-saving) and stimulating
domestic demand (ending underconsumption).

The economic implication was that Britain
could easily make up any loss on foreign trade
by generating wealth at home – an argument that
could be used by protectionists. Nonetheless, it
was the Liberal and Labour Parties, with their
commitment to free trade, to which Hobson
looked for reformist amelioration. He was confi-
dent that imperialism could be beaten by demo-
cratic means precisely because it did not serve the
interests of the majority but only of a privileged
section of the nation. In his most famous book,
therefore, Hobson devotes more than twice as
much space to the politics than to the economics
of imperialism (Hobson 1902). He needed to do so
because the puzzle was how a policy that was bad
business for the nation as a whole had come to be
adopted. The answer was that finance was the
‘governor’ of an engine whose motor power
came from the forces of nationalism and social
psychology that fuelled the politics of self-
assertion (Hobson 1901a). His analysis of imperi-
alism changed over time and was often strongly
coloured by passing political events. In at least
one book (Hobson 1911) he commended cosmo-
politan finance as a force for peace and saw impe-
rialism as a step on the road to world economic
development. During the First World War, he
made a partial return to his earlier views and
between the wars his position was often an uneasy
compromise between the stances adopted in 1902
and 1911. The fact that he chose to republish
Imperialism: A Study in 1938 virtually unaltered
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obscured the complexity of his response to empire
(Cain 2002).

It will be apparent that Hobson was no single-
minded underconsumptionist. In the early 1900s
his energies were directed towards permeating the
Liberal Party with a broad-based conception of
economics that would justify it in rejecting the
classical nostrums of laissez-faire in favour of
interventionist policies designed to further social
justice (Hobson 1909b). The publication of
Hobson’s The Industrial System, which consoli-
dated much of his previous work, opportunely
coincided with Lloyd George’s People’s Budget
of 1909 and offered a defence of the policy of
redistributive taxation via the concept of the sur-
plus. This aspect overshadowed the restatement of
Hobson’s underconsumptionist position; though
he now went further than before in analysing the
dynamic process by which over-saving reduced
all real incomes in the economy until automatic
checks came into play (Hobson 1909b, ch. 18).
One might call this Hobson’s most accomplished
exercise in macroeconomics.

It was in the context of the depression after the
First World War that Hobson once more returned to
this theme (Hobson 1922, 1930), and it was in this
period that his economic views enjoyed greatest
publicity. He was now loosely identified with the
Labour Party and found a natural application for his
ideas in mounting an economic case for a ‘living
wage’ (Hobson 1926b). His central contentions on
oversaving continued to be refined (King 1994) and,
amidwidespread unemployment, they found amore
sympathetic response, even among professional
economists who had previously accepted a full-
employment assumption. In particular, by 1930
Hobson was on cordial terms with J.M. Keynes,
who had in earlier years scorned his work. But
Keynes was still anxious to keep his distance, as
he made clear (Keynes 1930, pp. 160–1). The rea-
son was that when Keynes wrote of over-saving he
meant under-investment; whereas for Hobson sav-
ing and investment were two names for the same
thing, and by over-saving he had always meant
under-spending. It followed also that Keynes had
more interest in policies of public works as a means
of promoting investment, whereas Hobson concen-
trated on the case for redistribution as a means of

stimulating consumption. It was not until Keynes
had virtually finished the General Theory that he
fully realized that he had done Hobson and Mum-
mery an injustice; and so he paid them a handsome,
if belated, tribute (Keynes 1936, pp. 364–71).
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Hodgskin, Thomas (1787–1869)

N. W. Thompson

Thomas Hodgskin joined the navy at the age of
twelve, rose to the rank of lieutenar and was then
forcibly retired on half pay after a contretemps
with his authoritarian captain. On the advice of
Francis Place he subsequently embarked, in 1815,
upon a continental tour with the object of
collecting material on the social and economic
conditions of post-Napoleonic war Europe. It
was this that formed the basis of his Travels in
the North of Germany, which was published
in 1820.

It was in the early 1820s that his sympathy for
the working classes was aroused through his

involvement in the struggle for the repeal of the
Combination Acts and the attempts to establish a
London Mechanics’ Institute. The former led to
the publication of Hodgskin’s most famous work,
Labour Defended against the Claims of Capital
(1825), while the latter led to a series of lectures,
given at the Institute, which formed the basis of
Popular Political Economy (1827). It was these
two works which, together with his Natural and
Artificial Right of Property Contrasted (1832),
established his reputation as one of the major
nineteenth-century anti-capitalist writers. After
1832 financial necessity forced Hodgskin to aban-
don his more serious intellectual labours and to
concentrate upon a journalistic career that had
begun in the early 1820s and which lasted until
the early 1850s when he worked for the
Economist.

While generally dubbed a ‘Ricardian socialist’,
the single most important influence upon the
thought of Thomas Hodgskin was Adam Smith.
From Smith he believed he had derived the central
tenet of his social and economic philosophy,
namely that the material world was shaped by
natural laws emanating from an omniscient and
beneficent Providence, all interference with which
was either superfluous or pernicious. Such views
are apparent in Hodgskin’s Travels in the North of
Germany, where he attacked the malign interfer-
ence of government with the natural laws that
should be left to regulate trade and industry, and
they were to provide the philosophical underpin-
ning of all his major works.

Thus in Labour Defended, written in defence
of trade union activity, Hodgskin attacked profit,
the reward of the capitalist, as a violation of the
natural laws of value and distribution. Here
Hodgskin confronted the classical argument that
the capitalist derived his entitlement to a share in
labour’s product from his ownership of fixed and
circulating capital which he provided for the use
of his workforce. The idea of a fund of circulating
capital Hodgskin dismissed as a fiction. What
labour depended upon during the period neces-
sary to make and bring a commodity to market
was co-existing labour, while fixed capital was
simply the result of past exertions, utilized,
maintained and ultimately replaced by present
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labour. Thus the capitalist’s reward derived not
from his exertions but from the economic power
which allowed him to transform ‘natural’ into
‘social’ price through the addition of profit to
natural value. Here Hodgskin distinguished
Smith’s additive explanation of the determination
of exchange value under capitalism from
Ricardo’s labour embodied theory. For Hodgskin,
while Ricardo had explained what should deter-
mine natural value. Smith had made clear what
were the actual determinants of prices under cap-
italism namely wages plus profits plus rents. Thus

Mr. R. appears to me to have confounded in the
whole of his speculations real natural price with
exchangeable value. The former is accurately mea-
sured by the quantity of labour necessary to obtain
any commodity from nature, the latter on the con-
trary is the quantity of labour augmented by the
amount of rent and profits.

It was, therefore, in Smithian rather than
Ricardian terms that Hodgskin formulated the
profit-upon-alienation theory of labour exploita-
tion to which he adhered in his major works.

As a good Smithian it became a central concern
of Hodgskin not only to ensure that the natural
laws of economic life prevailed but also to demol-
ish the arguments of those who would impugn
their beneficence. Thus Hodgskin’s Popular
Political Economy challenged in particular Mal-
thusian population theory, which seemed to sug-
gest that there existed insuperable natural
obstacles to material prosperity in the form of
Nature’s parsimony and Man’s sexual inconti-
nence. For Hodgskin, the obstacles which existed
were not natural but the consequence of the coer-
cive exercise of power bolstered by social regula-
tions and artificial laws. Contrary to Malthus, he
saw population increase not as a cause of indi-
gence but of material improvement, with demo-
graphic pressure creating new demands and
needs, stimulating the inventive faculties of Man-
kind and so enhancing society’s capacity to
produce.

Hodgskin was equally critical of the slur upon
Nature cast by Ricardian rent theory. This he saw
as implying the necessary advent of a poverty
stricken stationary state due to the finite nature
of land resources. For Hodgskin poverty was not a

dictate of niggardly nature. On the contrary, it
resulted from the unwarranted exactions of capi-
talist, landowner, State and Church; in particular it
was ‘the overwhelming nature of the demands of
capital, sanctioned by the customs of men,
enforced by the legislature . . . which keep the
labourer in poverty and misery’.

In his last major work, The Natural and Artifi-
cial Right of Property Contrasted (1832),
Hodgskin went on to consider the nature of the
rights conferred by these positive laws as against
those granted by Nature herself. As he saw it
positive law generally legitimized the gains
reaped by the exercise of coercive force, while at
best it did no more than mirror the dictates of
natural law, imposing upon the present a concep-
tion of rights which historical progress would
rapidly render redundant.

Hodgskin’s achievement was to integrate a
teleological optimism based upon an anti-
Malthusian conception of the consequences of
population increase, with a penetrating critique
of contemporary capitalism which turned to criti-
cal use the tools, concepts and analytical con-
structs of political economy. It is this critique
which explains his categorization as a ‘socialist’.

Yet, while their critical analyses are similar in
many respects, Hodgskin’s vision of the future
never permitted any flirtation with the Owenites
or the principles of Owenite socialism. His was
an individualistic Utopia and he never doubted
that private property was a sine qua non of
material progress. His just and equitable society
was essentially atomistic, an unplanned conse-
quence of the spontaneous, unrestricted actions
of individuals. It is, therefore, in the company of
William Godwin and Herbert Spencer, rather
than Owen, Bray and Marx that Hodgskin
should be placed.

Marx did, of course, see much of worth in
Hodgskin’s political economy in particular, his
theory of capital, but it would be entirely wrong
to see Hodgskin as his intellectual precursor. For,
while the Ricardianism of Marx led him to locate
exploitation at the point of production, the
Smithianism of Hodgskin led him to place it in
the sphere of circulation or exchange. Thus while
Marx preached the working-class seizure of the
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means of production, Hodgskin advocated the
creation of equitable exchange relations through
the liberation of market forces. This is the essence
of Hodgskin’s libertarian political economy
which was eventually to evolve from the acerbic
anti-capitalism of the 1820s to the 1840s when,
writing for the Economist (1848–53), he began to
deny the existence of any necessary antagonism
between capital and labour. In the final analysis,
Hodgskin wished to purify and generalize capital-
ism rather than to destroy it.

Selected Works

1820. Travels in the north of Germany, describing
the present state of the social and political
institutions, the agriculture, manufactures,
commerce, education, arts and manners in
that country, particularly in the Kingdom of
Hannover, 2 vols. Edinburgh.

1825. Labour defended against the claims of cap-
ital: Or, the unproductiveness of capital proved
with reference to the present combinations
amongst journeymen, by a labourer. London.

1827. Popular political economy, four lectures
delivered at the London Mechanics’ Institu-
tion. London.

1832. The natural and artificial right of property
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out permission to H. Brougham, Esq. London.
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Hold-Up Problem
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Investments are often geared towards a particular
trading relationship, in which case the returns on
them within the relationship exceed those outside
it. Once such an investment is sunk, the investor
has to share the gross returns with her trading
partner. This problem, known as hold-up, is inher-
ent in many bilateral exchanges. For instance,
workers and firms often invest in firm-specific
assets prior to negotiating for wages. Manufac-
turers and suppliers often customize their equip-
ment and production processes to the special
needs of their partners, knowing well that future
(re)negotiation will confer part of the benefit from
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customization to their partners. Clearly, the risk of
the investor being held up discourages him or her
from making socially desirable investments.

We first describe a simple model of hold up and
illustrate the main underinvestment hypothesis
(see Grout 1984, and Tirole 1986, for the first
formal proof). A buyer and a seller, denoted
B and S, can trade quantity q� 0q½ �, where q > 0:

The transaction can benefit from the seller’s
(irreversible) investment. The investment deci-
sion is binary, I � {0, 1}, with I = 1 meaning
‘invest’ and I = 0 meaning ‘not invest’. The
investment I costs the seller k I, where k > 0.
Given investment I, the buyer’s gross surplus
from consuming q is vI(q) and the seller’s cost of
delivering q is cI(q), where both vI and cI are
strictly increasing with vI(0) = cI(0) = 0. Let
’I = maxq�Q[vI(q) � cI(q)] denote the efficient
social surplus given S’s investment, and let q�I
be the associated socially efficient level of trade.
The net social surplus is then W (I) := ’I�kI.
Suppose that

’1 � k > ’0, (1)

so it is socially desirable for S to invest.
A crucial assumption is that S’s investment

decision, although observable to the parties, is
not verifiable, and therefore it cannot be
contracted upon. For the moment, assume as
well that the nature of trade is sufficiently ‘incho-
ate’ so that the parties can contract on q only after
S’s investment decision has been made. We model
the negotiation of this contract à laNash, yielding
the efficient trading decision qI and splitting the
gross surplus ’I equally between the parties. The
seller thus appropriates only a fraction (a half, in
this case) of her investment return, while she bears
the entire cost of investment, k, so her net payoff
will be US Ið Þ :¼ 1

2
’I � kI , following her invest-

ment. Suppose

1

2
’1 � k <

1

2
’0: (2)

Then, even though the investment is socially
desirable, S will not invest. Hence underinvest-
ment arises.

Organizational Remedies

One interpretation of the inefficiency is the failure
of the Coase Theorem. The parties cannot achieve
the efficient outcome since the non-contractibility
of S’s investment decision prevents them from
meaningfully negotiating over that decision ex
ante. From this perspective, the hold-up problem
entails a transaction cost of market/bargaining
mechanisms, and, as Coase (1937) suggested,
the transaction cost may be avoided or reduced
via other organizational structures. Indeed, Klein
et al. (1978) and Williamson (1979) suggested
vertical integration as an organizational response.

Just how the hold-up problem disappears or at
least diminishes through integration is not clear,
however, and requires a theory of how a particular
ownership structure affects the parties’ exposure
to hold up. This is precisely what Grossman and
Hart (1986) and Hart and Moore (1990), hence
forth GHM accomplish (see also Hart 1995, for an
excellent synopsis). According to them, the own-
ership of an asset gives the owner the right to
determine the use of the asset that is contractually
not specifiable. The parties will still negotiate the
terms of trade (presumably to achieve an efficient
outcome), but this residual right – and thus
ownership –matters, since it determines the status
quo payoffs of the parties in the negotiation.

To illustrate how the status quo payoffs may
affect the incentives, consider our model above
and suppose that either B or S can own all assets
necessary for the vertical operations. The former
type of integration is called B-integration and the
latter type is called S-integration. Fix i-integration
and fix S’s investment decision I � {0, 1}. If
they fail to agree on the trade decision, party
i can unilaterally realize the (status quo) payoff
of ci

i Ið Þ and party j 6¼ i can realize the payoff of
ci
i Ið Þ. It is reasonable to assume that, for i = 1, 2
Assumption GHM: (i) ci

i Ið Þ þ ci
j Ið Þ � ’I,

I� 0, 1f g;
(ii) ci

S 1ð Þ � ci
S 0ð Þ < ’1 � ’0; (iii) ci

i 1ð Þ >
ci
i 0ð Þ and ci

j 1ð Þ ¼ ci
j 0ð Þ:

Assumption GHM-(i) means that the status
quo is welfare dominated by efficient trade;
(ii) means that S’s investment is specific to the
relationship; and (iii) means that the investment
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improves the owner’s status quo payoff but not the
non-owner’s.

Given the assumption that the parties split the
surplus over and above the status quo payoffs, S’s
payoff will be

Ui
S Ið Þ ¼ ci

S Ið Þ þ 1

2
’I � ci

B Ið Þ � ci
S Ið Þ� �� kI

¼ 1

2
’I þ

1

2
ci
S Ið Þ � ci

B Ið Þ� �� kI:

Hence, S’s gain from investing under i-integra-
tion is

Ui
S 1ð Þ � Ui

S 0ð Þ ¼ 1

2
’1 � ’0ð Þ þ 1

2
Di � k, (3)

Where

Di :¼ ci
S 1ð Þ � ci

S 0ð Þ � ci
B 1ð Þ � ci

B 0ð Þ �
:

Given assumption GHM-(ii) and -(iii), ’1 �
’0 > DS > 0 > DB. Hence,

US
S 1ð Þ � US

S 0ð Þ > US 1ð Þ � US 0ð Þ
> UB

S 1ð Þ � UB
S 0ð Þ:

This shows that the S-integration is the optimal
ownership structure, dominating symmetric
(non-integrated) structure, which in turn
dominates B-integration structure. In particular,
if US

S 1ð Þ � US
S 0ð Þ > 0 > US 1ð Þ � US 0ð Þ then the

investment is sustainable if and only if the seller
has the asset ownership. This result reveals the
main tenet of GHM that asset ownership can serve
to reduce the owner’s exposure to hold up.

Remark 1 The effects of alternative ownership
structures may depend on the particular
bargaining solution assumed. For example, the
outside option bargaining or a Bertrand bidding
solution may change the relative rankings of the
alternative structures and may eliminate inefficien-
cies altogether. If the buyer’s outside option is
binding either from the buyer’s owning more assets
(that is, B-integration) or from the seller being
subject to competition from another seller, then
the seller is forced to make the buyer indifferent to

that option, which causes the seller to internalize
the social return of her investment. For this reason,
B-integration may perform better than S-integra-
tion (Chiu 1998; DeMeza and Lockwood 1998), or
competition/nonintegration may solve the hold-up
problem (Bolton and Whinston 1993; Che and
Hausch 1996; Cole et al. 2001; Felli and Roberts
2001; MacLeod and Malcomson 1993).

Contractual Solutions

In the above model, the trade decision is contract-
ible only after the investment decision has been
made. While this assumption resonates with many
real business situations, it is difficult to reconcile
with the fact that the parties can accurately calcu-
late the payoff consequences of their behaviour
(Maskin and Tirole 1999). It is also crucial: if the
parties can contract on q prior to the investment
decision, the underinvestment problem may be
solved, without requiring the organizational rem-
edies discussed above.

To illustrate, suppose the parties sign a contract
requiring them to trade q̂ for the total price of t̂ .
Unless renegotiated, this contract will give S a
payoff of t̂ � cI q̂ð Þ � kIif she chooses I� 0, 1f g:
If q̂ 6¼ q�I , though, both parties will be better off
by renegotiating to implement q�I . Given the
assumption that this renegotiation splits the sur-
plus equally, S’s ex ante payoff will be

ÛS I;q̂ð Þ :

¼ t̂ � cI q̂ð Þ þ 1

2
’I � vI q̂ð Þ � cI q̂ð Þð Þ½ �

� kI:

Hence, her net benefit from investing under
this contract is

ÛS 1;q̂ð Þ � ÛS 0q̂ð Þ ¼ 1

2
’1 � ’0ð Þ

� 1

2
v1 q̂ð Þ � v0 q̂ð Þð Þ

� 1

2
c1 q̂ð Þ � c0 q̂ð Þð Þ

� k: (4)
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Whether a contract like this can create a suffi-
cient incentive for S to invest depends on the
nature of the investment made. Suppose first that
the investment is selfish, so that it only decreases
S’s cost but does not affect B’s valuation (that is,
v1(�) = v0(�)). In this case, the trade contract can
indeed protect S’s incentive for investment.
Observe that

c0 q�1
� �� c1 q�1

� � ¼ v1 q�1
� �� c1 q�1

� �
� v0 q�1

� �� c0 q�1
� � �

	 ’1 � ’0:

By the same logic,c0 q�0
� �� c1 q�0

� � �’1 � ’0.
Since cI(�) is continuous, there exists q̂� between q�0
and q�1 such that c0 q̂�ð Þ � c1 q̂�ð Þ ¼ ’1 � ’0 .
Consequently, ÛS 1; q̂�ð Þ � ÛS 0; q̂�ð Þ ¼ W 1ð Þ �
W 0ð Þ, so S will indeed invest whenever it is effi-
cient to do so. Edlin and Reichelstein (1996) show
that a fixed-price contract can provide efficient
incentives for a selfish investment by either side
and, with an additional condition, for selfish invest-
ments by both, in a more general environment with
continuous investment. This result implies that, as
long as the investments are selfish, the organiza-
tional remedies mentioned above will not be
necessary.

Remark 2 Aghion et al. (1994) and Chung
(1991) have noted that efficiency can be achieved
for investments by both sides via a contract that
manipulates the status quo payoff of one party in
the same way as above and gives the full
bargaining power to the other party at the rene-
gotiation stage, thus making that party a residual
claimant of the social surplus in the marginal
sense. The idea of contractual manipulation of
bargaining powers also appears in Hart and
Moore (1988) and Nöldeke and Schmidt (1995).

Contract Failure

Contracts may not restore efficiency if the invest-
ments are not selfish. Suppose the investment is
cooperative: c1(�) = c0(�). So, S’s investment
increases B’s valuation only, worsening the

former’s bargaining position. Such a cooperative
nature of investments underlies many instances of
the hold-up problem (for example, quality-
enhancing R&D investment by a supplier and
customization efforts by partners). In this case,
any commitment to trade exacerbates rather than
alleviates the investor’s vulnerability to hold
up. Formally, given c1(�) = c0(�), S’s ex ante pay-
off will be

ÛS 1;q̂ð Þ� ÛS 0q̂ð Þ¼ 1

2
’1�’0ð Þ�1

2
v1 q̂ð Þð

�v0 q̂ð ÞÞ� k� 1

2
’1�’0ð Þ� k

¼US 1ð Þ�US 0ð Þ< 0:

for any q̂. In other words, no such trade contract
creates more incentives for S than the null con-
tract. In fact, Che and Hausch (1999) demon-
strated that all feasible contracts are worthless if
investments are cooperative.

A similar result can be obtained if the invest-
ment is selfish, but it is difficult to predict the
‘type’ of trade that will benefit from the invest-
ment (Hart and Moore 1999; Segal 1999). Specif-
ically, suppose that there are n potential goods the
parties may wish to trade but that only one of them
becomes a ‘special’ type and only the special type
will benefit from an investment. Assume that each
of the n goods has an equal chance of becoming
that special type ex post, so the parties can predict
the special type only with probability 1/n.
Adapted to our model, the surplus from trading
the special type is ’I given investment
I � {0, 1}, and the surplus from trading a
‘generic’ type is ’0, regardless of the investment
decision. Assume for simplicity that q�I ¼ 1, for I

¼ 0, 1 . As the contract is renegotiable, under a
contract requiring the parties to trade any good,
S’s ex ante payoff from choosing I � {0, 1},
becomes

~US Ið Þ :

¼ 1

n
t̂ � cI 1ð Þð Þ þ n� 1

n
t̂ � c0 1ð Þð Þ

þ 1

2
’I �

1

n
’I �

n� 1

n
’0

� �
� kI:
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In other words, S’s investment influences her
status quo payoff only when the good they
contracted to trade turns out to be the special
type, an event that arises with probability 1/n.
This feature weakens the ability of a contract to
provide incentives, as can be seen from S’s gain
from investing:

~US 1ð Þ � ~US 0ð Þ ¼ 1

n
c0 1ð Þ � c1 1ð Þð Þ

þ 1

2
’1 � ’0 �

1

n
’1 � ’0ð Þ

� �
� k

¼ 1

2
1þ 1

n

� �
’1 � ’0ð Þ � k:

Further, as the environment becomes ‘com-
plex’ in the sense that n!1, S’s incentive
reduces to that under the null contract, thus ren-
dering contracts virtually worthless.

Several implications can be drawn from these
two results. First, the contract failure result implies
that the true challenge of the hold-up problemmay
lie with the nature of specific investments – either
the ‘cooperative’ nature or the ‘unpredictability of
investment benefit’. Second, the general failure of
contracting to protect against hold up lends cre-
dence and relevance to the GHM analysis of the
ownership structures or organizational theory in
general based on the hold-up problem as a source
of inefficiency. Third, for the above results it is
crucial for the parties to be unable to commit not to
renegotiate their contract. Were such commitment
available, they could devise a contract that would
induce them to reveal truthfully S’s investment
decision, say, by having both parties report simul-
taneously about the decision and penalizing both
of them for any inconsistency via zero trade and
zero transfer. Then, S can easily be induced to
invest by a sufficient amount of bonus given to
her only conditional on both parties reporting ‘S
has invested’. If a contract is renegotiable, such a
costless revelation of information is impossible to
achieve: Inconsistent reports do not reveal the
identity of the liar, and both parties cannot be
simultaneously punished, since they will renego-
tiate back to the Pareto frontier.

Remark 3 Several elements are crucial for the
contract failure result. First, it requires the exis-
tence of an opportunity to renegotiate following
any contractspecified action. If there is some
non-renegotiable action, then an efficient out-
come may be achievable. Rogerson (1984)
shows that liquidated damages achieve the effi-
cient outcome if a contract can be breached
non-renegotiably. Likewise, if in the last period
of renegotiation the buyer can irrevocably deter-
mine the terms of trade, then buyer-option con-
tracts can overcome the hold-up problem (see
Lyon and Rasmusen 2004). Contract failure
re-emerges, however, in the case of cooperative
investment if the parties discount delayed exercise
of the option (Wickelgren 2007). Second, risk
neutrality is important for contract failure. If the
parties were risk averse, then a lottery could be
used to punish both parties even in the presence of
renegotiation, and could achieve the first-best
(Maskin and Tirole 1999). Third, it is important
for the contract to be bilateral. If a third party can
be involved, efficiency can be achieved even when
the contract is subject to renegotiation or collu-
sion (Baliga and Sjostrom 2005). Last, Watson
(2006) gives a general treatment of how renego-
tiation opportunities arising at different stages
interact with the technology of trade, and recog-
nizes the relevance of modeling technological
details of trade, i.e., whether the trade is individ-
ual or public.

Dynamics

The basic hold-up model assumes that there is a
single opportunity to invest, followed by the dis-
tribution of the surplus. Not too surprisingly, if the
interaction is repeated, inefficiencies can be
greatly reduced, in accordance with the Folk The-
orem for repeated games (see, for example, Klein
and Leffler 1981). More surprisingly, allowing for
dynamic investment patterns can have a dramatic
effect even in a oneshot interaction, as shown by
Che and Sákovics (2004a). When the agents can
continue to invest even after the negotiation of the
terms of trade has started, the anticipated invest-
ment dynamics can influence the way the parties
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negotiate and improve the incentives for
investment.

To see how this works, modify our running
example by allowing S to invest in the following
period if she has not invested in the past and no
agreement has been reached yet. If the parties
discount their future very little, S’s ‘invest’ can
be sustained in a subgame-perfect equilibrium.
In this equilibrium, hold up still arises on the
equilibrium path in that S receives only the
fraction of the gross surplus commensurate
with his bargaining power. Yet this does not
stop S from investing. Suppose S does not invest
today but is expected to invest tomorrow in case
no agreement is reached today. Then, there will
be more surplus to divide tomorrow than there is
today. Since the cost of tomorrow’s investment
will be borne solely by the investor, the prospect
of the investor raising his investment tomorrow
causes his partner to demand more to settle
today. The investment dynamics thus results in
a worse bargaining position for the party upon
not investing, and creates a stronger incentive
for investing than would be possible if such
investment dynamics – that is, the option to
invest in the future – were not allowed. As a
result, investment can be supported in
equilibrium.

In sum, dynamics in the trading relationship
and/or investment technology lessens either the
risk of hold up or the degree of inefficiencies
caused by it. This questions the relevance of the
hold-up problem as a rationale for organization
and/or contractual remedies. At the same time, the
presence of dynamics alters the nature of the
incentive problems and calls for different types
of contractual or organizational prescriptions
against hold up than those proposed based on the
static models, as seen by Baker et al. (2002), Che
and Sákovics (2004b) and Halonen (2002).

See Also

▶Coase Theorem
▶Contract Theory
▶ Incomplete Contracts
▶ Procurement
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A. W. Coats

Born in Baltimore, Maryland on 23 July 1871,
Hollander spent his entire career at the Johns Hop-
kins University, studying under R.T. Ely and
J.B. Clark, graduating AB in 1891, PhD in 1894,

and joining the faculty immediately thereafter.
A versatile scholar, his special fields were labour
economics, the history of economic thought, and
public finance. In the first of these he ran a notable
seminar for several decades with his colleague
George Barnett, and both were elected President
of theAmerican Economic Association, Hollander
in 1921, Barnett in 1932. As a doctrinal historian
Hollander is especially remembered for his dis-
covery and editing of Ricardo’s letters, and the
latter’s important Notes on Malthus. He also col-
lected a major library of works on economics. As a
tax and financial expert Hollander held numerous
local, state, federal and international posts, espe-
cially in Puerto Rico (1900–1901) and in the
Dominican Republic (1905–1907), where he con-
tinued to serve as financial adviser up to 1910. He
was a pacifist, opposing US membership of the
League of Nations, and a defender of Prohibition.
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Homan, Paul Thomas (1893–1969)

Warren J. Samules

Homan was born on 12 April 1893 in Indianola,
Iowa, and died on 3 July 1969 in Washington,
DC. Educated at Williamette University, Oxford
University and the Brookings Institution (then
Graduate School of Economics and Government)
(PhD, 1926), he taught at Cornell (1919–47), the
University of California at Los Angeles
(1950–69), and Southern Methodist University
(1953–63). He was managing editor of the Amer-
ican Economic Review, 1941–52. He served with
the War Production Board, UNRRA, UNESCO,
and the Council of Economic Advisers. He was on
the staff of the Brookings Institution and also was
associated with Resources for the Future.

An expert on the National Recovery Adminis-
tration, Homan later wrote on oil conservation
regulation, estimating oil and gas reserves, cost-
ing in the petroleum industry, and, several years
before the OPEC oil embargo, problems of Mid-
dle Eastern oil for the western world.

Homan’s Contemporary Economic Thought
(1928) was an influential interpretation of the
state of the discipline at the time. He emphasized
its enormous diversity, treating the heterodox
work of John A. Hobson, Thorstein Veblen and
Wesley C. Mitchell alongside the more orthodox
doctrines of John Bates Clark and Alfred Mar-
shall, all as serious inquiry within general eco-
nomic theory. Although admiring economics as a
science, he recognized that economics has the
quality of a system of beliefs, both influenced by
and influencing general philosophical and ideo-
logical points of view in society. He found the
principal axis of diversity to lie between those
who emphasized the static, deductive, mathemat-
ical individualist approach, and those who pur-
sued realism, empiricism and holistic
evolutionism. His personal view was complex.
He clearly thought that value theory, logical
deduction, mechanical analogy, and the study of
the price system were central to economics, and

that a framework of thought commanding more
general assent might be desirable; but that diver-
sity was not objectionable per se, there being
room for the study of the price system, institu-
tions, and the meaning of economic life.
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Home Production

Yongsung Chang and Andreas Hornstein

Abstract
Studying the incentives and constraints in the
non-market sector – that is, home
production – enhances our understanding of
economic behaviour in the market. In
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particular, it helps us to understand (a) small
variations of labour supply over the life cycle,
(b) the low correlation between employment
and wages over the business cycle, and (c)
large income differences across countries.
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Studies such as the Michigan Time Use Survey
(Hill 1984; Juster and Stafford 1991) indicate
that a typical married couple allocates only
about one-third of its discretionary time work-
ing for paid compensation in the market. The
allocation of time for non-market activities,
such as home production or leisure, may be as
important for economic welfare as is the time
spent working. Starting with Becker (1965) and
Mincer (1962), the value of non-market activity
has been explicitly incorporated into economic
analysis in terms of forgone earnings. Since
household decisions on the allocation of time
to market and non-market activities are under-
taken jointly, studying the incentives and con-
straints in the non-market sector – home
production – enhances our understanding of
economic behaviour in the market sector. We
discuss three examples where the inclusion of
home production has improved our understand-
ing of macroeconomic issues: (a) low estimates
of the labour supply elasticity from panel data;
(b) low correlation between return to working
and hours worked over the business cycle; and
(c) large differences in measured output across
countries.

In a standard neoclassical growth model with
home production, a household derives utility not
only from the consumption of market goods but
also from the consumption of non-market goods.
Non-market goods are produced in a home pro-
duction sector using work effort and capital. The
household’s utility also depends on the consump-
tion of leisure, which is the household’s time
endowment minus work effort supplied to the
market and the home production sector. One usu-
ally assumes that the economy’s technology is
such that investment goods that can be used to
augment the capital stock in the market and
non-market sectors are produced only in the mar-
ket sector of the economy. Important factors in the
determination of the dynamics of a neoclassical
growth model with home production are the sub-
stitution elasticity between the consumption of
market and non-market goods, the substitution
elasticity between capital and labour in market
and home production, the relative capital intensity
of production in the market and the home produc-
tion sectors, and the correlation of total factor
productivity in the two sectors. Examples of the
neoclassical growth model augmented with home
production are Benhabib et al. (1991) and Green-
wood and Hercowitz (1991).

Business Cycle Analysis

The allocation of hours worked – employment – is
at the heart of business cycle analysis. Table 1
shows the standard deviations and correlation of
the cyclical components of total hours worked and
returns to working for the US economy,
1964–2003.

Two features are of great interest to macro-
economists. First, hours worked is substantially
more volatile than the return to working. Second,
hours worked is not highly correlated with the
return to working. Employment in other countries
also exhibits similar features (for example,
Backus et al. 1992). These facts present a serious
challenge to modern business cycle theory that
builds on the idea of intertemporal substitution
of work effort. Intertemporal substitution assumes
that people work relatively more hours in some
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years than in others because the return from work-
ing in the market is unusually high in those years
(for example, Lucas and Rapping 1969).
According to Table 1, on the one hand it appears
as if employment would have to be very elastic in
its response to changes in the return to work, but
on the other hand the returns to work appear to be
only weakly correlated with the supply of
work time.

Estimates of Labour Supply Elasticity
Business cycle theory that builds on the stochastic
growth model – for example, Kydland and Pres-
cott (1982) – indeed requires a large intertemporal
elasticity of substitution in order to account for the
relatively large fluctuations of hours worked. Yet a
substantial empirical literature based on micro
data finds that households’ willingness to substi-
tute hours is quite low – less than 0.5 (for example,
MaCurdy 1981; Altonji 1986). Home production
provides a potential resolution of this problem.

Most micro estimates of the intertemporal sub-
stitution elasticity rely on the variation of hours
worked and wages over the life cycle of house-
holds. Rupert et al. (2000) show that these esti-
mates may underestimate the true willingness to
substitute hours across time if one does not take
into account the fact that households simulta-
neously decide on the supply of hours for market
and non-market activities. Essentially, conven-
tional estimates of labour supply elasticities suffer
from an omitted variable bias: home work is pos-
itively correlated with market work and should be
included in the estimation. For simplicity we
assume that households’ preferences are

log-linear in a consumption aggregator of market,
cmt, and home-produced consumption, cht, and
work time, be it in the market, nmt, or at home, nht:

u cmt, cht, nmt, nhtð Þ ¼ logc cmt, chtð Þ

� B
nmt þ nhtð Þ1þ1=g

1þ 1=g
:

Then the optimal labour supply of a household
that is t years old can be written as

logwt ¼ 1=gð Þ log nmt þ nhtð Þ þ At;

where wt denotes the market wage rate, and At

represents other terms that may depend on age.
The parameter g denotes the willingness to substi-
tute total hours over time – intertemporal substi-
tution elasticity. For conventional estimates of the
labour supply elasticity, which ignore home pro-
duction, time spent for home production activities
represents an unobserved supply shifter for mar-
ket labour.

A typical worker faces a hump-shaped wage
profile in his life: wage rates rise, reach a peak at
age 45–55, and decline from then on. It is not
unreasonable to assume that the consumption of
non-market goods, and therefore hours worked in
home production, is correlated with the market
wage profile over the life cycle. For example,
high earning years tend to be around the years in
which one buys a house or has children, both of
which call for more time spent in home produc-
tion. The fact that home work andmarket work are
positively correlated over the life cycle, but home
work is omitted from the estimation equation,
implies that the estimated inverse labour supply
elasticity 1þ bg will be biased upward.

Wage–Employment Correlations
One of the primary empirical patterns that have
puzzled many business cycle theorists is the lack
of a systematic relationship between employment
and wages. On the one hand, Keynesian IS–LM
models assume that real wages and hours worked
lie on a stable, downward-sloped marginal prod-
uct of labour schedule, and predict a strong nega-
tive correlation between real wages and hours

Home Production, Table 1 Business cycle statistics of
the US labour market, 1964–2003

sn/sw sn/sy/n cor(n, w) cor(n, y/n)

1.51 1.72 .38 .01

Note: All variables are logged and de-trended with the use
of the Hodrick–Prescott filter. Hours worked (n) represents
the total hours employed in the non-agricultural business
sector.Wages (w) are the real hourly earnings of production
and non-supervisory workers. Labour productivity (y/n) is
output divided by hours worked. The period covered is
from 1964:I to 2003:II
Sources: DRI-WEFA Basic Economics Database; Global
Insight
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worked (for example, Dunlop 1938). On the other
hand, real business-cycle models, such as that of
Kydland and Prescott (1982), where productivity
shocks shift the labour demand schedule along a
relatively stable positively sloped market labour
supply curve, tend to predict a strong positive
correlation between wages and employment.
Incorporating home production into the neoclas-
sical growth model helps account for the low
correlation between market work and wages as
well as the large variation of employment.

Technical progress not only augments the mar-
ginal product of labour in the market sector but
also affects the marginal product of labour in the
home production sector. Consider, for example,
technical progress that is embodied in consumer
durables, such as vacuum cleaners and washers.
This kind of technological progress often reduces
the required work effort in the home sector for
household chores, and thereby shifts the supply
curve of market work outward along a negatively
sloped market demand for labour curve. Thus,
while technical progress in the market sector
causes a positive correlation between market
hours and wages, technical progress in the
non-market sector can cause a negative correla-
tion between market hours and wages. If technical
progress in the market is positively correlated with
that in the non-market sector, then market hours
may fluctuate substantially without any accompa-
nying changes in real wages.

In general, the allocation of hours between the
market and home depends on (a) the covariance
structure of productivity in the market and home,
(b) the substitution elasticity between market
goods and home-produced goods, and (c) the
substitution elasticity between capital and labour
in the home production function – in particular, if
the purchase of home capital (for example, a
home theatre system) requires or saves hours in
home production. Recently, rich structures
between the market and home production have
been introduced to study the various features of
business cycles – for example, McGrattan
et al. (1997), Hornstein and Praschnik (1997),
Fisher (1997), Einarsson and Marquis (1997),
Ingram et al. (1997), Perli (1998), Chang (2000),
Gomme et al. (2001).

Cross-Country Income Differences

There are enormous income differences across
countries, and such disparity has persisted over
time. According to Heston et al. (2002), the ratio
of the average per capita GDP (based on purchas-
ing power parity price) of the richest fifth of all
countries to that of the poorest fifth of all countries
was about 12 in 1960 and had doubled to almost
25 by 2000. In the standard neoclassical growth
model, distortions to capital accumulation con-
tribute to income differences. For a reasonably
calibrated neoclassical growth model, the distor-
tions that are required to account for the observed
income differences are, however, unreasonably
large. Parente et al. (2000) show that the required
distortions are substantially reduced once we dis-
tinguish between an economy’s market sector
whose output is measured in the national income
accounts and a home-production sector whose
output is not measured. With home production,
distortions to capital accumulation not only
reduce the capital stock but also can reallocate
economic activity from the market sector to the
non-market sector. Moreover, the measured
income differences overstate the true differences
in welfare, and the unmeasured consumption from
home production may explain how individuals in
some countries can survive on the very low levels
of reported income.

Consider the neoclassical growth model with
log preferences in consumption, cm, and leisure, l.
Output, ym, is produced using capital, km, and
labour, nm, as inputs to a constant returns to
scale Cobb–Douglas production function, ym ¼
kamm zmnmð Þ1�am . Output can be used for consump-
tion and investment, xm, to increase the capital
stock: km,t+1 = (1 �d)kmt + xmt /p, where d is
the depreciation rate. With capital accumulation
distortions, investment increases the capital stock
less than one for one: p 	 1 (for example, Parente
and Prescott 1994). It is easily conceivable that
there are substantial inefficiencies in capital accu-
mulation in less developed economies (for exam-
ple, inefficient governments, ill-protected
property rights). Given commonly assumed pref-
erences and technology, the investment rate and
work effort on the balanced growth path will be
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independent of the magnitude of capital distor-
tions, but the capital stock and output will decline
with the capital distortion. Two countries that look
alike in terms of the investment rates may never-
theless have very different output levels. Condi-
tional on a reasonable parameterization of the
economy, we would, however, have to assume
capital distortions, p 	 100, in order to account
for observed output differences of a factor of at
least 10 (for example, Parente et al. 2000).

A straightforward extension of the neoclassical
growth model that includes home production
assumes that preferences are defined over a con-
sumption aggregator that includes market con-
sumption and non-market consumption, ch, from
the home-production sector. The home-
production sector also uses capital, kh, and work
effort, nh, as inputs to a Cobb–Douglas production
function. The household’s time endowment can
now be used in the market and the non-market
sectors, and market production can be used for
investment in the market and the non-market sec-
tors. If home production is less capital-intensive
than market production, and market and
non-market goods are sufficiently close substi-
tutes, a higher capital distortion not only reduces
total capital accumulation but also leads to a
reallocation of the available capital and work
effort from the market sector to the non-market
sector. Parente et al. (2000) argue that, for reason-
able substitution elasticities between market and
home-production consumption and capital shares
in the home-production sector, capital distortions
as low as p = 15 can account for income differ-
ences in the market sector of a factor of ten.

See Also

▶Business Cycle Measurement
▶Economic Growth, Empirical Regularities In
▶Labour Supply
▶Real Business Cycles
▶Time Use

Any opinions expressed in this paper are those of
the authors and do not necessarily reflect those of
the Federal Reserve Bank of Richmond or the
Federal Reserve System.

Bibliography

Altonji, J. 1986. Intertemporal substitution in labor supply:
Evidence from micro data. Journal of Political Econ-
omy 94: S176–S215.

Backus, D., P. Kehoe, and F. Kydland. 1992. International
real business cycles. Journal of Political Economy 100:
745–775.

Becker, G. 1965. A theory of the allocation of time. Eco-
nomic Journal 75: 493–517.

Benhabib, J., R. Rogerson, and R. Wright. 1991. Home-
work in macroeconomics: Household production and
aggregate fluctuations. Journal of Political Economy
99: 1166–1187.

Chang, Y. 2000. Comovement, excess volatility, and home
production. Journal ofMonetaryEconomics 46: 385–396.

Dunlop, J. 1938. The movement of real and money wage
rates. Economic Journal 48: 413–434.

Einarsson, T., and M. Marquis. 1997. Home production
with endogenous growth. Journal of Monetary Eco-
nomics 39: 551–569.

Fisher, J. 1997. Relative prices, complementarities and
comovement among components of aggregate expen-
ditures. Journal of Monetary Economics 39: 449–474.

Gomme, P., F. Kydland, and P. Rupert. 2001. Home pro-
duction meets time-to-build. Journal of Political Econ-
omy 109: 1115–1131.

Greenwood, J., and Z. Hercowitz. 1991. The allocation of
capital and time over the business cycles. Journal of
Political Economy 99: 1188–1214.

Heston, A., R. Summers, and B. Aten. 2002. Penn world
table version 6.1. Philadelphia: Center for International
Comparisons, University of Pennsylvania.

Hill, M. 1984. Pattern of time use. In Time, goods and
well–being, ed. F. Juster and F. Stafford. Ann Arbor:
University of Michigan Press.

Hornstein, A., and J. Praschnik. 1997. Intermediate inputs
and sectoral comovement in the business cycle. Journal
of Monetary Economics 40: 573–595.

Ingram, B., N. Kocherlakota, and N. Savin. 1997. Using
theory for measurement: An analysis of the cyclical
behavior of home production. Journal of Monetary
Economics 40: 435–456.

Juster, F., and F. Stafford. 1991. The allocation of time:
Empirical findings, behavior models, and problems of
measurement. Journal of Economic Literature 29:
471–522.

Kydland, F., and E. Prescott. 1982. Time to build and
aggregate fluctuations. Econometrica 50: 1345–1370.

Lucas Jr., R., and L. Rapping. 1969. Real wages, employ-
ment, and inflation. Journal of Political Economy 77:
721–754.

MaCurdy, T. 1981. An empirical model of labor supply in a
life-cycle setting. Journal of Political Economy 88:
1059–1085.

McGrattan, E., R. Rogerson, and R. Wright. 1997. An
equilibrium model of the business cycle with house-
hold production and fiscal policy. International Eco-
nomic Review 38: 267–290.

5920 Home Production

https://doi.org/10.1057/978-1-349-95189-5_2322
https://doi.org/10.1057/978-1-349-95189-5_2689
https://doi.org/10.1057/978-1-349-95189-5_2360
https://doi.org/10.1057/978-1-349-95189-5_2759
https://doi.org/10.1057/978-1-349-95189-5_2109


Mincer, J. 1962. On-the-job training: Costs, returns and
its implications. Journal of Political Economy 70:
50–79.

Parente, S., and E. Prescott. 1994. Barriers to technology
adoption and development. Journal of Political Econ-
omy 102: 298–321.

Parente, S., R. Rogerson, and R. Wright. 2000. Homework
in development economics: Household production and
the wealth of nations. Journal of Political Economy
108: 680–687.

Perli, R. 1998. Indeterminacy, home production, and the
business cycle: A calibrated analysis. Journal of Mon-
etary Economics 41: 105–125.

Rupert, P., R. Rogerson, and R. Wright. 2000. Homework
in labor economics: Household production and
intertemporal substitution. Journal of Monetary Eco-
nomics 46: 557–579.

Homogeneous and Homothetic
Functions

J.-P. Crouzeix

JEL Classifications
C0

Homothetic Orderings

Given a cone E in the Euclidean space n and an
ordering ≼ on E (i.e. a reflexive and transitive
binary relation on E), the ordering is said to be
homothetic if for all pairs x, y, �E

x � y ) lx � ly for all l > 0:

For each x � E, denote by L(x) the indiff
erence surface

L xð Þ ¼ y�E : y � x and x � yf g:

Hence, geometrically, if the ordering is homo-
thetic, then for all x � E and l > 0

L lxð Þ ¼ ly : y�L xð Þf g:

Homothetic Functions

Recall that a real function f on a set E defines a
complete (or total) ordering on E via the relation

x � y if and only if f xð Þ � f yð Þ:

By definition, f is said to be homothetic if the
ordering is homothetic (implying that the domain
E of f is a cone). Thus utility functions which
represent a homothetic ordering are homothetic.

Assume, now, that f is a homothetic and
differentiable function on an open cone E of n.
Assume also that ∇f(x) 6¼ 0 for all x � E. Hence
for all l > 0 and all x � E there exists k > 0
such that

@f

@xi
lxð Þ ¼ k

@f

@xi
xð Þ, for i ¼ 1, 2, . . . , n:

In economic terms, this property means that the
marginal rate of substitution remains constant
along any ray from the origin. In fact, under
some suitable assumptions, this property charac-
terizes homothety of functions.

Positively Homogeneous Functions

A real function f defined on a cone E of � is said
to be positively homogeneous of order p if for all
x � E

f lxð Þ ¼ lpf xð Þ for all l > 0:

If p = 1, the function is said to be positively
homogeneous or linearly homogeneous. If p = 0,
then the definition becomes

f lxð Þ ¼ f xð Þ for all l > 0 and x�E:

Clearly, positively homogeneous functions of
any order are homoethetic. Conversely, under
some suitable assumptions on E and f (for instance
E is the positive orthant inn and f is increasing on
E) then, if f is homothetic there exist a positively
homogeneous function g of order 1 on E and an
increasing function k on  such that
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f xð Þ ¼ k g xð Þ½ � for all x�E:

(This property is sometimes used as an alterna-
tive definition of homothety for functions.) As a
consequence, under reasonable economic assump-
tions, a homothetic preference ordering can be
represented by a linearly homogeneous utility
function. Production functions are often assumed
to be positively homogeneous of order p. For
example, the so-called Cobb –Douglas function

f x1, x2, . . . , xnð Þ ¼ Kxa11 x
a2
2 . . . xann xj > 0,

where K, a1, a2, . . . , an are positive constants, is
homogeneous of order p = a1 + a2 + . . . + an.

In consumer theory, demand functions are pos-
itively homogeneous of order zero in prices and
wealth.

Positively Homogeneous Convex
(or Concave) Functions

Since convexity is a fundamental concept in eco-
nomics, special attention should be paid to posi-
tively homogeneous functions which are convex
or concave.

Let E be a convex cone and f a real function on
E. Then a necessary and sufficient condition for f to
be convex (concave) and positively homogeneous
of order 1 on E is that for all x � E and l 	 0

f lxð Þ ¼ lf xð Þ

and for all pairs x, y � E

f xþ yð Þ � 	ð Þ f xð Þ þ f yð Þ:

The producer’s cost function illustrates a con-
cave positively homogeneous function: assuming
that only one output is produced using n inputs,
the cost function is given by

c y, pð Þ ¼ Min
x

ptx : FðxÞ 	 y½ �

where pi, i= 1,2,..., n, is the unit price of input i and
F(x), the production function, is the maximal
amount of output which can be produced with the

input vector x= (x1, x2,..., xn). Then, for afixed price
vector p, c(y, p) is the minimal cost of producing
y units of the output. For y fixed, c(y, p) is concave
and positively homogeneous of order 1 in p. Simi-
larly, in consumer theory, if F now denotes the
consumer’s utility function, the c(y, p) represents
the minimal price for the consumer to obtain the
utility level y when p is the vector of utility prices.

A fundamental property is as follows. Let f be a
real continuous function on a closed convex cone
of n. Then f is convex and positively homoge-
neous of order 1 if and only if there exists a closed
convex set S of n such that

f xð Þ ¼ Sup y
0
x=y� S

h i
This set S is unique and the function is called

the support function of S (by symmetry, the same
result holds when replacing convex by concave
and Sup by Inf). Duality in consumer’s (as well as
in producer’s) theory is based on this property.

We conclude with three examples of functions
widely used in mathematics. A semi-norm onn is
a convex positively homogeneous function f of
order one onn such that f(x)= f(–x) for all x (then
f(x) 	 0 for all x). A norm is a semi-norm for
which x = 0 whenever f(x) = 0. Finally, given a
convex set C which contains the origin, the gauge
of C is the function f defined by

f xð Þ ¼ Inf l 	 0=x� lC½ �

Agauge function is convex and positively homo-
geneous of order one.Moreover, if the origin belongs
to the interior of C and C is balanced (i.e. x �
C implies that x � – C), then the gauge is a norm.

Positively Homogeneous Quasi-Concave
(Quasi-Convex) Functions

Let⋟ be a preference ordering on a set E. In view
of economic considerations, a common and rea-
sonable assumption is the convexity of the order-
ing (i.e. for all x�E, the set {y�E/y ⋟ x} is
convex). Then the utility functions which repre-
sent the ordering are quasi-concave but in general,
a concave representation does not exist. However,
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in the case where the ordering is homothetic, it
does. Indeed, a quasiconcave linearly homoge-
neous function which takes only positive
(negative) values on the interior of its domain is
concave [Newman] (by symmetry the same result
holds for quasi-convex functions). It follows that a
representable preference ordering which is homo-
thetic and convex admits a representation by a
concave linearly homogeneous utility function.

See Also

▶Aggregate Demand Theory
▶Cobb–Douglas Functions
▶Euler’s Theorem
▶Quasi-Concavity
▶ Separability
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Horizontal and Vertical Equity

Jean-Yves Duclos

Abstract
This article describes the concepts of vertical
and horizontal equity and provides some nor-
mative and positive justifications for them.

It then outlines a few of the measures that
have been proposed to assess whether govern-
ment policies, and tax and transfer systems in
particular, are vertically and horizontally equi-
table. It also points to useful references in the
literature.

Keywords
Concentration curve; Discrimination; Equality
of opportunity; Equality of resources; Hobbes,
T.; Horizontal equity; Liability progression;
Locke, J.; Lorenz curve; Nozick, R.; Position-
ing; Procedural equity; Progressive and regres-
sive taxation; Rawls, J.; Redistribution
of income; Relative deprivation; Residual
progression; Sen, A.; Social justice; Utilitari-
anism; Veil of ignorance; Vertical equity; Well-
being
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D63

Two broad principles govern the redistributive
analysis of government policies. The first one,
vertical equity, helps assess the distributive equity
of a policy’s impact on individuals with differing
initial levels of welfare. The second, horizontal
equity, serves to evaluate the policy’s impact
across individuals who are similar in all relevant
ethical aspects – including their initial level of
welfare.

In terms of taxation, the principle of vertical
equity (VE) requires that the net fiscal burden
increase with individuals’ capacity to pay
(measured by pre-tax income, say). A strong
form of this principle is usually accepted: it pos-
tulates that the capacity to pay increases more
rapidly than income, and that the net tax burden
should thus also rise faster than income, and
should therefore be progressive. It can be shown
that the application of this principle serves to
decrease relative inequality in income, net of the
tax burden. The principle of horizontal equity, in
turn, stipulates that similar individuals should
receive a similar tax treatment from the govern-
ment. Application of this second principle also
controls for the emergence of vertical disparities
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among initially similar individuals. Though the
two principles are generally applied to the mone-
tary dimension of the impact of government pol-
icies, they can also prove pertinent to the analysis
of other dimensions thereof.

Vertical Equity

Concern about inequality in resource allocation
has a long history in moral and political philoso-
phy, and features prominently in all major reli-
gions. It is mostly based on a belief in the
fundamental dignity that is equally shared by all
human beings as well as on a natural social aver-
sion to material and human deprivation. VE in
government policies is one of the tools most
often advocated to bring about greater equality
in resource allocation. VE in resource distribution
has also long been considered a condition for
social cohesion and stability. Two thousand and
four hundred years ago, Plato indeed expressed
the following concern about equality:

We maintain that if a state is to avoid the greatest
plague of all – I mean civil war, though civil disin-
tegration would be a better term –extreme poverty
and wealth must not be allowed to arise in any
section of the citizen-body, because both lead to
both these disasters. That is why the legislator
must now announce the acceptable limits of wealth
and poverty. The lower limit of poverty must be the
value of the holding. The legislator will use the
holding as his unit of measure and allow a man to
possess twice, thrice, and up to four times its value.
(The Laws, Book V, quoted in Cowell 1995,
pp. 21–2)

A utilitarian justification for a concern for VE
is that surveys on the subjects of happiness and
health suggest that the consumption of unneces-
sary goods essentially represents a consumption
for ‘positioning’ vis-à-vis others. Such consump-
tion improves the individual’s position relative to
others but, in and of itself, yields little or no
increase in the individual’s welfare and decreases
others’ relative sense of wellbeing, causing anxi-
ety, stress, and hostility. Individuals also appear to
have difficulty dealing with feelings of relative
deprivation and exclusion, which can be detri-
mental to the good functioning of markets and

institutions. The purpose of VE is then to reduce
inequality in the distribution of welfare so as to
mitigate the effects of inequality’s negative
externalities.

An influential ethical foundation for the prin-
ciple of VE has also appeared since the 1970s in
the writings of a number of philosophers, the most
well-known probably being John Rawls and
Amartya Sen (for example, Rawls 1971; Sen
1985). Rawls in particular has argued that in the
absence of preferences and socio-economic inter-
ests (that is, behind a veil of ignorance; see, for
instance, Harsanyi 1955), individuals would agree
that social justice implies maximizing the set of
opportunities and well-being of the least well-off
group, namely, equalizing opportunities
‘upwards’ so that the greatest possible well-
being be available to all.

Horizontal Equity

As already mentioned, the principle of horizontal
equity (HE) stipulates that ethically similar indi-
viduals must be treated similarly by the govern-
ment. ‘Ethically similar’ also implies having a
similar level of well-being, since as seen above it
can be ethically justified for governments to dis-
tinguish between poor and rich. Two initially sim-
ilar individuals must therefore find themselves at
approximately the same welfare level after the
effect of a government policy has been accounted
for, regardless of the individuals’ initial prefer-
ences or socio-economic characteristics. This is
the classical formulation of the principle of hori-
zontal equity. An important corollary is that gov-
ernment interventions should not reverse the
ranking of individuals in the distribution of wel-
fare, unless it can be shown that the initial ranking
was unjust – this is the alternative and popular
reranking formulation of the HE principle.

The rationale for HE is primarily borne of a
concern for procedural equity. Unlike for VE, it is
not the result that is judged, but the process. For
example, it can be argued that a reranking of two
individuals by the government (in which one of
the two receives assistance) can reduce the income
distance (and vertical inequality) between the two,
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but this reranking must be considered horizontally
inequitable if the initial ranking was not demon-
strably unjust.

The HE principle is not only universally simple
to appreciate, but it generally also garners more
support from philosophers than the VE principle
(though see Kaplow 1989, for a critique). The
most important ethical justification for HE is the
avoidance of all forms of arbitrary discrimination
in the government’s treatment of citizens. Individ-
uals of similar ethical worth should be treated and
valued equally by the government. Notice that we
are here dealing with individuals who are ethically
similar, though not necessarily identical in all
respects. Limiting the principle of HE to individ-
uals who are identical in all points would strip it of
virtually all practical relevance and would argu-
ably leave governments too much latitude to prac-
tise arbitrary discrimination between individuals.

Drawing on the 17th-century social contract
theories of Thomas Hobbes and John Locke, the
foundations of this procedural justice were pro-
moted inter alia by Nozick (1974), for whom the
usual theories of justice place too much emphasis
on outcomes in the redistribution of welfare, util-
ity, or capacities. However, the bases for HE also
follow from theories of vertical equity, since the
unequal treatment of equals can only increase the
distance between them. Robert Musgrave, an
influential contributor to the development of the
HE principle (see in particular Musgrave 1959),
summarizes this as follows:

The requirement of HE remains essentially
unchanged under the various formulations of dis-
tributive justice, ranging from Lockean entitlement
over utilitarianism and fairness solutions. That of
VE, on the contrary, undergoes drastic changes
under the various approaches. While HE is met by
the various VE outcomes, this does not mean that
HE is derived from VE. If anything, it suggests that
HE is a stronger primary rule. (Musgrave 1990,
p. 116)

There are also various utilitarian foundations
for the principle of HE. Government policies that
discriminate between ethically comparable indi-
viduals give rise to resentment and insecurity
amongst them and can also lead to social and
political unrest. Exclusion and discrimination
can have an impact on both individual welfare

and on feelings of social cohesion; this is particu-
larly for policies that discriminate among those
that are alike since individuals often specifically
compare their treatment with that of others who
enjoy a similar standard of living or
characteristics.

There are twomajor sources of horizontal ineq-
uity (HI). The first is that the impact of public
policy often varies purposefully with individual
characteristics and preferences, and the second is
that public policy is typically non-deterministic
by design and/or in application. Instances of HI
occur in practice because of the difficulties faced
by policies to account appropriately for household
heterogeneity, and because of informational prob-
lems, administrative errors, incomplete take-up,
tax evasion, randomness in the effect of programs
and policies, and outright or implicit discrimina-
tory behaviour by the government.

Measurement

Local Measures of VE and Progressivity
Let X and N represent respectively pre-tax income
and post-tax incomes, and let T(X) be taxes, with
N= X – T (X) – and suppose for a moment that the
tax system is deterministic (or non-stochastic) and
differentiable. Denote the average rate of taxation
at pre-tax income X by t(X) = T(X)/X, and the
derivative of t(X) and T(X) at X = x by t'(x) and
T'(x). A tax T(X) is said to be

• locally progressive at X = x if the average rate
of taxation increases with X, that is, if t'(x)> 0;

• locally proportional at X = x if the average
rate of taxation stays constant with X, that is,
if t'(x) = 0;

• and locally regressive at X = x if the average
rate of taxation decreases with X, that is, if
t'(x) < 0.

The elasticity of taxes with respect to X, also
called liability progression, is then given by:

LP Xð Þ ¼ X

T Xð Þ T
0 Xð Þ ¼ T0 Xð Þ

t Xð Þ : (1)
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LP(X) is the local ratio of the marginal tax rate
over the average tax rate at X. A second local
measure of progression, RP(X), called residual
progression, is the elasticity of net income with
respect to pre-tax income:

RP Xð Þ ¼ @ X � T Xð Þð Þ
@X

� X
N
¼ 1� T0 Xð Þ

1� t Xð Þ : (2)

A tax system is everywhere progressive if
RP(X) < 1 everywhere.

Lorenz and Concentration Curves
For several reasons, we can expect the tax system
to be stochastically linked to X, and can thus
express taxes T as T = T(X)+ v, where T(X) and
v are respectively a deterministic and stochastic
tax determinant. The Lorenz curve LX(p) for X is
the proportion of the total X that is held by those
whose percentile in the distribution of X is p or
lower. A frequent tool for measuring the VE of the
tax T is the concentration curve, defined as CT pð Þ
¼ Ð p

0
T qð Þdq=mT , where T qð Þ is the expected tax

paid by those at percentile q in the distribution of
X, and where mT is the average of T in the entire
population. CT(p) thus shows the proportion of
total taxes paid by the p bottom proportion of the
population. The concentration curve CN(p) for net
incomes is analogously defined as the proportion
of totalN that is enjoyed by those whose percentile
in the distribution ofX is p or lower. Finally, let t be
the average tax as a proportion of average pre-tax
income: t = mT/mX. On the assumption of no
reranking from the pre-tax to the post-tax distribu-
tion, the following conditions are then equivalent:

1. t0(X) > 0 for all X;
2. LP(X) > 1 for all X;
3. RP(X) < 1 for all X;
4. LX(p) > CT(p) for all p � ]0,1 [ and for any

distribution of pre-tax income;
5. LN(p) > LX (p) for all p � ]0,1 [ and for any

distribution of pre-tax income.

Progressive taxation thus makes the distribution
of N unambiguously more equal than the distribu-
tion of X, in the sense that it pushes up the Lorenz
curve for incomes whatever the distribution of

pre-tax incomes. Tax progressivity and vertical
equity can in that sense be used interchangeably.
Analogous results can be obtained for the more
general case in which T can be negative (in the
context of a tax and benefit system, say; see Duclos
andAraar 2006, formore details). In the presence of
reranking (when T0(X) > 1 or when the tax system
is stochastic), result 5 does not hold anymore.

Global Measures of VE and Progressivity
There are two major approaches to measuring
global progressivity: the tax-redistribution (TR)
approach, and the income-redistribution (IR)
approach.

1. A tax T is TR-progressive if CT(p) < LX(p) for
all p � ]0, 1[.

2. A tax T is IR-progressive if CN(p) > LX(p) for
all p � ]0, 1 [.

For two taxes, T1 and T2, if LP1(X)> LP2(X) at
all values of X, then the tax 1 is necessarily more
TR-progressive than the tax 2; if RP1(X)< RP2(X)
at all values of X, then the tax 1 is necessarily more
IR-progressive than the tax 2. In the absence of
reranking, a more IR-progressive tax system is
one which decreases inequality by more and is
therefore more vertically equitable.

Horizontal Equity
The literature on the measurement of HE has
evolved very significantly since around 1980.
There have been two sub-periods, the first of
which focused on the measurement of reranking
using concentration and Lorenz curves and indi-
ces based thereon. One central result is that CN(p)
will never be lower than the Lorenz curve LN(p),
and will be strictly greater than LN(p) for at least
one value of p if there is reranking in the redistri-
bution of incomes. A tax T will thus cause
reranking (and hence horizontal inequity) if and
only if CN(p) > LN(p) for at least one value of p.
The difference between the Lorenz curve of post-
and pre-tax incomes can then be expressed as:

LN pð Þ�LX pð Þ¼CN pð Þ�LX pð Þ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
VE: progressivity

� CN pð Þ�LN pð Þð Þ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
HI: Reranking

(3)
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This shows why a progressive tax system that
causes reranking can push the Lorenz curve down
and therefore increase inequality.

A recent promising approach to measuring
classical HE has been to estimate the impact of
the variability of taxes conditional on some initial
value of pre-tax income. Capturing the impact of
this variability can be done using many of the
popular social welfare and inequality indices; see
inter alia Aronson et al. (1994); Aronson and
Lambert (1994); Lambert and Ramos (1997);
Duclos and Lambert (2000); and Auerbach and
Hassett (2002). This has typically led to total
redistribution being expressible as the difference
between VE and HI components.

Further Reading

Classical texts on the concept and the measure-
ment of VE and tax progressivity include
Musgrave and Thin (1948); Slitor (1948); Blum
and Kahen, Jr. (1963); Vickrey (1972); Fellman
(1976); Jakobsson (1976); Kakwani (1977a, b);
Suits (1977); Reynolds and Smolensky (1977);
Atkinson (1979); Plotnick (1981, 1982), King
(1983); and Pfahler (1987). Recent literature sur-
veys on the meaning and the measurement of HE
can be found in Jenkins and Lambert (1999);
Lambert (2001); and Duclos and Araar (2006).

See Also

▶Redistribution of Income and Wealth
▶Tax Incidence
▶Taxation and Poverty
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Horner, Francis (1778–1817)

Donald Winch

Horner was born in Edinburgh in 1778, the son of
a merchant. He was educated at the Royal High
School and the local university and was a member
of the group of former students of Dugald Stewart
who in 1802 founded the Edinburgh Review – a
Whig quarterly which became the main reviewing
periodical in political economy during the first
third of the 19th century. Horner was the expert
on political economy within the founding group,
and his advice on books and reviewers was often
crucial to the editor, Francis Jeffrey. Horner’s
other early claim to be of note is that he was
probably one of the world’s first students of polit-
ical economy, having attended Stewart’s
pioneering course of lectures on the subject on
no less than three occasions. The record of his
studies during this period reveals him to have
been a close but by no means uncritical student
of the Wealth of Nations, and an admirer of the
work of Turgot, whose writings he hoped to trans-
late, having already translated Euler’s Elements of
Algebra from the French in 1797.

After graduation Horner joined the Scottish
Bar, but in 1803 decided to move to the English
Bar. He entered Parliament in 1806 under the
patronage of a Whig magnate, but did not follow
the party line on all matters, especially on foreign

policy, where, for example, he opposed any
attempt to restore the monarchy in France after
Napoleon’s defeat. He was one of the prime
movers in calling for the establishment of the
Bullion Committee in 1810, and his reputation
as one of the leading parliamentary experts on
political economy made him the obvious candi-
date for its chairmanship. Although Ricardo was a
member of this committee and was later to
become an outspoken advocate of its main recom-
mendation in favour of resumption of cash pay-
ments by the Bank of England, the report was
chiefly written by Horner, Huskisson and Thorn-
ton. Horner’s efforts in 1816 to gain acceptance of
the report’s views by means of a commitment to
return to convertibility in two years’ time were
unsuccessful; but he had already played a major
part in the process which led to acceptance by the
Bank of England of its public responsibilities as
lender of last resort and guardian of monetary
orthodoxy.

Horner’s best-known article for the Edinburgh
Review was the generally appreciative one he
wrote on Henry Thornton’s Inquiry into the
Nature and Effects of the Paper Credit of Great
Britain (1802), a review that is credited with being
more systematic than the book itself. It corrects
Thornton’s erroneous opinion that domestic infla-
tion consequent upon the over-issue of inconvert-
ible paper money would make goods dearer
abroad rather than generate a gold outflow when
the market price of gold rose above the mint price.
He contributed to the debate on the corn bounty in
1804 in an article which upholds Smith’s conclu-
sions against the bounty system, but not the theory
on which they were based. Horner has also
received attention for the article which he persis-
tently failed to write, namely a review of
Malthus’s Essay on Population – possibly
because he found himself in disagreement with
someone with whom he had become friendly as a
result of common interests and Whig sympathies.
Horner’s letters to Malthus on the Corn Laws
reveal a proto-Ricardian response to Malthus’s
heresy in giving his support to the retention of a
measure of protection.

Horner died of consumption in Pisa in 1817,
aged 38. It was widely thought that he had good
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chances of becoming Chancellor of the Exchequer
in a future Whig ministry; and one of the argu-
ments used by James Mill to convince Ricardo
that his services were needed in Parliament was
that he would replace Horner as the spokesman for
‘correct principles’.
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W. Fetter. London: LSE Selected Reprints.

Hot Money

Brendan Brown

Hot money describes large-scale international
movements of short-term capital under a fixed
exchange rate system driven either by speculation
on an imminent devaluation (or revaluation) or by
interest rate differentials apparently greater than
exchange risk. In the two decades prior to World
War I, hot money flows were rare – so great was
the level of confidence in the maintenance of the
gold standard in the major countries. It was quite
different in the interwar years. Major episodes of
hot money flows included the flood of foreign
funds into France in 1926–8 on speculation that
the franc would be revalued. Then in the
mid-1930s, there were huge outflows of hot
money from the gold bloc currencies into London
and New York.

Hot money flows reached a new crescendo in
the final years of the Bretton Woods system. The
Sterling devaluation of 1967, the devaluation of
the French franc and revaluation of the Deutsche
mark in 1969, and the floating of the mark in 1971
were all preceded by huge speculative flows of
capital. The biggest ever movement of hot money

was in the first quarter of 1973. Speculation was
rife that the Smithsonian Agreement would break
down. The Nixon Administration was pursuing a
prices and wages policy whilst US interest rate
were held at low levels. In contrast, the
Bundesbank was seeking to combat inflationary
pressures by instituting a monetary squeeze and
pushing interest rates to much higher levels.
A general devaluation of the dollar in
mid-February failed to arrest the hot money
flows out of the dollar (principally into the
mark). Finally, on 12 March, the EEC currencies
were jointly floated. In the era of floating
exchange rates, the main examples of hot money
flows have been within the Snake (and its succes-
sor, the EMS) and into or out of the British pound
during periods when its rate has been temporarily
stabilized (either against the dollar or some
weighted basket).

Hot money flows are usually a source of insta-
bility in the domestic economy, in that they induce
sudden and occasionally perverse changes in
monetary conditions. The country losing funds
suffers deflation, sometimes intensely, as interest
rates are pushed to high levels in defence of the
currency. The deflationary cost of sticking to a
parity in defiance of market pressure often proves
unacceptable politically, even where policy-
makers strongly believe that the present parity is
consistent with ‘fundamental equilibrium’. Thus
hot money flows may produce selffulfilling
prophecies. The same is true in the opposite direc-
tion. Hot money inflows into a country on specu-
lation of a revaluation may force such action, or
else the continued swelling of the domestic money
supply would threaten an outbreak of inflation.

Governments have turned to a variety of
weapons to combat hot money flows in order not
to be deflected from their chosen policy course.
One has been direct controls on capital move-
ments. For example, banks may be restricted in
their covered interest arbitrage operations. In con-
sequence, some speculative pressure would be
absorbed by the differential between the forward
exchange rate and its interest rate parity level, and
less pressure would fall directly on interest rates.
An alternative option is the introduction of a dual
exchange market, whereby capital flows are
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channelled through a financial tier, in which the
rate floats freely. Then speculation on a change in
the official rate gives rise to a change in the free
rate rather than to a loss or gain of reserves
together with interest rate changes. In practice,
though, it is difficult to prevent leaks between
the two tiers. Central banks subject to large-scale
money inflows from abroad may impose raised
reserve requirements on domestic banks’ external
liabilities and on domestic corporations’ borrow-
ing from abroad.

An alternative to direct controls as a method of
insulating domestic monetary conditions from
speculative pressures are policies of sterilization,
where the central bank seeks to offset the effect of
foreign reserve changes on the money supply by
undertaking open market or swap operations. In
practice, sterilization policies have rarely been
applied forcefully – mainly because they tend to
aggravate the flow of hot money and the amount
of foreign exchange intervention necessary to
support the parity. A central bank which desists
from raising interest rates when its currency is
under attack not only fails to increase the cost of
speculation but also confirms suspicions that it is
set on an easy money policy, inconsistent with
exchange rate stability.

See Also

▶Capital Flight
▶Exchange Control
▶ International Capital Flows
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Hotelling, Harold (1895–1973)

Kenneth J. Arrow

Abstract
Harold Hotelling was devoted mainly to math-
ematical statistics but had a deep influence on
economics. His famous 1929 paper on stability
in competition introduced the notions of loca-
tional equilibrium in duopoly, with implica-
tions for political competition. His application
of the calculus of variations to the allocation of
a fixed stock over time formed the basis of
subsequent work on the subject. In his 1938
presidential address to the Econometric Soci-
ety he argued that marginal-cost pricing was
necessary for Pareto optimality even for
decreasing-cost industries, and showed that
suitable line integrals were a generalization of
consumers’ and producers’ surplus for many
commodities.
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Harold Hotelling, a creative thinker in both math-
ematical statistics and economics, was born in
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Fulda, Minnesota, on 29 September 1895 and died
in Chapel Hill, North Carolina, on 26 December
1973. His influence on the development of eco-
nomic theory was deep, though it occupied a
relatively small part of a highly productive scien-
tific life devoted primarily to mathematical statis-
tics; only ten of some 87 published papers were
devoted to economics, but of these six are land-
marks which continue to this day to lead to further
developments. His major research, on mathemat-
ical statistics, had, further, a generally stimulating
effect on the use of statistical methods in different
specific fields of application, including
econometrics.

His early interests were in journalism; he
received his BA in that field from the University
of Washington in 1919. Later in classes, he would
illustrate the use of dummy variables in regression
analysis by a study (apparently never published)
of the effect of the opinions of different Seattle
newspapers on the outcome of elections and ref-
erenda. The mathematician and biographer of
mathematicians, Eric T. Bell, discerned talent in
Hotelling and encouraged him to switch his field.
He received anMA in mathematics at Washington
in 1921 and a PhD in the same field from
Princeton in 1924; he worked under the topolo-
gist, Oswald Veblen (Thorstein Veblen’s nephew),
and two of his early papers dealt with manifolds of
states of motion.

The year of completing his PhD, he joined the
staff of the Food Research Institute at Stanford
University with the title of Junior Associate. In
1925 he published his first three papers, one on
manifolds, one on a derivation of the F- distribu-
tion, and one on the theory of depreciation. Here,
apparently for the first time, he stated the now
generally accepted definition of depreciation as
the decrease in the discounted value of future
returns. This paper was a turning-point both in
capital theory proper and in the reorientation of
accounting towards more economically meaning-
ful magnitudes.

In subsequent years at Stanford he became
Research Associate of the Food Research Institute
and Associate Professor of Mathematics, teaching
courses in mathematical statistics and probability
(including an examination of Keynes’s Treatise

on Probability) along with others in differential
geometry and topology. In 1927, he showed that
trend projections of population were statistically
inappropriate and introduced the estimation of
differential equations subject to error; he returned
to the statistical interpretation of trends in a nota-
ble joint paper (1929a) with Holbrook Working,
largely under the inspiration of the needs of eco-
nomic analysis.

The same year he published the famous paper
on stability in competition (1929b), in which he
introduced the notions of locational equilibrium
in duopoly. This paper is still anthologized and
familiar to every theoretical economist. As part
of the paper, he noted that the model could be
given a political interpretation, that competing
parties will tend to have very similar pro-
grammes. Although it took a long time for sub-
sequent models to arise, these few pages have
become the source for a large and fruitful
literature.

The paper was in fact a study in game theory. In
the first stage of the game, the two players each
chose a location on a line. In the second, they each
chose a price. Hotelling sought what would now
be called a subgame perfect equilibrium point.
However, there was a subtle error in his analysis
of the second stage, as first shown by
d’Aspremont et al. (1979). Hotelling indeed
found a local equilibrium, but the payoff functions
are not concave; if the locations are sufficiently
close to each other, the Hotelling solution is not a
global equilibrium. Unfortunately, this is the inter-
esting case, since Hotelling concluded that the
locations chosen in the first stage would be arbi-
trarily close in equilibrium. In fact, the optimal
strategies must be mixed (Dasgupta and Maskin
1986, pp. 30–32).

His paper on the economics of exhaustible
resources (1931a) applied the calculus of varia-
tions to the problem of allocation of a fixed stock
over time. All of the recent literature, inspired by
the growing sense of scarcity (natural and artifi-
cial), is essentially based on Hotelling’s paper.
Interestingly enough, according to his later
accounts, the Economic Journal rejected the
paper because its mathematics was too difficult
(although it had published Ramsey’s papers
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earlier); it was finally published in the Journal of
Political Economy.

In 1931, he was appointed Professor of Eco-
nomics at Columbia University, where he was to
remain until 1946. There he began the organiza-
tion of a systematic curriculum in theoretical sta-
tistics, which eventually attained the dignity of a
separate listing in the catalogue, though not the
desired end of a department or degree-granting
entity. Toward the end of the 1930s, he attracted
a legendary set of students who represented the
bulk of the next generation of theoretical statisti-
cians. His care for and encouragement of his stu-
dents were extraordinary: the encouragement of
the self-doubtful, the quick recognition of talent,
the tactfully made research suggestion at crucial
moments created a rare human and scholarly com-
munity. He was as proud of his students as he was
modest about his own work.

He also gave a course in mathematical eco-
nomics. The general environment was not too
fortunate. The predominant interests of the
Columbia Department of Economics were
actively anti-theoretical, to the point where no
systematic course in neoclassical price theory
was even offered, let alone prescribed for the
general student. Nevertheless, several current
leaders in economic theory had the benefit of his
teaching. But his influence was spread more
through his papers, particularly those (1932,
1935) on the full development of the second-
order implications for optimization by firms and
households (contemporaneous with Hicks and
Allen) and above all by his classic presidential
address (1938) before the Econometric Society
on welfare economics. Here we have the first
clear understanding of the basic propositions
(Hotelling, as always, was meticulous in acknowl-
edging earlier work back to Dupuit), as well as the
introduction of extensions from the two-
dimensional plane of the typical graphical presen-
tation to the calculation of benefits with many
related commodities. He argued that marginal-
cost pricing was necessary for Pareto optimality
even for decreasing-cost industries, used the con-
cept of potential Pareto improvement, and showed
that suitable line integrals were a generalization of
consumers’ and producers’ surplus for many

commodities. Here also we have the clearest
expression in print of Hotelling’s strong social
interests which motivated his technical econom-
ics. His position was undogmatic but in general it
was one of market socialism. He had no respect
for acceptance of the status quo as such, and the
legitimacy of altering property rights to benefit the
deprived was axiomatic with him; but at the same
time he was keenly aware of the limitations on
resources and the importance in any human soci-
ety of the avoidance of waste.

One of Hotelling’s contributions which has had
very extensive practical use is not contained in a
paper. In 1947, the Director of the National Park
Service asked a number of economists how to
evaluate the benefits to visitors to national parks.
Since the fee is small, the net benefit is undoubt-
edly considerable. Hotelling observed in a letter
(Hotelling 1947) that individuals incur consider-
able travel costs in coming to a park. Those indi-
viduals with the largest distance travelled can be
assumed to receive zero net benefits, so that their
gross benefits equal their travel costs. Nearer indi-
viduals receive a surplus that can easily be
calculated.

Important as was his contribution to econom-
ics, most of his effort and his influence were felt in
the field of mathematical statistics, particularly in
the development of multivariate analysis. In a
fundamental paper (1931b), he generalized Stu-
dent’s test to the simultaneous test of hypotheses
about the means of many variables with a joint
normal distribution. In the course of this paper, he
gave a correct statement of what were later termed
‘confidence intervals’. In two subsequent papers
(1933, 1936) he developed the analysis of many
statistical variables into their principal compo-
nents and developed a general approach to the
analysis of relations between two sets of variates.
The statistical methodologies of these papers and
in particular the last contributed significantly to
the later development of methods for estimating
simultaneous equations in economics.

In 1946, he finally had the long-desired oppor-
tunity of creating a department of mathematical
statistics, at the University of North Carolina,
where he remained until retirement. He continued
his active interest in economics there.
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Space forbids more than the brief mention of
his important work in the foundation of two
learned societies, the Econometric Society and
the Institute of Mathematical Statistics, both of
which he served as President at a formative
stage. He received many formal honours during
his lifetime, including honorary degrees from Chi-
cago and Rochester; he was the first Distinguished
Fellow of the American Economic Association
when that honour was created, as well as member
of the National Academy of Sciences and the
Accademia Nazionale dei Lincei, Honorary Fel-
low of the Royal Statistical Society and Fellow of
the Royal Statistical Society.
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Hours Worked (Long-Run Trends)

Jeremy Greenwood and Guillaume
Vandenbroucke

Abstract
From 1830 to 2000 hours worked fell on two
accounts: a drop in the market workweek and a
decline in housework. The end result was that
leisure rose. What caused this? The answer is
technological progress. First, rising living stan-
dards implied that people could work less.
Second, the introduction of new forms of lei-
sure goods enhanced the value of time off.
Third, time-saving household products
reduced the need for housework. The time
released allowed women to switch from home
into market production. These points are illus-
trated with the use of historical evidence, eco-
nomic theory, and numerical examples.
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Technological progress; Wealth effect;
Women’s work and wages

JEL Classifications
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Between 1830 and 2000, the average number of
hours worked per worker declined, both in the
marketplace and at home. Technological progress
is the engine of such transformation. Three mech-
anisms are stressed:

• the rise in real wages and its corresponding
wealth effect;

• the enhanced value of time off from work, due
to the advent of time-using leisure goods; and

• the reduced need for housework, due to the
introduction of time-saving appliances.

These mechanisms are incorporated into a
model of household production. The notion of
Edgeworth–Pareto complementarity/substitut-
ability is key to the analysis. Numerical examples
link theory and data.

Facts

Hours worked dropped precipitously over the
course of the 19th and 20th centuries, both in the
marketplace and at home. In 1830 the average
workweek for an American worker in the market-
place was 70 hours. This had plunged to just
41 hours by 2002. At the same time there was a
ninefold gain in real wages. Figure 1 shows the
shrinkage of the market workweek and the leap
forward in real wages. Likewise, the amount of
time spent on housework dropped. A famous
study of Middletown, Indiana, documented that
in 1924 87 per cent of housewives spent more than
four hours per day on housework (see Fig. 2).
None spent less than one hour. By 1999 only
14 per cent toiled more than four hours per day
in the home, while 33 per cent spent less than one
hour.

This decline in hours worked, both in the mar-
ket and at home, was met by a rise in leisure. One

implication of the increase in leisure is the uptrend
in the share of personal consumption expenditure
spent on recreation. This rose from three per cent
in 1900 to 8.5 per cent in 2001, as Fig. 3 illus-
trates. Additionally, the amount of time that a
person needs to work in order to buy the goods
used for leisure has fallen by at least 2.2 per cent a
year – real wages grew at an annual rate of 1.65
per cent over the 1901–88 period. This price
decline neglects the fact that many new forms of
leisure goods have become available over time, or
that old forms have improved. As the
workweek – or the time spent on work both in
the market and at home – dropped, more and more
women entered the marketplace to work. This
may seem a little paradoxical. Only four per cent
of married women worked in 1890 as compared
with 49 per cent in 1980 – again, see Fig. 2.

What can explain these facts? The answer is
nothing mysterious: technological progress.
Three channels of effect are stressed here. First,
technological progress increases wages. On the
one hand, an increase in real wages should moti-
vate more work effort since the price of consump-
tion goods in terms of forgone leisure has fallen.
On the other hand, for a given level of work effort
a rise in wages implies that individuals are wealth-
ier. People may desire to use some of this increase
in living standards to enjoy more leisure. Second,
the value of not working rises with the advent of
new leisure goods. Leisure goods by their very
nature are time using. Think about the impact of
the following products: radio, 1919; Monopoly,
1934; television, 1947; videocassette recorder,
1979; Nintendo and Trivial Pursuit, 1984. Third,
other types of new household goods reduce the
need for housework. These household goods are
time saving. Examples are: electric stove, 1900;
iron, 1908; frozen food, 1930; clothes dryer,
1937; Tupperware, 1947; dishwasher, 1959; dis-
posable diaper (Pampers), 1961; microwave oven,
1971; food processor, 1975. Some goods can be
both time using and time saving, depending on the
context: the telephone, 1876; IBM PC, 1984.
Amodel is now developed to analyse the channels
through which technological progress can affect
hours worked in the market and time spent
at home.

5934 Hours Worked (Long-Run Trends)



Analysis

Setup
Let tastes be represented by

U cð Þ þ V nð Þ, with U1,V1 > 0 and U11,V11

< 0:

Here the utility functions U and V are taken to
have the standard properties, while c and

n represent the consumption of a market good
and a non-market good. Now, suppose that the
non-market good is produced in line with the
constant-returns-to-scale production function

n ¼ H l, dð Þ ¼ dH
l

d
, 1

� �
, with H1,

H2 > 0 and H11, H22 < 0,
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whereH has standard properties, d represents pur-
chased household inputs, and l is time spent in
household production. The idea that non-market
goods are produced by inputs of time and goods,
just as market ones are, was introduced in classic
work on household production theory by Becker
(1965) and Reid (1934). Assume for simplicity
that there is some indivisibility associated with d.
The household must use the quantity d = d. (This
assumption is innocuous. Greenwood, Seshadri
and Yorukoglu, 2005, Section 6, and
Vandenbroucke, 2005, illustrate how it can easily
be relaxed.) This fixed quantity of the household
input sells at price q, which is measured in terms
of time. Last, an individual has one unit of time
that he can divide between working in the market
and using at home. The market wage rate is w.

Now, define the function

X l, dð Þ ¼ V dH
l

d
, 1

� �� �
:

Household time, l, and purchased household
inputs, d, are Edgeworth–Pareto complements in
utility when X12 > 0 and substitutes when
X12 < 0 (cf. Pareto 1906, Eqs. (63) and (64)).
When l and d are Edgeworth–Pareto complements
in utility, an increase in d raises the marginal
utility from l, or X1, and likewise more
l increases the marginal utility from d, or X2.

The individual’s optimization problem is

W w, qð Þ ¼ max
l

U w 1� lð Þ � qwð Þ þ X l, dð Þf g:

The upshot of this maximization problem is sum-
marized by the first- and second-order conditions
written below.

wU1 w 1�lð Þ�qwð Þ¼X1 l,dð Þ

¼V1 dH
l

d
,1

� �� �
H1

l

d
,1

� �
,

(1)

and

S 
 w2U11 þ X11 < 0

The left-hand side of (1) represents the marginal
cost of an extra unit of time spent at home. An
extra unit of time spent at home results in a loss of
wages in the amount w. This is worth wU1(w(1 –
l) – qw) in terms of forgone utility. The right-hand
side gives the marginal benefit derived from
spending an extra unit of time at home, X1(l,d).
The solution for l is portrayed in Fig. 4.

Effect of Technological Progress in Household
Goods
Now, suppose that there is technological progress
in household goods. In particular, let this be
manifested by an increase in the amount of home
inputs, d, that can be purchased for q forgone units

1900 1920 1940 1960 1980 2000

Year

3

4

5

6

7

8

R
ec

re
at

io
n’

s 
sh

ar
e 

of
 e

xp
en

di
tu

re
, %

 

0

1

2

3

4

T
im

e 
pr

ic
e 

of
 r

ec
re

at
io

n 
go

od
s,

 in
de

x

Price, right scale

Share, left scale

Hours Worked (Long-
Run Trends), Fig. 3 The
increase in recreation’s
share of expenditure and the
decline in the time price of
leisure in the US, 20th
century (Sources:
Recreation’s share of
expenditure for the years
1900–29: Lebergott (1996),
Table A.1). 1929–2000:
Statistical Abstract of the
United States. Time price of
leisure goods: Kopecky
(2005))

5936 Hours Worked (Long-Run Trends)



of time. How will this affect the amount of time
spent at home? It is easy to calculate that

dl

dd
¼ �X12

S
⋛0 as X12⋛0:

Therefore, time spent on household activities will
rise or fall depending on whether time and goods
are complements or substitutes in household util-
ity. When time and purchased inputs are comple-
ments in utility, an extra unit of d raises the worth
of staying at home. So, time spent at home should
rise. Leisure goods, such as television, fall into
this category. Such goods have contributed to the
decline in work (either in the marketplace or at
home) by both men and women. A detailed
account of how this mechanism can contribute to
the long-run drop in hours worked is provided by
Vandenbroucke (2005). This case is shown in
Fig. 4 by a rightward shift in the marginal benefit
curve from MB to MB00, causing time spent at
home to rise from l to l00. The opposite is true
when d and l are substitutes. This is portrayed in
the figure by the leftward movement in the mar-
ginal benefit curve from MB to MB0. Time-saving
household appliances, such as the microwave
oven, are an example of this case. Such products
have reduced the need for housework and have
contributed to the increase in market work by
women. Greenwood et al. (2005) show how the
increase in female labour-force participation can
be explained along these lines. Therefore, techno-
logical advance in household products is

consistent with the long-run decline in the market
workweek (leisure goods) and the rise in female
labour-force participation (time-saving appliances
and goods).

When are two goods Edgeworth–Pareto com-
plements or substitutes? From (1) the marginal
benefit of time spent at home, X1(l, d), is the
product of two terms, the marginal utility from
non-market goods, V1(dH(l/d,1)), and the mar-
ginal product of household time, H1(l/d,1). The
marginal utility of housework is decreasing in d,
while the marginal product of household time is
increasing in it. Thus, the net effect of an increase
in d will depend upon whether the former falls
faster with an increase in d than the latter rises.
Specifically,

X12 ¼ �V11H
2
1 l=dð Þ � V1H11ljd2 þ V11HH1,

so that

X12⋚ as
� l=dð Þ11

H1

⋚
�nV11

V1

d H � H1l=dð Þ
n

:

In other words, whether or not X12⋚ 0 depends on
whether the elasticity of the marginal product of
labour with respect to the time–goods ratio, –(l/d)
H11/H1, is smaller or larger than the elasticity of
marginal utility with respect to the home good,
–nV11/V1, weighted by the share of purchased
inputs in output, d(H – H1l/d)/n. Thus, l and d
are likely to be substitutes in utility when: (a) the
responsiveness of the marginal product of l/d is

l

MB

MC

MC, MB

MB'

MB

MC, MB
MB"

MC

l* 1 − q l' l"l* 1 − q
l

Complements, X12 > 0

Substitutes, X12 < 0

Hours Worked (Long-Run Trends), Fig. 4 The determination of time spent at home, l
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small with respect to a change in d; (b) the mar-
ginal utility of home goods declines quickly with
more consumption; (c) when purchased inputs are
important in production.

Example 1 (The impact of leisure goods
on hours worked) Let U(c) = w ln (c) and
V(n) = (1 – ’) ln (n). Represent the household
technology by the constant-elasticity-of-
substitution production function H(l, d) = (dr +
lr)1/p. The household’s budget constraint is c = w
(1 – l – q). Given this set-up, the first-order con-
dition (1) can be rewritten as

’

1� ’
¼ 1� l� q

dr þ lr
lr�1: (2)

Observe that a change in wages, w, does not
affect hours worked in the market, 1 – l. The
length of the workweek in the 1890s was about
42 per cent above that of the 1990s. In 1995 the
typical worker spent about one-third of his avail-
able time working in the market. So, set 1 –
l1995 = 1/3 and 1 – l1895 = 1.42 � 1/3. Let
d1895 = 0.1. The share of leisure goods in expen-
ditures, s, is given by s = q/(1 – l). Costa (1997)
reports that this share was two per cent in the
1890s and six per cent in the 1990s. Thus, the
time-price q is given by qt= (1 – lt)st, for t= 1895
and 1995. Finally, pick r = –0.6, which implies
an elasticity of substitution between leisure time
and leisure goods of 0.63. Proceed now in two
steps. First, use (2) to back out the value of ’ that
is consistent with l = l1895, q = q1895, and
d = d1895. This results in ’ = 0.19. Second, use
this equation to find the value of d1995 that is in
agreement with l= l1995, q= q1995, and ’= 0.19.
This leads to d1995 = 0.69. Voilà, an example has
now been constructed where the change in market
hours matches exactly the corresponding figure in
the US data. Additionally, the share of expendi-
ture spent on leisure is in line with the data. In
physical units, households in 1995 had 6.90 times
more leisure goods than did households in 1895.
This number depends upon the elasticity of sub-
stitution between leisure time and leisure goods.
The higher the degree of complementarity (or the
smaller is r), the less is the required increase in d.

Remark: An example can be constructed in
very similar fashion to show that laboursaving
household inputs (or the case of
Edgeworth–Pareto substitutes) can account for
the rise in female labour-force participation. The
interested reader is referred to Greenwood and
Seshadri (2005, Example 5, p. 1256).

Effect of an Increase in Wages
How will rising wages impact hours worked? It’s
easy to calculate that

dl

dw
¼ U1 þ w 1� l� qð ÞU11

S
⋛0 as U1⋚

� w 1� l� qð ÞU11:

On the one hand, a boost in wages increases the
opportunity cost of staying at home. This should
reduce the time spent at home, l, and is represented
by the substitution effect term, U1/S < 0. On the
other hand, higher wages make the individual
wealthier. The individual should use some of this
extra wealth to increase his time spent at home.
This income effect is shown by the term, w(1 – l –
q)U11/S > 0. Thus, time spent at home can rise or
fall with wages depending on whether the income
effect dominates the substitution effect. In general,
then, anything can happen, as the following two
specialized cases for U make clear.

1. Let U(c) = ln (c), the macroeconomist’s
favourite utility function. Here, U1 = 1/c and
w(1 – l – q)U11 = –1/c. Therefore, the substi-
tution and income effects from a change in
wages exactly cancel each other out. Long-
run changes in wages have no impact on
hours worked in the market, 1 – l.

2. Suppose U cð Þ ¼ ln c� Cð Þ , where C > 0 is
some subsistence level of consumption. Now,

U1 ¼ 1= c� Cð Þ and w 1� l� qð ÞU11 ¼ �c=

c� Cð Þ2: Therefore, dl=dw ¼ �C=
c� Cð Þ2S

h i
> 0. Consequently, rising wages

lead to a fall in market hours, 1 – l. The intu-
ition is simple. At low levels of wages an
individual must work hard to meet his subsis-
tence level of consumption, C . Achieving the
subsistence level of consumption becomes
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easier as wages rise and this allows the indi-
vidual to ease up on his work effort. Thus, this
form for the utility function is in accord with a
long-run decline in hours worked. Addition-
ally, it is consistent with the observation
reported in Vandenbroucke (2005) that
unskilled workers laboured longer hours in
1900 than did skilled ones, while today they
work about the same.

Can an increase in wages explain the decline in
the workweek? The answer is ‘yes’, as the follow-
ing example makes clear.

Example 2: (The impact of rising wages
on hours worked) Let U cð Þ ¼ ln c� Cð Þ and
V(n) = an. Represent the household technology
by H(l, d) = l. Equation (1) appears as

1� l ¼ 1

a
þ C
w
, (3)

which gives a very simple solution for hours
worked, 1 – l. Let the time period for this example
be 1830 to 1990. The real wage rate in 1990
(actually in 1988) was 9.15 times the wage rate
of 1830 (Williamson 1995). So, set w1830 = 1 and
w1990 = 9.15. Following the discussion in Exam-
ple 1, fix hours worked in 1830 and 1990, or 1 –
l1830 and 1 – l1990, using the equations 1 –
l1830= 1.65� 1/3 and 1 – l1990= 1/3. Employing
these restrictions in conjunction with (3) leads to a
system of two equations in the two unknown
parameters a and C. Specifically, one obtains

1� l1830 ¼ 1

a
þ C
w1830

,

and

1� l1990 ¼ 1

a
þ C
w1990

:

Solving yields a = 3.26 and C ¼ 0:24 . The
subsistence level of consumption, C , amounts to
44 per cent of consumption in 1830, and eight per
cent in 1990.

The 20th century saw the advent of labour
income taxation. So perhaps the previous example

should have focused on the rise of after-tax wages.
This is easy to amend.

Example 3: (The effect of higher labour income
taxation on hours worked) Take the setup from
Example 3 with one modification, to wit the intro-
duction of labour income taxation. In particular,
suppose that wages are taxed at rate t. A fraction y
of the revenue the government receives is rebated
back to the worker via lump-sum transfer pay-
ments, t. The rest goes into worthless government
spending on goods and services, g – or equiva-
lently one could assume that it enters into the
consumer’s utility function in a separable manner.
Hence, the worker’s budget constraint reads c =
(1 – t)w(1 – l) + t, while the government’s appears
as g + t = tw(1 – l). The first-order condition for
this setting is

1� tð Þw
c� C ¼ a:

Combining the worker’s and government’s bud-
get constraints yields c = [1 – t(1 – y)]w(1 – l).
Using this fact in the above first-order condition
results in

1� l ¼ 1� t
a 1� t 1� yð Þ½ �

þ C
w 1� t 1� yð Þ½ � : (4)

Observe that when C ¼ 0 and y= 0 (no rebate) an
increase in the tax rate will have no impact on
hours worked, because the substitution and
income effects exactly cancel each other out.
When C ¼ 0 and y = 1 (full rebate) higher taxes
will dissuade hours worked since only the substi-
tution effect is operational. Alternatively, if C > 0

and y = 0 (no rebate), then it transpires that a rise
in taxes will cause hours worked to move up. Here
the negative income effect from the increase in
government spending, which will result in more
hours being worked, outweighs the substitution
effect. Therefore, in general the effect of labour
income taxation on hours worked is ambiguous.
The result will depend on how the government
uses the revenue it raises, and the functional forms
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and parameter values used for tastes and
technology.

Take labour income taxes to be zero in 1830.
Assume a rate of 30 per cent in 1990, in line with
numbers reported by Mulligan (2002). Fix
y = 0.33, its value for 1990 as measured by the
National Income Product Accounts. By following
the procedure in Example 3, it can be deduced that
the observed fall in hours worked is occurs when
a = 2.86 and C ¼ 0:20 . Furthermore, it can be
inferred that the rise in wages accounts for 93 per
cent of the fall, while the increase in taxes explains
the remaining seven per cent. (For those inter-
ested, the decomposition is done as follows: Rep-
resent the right-hand side of (4) by L(w,t). Then,

1� l0ð Þ � 1� lð Þ ¼ L w0, t0ð Þ � L w, t0ð Þ½
þL w0, tð Þ � L w, tð Þ�=2

þ L w0, t0ð Þ � L w, t0ð Þ½
þL w, t0ð Þ � L w, tð Þ�=2:

The first term in brackets is a measure of the
change in hours worked, (1 – l0) – (1 – l), due to
the shift in wages from w to w0, while the second
term gives the change due to a movement in taxes
from t to t0.)

All of the above examples are intended solely
as illustrations of some secular forces that poten-
tially influence hours worked. A quantitative
assessment of the impact that taxes have on
hours worked will depend upon the particulars
of the model used. A serious study is conducted
in Prescott (2004).

The real world seems to have experienced two
conflicting trends: a decline in market work and a
rise in female-labour participation. A more general
model could be consistent with both of these facts.
To see this, imagine a framework with two types of
labour, male and female. There is a division of
labour in the home. Men work primarily in the
market. Females do housework and, time permit-
ting, market work. Households purchase both
time-saving and time-using household inputs.
Female labour-force participation would rise as
labour-saving goods economize on the amount of
housework that has to be done. Simultaneously,
the market workweek would decline, due either to

the introduction of leisure goods or to an income
effect associated with a rise in wages. The value of
leisure would rise for both men and women. Inter-
estingly, Aguiar and Hurst (2006) document a
dramatic increase in leisure for both men and
women over the period 1965–2003. They con-
struct variousmeasures of leisure. They all showed
a gain over the period under study. The narrowest
definition rose by 6.4 hours a week formen and 3.8
hours for women, after adjustment for demo-
graphic changes in the population. This measure
included time spent on activities such as entertain-
ment, recreation, and relaxing. The authors’ pre-
ferred measure increased by 7.9 hours a week for
men and 6.0 hours for women. This broader defi-
nition also included activities such as eating,
sleeping, personal care, and childcare. Another
manifestation of the rise in the value of leisure is
the increase in the fraction of life spent retired.
Kopecky (2005) relays that a 20-year-old man in
1850 could expect to spend about six per cent of
his life retired, while one in 1990 should enjoy
about 30 per cent of his life in retirement. She
shows how the trend towards enjoyingmore retire-
ment can be analysed in much the same way as the
decline in the workweek.

See Also

▶Household Production and Public Goods
▶Labour Supply
▶Leisure
▶Technical Change
▶Time Use
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Household Budgets

A. P. Barten

The earliest known example of systematically
collected household budgets can be found in The
State of the Poor by Eden (1797). To assess the
living conditions of the lower classes Eden
wanted to know, in addition to other matters, the
‘Earnings and expenses of a labourer’s family for
a year: distinguishing the number and ages of the

family; and the price and quantity of their articles
of consumption’ (Preface, p. iv). He obtained this
information for households from some 50 parishes
in England. Eden reports for these families their
earnings by type of income (mostly wages) and
income earner, and their expenses by type of
expenditure (food, rent, fuel, clothing). Prices
and quantities are only rarely given but the com-
position of the family and the occupation of its
head are usually precisely described. Another well
known early example is the collection of 199 bud-
gets for Belgian labouring class families in 1853,
published by Ducpétiaux (1855), which provided
the statistical material for the formulation of Eng-
el’s Law (Engel 1857). Ducpétiaux used a uni-
form classification of expenditures to facilitate
comparison of consumption patterns across fami-
lies. The 19th century has seen a gradual exten-
sion of such household budget surveys mostly
conducted by private (groups of) persons on an
incidental basis. In more recent times official insti-
tutions organize these surveys more or less regu-
larly as part of their normal operations. They may
cover thousands of families.

Descriptive Aspects

In current usage a household budget is a summary
of how a particular household allocates its expen-
diture over well defined items or groups of items
during a given period (month, year). Usually, the
items are grouped according to a uniform system
of classes for all households participating in the
same survey.

The emphasis is on expenditure rather than on
earnings, contrary to the early examples. Informa-
tion on earnings is more sensitive than that on
expenses and is in general less accurately reported
by the participants. The breakdown of expendi-
ture into a quantity and a price component is
whenever possible desirable but not always
realized.

The unit, the household, consists of members
of a family and others sharing living and eating
arrangements. There are basically two ways in
which the information on its expenditure is col-
lected. One is to ask the household to record all
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expenditure as soon as it is made in a specially
provided notebook. The other is to ask the house-
hold to recall its expenditure over a given period
of time in the past. The first method is more
demanding on the household and excludes those
that have not enough literacy or discipline. The
second one is clearly less reliable.

The type of household considered depends on
the purpose of the survey. Many of the early
surveys were conducted to obtain information
about poverty and concentrated therefore on low
income households. Surveys are sometimes used
to obtain appropriate weights for cost of living
indexes. If these indexes are used to gauge the
real income of wage earners, the collected budgets
are those of families with a wage earner as head. If
a household budget survey is meant to provide
detailed information on consumer habits in gen-
eral one will try to have a more or less represen-
tative sample from the population. Because
certain types of consumer units like one-member
households, collective units (for example,
boarding schools), illiterate and irregular families,
families changing residence and composition tend
to be excluded from the sample one should not
expect full representativity.

Still, as a source of detailed information on
consumer behaviour with respect to very finely
detailed commodities and services there is no
alternative of the same quality to the budget sur-
vey. It can provide useful information about the
extent of the market for a certain product or about
the type of families that have special interest in
certain expenditures.

The degree of detail has a limit, however. To
keep track of all available shades of quality is
virtually infeasible. Some aggregation over qual-
ities is unavoidable, which might cause apparent
differences in unit prices owing to differences in
the quality composition of the aggregate.

Other problems are the value of gifts and of the
consumed own production of farmers. They are
usually solved in a pragmatic way.

As such a budget survey gives synchronic
information. It observes a group of families during
the same, rather short, period of time. It provides
no information about the changes in behaviour
over time. For example, usually prices do virtually

not change during the period of observation,
which rules out the possibility to study responses
to price changes. Clearly, repetition of a budget
survey adds a time dimension and opens the pos-
sibility to analyse time dependent changes.
So-called panel studies are such repeated surveys
where in each new round a part of the participants
is replaced by other households with similar char-
acteristics. The combination of diachronic and
synchronic information such a panel offers is of
great value.

The value of budget surveys is also increased if
the expenditure behaviour of a household can be
related to its various characteristics like residence,
race, degree and type of labour participation, com-
position of the family (sex, age), education,
owned or rented housing, ownership of durables,
hobbies, pets, and so on. Such additional informa-
tion is not always fully collected, or frequently not
made available in detail to the public in order to
avoid identification of the participants by
outsiders.

Budget surveys have their limits. They are
usually costly. The participants will not
(accurately) respond to certain questions for vari-
ous reasons. As already mentioned some of the
collected information is not published to protect
the participants.

Normative Budgets

The early interest on household budgets had a
humanitarian motive. The actual expenditure of
a family was compared with what a family of
that type needs. These needs were determined in
the form of a set of minimal quantities of various
items (usually foodstuffs). Given corresponding
actual prices the total means to purchase these
quantities can be calculated and constitutes a
normative budget. A household with an income
below the norm qualifies for support. The selec-
tion of the minimal quantities is not without
ambiguity. A norm very close to a physical sur-
vival level leaves little choice, but norms
corresponding to social viability in a modern
society are difficult to define in an
indisputable way.
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Analysis of Household Budgets

Differences in the expenditure patterns across
families can be attributed to three factors:
(i) variation in available means, (ii) variation in
relative prices, (iii) differences in other family
characteristics. These three topics will be taken
up one by one in what follows. Among differences
in family characteristics differences in size and
composition of the household have historically
played an important role. This justifies their dis-
cussion in a special section.

Engel Curves

The relation between demand for (or expenditure
on) a good and the means of a consumer unit is
frequently named Engel curve after Ernst Engel
(1857) who on the basis of his analysis of the
budget data of Ducpétiaux stated his law that the
share of food in total expenditure is a decreasing
function of the level of prosperity of the family.
Engel’s law appears to hold almost
universally – see, for example, Houthakker
(1957). One would like to amend it somewhat in
the sense that it pertains to the share of staple food
items in the budget rather than to that of all types
of food. This distinction is less relevant for fami-
lies in the lowest income groups than for more
well-to-do ones.

A generalization of Engel’s law states that with
increasing prosperity the budget share of any good
initially increases (except for some basic subsis-
tence good) and later on decreases. Increasing
budget shares correspond with the ‘luxury’ status
of a good. Its budget or income elasticity of
demand is larger than one. A ‘necessity’ has a
decreasing budget share. Its budget or income
elasticity is smaller than one. Note that decreasing
budget share does not imply decreasing quantity,
although this might occur. A necessity with a
diminishing quantity is an ‘inferior’ good. One
with a constant or growing quantity as prosperity
increases is a ‘normal’ or ‘superior’ good.
A commodity may go through a prosperity
cycle, being a luxury and normal commodity for
the very poor, a necessity and normal commodity

for the better-off and perhaps a necessity and
inferior commodity for the very rich.

For empirical research the issue of the mea-
surement of ‘available means’ or ‘level of pros-
perity’ arises. Total wealth of a family, defined as
the market value of its real and financial assets
plus the present value of expected future income
from other sources, might be the most appropriate
concept. It escapes direct measurement, however,
because it is based on subjective expectations
while also the ownership of assets is not well
observed. The same holds for the concept of per-
manent income which is the amount of money
which may be consumed leaving total wealth
unchanged. Current income is apt to include tran-
sitory components and is presumably anyway not
faithfully recorded. The amount of total expendi-
ture is usually readily available and might be
closely related to total wealth or permanent
income. This makes it an attractive proxy for
available means or prosperity when explaining
the pattern of expenditure.

The explanation of expenditure patterns as a
function of total expenditure is a typical allocation
model. Let qi denote the quantity bought of item
i (i = 1,. . ., n) and pi its price. Then

ei ¼ piqi (1)

is the amount paid. By definition total expenditure
m is given by X

i¼1

ei ¼ m (2)

The Engel curves Ei(m) should satisfy the fol-
lowing adding-up conditionX

i¼1

Ei mð Þ ¼ m (3)

Condition (2) is automatically satisfied by the
data. Property (3) depends in part on the func-
tional form of the Engel curves used in the expla-
nation. Linear Engel ‘curves’ easily satisfy (3) but
cannot deal with the possibility that goods change
from superior to inferior commodities over the
prosperity cycle. They can also not guarantee
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non-negative consumption. An Engel curve sys-
tem satisfying (3), allowing for a prosperity cycle
and excluding non-negative consumption is still
not available.

Zero consumption for certain items, a common
phenomenon, provides another complication of
Engel curve analysis. Of the full range of commod-
ities on the market only a limited number will be
bought by a given family. The statistical distribution
of ei conditional on m is then a bimodal one with
zero for the smaller mode. Least-squares regres-
sions using all data will not estimate either of
these modes. Leaving out observations with a zero
consumption level estimates correctly the non-zero
mode. This leads to problems, however, if one
wants to estimate a full system of Engel curves
simultaneously, because only a very few families
will report non-zero expenditures for all items.

In the case when zero consumption is owing to
the fact that the amount of money needed to
acquire the smallest available quantity of a desir-
able item is more than the household can afford
there is a link with prosperity, because for a suffi-
ciently high level of prosperity the household will
buy the commodity. Still there is a statistical com-
plication due to the mixture of discreteness (zero
versus non-zero) and continuity (if non-zero how
much?) of the relationship. Tobin (1958) gives an
elegant statistical solution to this problem using a
combination of qualitative and quantitative
response modelling – see also Maddala (1983).

Price Responses

Differences in expenditure pattern may be also
due to differences in prices paid by the house-
holds. As already mentioned budget surveys do
not usually provide a good data base to observe
and analyse price responses. Sometimes, how-
ever, there is price variation owing to geographi-
cal distance or other supply factors. If the prices
are reported their effects can be analysed. The
same is true for panel data with price variations
over time (and space).

If price information is available it can be
employed to explain variation in expenditure pat-
terns. One may write

qi ¼ fi m, p1, . . . , pnð Þ (4)

to express that the quantity purchased of commod-
ity i does depend on total means m or total expen-
diture (see above) and the prices (pi) of all goods
in the budget. On the assumption that given his
budget m the consumer will select the set of quan-
tities that satisfies him best economic theory has
specified several properties of price
responses – see, for example, Deaton and
Muellbauer (1980). These can be taken into
account in the estimation or can be tested on
their empirical validity.

Effects of Household Characteristics

Variation in available means and relative prices
account for a relatively small part of the variation
in expenditures over various items across fami-
lies. The remaining variation is to be attributed to
differences in preferences, tastes. Such differ-
ences are not necessarily random. Engel (1857)
previously pointed out the importance of differ-
ences in climate. Later (1883, 1895), he elabo-
rated the effects of household composition. Next
to such physiological factors there may be cultural
ones like race and religion. The profession of the
head of the household appears to have explana-
tory power – see Prais and Houthakker (1955). It
is a mixture of a physiological (physical effort)
and a sociological (reference group) effect. The
urban/rural difference matters too. In part this
difference can reflect differences in price struc-
ture, in part differences in proximity of shops and
availability of public transportation. There may be
also a sociological aspect to this difference. More
economic in nature are differences in ownership
of household appliances and in the extent to which
the mother participates in the labour market.
A variable like years of school education overlaps
largely with the factors already mentioned.

As far as these factors are purely qualitative
they can be taken into account in two ways. One is
to split the sample into cells which are qualita-
tively homogeneous and estimate for each cell the
effect of quantitative determinants. Some of these
cells might be sparsely populated. Another
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possibility is to treat the qualitative factors as
dummies (covariance analysis). A formal test
can then supply the answer to the question
whether a certain quality makes a significant dif-
ference for the expenditure pattern.

The effects of household characteristics on
expenditure patterns can be analysed in economic
terms as follows. Consider two households with
the same m and the same price system. They
belong to a different social class and have a dif-
ferent consumption behaviour. They can afford
each others’ life style but clearly prefer their
own. By way of a system of positive and negative
subsidies one can induce one household to pur-
chase the same set of quantities as the other house-
hold. This change involves in part a reduction in
real income because it cannot any more afford the
originally preferred set of purchases and in part a
change in relative prices. Since the argument is
symmetric in both families one cannot say that
one is better off than the other. For welfare com-
parison one needs other information than that on
purchasing behaviour supplied by a budget
survey.

Household Size and Composition

The treatment of household size and composition
is a subject of long standing in household budget
analysis. As a first approximation the effect of
differences in family size can be taken into
account by considering average expenditure per
member as the variable to be explained and aver-
age total expenditure per member as the appropri-
ate explanatory variable. Obviously, this approach
ignores the possibility that members of the same
household have different basic needs. To handle
this issue one has experimented with a rescaling of
the number of members into a number of equiva-
lent members. Engel (1883) proposed as unit the
‘quet’, which corresponded with a newborn baby.
The normal weight of a person of given age and
sex divided by that of the infant defined the num-
ber of quets for that person. Family size was
measured by the sum of quets of the members.

More recent approaches, however, take the
male adult as the unit and the members of the

household are converted into an equivalent male
adult. The Amsterdam scale for example, assigns
a factor 0.9 to a female adult and a factor of 0.1 to
a one-year-old child.

The early equivalent adult scales reflected
mostly physiological differences. They were usu-
ally meant to correct for household size effects on
consumption of food and were established a
priori. Many different scales have been intro-
duced. Sydenstricker and King (1921) introduced
commodity specific equivalent adult scales
together with an overall scale. This can be formal-
ized by writing the Engel curve as

eih=sih ¼ Ei mh=shð Þ (5)

where i denotes commodity, h household h, sih is
the size of household h using weights specific for
i and sh, is the size of household h using overall
weights. According to (5) the addition of a mem-
ber to the household will have a direct, usually
positive, effect on the expenditure on i by way of
its impact on sih, and an indirect, usually negative,
effect by way of its reduction of total means per
equivalent adult. Sydenstricker and King also
suggested the estimation of the weights of the
scales along with the other parameters of the
Engel curves. These contributions went largely
unnoticed until reintroduced by Prais and
Houthakker (1955).

There are at least two problems with formula-
tion (5). The first one is that it is nonlinear in the
size variables causing estimation problems. The
second problem is the one of (in) compatibility of
the overall size variable sh with the commodity
specific scales. On the basis of (3) and (5) one has
that

mh ¼
X
i

sihEi mh=shð Þ (6)

which may be seen as an implicit definition of sh,
involvingmh, the total means of the household. To
put this another way, given the specific weights
the overall weights are determined and they are
generally not independent of mh. Estimating the
overall weights independently of the specific ones
leads to problems.
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Another approach using commodity specific
scales is to estimate

eih ¼ pihfi mh, p1h, . . . ,pnhð Þ (7)

where fi ( ) is a demand function with as prices
pjh = pjsjh. The family size effect is in this way
assimilated with a price effect.

Also here, an increase in the family results in a
direct, positive, effect via the pih factor right after
the equality sign in (7) and an indirect effect
which the changes in the relative prices exert on
demand. This latter effect takes the place of the
overall effect in (5). This reformulation is for-
mally justified by redefining the utility function
of the consumer unit in terms of xih = qih/sih, that
is in quantities per equivalent adult. This function
is then maximized subject to the budget definition
written as X

i

pihxih ¼ mh (8)

The optimal xih, are given by fi(). Multiplying by
pih yields (7). This approach, proposed by Barten
(1964), avoids incompatibility problems.

There is an identification issue, however – see
Muellbauer (1975, 1980). One needs additional
information on the weights of the specific scales in
order to identify them from the observations. This
prior information can take the form of assigning
for each age–sex class the value of the weight in
one of the n specific scales (for example 1 for male
adult in the scale for tobacco; 1 for infants in the
scale of babyfood; 1 for female adults in the scale
for cosmetics). One can also formulate a restric-
tion, again for each age–sex class, involving
weights in more than one specific scale (for exam-
ple, equality of the weights of teenagers in the
scales for bread and for meat).

The specification of the scales deserves some
further discussion. Define

sih ¼
X
j

bijcjh (9)

with cjh being the number of members of house-
hold h in age–sex class j, while the bij, are the

corresponding weights. The linear discrete speci-
fication treats the bij, as constants which are either
estimated or fixed extraneously. The continuous
scale approach of Friedman (1952) makes the bij a
continuous function of age and sex: hmi, (age j)
for male members and hfi (age j) for female mem-
bers. Various restrictions on these functions result
in scales which are smooth at the end points and
parsimonious in parameters. There may be a prob-
lem, however, in obtaining a proper monotone
behaviour.

A related issue is that of incorporating scale
effects into the family size measure. Kapteyn and
van Praag (1976) let the weight depend on the age
rank (r) of the member of class j in the family.
Following this approach one could specify as
weight

bijr ¼ bij0 þ bij1 r � 1ð Þ þ bij2 r � 1ð Þ2

The measurement of family size effects has some-
times beenmotivated by the desire to obtain amore
objective, empirical basis for family allowance
schemes. The welfare implications of varying fam-
ily composition are not unambiguous, however. As
already stated abovewhen discussing the impact of
differences of family characteristics in general one
cannot conclude directly from observable behav-
iour that such differences imply being better or
worse off. What holds in general is then also true
for differences in family composition.

See Also

▶Characteristics
▶Consumer Expenditure
▶Demand Theory
▶Engel’s Law
▶Hedonic Functions and Hedonic Indexes
▶ Separability
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Household Portfolios

Michael Haliassos

Abstract
This entry presents recent work on portfolio
behaviour of households and its possible
departures from optimal behaviour. Topics

include the role of household characteristics
in influencing participation in stockholding
and portfolio shares conditional on participa-
tion; portfolio implications of housing and
housing debts; and portfolio coexistence of
consumer debt, liquid assets and illiquid assets,
with emphasis on credit card debt.
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Household portfolios comprise the array of
assets – financial (such as liquid accounts, stocks,
bonds, and shares in mutual funds) and real (such
as primary residence, investment real estate, and
private businesses) – as well as liabilities held by a
household, such as mortgages and consumer debt.
This article focuses on three areas of active
research – stockholding, housing, and credit
cards – with respective household participation
rates for the United States of the order of 50 per
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cent, two- thirds, and two- thirds. European par-
ticipation rates vary. Stockholding participation
approaches 60 per cent in Sweden and 40 per
cent in the UK, but it is less than 20 per cent in
France, Germany, and Italy. Homeownership rates
are closer to that of the United States, but in some
countries, such as Germany, the majority does not
own a home. The features of credit cards vary
across European countries. In some countries,
households have only debit cards linked to
accounts with overdraft facilities.

The study of household portfolios, or ‘house-
hold finance’, is a partner to corporate finance and
asset pricing, and it bridges economics and
finance by extending analyses of saving to incor-
porate portfolio choice. It has grown considerably
since the early 1990s, along with the complexity
of household portfolios, in the face of ‘supply
side’ developments encouraging risky asset hold-
ing. Privatization of public utilities in Europe was
often accompanied by broad campaigns to edu-
cate households on the nature and benefits of
stockholding. The demographic transition encour-
aged introduction of tax-deferred retirement
accounts, promoted through educational cam-
paigns, first in the United States and subsequently
in Europe. The internet facilitated provision of
information, opening of accounts, and trading
internationally.

The development of household-level databases
has in turn facilitated empirical research by allo-
wing study of overall portfolios and their links to
demographics and attitudes. Modern computa-
tional methods have enhanced understanding of
behaviour towards non-diversifiable, background
risk regarding income or health expenditures.
Observed portfolio behaviour often differs from
predictions of standard models, creating puzzles
variously attributed to inadequate models or
‘investment mistakes’.

Stockholding

Understanding household stockholding is impor-
tant, as it embodies key aspects of behaviour
towards risk. In most countries, the majority of
households holds no stocks, even indirectly through

mutual funds, retirement, or managed accounts
(Guiso et al. 2001, 2003). Exceptions were Sweden
and the United States in 2001 (57 per cent and
52 per cent, respectively), but the United States
fell back to 48 per cent in 2004. Non-participation
despite an expected return premium (‘equity pre-
mium’) is inconsistent with standard expected util-
ity maximization and constitutes the ‘stockholding
puzzle’ (Mankiw and Zeldes 1991; Haliassos and
Bertaut 1995). For a non-stockholder, stocks dom-
inate bonds in expected return and do not contribute
to consumption risk as they have zero covariance
with consumption.

Various explanations have been proposed for
limited participation in stock markets, given its
widespread nature. Restrictions preventing bor-
rowing at the riskless rate and short sales of
stock yield zero stockholding, but only for poor
households with no assets (Haliassos and
Michaelides 2003). Positive correlation between
labour income risk and stock returns, coupled
with short sales constraints, could justify zero
stockholding among households intending to
short stocks to hedge income risk, but is exhibited
in practice by households likely to hold
stocks – for example, the more educated and
entrepreneurs.

The most widely accepted cause of limited
participation is fixed entry or participation costs,
actual or perceived, that discourage small poten-
tial investors. Costs can be wide-ranging, from
brokerage costs to costs of one’s time devoted to
monitoring the stock market. In their presence,
factors contributing to higher costs or lower
desired stockholding, such as risk aversion or
low resources, become relevant for
non-participation. An interest-rate wedge between
borrowing and saving rates coupled with an
empirically based assumption that borrowing
rates are roughly equal to the expected return on
equity also generates limited stock demand.
Although Davis et al. (2006) offered this as an
alternative to fixed costs for explaining
non-participation, it could usefully serve also as
a complement. Empirical estimates by Paiella
(2001) and Vissing Jorgensen (2002), and numer-
ically computed costs in Haliassos and
Michaelides (2003) imply that relatively small
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fixed costs could justify observed patterns of
non-participation.

The empirical participation literature provides
various findings consistent with the presence of
fixed costs (see contributions in Guiso et al. 2001;
Rosen and Wu 2004). More educated, financially
alert, healthy households that belong to ethnic or
education groups traditionally targeted by the
financial sector are likely to face lower entry
costs and to be more likely to participate, consis-
tent with empirical findings. Similarly, house-
holds with greater expressed willingness to bear
risk and those who do not perceive binding bor-
rowing constraints are more likely to plan sizeable
stock holdings and thus to overcome any given
entry costs.

Empirical studies also point to other, often
ignored, factors, which seem relevant for
non-participation by those unlikely to be small
investors, such as the rich. Limited social interac-
tions and associated opportunities to exchange
stockholding experiences, or lower expressed
willingness to trust others, contribute to
non-participation (Hong et al. 2004; Guiso
et al. 2005). This can justify non-stockholding
by some rich, in addition to possible substitution
of private businesses for stocks (Heaton and
Lucas 2000). Non-participation also arises natu-
rally if there is widespread ignorance of certain
assets. Guiso and Jappelli (2005) found that only
one-third of Italian households have simultaneous
knowledge of stocks, mutual funds, and managed
accounts. Moreover, although most of the litera-
ture has largely ignored tax considerations, tax
laws have been shown to affect asset allocation,
asset location, and trading (Bergstresser and
Poterba 2004).

Given that stockholding participation has
increased, it is important to understand its
economy-wide implications, as well as its future
prospects in the face of changing stock market
conditions. The limited existing theoretical litera-
ture already points to ambiguous effects of
increased participation on wealth distribution
(Peress 2004; Guvenen 2006). Since certain char-
acteristics were empirically found to encourage
participation, the composition of the stockholder
pool is likely to change as participation spreads. If

increased participation means progressive entry of
‘marginal’ investors with more limited resources
and investment ability, it can contribute to lower
stockholding levels, overtrading that lowers real-
ized returns, and possibly greater wealth inequal-
ity. Households with lower education and
resources have been shown to be more prone to
‘investment mistakes’ in terms of (non) participa-
tion, (under)diversification, and lack of debt
refinancing (Campbell 2006). Bilias et al. (2005,
2006) find evidence that the 1990s upswing
attracted to the US stockholder pool households
with characteristics, attitudes, and practices con-
ducive to small stockholding levels, but this was
reversed by entry and exit following the down-
swing. Overtrading characterizes households with
brokerage accounts, but not the general
population.

Households that do clear the participation hur-
dle need to decide what portfolio share to hold in
stocks. Theory generates strong predictions on
how this conditional portfolio share should be
affected by household characteristics, but these
are often not confirmed by the data. For example,
under expected utility, constant relative risk aver-
sion, and income risk, the share is predicted to fall
with age or with the ratio of cash on hand to
permanent income (Cocco et al. 2005). Either
factor causes households to rely more on assets
rather than on human wealth for financing con-
sumption, and this reduces willingness to invest
heavily in stocks. Yet the wealthy have conditional
portfolio shares of risky assets about double those
for the remaining population (Carroll 2001).
Although it is impossible to identify separately
age, time, and cohort effects using cross-sectional
data (Ameriks and Zeldes 2005), regressions set-
ting cohort effects to zero fail to find consistent
dependence of conditional portfolio shares on age
or resources (Guiso et al. 2003). Data from retire-
ment accounts show great inertia in changing port-
folio shares (Ameriks and Zeldes 2005), while
studies using discount brokerage accounts find
overtrading (Barber and Odean 2000). Represen-
tative data imply inertia in the population at large
(Brunnemeier and Nagel 2005; Bilias et al. 2006).

Gomes and Michaelides (2005) exploited the
additional flexibility of departures from expected
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utility maximization in the form of Epstein-Zin
preferences to approximate observed portfolio
shares more closely. Under expected utility max-
imization and preferences exhibiting constant rel-
ative risk aversion, the risk aversion, prudence,
and intertemporal elasticity of substitution param-
eters are linked. Lowering risk aversion (which
increases the risky portfolio share) lowers pru-
dence (thus precautionary wealth) and raises elas-
ticity of substitution (thus saving for retirement).
Epstein-Zin preferences allow simultaneous low-
ering of risk aversion and elasticity parameters.
Households with low risk aversion, prudence, and
elasticity parameters smooth earnings shocks with
small assets, and almost never invest in equities in
the presence of fixed costs. Those who clear the
participation hurdle have higher parameters and
moderate portfolio shares in stocks.

Housing

Although stocks are an interesting part of a house-
hold’s portfolio, housing is the largest part, and it
is both important and challenging to understand
how homeownership interacts with the rest of the
portfolio. Due to housing investment, younger
and poorer investors have limited wealth to invest
in stocks (Cocco 2005). Payment commitments
on mortgages may also discourage risky asset
holding. Renters accumulating down payments
for a house may be unwilling to jeopardize their
accumulations by assuming financial risk. On the
other hand, homeowners have access to home
equity loans and other collateralized loans not
available to renters, and ability to borrow may
encourage financial risk taking.

Understanding housing as a portfolio element
cannot be accomplished without studying the
structure of mortgages and their risk implications,
on which there is surprisingly little research.
Campbell and Cocco (2003) show that
adjustable-rate mortgages are attractive to house-
holds that face no binding borrowing constraints
but large inflation risk relative to real interest rate
risk, and to potentially borrowing- constrained
households with low risk aversion. They are unat-
tractive to constrained, highly risk-averse

households. Sluggishness to refinance despite sig-
nificant rate drops has been found, especially
among households with less wealth or financial
sophistication (Campbell 2006).

Credit Card Debt

Having discussed some household assets, finan-
cial and real, let us now turn to household debt and
its coexistence with assets, which received con-
siderable attention as participation rates and
median levels of indebtedness grew. Credit card
debt behaviour is topical at the time of writing
(2006), given increases in bankruptcy and delin-
quency rates that cannot be attributed to changes
in debtor characteristics or supply factors (Gross
and Souleles 2002a). Gross and Souleles (2002b)
documented two US credit card debt puzzles:
(a) coexistence of high-interest card debt with
substantial asset accumulation for retirement,
suggesting a combination of short-run impatience
with considerable patience for longer run objec-
tives; and (b) coexistence of credit card debt with
sizeable low-interest liquid assets that could have
been used to pay it off.

The nature of these puzzles and the wide per-
ception that credit cards make it difficult to control
spending have led researchers mainly to
behavioural explanations. Laibson et al. (2003)
showed that a single rate of time preference has
problems generating the former coexistence, and
proposed hyperbolic discounting. The current self
borrows because of short-run impatience. Accu-
mulating illiquid assets is a way to control the
future self, who will be impatient as retirement
approaches.

The second puzzle seems to run against usual
notions of arbitrage. Bankruptcy law allows
households to rescue some assets, and this creates
strategic default motives that discourage paying
off debt, but strategic defaulters could avoid inter-
est costs by buying exempt assets right before
filing (Gross and Souleles 2002b).

Bertaut and Haliassos (2002) and Haliassos
and Reiter (2005) propose an ‘accountant-
shopper’model that generates both types of coex-
istence. The accountant self (or household
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member) revolves debt (partly) to constrain the
amount charged by the impatient credit-card shop-
per, but this is not inconsistent with accumulating
assets for retirement or other purposes. Caplin and
Leahy (2004) model an absent-minded consumer
who does not keep track of his spending. Credit
cards may lead to overspending because they pro-
vide less information on spending flows than cash
transactions.

Household portfolios entail numerous research
challenges. They include further understanding
of: interactions between real and financial assets
and debts; sources of international differences in
portfolio structure, especially around retirement;
which part of unexplained portfolio behaviour is
due to investment mistakes rather than model
shortcomings; how labour market behaviour
influences portfolios; the role of intra-household
bargaining and risk sharing; the role of inattention
and financial advice in the face of agency; and
other incentive problems.

See Also

▶Consumption-Based Asset Pricing Models
(Theory)

▶Credit Card Industry
▶ Financial Market Anomalies
▶Household Surveys
▶ Inheritance and Bequests
▶ Intertemporal Choice
▶Non-expected Utility Theory
▶ Precautionary Saving and Precautionary
Wealth

▶Recursive Preferences
▶Risk Aversion
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Household Production

Richard A. Berk

Even a casual survey of recent developments in
neoclassical economics will reveal a self-
conscious intellectual imperialism. Substantive
areas traditionally the private preserve of other
social science disciplines have experienced signif-
icant incursions: fertility, voting behaviour, crime,
education, and others. But perhaps the most visi-
ble and influential expansion of neoclassical eco-
nomics has been into the formation, functioning,
and dissolution of families. Under the banner of
the ‘new home economics’, conventional utility
maximization with fixed preferences claims to

provide explanations for an enormous variety of
decisions made by households and their members.

There is little doubt that these developments
have gained a number of adherents. Among econ-
omists, much of this success can be attributed to
the obvious appeal of creatively moving a well-
known theoretical apparatus to a novel setting.
But, there have also been converts from outside
economics. For them, perhaps more important
than the merits of a new home economics is the
absence of persuasive alternatives; the new home
economics is effectively directed at the soft under-
bellies of other social-science disciplines.

In particular, family sociology has convention-
ally applied conceptual frameworks placing
instrumental activities in the market and expres-
sive activities in the home (e.g. Blood and Wolf
1960). It does not occur to most sociologists,
therefore, to think about households as ‘produc-
tive’, nor to see household activities as the con-
crete manifestation of production functions; home
life is about affect. In addition, many sociologists
are inductively inclined, preferring to work up
from data not down from theory. Their literature,
as a result, is rich in facts that are not easily placed
under a single theoretical rubric; perhaps knowing
more has meant knowing less.

Do Families Really Optimize?

General criticisms of utility maximization are well
known well known and not be reviewed here
(e.g. Hollis and Nell 1975; Leibenstein 1976;
Lesourne 1977; Simon 1978). For at least two
reasons, however, utility maximization may be
especially problematic within the family setting.

First, all neoclassical economic perspectives
on households require that households optimally
allocate their resources. This assumption has be
supported in part with the argument that ineffi-
cient households either will not form or will not
survive (Becker 1981, pp. 40–2, 66–82, 219–36);
households form and dissolve within a ‘marriage
market’, which performs the same functions as
any other free market.

However, as Blaug (1980, p. 119) has observed
in a somewhat different context,
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to survive, it is only necessary to be better adapted
to the environment than one’s rivals, and we can no
more establish from natural selection that surviving
species are perfect than we can establish from eco-
nomic selection that surviving firms are profit
maximizers.

At best, therefore, only family partnerships
better suited to the environment need survive; the
survivors are not required to be optimally adapted.
In other words, the assumption of optimization
cannot be justified by recourse to market forces.

Second, there is some scepticism about
whether families can adjust quickly to a changing
environment. Schultz (1974, p. 6) observes,

The typical family that we observe, especially in
rich countries, lives in an economy in which eco-
nomic conditions are and have been changing sub-
stantially over time. As these changes occur,
thinking in terms of economics, there are presum-
ably responses – responses in the age at which
marriage occurs, responses in spacing and number
of children, and responses in the amount of family
resources devoted to investment in children. Fur-
thermore, before these families have fully adjusted
and have arrived at an equilibrium with respect to
any given economic change, additional and unex-
pected changes will have occurred. Thus, the fam-
ilies we observe are seldom, if ever, in a state of
economic equilibrium.

Whose Wellbeing Is Being Maximized?

Almost all neoclassical perspectives on the family
assume that the decision-making unit is the family
as a whole, and that there is a single household
utility function. In the face of considerable skep-
ticism (e.g. Nerlove 1974; Mancer and Brown
1980; McElroy and Horney 1981; Witte
et al. 1984), Becker’s use of ‘altruism’ (1981,
pp. 172–201) is perhaps the best justification.

However, according to Ben-Porath (1982,
p. 54), Becker’s formulation requires some very
strong assumptions, such as perfect information,
despite powerful incentives for household mem-
bers not to reveal accurately howwell off they are.
In a similar manner, Pollak (1985, p. 599) argues
that Becker’s results do not depend on altruism
per se, but on ‘implicit assumptions about power,
or equivalently, about the structure of the
bargaining game’. Perhaps most important, there

is lots of evidence that ongoing conflict and coer-
cion characterize a significant number of house-
holds. For example, one is a very long way from a
single utility function when a recent report from
the United States Attorney General’s Office
asserts (Hart 1984, p. 11).

Battery is a major cause of injury to women in
America. Nearly a third of female homicide victims
are killed by their husbands or boyfriends. Almost
20 percent of all murders involve family relation-
ships. Ascertainable reported cases of child abuse
and neglect have doubled from 1976 to 1981. In
addition to one million reported cases of child mal-
treatment, there may be another million unreported
cases. Untold numbers of children are victims of
sexual abuse, and uncounted older persons suffer
abuse.

What About Joint Production?

Given the linear budget constraint, Pollak and
Wachter (1975) point out that joint production is
effectively excluded from the recent neoclassical
approaches to the family. Thus, it is impossible to
obtain psychic gratification and a concrete house-
hold commodity from the same household activity
(e.g. cooking a meal). Berk and Berk (1983,
p. 388) observe that joint production could be
incorporated with a nonlinear budget constraint,
but additional assumptions would have to be
made. For example, one would need to specify
through the appropriate elasticities how respon-
sive to changes in family money income each of
the joint products happened to be. It is very
unlikely that data could be found to inform mean-
ingfully such an exercise.

The key question, therefore, is whether joint
production is common, and what little research
that exists (e.g. Berk and Berk 1979,
pp. 237–250), coupled with everyday experience,
suggests that it is widespread. One has only to
introspect a bit about the nature of child care.

Are There Constant Returns to Scale?

The assumption of constant returns to scale also
creates difficulties. In recent statements
(e.g. Becker 1981), household commodities are
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rather general entities such as prestige, health,
esteem and the like. There is no reason to assume
that for these outputs, constant returns to scale
hold. Indeed, common experience suggests quite
the opposite.

For example, doubling the amount of food one
ingests will affect one’s health in rather different
ways depending on howmuch food one ordinarily
ingests. For malnourished individuals, a rather
dramatic improvement in health will probably be
seen. For well-fed individuals, little improvement
will result, and depending on the kind of food
eaten, health could actually decline. In short, the
linear budget constraint is once again inappropri-
ate so that the usual formulations of the household
production function no longer yields signed
results. And again, the use of a nonlinear budget
constraint requires new assumptions that are very
unlikely to have any meaningful justification.

What About Transaction Costs?

Despite an explicit interest in household produc-
tion, the recent neoclassical economics of the
household so abstracts the production process
that it become difficult to recognize the daily activ-
ities in which we all engage. Berk (1980, p. 136)
has observed, ‘One of the ironies of theNewHome
Economics is that with all the talk about the house-
hold production function, scant attention is paid to
the actual production processes implied.’ More
recently, Pollak (1985, p. 582), has noted that

Since neoclassical economics identifies firms with
their technologies and assumes that firms operate
efficiently and frictionlessly, it precludes any seri-
ous interest in the economizing properties and inter-
nal structure and organization of firms. The new
home economics, by carrying over this narrow neo-
clasical view from firms to households, thus fails to
exploit fully the insight of the household production
approach.

Pollak goes on to propose a transactions cost
approach to households in which the family is
conceptualized as a governance structure rather
than a preference ordering. Special emphasis is
placed on how families are able to provide incen-
tives to their members and monitor their perfor-
mance. For example, because important

instrumental and expressive activities are carried
out in the same setting, families are able to apply
rewards and punishments not readily available to
other institutions. Yet at the same time, the
intermingling of economic and personal relation-
ships means that quarrels initiated in one sphere
may carry over into another. Whatever the merits
of Pollak’s perspectives, they emphasis howmuch
of family life has been lost in the neoclassical
abstraction.

Model Specification in Empirical Work

The ultimate validation of any theory must come
from how it performs in the empirical world. By
and large, the empirical work done to date within
the new home economics has been roughly con-
sistent with theoretical predictions. However, the
effects of key variables are often very small and/or
statistically indistinguishable from zero
(e.g. Layard and Mincer 1985). More important,
as Pollak asserts (1985, p. 584), ‘because of the
central role of unobservable variables (e.g., pref-
erences, household technology, genetic endow-
ments), the new home economics view of the
family does not lead simply or directly to a
model capable of empirical implementation’.

For example, it is one thing to ‘hold constant’
the role of a priori preferences when extracting the
essentials for theory development, but quite
another to omit sound measures of tastes from
one’s econometric models (Berk and Berk 1983,
pp. 380–1). Unless the omitted taste variables are
uncorrelated with either the outcome variable or
the explanatory variables that are included, based
estimates will result. Hence, even when statistical
results appear consistent with economic theory, it
is not clear what has been demonstrated. And to
date, the empirical literature has typically failed to
introduce reasonable measures of family mem-
bers’ preferences.

Conclusions

Given the current state-of-the-art, economists
probably ask far too much of their theories.
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Nowhere is this more true than in the recent
applications of neoclassical microeconomics
to families. In the search for signed results,
enormous simplifications and abstractions
have been introduced. One is left with a
perspective that if taken literally will
probably fail.

First, the requisite assumptions, if accepted
at face value, make the theory of dubious rel-
evance for most households. Consequently, one
is in practice reduced to arguing about how
closely the theory approximates reality, and
almost any empirical findings may be
dismissed. If, for example, in certain develop-
ing countries women’s labour force participa-
tion does not respond in expected ways to
increases in market wages, one may simply
claim that the market economy is insufficiently
mature.

Second, many of the theory’s key concepts are
typically unobserved in practice and perhaps even
unobservable in principle. This means that all
empirical efforts are undermined by errors in vari-
ables and model misspecification. Once again,
therefore, virtually any empirical finding may be
discarded. For example, if women with more edu-
cation spend fewer hours caring for their children
than women with less education, it may be that
one is witnessing the substitution effects (via
greater market wages) predicted by economic the-
ory. Alternatively, with greater education comes a
preference for market activities. Or, women who
already prefer market activities to home activities
obtain more education. However, all of these
interpretations may be easily dismissed. Neither
the going, occupationally specific wage nor pref-
erences for market activities are directly
measured.

In contrast, the sensitizing role of recent
efforts by neoclassical economists to understand
family life has been extraordinarily useful. The
new home economics force one to address seri-
ously the nature of household production and
the degree to which concepts from neoclassical
economics can be instructive. In other words,
we are told where to look and given some initial
tools to aid in that process. These are major
accomplishments.
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Household Production and Public
Goods

Reuben Gronau

Abstract
Home production constitutes even in modern
economies about one-third of GNP. The article
discusses Becker’s theory of home production
and its critiques. It develops a general model
where welfare is a function of market and
home goods, market work, work-at-home and
leisure, focusing on problems of its identifica-
tion arising from the fact that home output is
not traded in the market. These problems are
aggravated in the multi-person household
framework, since intra-household allocation
is unobserved. These difficulties have serious
ramifications for the measurement of adult
equivalent scales, productivity at home and
home output.
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The concept of household production (or home
production) is not new to economics. It is often
used synonymously with ‘cottage industries’ –
production taking place at home – and is generally
associated with less-developed economies.
Mincer (1962) emphasized the importance of the
substitution between work at home and work in
the market in developed economies for the under-
standing of married women’s labour supply deci-
sions. He was also the first to point out the
importance of time scarcity for the analysis of
fertility decisions, the demand for maids, and the
choice of transport modes (Mincer 1963). It was,
however, Becker’s seminal paper (1965) that
made the concept of household production an
integral part of economic theory.

Becker’s Theory of Household
Production and Its Critiques

Becker introduced two novel elements into clas-
sical consumption theory. Whereas the classical
consumer maximizes welfare subject to the bud-
get constraint, and the object of welfare is the
goods consumed, in Becker’s analysis the object
of welfare is the household’s activities (‘com-
modities’, in Becker’s terminology), where each
activity is a combination of market goods and
time inputs. The household maximizes welfare
subject to two constraints – the budget constraint
and the time constraint (the fact that the different
time uses, at home and in the market, cannot
exceed total time available). In this model the
household’s decisions can be divided into two
stages: (a) the production stage (how to ‘pro-
duce’ each activity?) and (b) the consumption
stage (what is the optimal activity bundle that
will maximize welfare?). The ‘household pro-
duction’ decisions are determined by the house-
hold technology and the relative factor prices,
and the consumption decisions are determined
by the activity ‘shadow’ prices and by the total
resource constraint.
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The new theory diverges from classical con-
sumption theory in several important respects.
Whereas in classical theory all households face
the same prices, in the new framework different
households place different values on their time,
choose a different input mix, and consequently
face different activity prices. Different consump-
tion bundles consumed by households with iden-
tical incomes do not attest necessarily to
differences in preferences, but may be traced to
differences in home technology or in the implicit
value of time. Specifically, when time can be
moved freely from home uses to work in the
market, and when work in the market does not
involve any direct disutility, the implicit value of
time will equal the (marginal) wage rate. Con-
sumers who earn higher wages are expected to
produce each activity using a more goods-
intensive input mix – conserving on time. The
more time-intensive the activity is (for example,
sleep or watching television) the more expensive
it becomes, and the less favourable it becomes for
high-wage earners, who are expected to choose a
more goods-intensive set of activities. In the
Becker framework the theory of consumption is
integrated with labour supply analysis.

The model of household production was
instrumental in the development of demand anal-
ysis for fertility (Willis 1973; Becker and Lewis
1973), health (Grossman 1972), transport
(Gronau 1970) and other applications. The popu-
larity of the model can be traced to the insights
gained by combining consumption and produc-
tion theory to explain household behaviour. One
of the few dissenting voices was that of Pollak and
Wachter (1975). In Becker’s original model the
shadow prices of the activities are independent of
the amount of the activities consumed. The
authors point out that this assumption is satisfied
only under very restrictive conditions. For this to
hold, the marginal inputs of time and goods can-
not vary with ‘output’, and the shadow price of
time has to be constant. The first assumption
requires that the production process be subject to
constant returns to scale, and the second assump-
tion requires that the time inputs do not generate
any direct utility per se (that is, in Becker’s model
one enjoys the commodity ‘children’ but not the

childcare going into their ‘production’). The first
assumption rules out the existence of increasing
returns to scale, often mentioned as one of the
economic motives for the establishment of multi-
person households, while the second is at odds
with the standard distinction (emphasized by
Mincer) between leisure and work at home. In
this formulation a meal is a meal, regardless
whether one worked on it for two hours and ate
it in five minutes, or worked on it for five minutes
and ate it in two hours.

A Three-Way Allocation of Time: Market
Work, Work at Home and Leisure

The distinction between the two types of home
time was resurrected by Gronau (1977), who pro-
posed a model where the consumer allocates his
time between three time uses: leisure, work in the
market, and work at home, the last of these serv-
ing as an input in the production of ‘home goods’.
In the most general formulation welfare is defined
over the three time uses and the two types of
goods (home and market goods) U = U (Xm, Xh,
Tm, Th, L), where Xm denotes market goods, Xh

home goods, Tm market time, Th work at home
time, and L leisure. The home production function
is Xh = F(Th). The constraints confronting the
person are the budget constraint Xm = wTm + V,
where w is the real wage rate, and V non-labour
sources of income; and the time constraint Tm +
Th + L = 1. The first order conditions for an
interior solution (that is, Tm > 0, Th > 0) are

UL � UTmð Þ=UXm ¼ w and

UL � UThð Þ=UXh ¼ F0;

where F0 denotes the marginal productivity of
work at home. Combining the two equations,
one obtains the familiar factor demand equation

UXh=UXmð ÞF0 ¼ UL � UThð Þ= UL � UTmð Þ½ �w;

stating that the value of marginal productivity of
work at home equals the ‘shadow’ price of time at
home. (UXh/UXm) denotes the ‘shadow’ price of
home goods, and the ‘shadow’ price of time is
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corrected for the differential in direct utilities of
work in the market compared with work at home
[(UL � UTh)/(UL � UTm)].

Unfortunately, three out of the four terms in
this equation are unobserved (the ‘shadow’ price
of home goods, the marginal productivity of work
at home, and the price of time correction factor),
limiting the applicability of this equation for
empirical research. Thus, changes in the observed
variable, the wage rate, can be used to trace the
parameters of any of the unobserved terms, but
only if the parameters of the other two unobserved
terms are arbitrarily restricted.

Gronau (1977) assumed that home and market
goods are perfect substitutes (UXh = UXm), as are
home and market work, yielding the dual condi-
tion for an interior optimum (UL � UT)/UX =
F0 = w. The existence of two separate margins
allows the tracing of the slope of the production
function and the contours of the indifference
curve between work time and goods. In this
scheme the choice between leisure and goods is
governed by preferences, and the allocation of
work time between home and market is deter-
mined by technology.

Other studies tried to isolate other components
of the equation, imposing a different set of restric-
tions. For example, Kerkhofs and Kooreman
(2003), following Graham and Green (1984), esti-
mated the psychic income from work at home by
assuming perfect substitution between home and
market goods and restricting the marginal produc-
tivity F0 to be a linear function of work at home.
Rupert et al. (1995) focused on the elasticity of
substitution between home and market goods; but
in order to obtain credible estimates of this param-
eter they had to assume that home and market
work are perfect substitutes and impose specific
values on the home production elasticity.

Home Production and Intra-Household
Distribution

Becker’s original model strictly applies only to a
one-person household. Several attempts have
been made to adapt it to a multi-person environ-
ment (and specifically to the husband-wife case).

The multi-person household models add to the
household decisions a third dimension – the
intra-household distribution. Given the difficul-
ties encountered in separating consumption from
production, adding a third set of unobservables
does not contribute to the tractability of the
models.

The models agree that each spouse’s leisure
should appear separately in the welfare function,
and that the spouses’ work at home is mutually
substitutable in the home production function.
There is, however, disagreement over whether
home goods are private or public goods. The
specific formulation of the welfare function varies
depending on whether the researcher belongs to
the ‘unitary’ or the ‘collective’ camp.

The empirical analysis reflects the difficulty in
separating consumption (that is, the shadow price
of home goods, the psychic income from work at
home), household production technology (that is,
the marginal productivity of work at home) and
intra-household distribution effects. The most
important ‘output’ of home production in most
households is their children. Children
(in particular when they are young) are associated
universally with increased work at home and
childcare. It is, however, impossible to tell how
much of the increased time input is due to the
increased shadow price of home goods, and how
much should be attributed to the increased psychic
income derived from work at home.

Similar difficulties affect the analysis of the
factors affecting home productivity. A central
theme in this analysis is the estimation of the
returns to scale in home production or, alterna-
tively, how important is the public-goods compo-
nent of home goods (for example, home repair,
house cleaning, laundry, cooking, shopping).

The analysis of returns to scale is one of the
oldest chapters in empirical economics, dating
back, under the heading of ‘Adult equivalence
scales’, to the studies of Engel at the end of the
19th century. Equivalence scales are index num-
bers intended to allow comparisons of welfare
(or real incomes) across households of different
size and composition. The discussion of the
methods of estimation of these index numbers
on the basis of observed consumption patterns
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generated an extensive literature. The literature is
unanimous in concluding that there exist substan-
tial returns to scale in consumption. According to
a survey paper by Van Praag and Warnaar (1997),
discussing 76 studies, it is found that on average a
two-person household ‘needs’ per person only
80 per cent of the resources ‘needed’ by a one-
person household, and a three-person household
‘needs’ per person only two-thirds of a single-
person household. Unfortunately, these estimates
suffer from the shortcomings common to all
multi-person models of household production:
they cannot separate unobserved household tech-
nology from unobserved intra-household distribu-
tion rules. This difficulty is, perhaps, best
demonstrated by one of the more sophisticated
methods of estimation of the equivalence
scales – the Barten method.

Barten (1964), recognizing that demographic
changes may have different effects on different
goods, allowed for goods-specific scales. In his
formulation welfare is a function of the deflated
quantity of goods (Xi/Mi), where the value of the
goods- specific deflator Mi reflects the returns to
scale in its consumption. Barten’s formulation
looks very similar to that of Becker’s household
production model, where time inputs are omitted,
and where it is assumed that the marginal produc-
tivity of goods in the production of activities
(‘commodities’) is constant and equal to 1/Mi. If
we follow this analogy, retrievingMi should yield
an estimate of the parameters of household
technology.

Various suggestions have been made on how to
estimate the deflators Mi by comparing the con-
sumption patterns of households of different size.
However, when total consumption is given, dif-
ferences in consumption patterns between a
single-person household and a multi-person
household reflect both the difference in the con-
sumption patterns of the household’s members
and the resources each of them commands (if all
members allocate their resources identically
between all goods, the single-person household
and a multi-person household will have the same
consumption patterns, and the comparison will
generate only ‘noise’). Hence, preferences
(or technology) and distribution are inseparably

entangled, and there is no way to separate returns
to scale from the distribution rule (Gronau 1988).

Home Production Productivity

Productivity is positively correlated with physical
capital investments, and there is unanimity that
married women’s increased productivity at home,
due to increased investment in home equipment,
has been an important factor explaining their
increase in labour force participation since the
1950s. Investments in human capital (schooling,
health and on-the-job training) have been shown
to increase a person’s productivity in the market.
Do these investments have side benefits at home?
Michael (1973), who studied the consumption
patterns of households with different schooling,
concluded that schooling significantly increases
productivity in the use of goods in home produc-
tion. Gronau (1973) studied the impact of school-
ing on the productivity of time use. He focused on
the schooling effect on married women’s reserva-
tion wage, where the unobserved reservation
wage is imputed from their labour-force partici-
pation decisions. He found that college education
raises the value women place on their time at
home by 20 per cent compared with high-school
graduates (about half the effect schooling has on
their productivity in the market). Finally, Gronau
and Hamermesh (2001) argued that schooling
makes people more productive at home by allo-
wing them to squeeze more ‘leisure activities’ into
a smaller amount of ‘free’ time.

Home Production
and the Macroeconomy

Inspired by Becker’s original analysis, the orien-
tation of most of the studies of household produc-
tion was microeconomic, emphasizing the
behaviour of individual households. This orienta-
tion changed following Becker’s 1987 AEA pres-
idential address (1988), demonstrating the
implications of family economics and household
production for growth and the macroeconomy.
The challenge was met by Benhabib et al. (1991)
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and Greenwood and Hercowitz (1991). The two
teams tried to explain some irregularities in the
traditional model of the real business cycle (RBC)
in terms of shifts from the market economy to
home production. Benhabib, Rogerson and
Wright tried to obtain a better explanation for the
fluctuation in labour inputs over the business
cycle, whereas Greenwood and Hercowitz
focused on capital formation. Both topics have
become the theme of several sequels, while other
authors use home production to explain a wide
range of additional macro phenomena: endoge-
nous growth, development, fiscal policy and the
business cycle, and the welfare cost of inflation.
The common technique employed in the new gen-
eration of models is calibration, the models shar-
ing the common assumption that market and home
goods are close, though not perfect, substitutes.
(An early survey of the topic and the literature is
contained in Cooley 1995, chs. 1, 5, and 6.)

The Measurement of Household Output

While the new breed of macroeconomic studies is
purely theoretical, the emphasis of an older mac-
roeconomic branch, closely related to the national
income accounting family, is purely on measure-
ment. The exclusion of the output of the home
sector has long been recognized as a major omis-
sion in national accounting (Kuznets 1944), an
omission that can seriously bias international
comparisons of standards of living and estimates
of growth rates. Several attempts have been made
to correct this lapse.

The value of output in the home sector, as that
of other non-market sectors (such as the govern-
ment and non-profit organizations) is measured in
terms of the value of inputs used in the production
process. There is, however, an inherent difference
between the home sector and the other non-market
sectors, namely, that the time inputs used in home
production do not carry an explicit price tag. Two
methods have been suggested to circumvent this
difficulty: (a) the market opportunity cost method,
and (b) the market alternative method. According
to the first method, the time inputs are evaluated
according to the price they can command in the

market. The second approach tries to evaluate
home services at their market prices. Both
methods are vulnerable to serious conceptual
objections.

The objection to the ‘opportunity cost’method
stems from the fact that the same service (say,
childcare) is evaluated at different prices if the
provider gets a different wage in the market. The
objection to the ‘market alternative’method is that
the household could have bought the home ser-
vices at these prices but has rejected this option.
These difficulties can be traced again to the inher-
ent problem of identification of the work-at-home
demand equation.

If one could assume that work at home yields
no psychic income, then the ‘opportunity cost’
method should be employed, since in this case
differences in the market wage attest to differ-
ences in the evaluation of home goods (for exam-
ple, because of differences in the conceived
quality of service). On the other hand, if women
with different market wages perform the same
service at home merely because of differences in
psychic income, then the ‘market alternative’
approach should be preferred.

Even if the conceptual difficulties could be
resolved, some technical difficulties remain. The
‘opportunity cost’ method has to cope with the
problem that a substantial fraction of home output
is produced by ‘full-time’ workers in the home
production ‘industry’ (that is, house-persons) who
receive no market wage (Gronau 1973). More-
over, these workers should be regarded as self-
employed, and the evaluation of their output
should incorporate the returns to their entrepre-
neurial capacity (Gronau 1980). The
‘market alternative’ approach advocates are
undecided whether to use the cost of a maid as
the market alternative or whether each home ser-
vice should be priced separately.

Given the often-heated debate between the pro-
ponents of the two methods, the imputation out-
comes show a surprising degree of similarity.
Hawrylyshyn (1976), who compared nine inter-
national studies of both types, found that the aver-
age estimate of the value of home production is
35 per cent of GNP, with the estimates ranging
from 32 to 39 per cent.
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Household Surveys

Duncan Thomas

Abstract
Household surveys play a pivotal role in
empirical economics. Cross-section and longi-
tudinal surveys are regularly conducted world-
wide. A description of survey design and
sampling methods provides the foundation for
discussing survey errors. These include errors
associated with sampling, survey coverage and
non-response (which includes attrition from
panel surveys), and errors of observation or
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measurement. In recent years, surveys have
tended to become more complex and broader
in scope with many reaching beyond measur-
ing economic choices, constraints and out-
comes. This trend will likely continue and
exciting technological innovations in survey
methods and implementation promise to revo-
lutionize the field.
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sumer expenditure; Coverage error; Cross-
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Household surveys provide one of the pillars upon
which some of the most important innovations in
economics during the last half of the 20th century
have been built. Enumeration of households dates
back at least to the collection of budget data in the
late 18th century. Eden (1797) compiled informa-
tion on the diet, dress, fuel, and habitation spending
as well as earnings of households from 86 house-
holds in England, while Davies (1795) reported
detailed budgets of 127 households engaged in
agriculture. Both studies sought to describe the
lot of the poorest in England and so the budgets
are not representative of the English population at
the time. Ducpétiaux (1855) published the budgets
of 199 Belgian households. Those data provided
the empirical foundation for Engel’s Law (Engel
1857) which posits an inverse relationship between
income and the share of the budget spent on food.

Statistical Foundations

The development of practical methods of proba-
bility sampling and a theory to support estimation

and inference based on those samples had a major
impact on the design and implementation of
household surveys. Work by Neyman (1934) on
stratified designs and work on randomization in
agricultural experiments by Fisher (1935) were
especially influential, and their work, in combina-
tion with contributions by inter alia Bowley
(1926), Deming (1950), Kaier (1895) and Yates
(1935) provided a theoretical foundation for sur-
vey design.

The importance of scientific surveys was
underscored by some spectacular failures. For
example, in 1936 the Literary Digest mailed out
ten million questionnaires in a poll about the
election of the next US president. About two
million respondents mailed back their question-
naires, and the Digest predicted a victory for the
Republican candidate, Alfred Landon. The elec-
tion was won by a landslide – not by Landon but
by his opponent, Franklin Roosevelt. There were
also very influential survey successes. For exam-
ple, Mahalanobis (1940) highlighted the advan-
tages of surveys in terms of cost and timeliness of
results. Using a sample survey of jute producers in
Bengal, he estimated the area under jute within
three per cent of the official estimate based on a
complete census. The cost of the sample survey
was only about eight per cent of the cost of the
census. His sample survey cost eight per cent of
the census.

These advances laid the foundation for an
explosion in the quantity and quality of household
surveys during the second half of the 20th century.
Many of the surveys have been designed and
implemented by national statistical agencies. At
a substantive level, there are at least three impor-
tant classes of household surveys, each of which
has specific goals.

First, household budget surveys collect
detailed information on the spending patterns of
households. They are used to calculate price indi-
ces and poverty lines and to estimate the incidence
of poverty. These include the Indian National
Sample Survey, the Family Expenditure Survey
(FES) in the UK and the Consumer Expenditure
Survey (CEX) in the United States. Nowadays,
virtually every country in the world conducts
household budget surveys periodically. In some

5962 Household Surveys



cases, respondents are asked to maintain a diary of
spending over a pre-specified time period. In other
surveys respondents are interviewed and asked to
recall spending on items, often with varying recall
periods depending on the item. The diary method
typically covers a relatively short time period,
which complicates modelling low frequency pur-
chases and interpreting reported spending as
indicative of longer-run resource availability.
The interview method is potentially affected by
recall error. This includes forgetting (which
increases with the recall period) and telescoping,
which may be positive (if spending before the
recall time frame is telescoped into the recall
period) or negative (if spending during the recall
time frame is telescoped out of the period).
Whether the interview or diary method yields
less measurement error remains an open question.

Second, labour force and income surveys are
collected routinely to monitor inter alia labour
force participation, unemployment and earnings.
Labour force surveys tend to be administered
frequently and samples are large enough to detect
small changes in the labour market. In the United
States, for example, the Current Population Sur-
vey (CPS) is a monthly survey of over 50,000
households that has been conducted for over
50 years. Some surveys focus on income and
wealth. The Survey of Consumer Finances mea-
sures the financial health of the US population and
includes a special over-sample of the most
wealthy households.

The third class of surveys measure non-economic
domains of well-being. Fertility surveys provide
information on marriage and living arrangements,
reproductive health including pregnancies and
births, and use of health services. These are impor-
tant for documenting the dramatic changes in fam-
ily formation, composition and size that has
occurred over the 20th century. Health surveys
monitor the health of the population. In some
cases, such as the National Health and Nutrition
Examination Survey (NHANES), an extensive
physical examination is performed by trained med-
ical personnel in conjunction with a detailed ques-
tionnaire about health status and health-related
behaviours. Several surveys integrate demographic
with health information including the Demographic
and Health Surveys (DHS), which grew out of the
World Fertility Surveys and have been collected in
over 75 countries. Surveys of attitudes, like the

General Social Survey, are routinely collected
across the globe.

In practice, the distinction between these clas-
ses of surveys is not clear-cut since many of the
economic surveys record demographic, health or
attitudinal information, and vice versa. To be sure,
these topic-specific surveys are extremely impor-
tant for monitoring the prevalence of indicators of
interest to researchers and policymakers. How-
ever, the surveys are often inadequate for testing
hypotheses about behaviours of individuals and
their families.

In the late 1960s, surveys were designed to
address this limitation, explicitly drawing on the
theoretical models of household behaviour
suggested by Gary Becker, T.W. Schultz, and
their collaborators and students. One class of sur-
veys explicitly recognized the dual role of house-
holds in agricultural economies as both producers
and consumers of food. See, for example, Evenson
(1978) for a discussion of a series of innovative
household surveys conducted by nutritionists and
economists in Laguna Province, Philippines. These
surveys collect detailed information on farm inputs
and output, non-farm activities, consumption,
health and demographic behaviour.

Another class of surveys relied on the eco-
nomic model of household production to guide
the collection of information on individual
choices and constraints people face. For example,
the RAND Malaysian Family Life Survey
(MFLS) was designed to capture multiple
domains of the lives of each individual respon-
dent, their family and community to better under-
stand the determinants of fertility and investment
in children during early life (Butz and DaVanzo
1975). As a result of the scope of the questions,
MFLS has been used to address a far broader array
of questions in economics and demography than
those for which it was originally conceived. The
International Crops Research Institute for Semi-
Arid Tropics (ICRISAT) village-level studies
(VLS) followed a similar approach. The best
known of these was conducted in six villages in
three regions of semi-arid India and collected very
detailed data on a very broad array of topics from
240 farm households surveyed annually for ten
years (Walker and Ryan 1990).
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The Living Standard Measurement Surveys
(LSMS) conducted by the World Bank drew
heavily on the experiences of the Laguna, MFLS
and ICRISAT studies among others. Conceived as
broad-purpose surveys to monitor poverty and
material well-being in developing countries and
also contribute to the design of social policy, the
surveys collect a wide array of indicators of well-
being and behaviours of households along with
extensive community data. Initiated in the
mid-1980s, a hallmark of the LSMS program is
a framework that is broadly consistent across
many countries. Having been implemented in
many low-income and transition countries around
the world, LSMS and DHS stand out as leaders in
the development of comparable survey data col-
lected from a wide spectrum of social and eco-
nomic contexts.

Survey Design

A typical household survey selects a sample of
households from a frame which is the population
of interest for the research. In many cases, the frame
is a census and the sample is representative of a
geographic area, although this need not be the case.
The simplest sampling strategy randomly selects
households from the frame. In practice, most house-
hold surveys follow a two-stage (or multi-stage)
sampling design in which clusters are selected and
then households are selected from those clusters.

There are several advantages associated with
geographically-defined clusters. Administration
costs are lower for surveys that involve face-to-
face interviews. Clusters may facilitate incorpo-
rating neighbourhood-or community-level data in
the survey or, alternatively, models might high-
light variation within communities and control
community-level heterogeneity with a fixed
effect, for example.

Clustering also carries disadvantages since two
sampled units within a cluster tend to be more
similar than two randomly selected units. The
loss of independence across sampled units results
in lower precision and thus larger standard errors
of estimates. The magnitude of this effect for a
particular indicator is often summarized by the

design effect which is the ratio of the variance,
with the cluster design taken into account, to the
variance if households were randomly selected.
An alternative summary statistic is provided by
the intra-cluster correlation coefficient. The
greater the covariance within clusters relative to
differences across clusters, and the larger the num-
ber of households within a cluster, the greater is
the design effect and the greater is the loss of
precision due to clustering. It is standard practice
to estimate standard errors by taking account of
the clustering following the method of Huber
(1967) or a re-sampling approach such as the
jackknife or bootstrap (Efron 1982). In short,
clustering buys more information per unit cost
but less information per sampled unit.

Many surveys are designed to oversample spe-
cific sub-populations, in which case estimates are
typically adjusted for the probability of a house-
hold being selected into the sample. An important
principle underlying population-based sampling
is that because the probability of selection of
every eligible unit is known and greater than
zero, with appropriate weights, it is possible to
reconstruct the population, although in some
instances the complexity of survey designs
becomes overwhelming.

Survey Errors

There are at least two classes of error in any
survey. ‘Non-observational’ errors occur when
part of the target population is not measured.
‘Observational’ errors are the result of incorrect
measurement.

Sampling error, the most familiar survey error,
is a form of non-observational error. It reflects the
fact that any sample is a subset of the underlying
population and so an estimate based on the sample
will not be identical to the population value.

Coverage error, another source of
non-observational error, arises when the sampling
frame excludes part of the target population.
Many sample frames are based on a list of house-
hold dwellings; those samples exclude homeless
people and so are not representative of the entire
population. If a household listing is based on an
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old census, more mobile people are at risk of
being under-represented. A sampling frame
based on telephone numbers (or e-mail addresses)
will exclude those who do not have a telephone
(or e-mail address) and oversample those with
multiple numbers (or addresses).

A third source of non-observation error arises
from non-response, of which there are two cate-
gories. First, survey non-response occurs when a
target respondent cannot be located. It will also
arise if the respondent refuses to participate in the
survey (or fails to answer the telephone, respond
to an e-mail or return a mailed-out survey). Sec-
ond, item non-response occurs when a respondent
fails to answer one or more questions in the survey
either because he or she refuses to answer or does
not know the answer to the question(s). The inci-
dence of the latter is reduced by probing, and
unfolding brackets have proved to be particularly
useful for economic quantities (Hurd et al. 1998).

Broadly speaking, non-response rates tend to
rise with the value of time of the respondent, and
there has been a secular trend of increased
non-response in many developed countries. Sur-
vey non-response in developing country house-
hold surveys is typically substantially lower than
in higher income countries.

If, conditional on observed characteristics,
coverage and non-response error are random,
appropriate weights can be computed so that sur-
vey statistics are representative of the underlying
population. Complications arise when these errors
are selected on unobserved characteristics. Sev-
eral procedures have been suggested to deal with
non-response error including hot deck or
matching procedures (Rosenbaum and Rubin
1983) and modelling the selection process with a
control function (Heckman 1978).

The most familiar source of observational error
is respondent failure to answer a question correctly.
This may be intentional (in order to misrepresent
reality) or unintentional. Interviewers may make
errors in the administration of the survey, and
there may be interviewer-specific effects in the
ways questions are asked. Survey instruments are
also prone to error. In general, the extent of obser-
vational error likely depends on interactions among
the sources of error and also on the mode of the

survey. Respondents in telephone surveys tend to
provide shorter answers than those in face-to-face
interviews, and web-based surveys are more likely
to be ended prematurely.

While the distinction between observational and
non-observational error is conceptually useful, in
practice the distinction is often blurred. For exam-
ple, survey non-response is typically related to
interviewer characteristics. Both item
non-response and respondent error have been
shown to be related to questionnaire design and
interviewer characteristics. Groves (1989) provides
an excellent discussion of these and related issues.

Typology of Surveys

Cross-section surveys provide a snap-shot of a
target population at a point in time. They are the
bread and butter of research based on household
surveys. Many cross-section surveys are repeated
regularly, with independent samples drawn from
the same target population, so that it is possible to
track the evolution over time of indicators such as
unemployment, poverty or inequality as well as
map changes for population sub-groups. Syn-
thetic panels of individuals created using repeated
cross-section follow the same population sub-
group over time, such as a birth cohort. They are
straightforward to interpret if there are no entrants
into or exits from the target population via, for
example, immigration, emigration or death. Syn-
thetic panels of households are more complicated.
Household composition changes due, for exam-
ple, to marriage or divorce result in changes over
time in the unit being followed. It is difficult to
distinguish composition changes from true
change. Similar issues arise with synthetic panels
of communities.

Longitudinal or panel surveys follow the same
respondent over time, which provides opportuni-
ties for exploration not feasible with cross-section
surveys. First, tracing the dynamic evolution of
choices and outcomes over the individual’s life
provides insights into, for example, early life
experiences and later life outcomes, resilience
and recovery from adversity as well as the char-
acteristics of those who cycle in and out of some
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state (such as poverty, unemployment, public
assistance or poor health).

Second, panel data provide expanded options
for treating unobserved heterogeneity in models
like

yit ¼ xitbþ mi þ eit

where mi is an unobserved individual-specific
characteristic. If mi is correlated with xit, OLS
estimates of b are biased. With repeated observa-
tions on the same individual in a panel, mi can be
estimated (or the model cast in first-differences) to
consistently estimate b. The ‘fixed effect’ mi
absorbs all time-invariant individual characteris-
tics that enter the model in a linear and
additive way.

The advantage of a longitudinal survey is that
the same sampling unit is followed over time. This
is also its Achilles heel. Attrition from longitudi-
nal surveys is a particular form of non-response
error. The nature and magnitude of attrition varies
with the study design. For example, in face-to-
face interviews in the home, individuals who
move are followed to their new location and
interviewed there. Those who move the furthest
are often the hardest and most expensive to find.
Attrition tends to be selected on traits associated
with migration – younger, better-educated adults
being the most likely to move. The selectivity of
the sample is exacerbated in panel surveys that do
not follow people who leave the location in which
they were interviewed at baseline. Attrition in
telephone and web-based surveys have less to do
with tracking people to new geographical loca-
tions and more to do with retaining the coopera-
tion of respondents – an issue that also confronts
face-to-face interviews. In multi-wave panel sur-
veys, it is important to attempt to re-contact
respondents who have been skipped in prior
waves so that attrition does not cumulate. There
are many examples of well-designed panel sur-
veys that have kept attrition low across multiple
rounds.

Statistical adjustments for attrition are the same
as other forms of non-response error.
Re-weighting will be effective when attrition is
selected on observed characteristics. When

selection is on unobserved characteristics, a con-
trol function approach is more likely to be suc-
cessful. In analytical models, the importance of
adjusting for attrition will vary with the research
question. The stronger the association is between
attrition and observed or unobserved characteris-
tics in the model, the more important the adjust-
ment is for attrition.

An alternative approach to treating attrition is
to replace a respondent who attrits from the survey
with a new, similar respondent – frequently people
living in the same housing structure as the respon-
dents in the previous wave (or the person who is
assigned the telephone number, e-mail address,
and so forth). There are several problems with
this approach. First, it assures the study popula-
tion appears stable since no primary sampling
units will lose population; the reality may be
quite different. Second, housing structures can
change, be torn down or difficult to relocate,
resulting in a different type of attrition. Third,
even if populations are stable in aggregate and
housing structures do not change, it is assumed
that the replacement and original respondents are
‘exchangeable’ or effectively identical. It is not
clear that this will be true as in the case of a
respondent who died. Fourth, the key advantage
of a longitudinal survey – following the same
person through the life course – is lost.

It follows that a panel survey of households has
little conceptual appeal. Although a household
survey is often the baseline for a panel of individ-
uals, households change over time and it is indi-
viduals who will be followed – possibly all the
original household members. These respondents
will often be interviewed along with the people in
their new household and so the panel is a series of
household surveys embedded in which is a longi-
tudinal survey of individuals. A small number of
longitudinal surveys have sought to follow family
members over time.

The Panel Survey of Income Dynamics (PSID)
is a long-running panel and one of the most widely
used surveys in economics. Initiated in 1968, with
a nationally representative sample of 5,000 house-
holds, interviews spanning 40 years with house-
hold members, and children born to them, has
provided unique insights into the dynamics of
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income, human capital, health and living arrange-
ments over the life course, across cohorts and
across generations (Duncan et al. 2004).

A cohort survey is a special type of longitudinal
survey which follows a specific cohort of respon-
dents, often a birth cohort. The advantages of the
design are that, because of shared environments,
cohort members are less heterogeneous than the
entire population and there are power benefits to
comparing people making similar life course tran-
sitions at the same time. A disadvantage is that age
and period effects cannot be disentangled. To
address this, cohort studies often draw new cohorts.
The British Cohort Studies, for example, have
mounted four large-scale population-representative
birth cohort studies since the 1930s. The Health and
Retirement Survey (HRS) is an innovative cohort
study that focuses on the health and economic well-
being of older Americans. The HRS has been rep-
licated in several countries across the globe.

Statistical innovation presaged the explosion in
household surveys since the 1950s. Technological
innovation is likely to provide the foundation for
the next revolution in survey design. For example,
electronic communication devices, geographical
information systems and innovations in health
measurement along with sophisticated analytical
tools have already begun to profoundly affect the
scope and quality of household surveys.
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Housework

Clair Brown and Amelia Preece

Housework consists of childrearing and the satis-
faction of basic human needs through the provi-
sion of meals, clothing and shelter within the
home. The functioning of the home economy
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ensures reproduction while it maintains adults so
that they can engage in paid work outside the
home. Housework is an essential part of an eco-
nomic and social system because it not only pro-
vides essential services but also helps to maintain
the unequal class structure. Within the home, chil-
dren learn their place in the social structure while
they prepare for their place in the labour market.

Social rules and customs (i.e. institutions) gov-
ern housework – required amounts, the way it is
done and who does it. Housework will therefore
vary across culture, over time, and by class within
each culture.Within a class, however, what house-
work is done and who does it will be socially
determined. The gender division of labour that
has occurred in most industrial societies, with
men engaged in production in return for wages
and women engaged in family reproduction in
return for sharing income, relegated women to
the private sphere of the home. Although all adults
engage in some housework, wives are primarily
responsible for housework and engage in 30–50 h
of housework weekly in the US, depending pri-
marily on the number and ages of their children
(Walker and Woods 1976). Since women have
primary responsibility for the home, they can
engage in paid labour only after making sure that
the socially required housework activities
are done.

With very limited access to money-producing
activities and with their services primarily ren-
dered to their children and husband, women do
not acquire the power that is associated with
exchange in public life (Friedl 1975). Production
of status through housework rather than commod-
ities in the marketplace ensured women’s inferior
position (Benston 1969; Papanek 1979).

This institutional analysis of housework
assumes that people’s needs and desires are
formed by the social structure. Alternatively, neo-
classical models assume that people’s preferences
are idiosyncratic and that the marketplace
responds to people’s desires. In a neoclassical
world, housework is abstracted from the social
structure, and the household is analysed as a
small firm that produces commodities with time
and market inputs (Becker 1965). Systematic sub-
stitution between time and market goods occurs

by choosing among different consumption bun-
dles and by varying the production process. In this
model, women’s work decisions are made on effi-
ciency grounds, so that the wife equalizes the
marginal return on unpaid (i.e. homework) and
paid (i.e. market) work. Specifically, the wife is
viewed as having flexibility in deciding how to
combine her time with market goods in producing
family meals, a pleasant home, presentable cloth-
ing and well-behaved children. However, empiri-
cal studies of the home-making process and
family budgets in the US have shown that very
little substitution occurs between the home-
maker’s time and market goods in housework.
Empirically, after standardizing by family
income, the employed wife uses few market
goods and services outside of childcare to substi-
tute for her own time, and both employed and full-
time home-markers use the same techniques in
performing housework (Brown 1979; Strober
and Weinberg 1980; Berk and Berk 1979). The
main substitution tends to be between the wife’s
market time and her leisure time.

The lack of substitution between housework
and purchased goods and services reflects the
social norms governing activities that provide
family life. In addition, the services provided
by the home-maker and the goods and services
purchased in the marketplace are generally not
comparable. The home economy specializes in
producing mothering and the nurturing of family
members, along with personalized care in pro-
viding food, clothing and shelter. The market-
place produces sophisticated medical care,
advanced education, the means of transportation
and communication, urban housing and the abil-
ity to pool risks through insurance, as well as
mass-produced food, clothing, cars and other
consumer durables. The family’s evaluation of
these dissimilar homeproduced and market-
produced goods and services will be a major
determinant of whether the wife works exclu-
sively in the home or also has a job. The family’s
evaluation will vary with social position and
experiences over time.

Although a great deal of attention has been
paid to estimating the market value of housework,
the lack of comparability between housework and
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market substitutes makes these estimates
problematic. The full-time homemaker’s provi-
sion of round-the-clock care of family members’
needs makes it impossible to equate the value of
her time with her permanent replacement cost
(i.e. the wage rate such services would command
in the marketplace). The personalized and on-call
nature of her work prevents us from evaluating the
services of the housewife as a combination of so
many hours of chauffeur, cook, baby-sitter and
laundress per day. In the real world, the household
cannot contract to buy these services – more
impersonalized than the housewife’s – in the
small amounts of time and at the random hours
that the housewife actually performs these duties.
The purchased services usually are not equivalent
to the service which the housewife provides
because she knows intimately the family members
she is serving and takes responsibility for the
organizing and providing of care as it is needed.
Even in societies where a servant class provides
cheap domestic labour, the servant must be
directed and supervised by someone, usually the
home-maker, and this affects the experience of
family life. Housework has evolved historically
as the economy has developed and as social needs
have changed (Reid 1934; Gilman 1910). Two
distinct stages characterize the interaction
between the home and the industrialized market.
Early industrialization began the process of
transferring some production processes
(e.g. cloth-making, sewing, ready-made crack-
ers) from the home to the marketplace. Although
the home economy could still produce these
goods, the processes were arduous and the mar-
ket economy was more efficient. The more
important second stage was evident in the early
part of the twentieth century as the marketplace
began producing goods and services that had
never been produced by the home economy,
and the home economy was unable to produce
them (e.g. electricity and electrical appliances,
the automobile, telephone, television, advanced
education, sophisticated medical care). In the
second stage, the question of whether the home
economy was less efficient in producing these
new goods and services was irrelevant; if the
family were to enjoy these fruits of

industrialization, they would have to be procured
in the marketplace. The traditional ways of tak-
ing care of these needs in the home, such as
nursing the sick, became socially unacceptable
(and, in most serious cases, probably less suc-
cessful). Just as the advent of the automobile
made the use of the horse-drawn carriage illegal
and then impractical, and the advent of television
changed the radio from a major source of news
and entertainment to background music, so most
fruits of economic growth did not increase the
flexibility for the home economy in producing
these goods and services in modern capitalist
economies. Growth brought with it new require-
ments, such as more mobility in urban areas and
increased diversity in consumption goods, along
with increased consumer reliance on the market-
place. In order to consume these goods and ser-
vices, the family had to enter the marketplace as
wage-earners and consumers.

Meanwhile, the primary housework activities of
meal preparation and clothing care used a declining
share of the family’s budget. A housewife’s efforts
to decrease expenditures in these areas by direct
work activities (e.g. baking from scratch) or more
careful shopping had less impact on the family’s
budget. Purchases of food and clothing – 56% of
the average wage-earner family’s disposable
income in 1918 and 40% in 1950 – accounted for
only 26% in 1972 (Brown 1986). Thirty per cent of
the family’s budget that had previously been spent
on food and clothing now became freed for other
kinds of expenditures, primarily transportation,
insurance and retirement, and home ownership.
Although the output of the home economy has
declined in relative importance as a determinant of
the family’s total consumption standard, privatized
housework is still an essential part of the prevailing
social and economic structure.

The demand by the women’s movement for
economic independence and the equalization of
sex roles has brought into clear relief the contrast
and contradictions between housework and paid
market work. The differences between the two
economies have helped perpetuate sexual inequal-
ity. Because women have been prepared to run the
home economy when they assume their roles as
wives and mothers, their sense of identity and
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personal power is grounded in this economy. The
market economy and home economy have their
own value structures, work structures and reward
structures, which can be contrasted by five major
characteristics:

1. Supervision. The housewife is her own super-
visor, while most workers have a formal super-
visor, who decides what work needs to be done
in what manner.

2. Pay. No systematic relationship exists between
the output of the housewife’s effort and the
family income, while a paid worker has a rate
of pay for a job performed, with rules
governing behaviour on the job, sick leave,
vacation days and hours of work.

3. Mobility. ‘Changing jobs’ for the housewife
usually means continuing to work (i.e. caring
for the children) without a guarantee of pay,
while the worker can usually find another suit-
able job and has unemployment insurance dur-
ing job search.

4. Measure of value. Housework is socially
required and does not carry a money value
since the market has not provided a permanent
replacement, while workers have the exchange
value (i.e. wage) as the measure of value for
work performed.

5. Personal behaviour. The home economy is
based on the concept of mutual aid and service
to others, with cooperative rather than compet-
itive behaviour, while the competitive market
economy rewards the individual.

Since money and individual advancement are
not part of the reward structure of the home econ-
omy, a woman who takes the cooperative and
service values of the home economy with her
into the market economy will be at a disadvantage
in demanding equitable compensation for her
work according the values of the market economy.

Besides these conflicts between home and mar-
ket economies, conflict over production and redis-
tribution issues occurs between family members
within the household and between the household
and public bodies, such as the state and the work-
place. The division of labour by gender that creates
the basis of the conflict within the home, especially

around housework, also creates interdependence
among family members (Hartmann 1981).

How one views the structure of housework and
its role in the economy and society determines
how one evaluates female unemployment and
the income distribution. In a neoclassical world,
wives’ unemployment results in only a small loss
for both the individual and society, because the
wife can substitute her own time in place of the
market goods and services purchased with her
earnings. Her family’s income falls only to the
extent that the market is more efficient in provid-
ing these goods and services. From an institu-
tional perspective, the wife’s unemployment
results in an economic loss for both the individual
and society that approximates her pay cheque
because she cannot use her time to produce the
market goods and services purchased with her pay
cheque without a major change in the family’s
life-style. The decline in money income deter-
mines how short of expected social standards the
family falls. Since income and housework time
are both required and are not interchangeable,
they cannot be aggregated into a single measure
of ‘full income’ as an indicator of economic well-
being. Provided that the family’s required house-
work is being done, measured income determines
a family economic well-being.

The neoclassical and institutional models of
housework also suggest different strategies for
women to use in their struggle for equality in the
workplace. Neoclassicists can ignore the burden
imposed on employed women by their house-
work time, since it assumes that this time can
be bought off as desired. Institutionalists recog-
nize that for equality to prevail in the labour
market, either both spouses must share equally
the housework hours required to sustain family
life, or childcare and meal preparation must be
transferred outside the home to the community or
to the marketplace. However, industrializing
housework within a private market economy
will not necessarily fulfil the basic human needs
now served by personalized housework. Such
changes in housework will require a fundamental
social restructing that will radically alter family
life as the norms governing everyday life are
transformed.
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Housing and the Business Cycle

Morris A. Davis

Abstract
Recent events have led to a renewed effort to
understand the nature of cyclical fluctuations in
the price and quantity of new investment in
housing. This paper provides a brief summary
of the existing literature modelling housing and
the business cycle.
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Cobb-Douglas preferences; Expenditure
shares; Housing expenditures; Multi-city
models
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The boom and bust in residential investment and
overall production during the first decade of the
21st century can be viewed as a continuation of
patterns that are evident in post-Korean War US
macroeconomic data. A few features of the data
are worth highlighting. First, shown in Fig. 1,
residential investment and real GDP are highly
correlated at business cycle frequencies.1 Second,
residential investment is much more volatile than
GDP and non-residential investment. Table 1
shows that the standard deviation of detrended
residential investment is about twice as large as
the standard deviation of detrended
non-residential investment and more than six
times greater than the standard deviation of
detrended GDP. This last fact is also evident
from the different scales of the axes of Fig. 1.
Third, residential investment leads GDP by
about one quarter, whereas investment in business
capital lags GDP by about one quarter.

Finally, house prices are contemporaneously
correlated with GDP and are volatile. An older
literature studied the responsiveness of housing
prices and quantities to changes in incomes, con-
struction costs and interest rates. A few examples
include Alberts (1962), Fair (1972), Poterba
(1984), Topel and Rosen (1988).2 These papers
uniformly assume interest rates are fixed, or are
set outside of the model, in the sense that interest
rates – the price of current consumption relative to
future consumption – are not linked to changes in
the marginal utility of consumption. As empha-
sized by Prescott (1986b), interest rates are a key
price in any macroeconomic model. So, while the

1All data have been logged and HP-Filtered with smooth-
ing parameters l = 1,600.
2See McCarthy and Peach (2002) for a recent example.
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discussion about housing, mortgages, and
so-called ‘Regulation Q’ in these older papers is
interesting, they do not fit into the modern litera-
ture of business cycles.

The first business cycle models (Kydland and
Prescott 1982) did not distinguish residential
investment or housing from other forms of capi-
tal.3 The goal of these papers was to understand

the fraction of the variability of post-war output
that could be explained by a neoclassical growth
model (Cass 1965; Brock and Mirman 1972) with
stochastic stationary shocks to the level of multi-
factor productivity around a growing trend. Fairly
early on, researchers learned that, while success-
ful along some dimensions, the standard ‘real’
business cycle model underpredicted the volatility
of hours worked. In the data, the standard devia-
tions of HPfiltered log hours worked and log GDP
are roughly the same, about 1.7% (Prescott

Housing and the
Business Cycle,
Fig. 1 Plot of real
detrended residential
investment and GDP,
1955:1–2009:3

Housing and the Business Cycle, Table 1 Properties of selected detrended US macroeconomic data, 1955:1–2009:3

variable X Std. Relative Std. Correlation of variable Xs and GDPt

Dev Dev s = t � 3 t � 2 t � 1 t t + 1 t + 2 t + 3

(1) (2) (3) (4) n (6) (7) (8) (9)

(a) GDP 1.57 1.00 0.38 0.62 0.85 1.00 0.85 0.62 0.38

(b) Consumption 0.85 0.54 0.50 0.67 0.80 0.83 0.71 0.53 0.33

(c) Res. invest 9.84 6.28 0.64 0.72 0.74 0.64 0.41 0.15 �0.09

(d) Non-res. invest 5.16 3.29 0.08 0.32 0.58 0.80 0.85 0.78 0.63

(e) House pricesa 3.83 2.44 0.36 0.44 0.48 0.47 0.41 0.33 0.25

(f) Durables quant. 4.47 2.85 0.50 0.66 0.78 0.81 0.62 0.39 0.16

(g) Durables prices 0.96 0.61 0.16 0.06 �0.05 �0.16 �0.23 �0.27 �0.29

Notes: Data are quarterly. All data except the house price data are from the National Income and Product Accounts (NIPA)
as produced by the Bureau of Economic Analysis (BEA). The house price data combine data from the Federal Home
Finance Agency House Price Index (1975–1986) and the Case–Shiller–Weiss index as made available by Macromarkets,
LLC (1987–2009). All variables have been logged and HP-Filtered with smoothing parameter l= 1,600. Real house and
durable prices are computed as the nominal price index divided by price index for consumption of nondurable goods and
services
aHouse price data begin in 1975:1

3See Cooley and Prescott (1995) for a review.
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1986a). In the first set of real business cycle
models, the standard deviation of simulated
hours worked was roughly equal to half of the
simulated standard deviation of output.

Soon after the study of Kydland and Prescott
(1982), researchers worked on adapting the stan-
dard real business cycle model such that it would
correctly predict that the standard deviation of
hours worked and GDP are roughly the same
order of magnitude. Early papers by Hansen
(1985) and Rogerson (1988) modified the Kydland
and Prescott model to allow for indivisible labour
supply.4 Soon after, researchers were augmenting
the standard real business cycle model to allow for
‘home production’. In a home production model,
households receive utility from market consump-
tion, denoted cm, and home (or non-market con-
sumption), cn; they accumulate capital to be rented
to the market for the purposes of producing market
output, km, and accumulate capital for the purposes
of home production, kn; and they allocate their time
between work in the market, hm, work at home, hn,
and leisure l. Both the home and market production
functions are subject to shocks to productivity.5 For
recent very good summaries of home production
models, see Chang and Hornstein (2006) and
Gangopadhyay and Hatchondo (2009).

The home production framework was consid-
ered an important extension of the original Kyd-
land and Prescott (1982) model.6 The available
data suggest that households spend about as much
time engaged in working at home as they do in the
market (Juster and Stafford 1991). For this reason
changes to the allocation of time across the home
and market sectors may be of first-order impor-
tance in accounting for the cyclical volatility of
market hours. For the purposes of studying the
role of housing in the business cycle, the home

production models were the first papers to explic-
itly specify a different purpose for residential
investment than investment in market capital
(such as spending on equipment and software
and on non-residential structures).

Researchers have had a number of challenges
in calibrating a basic home production real busi-
ness cycle model, in part because the inputs into
the home production process are not all observed.
In sum, researchers have had to take a stand on
(a) the elasticity of substitution between home and
market consumption in utility; (b) the statistical
process characterizing shocks to productivity in
the home sector and the correlation of home and
market productivity shocks; and (c) what (in the
data) should be considered as home capital. Tak-
ing each of the points in order: Benhabib
et al. (1991) use data on hours worked at home,
hours worked in the market, and data on wages
from the Panel Study of Income Dynamics to
estimate the elasticity of substitution between
home and market consumption. They find an elas-
ticity of substitution greater than one, i.e. with
preferences of the form

u cn, cm, lð Þ ¼ c1�s

1� s
u lð Þ with

c ¼ acrm þ 1� að Þcrn
 �1=r

; (1)

they estimate r = 0.8. McGrattan et al. (1997)
estimate the process for shocks to home and mar-
ket productivity using a structural estimation
approach that takes advantage of the set of first-
order conditions of the model. The authors show
that home shocks are ‘relatively insignificant’, in
the sense that ‘the result that home production
matters does not depend critically on the presence
of home technology shocks’ (p. 282). Finally, and
importantly, when matching model statistics to
data, all papers in the home production literature
define the stock of home capital in the data as the
sum of the stock of housing structures and the
stock of consumer durables.

Generally speaking, the home production
models have been challenged in matching two
features of the data related to investment in the
home sector. First, contrary to the data, the models

4Hansen (1985) shows that when the standard model is
adjusted to allow for indivisible labour supply, the standard
deviation of hours worked is equal to three-quarters of the
standard deviation of GDP.
5See Benhabib et al. (1991) and Greenwood and Hercowitz
(1991) for formal treatments.
6Gomme and Rupert (2007) argue that the home produc-
tion model is now the benchmark real business cycle
model. Recent and important examples include Fisher
(1997), Gomme et al. (2001) and Fisher (2007).
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tend to predict that investment in business capital
is more volatile than investment in home capital
(Gomme et al. 2001). Second, without adjustment
costs, the home production real business cycle
model predicts that investment in market and
home capital are negatively correlated (Fisher
1997). In response to a positive shock to market
productivity, households add to market capital
first, since market capital is required to make
more of everything. Later on, households increase
their stock of home capital. As mentioned earlier,
the data suggest that investment in home capital
leads investment in market capital by about two
quarters. Both of these points are returned to
below.

Davis and Heathcote (2005) argue that home
production models are somewhat ill suited to
studying the business cycle properties of housing
specifically. They make two related points. First,
in home production models it is assumed that
home capital (the sum of housing and durable
goods) is produced using the same technology as
all other output.7 This implies that the real price of
housing is constant over time, except for

fluctuations due to the presence of adjustment
costs. This is clearly at odds with the data. As
mentioned earlier, the detrended real price of
housing is volatile. But, as shown in Fig. 2, the
real price of housing also has an upward trend:
After averaging through booms and busts, the
trend rate of growth of real house prices has
been about 0.5% per year since 1975.8

Second, when calibrating home production
models, researchers treat the stock of housing
and the stock of consumer durable goods
(hereafter called ‘durable goods’) as equivalent.
But housing and durable goods have quite differ-
ent properties. To start, housing is a much longer-
lived asset than durable goods. The depreciation
rate on the housing stock is 1.6% per year whereas
it is 21.4% per year for other durable goods (Davis
and Heathcote 2005). Second (and related),
investment in housing is much more volatile
than investment in other durable goods: Table 1
shows that the the standard deviation of residen-
tial investment is about twice that of consumer

Housing and the
Business Cycle,
Fig. 2 Plot of real log
house prices and trend line,
1975:1–2009:3

7A notable exception to this is Hornstein and Praschnik
(1997), who study production of durable and non-durable
goods.

8The trend is computed using data from 1975–2002. The
trend rate of growth over the entire 1975–2009 period for
which we have data is 1.3% per year. Note that 1975 is the
starting date for the reliable data series on the price of
existing homes – see the notes to Table 1.
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durables. Third, residential investment leads GDP
by one quarter but consumer durables do not: the
highest correlation of detrended real expenditures
on consumer durables and GDP is at period t, cell
f6. Fourth, house prices are about four times more
volatile than the price of durable goods (cells e1
and g1). Finally, house prices are positively cor-
related with GDP (and might even lead GDP; cells
e5 and e6), whereas durable goods prices are
negatively correlated with GDP.

Davis and Heathcote (2005; hereafter DH)
specify and simulate a model that is viewed by
some as the first paper that explicitly studies the
business cycle properties of housing. The DH
model is a frictionless, representative agent, neo-
classical growth model that is a relatively straight-
forward extension of an otherwise standard home
production model. The key extension is that DH
specify that housing is produced using a different
technology from other goods, allowing it to have a
nontrivial relative price. The point of the DH
paper is to quantify the extent to which a
wellcalibrated model can match the fluctuations
in residential investment and house prices
observed in the data. Any significant model fail-
ures in matching the data could then point to a
meaningful role for frictions and/or incomplete
markets.

The household side of the DH model borrows
heavily from the home production literature. DH
assume that households receive flow utility of

U cm, h, lð Þ ¼ clmð Þ1�s

1� s
with c ¼ camh

1�a; (2)

where cm and l are market consumption and lei-
sure, as before, and h is the stock of housing, not
the quantity of home production as in equation
(1). As shown by Greenwood et al. (1995), equa-
tion (1) reduces to equation (2) when
(a) households have log-separable preferences
over leisure, market consumption and home con-
sumption, (b) the home produced good is pro-
duced using a Cobb-Douglas technology from
home capital and labour, and (c) r = 1. DH
argue, contrary to the results of McGrattan
et al. (1997), that available data support the
assumption of a unitary elasticity of substitution

between consumption and housing.9 DH calibrate
utility function parameters to match the average
share of time that households spend working and
the average ratio of the value of the stock of
residential structures relative to GDP.

As noted earlier, the production side of the DH
model represents the most significant departure
from the home production literature, and many
recent macroeconomic models that generate non-
trivial house prices borrow aspects of this produc-
tion structure.10 DH specify three types of firm in
the economy. The first set of firms use capital and
labour to make one of three intermediate goods
called ‘construction’, ‘manufacturing’ and ‘ser-
vices’. Output of intermediate good i in period t,
denoted xit, for i equal to b (construction),
m (manufacturing) and s (services), is specified as

xit ¼ kyiit zitnitð Þ1�yi ; (3)

where kit and nit are the capital and labour
employed in the production of good i and zit is a
sector-specific productivity shock. yi is the capital
share of producers of intermediate goods i, which
can vary for i = b, m, s. In contrast to the home
production function in the home production
models, DH show that all aspects of this produc-
tion technology are directly observable with avail-
able data. DH use the Gross Domestic Product by
Industry Tables, produced by the Bureau of Eco-
nomic Analysis (BEA), to identify the capital
shares yi; and, given a value of yi, DH use data
from the Gross Domestic Product by Industry
tables and the Fixed Asset tables, also produced
by the BEA, to uncover time series data for kit, nit,
and zit.

11

A second set of firms uses a Cobb-Douglas
technology to combine the intermediate goods
into two ‘final’ goods. The first final good can be
costlessly split into consumption and investment
in business capital; the second final good is

9Additional evidence supporting this claim is in Davis and
Ortalo-Magné (2009).
10See Dorofeenko et al. (2009), Iacoviello and Neri (2010),
Kahn (2009) and Kiyotaki et al. (2008), to name just a few
recent examples.
11See the Data Sources Appendix of DH for more details.
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residential investment. DH specify output of final
good j in period t as yjt for j= c (consumption and
business investment) and j= d (residential invest-
ment) to equal

yjt ¼ b
Bj

jt m
Mj

jt s
Sj
jt ; (4)

where Bj, Mj and Sj are the value-added shares of
construction, manufacturing and services in the
production of final good j. DH show that these
shares are identifiable using data from the
Input–Output tables, also produced by the
BEA.12 DH show that residential investment is
much more construction intensive than the other
final good, which turns out to be important in
explaining the relative volatility of residential
investment.

A final set of firms in the DH model combine
new residential investment with new land (made
available by the government each period) to create
new housing units. The specific production func-
tion for the quantity of new housing built in period
t, yht, is

yht ¼ x’lt x
1�’
dt ; (5)

where xlt is the amount of newly developable land
and xdt is residential investment (produced
according to equation 4). DH identify the param-
eter ’ based on results about the share of the value
of new housing attributable to raw land costs from
an internal memo of the US Census Bureau.

Thus the DH model has three ingredients that
allow for potentially interesting time-series varia-
tion in house prices. First, the statistical process
(mean growth rate, variance, and autocorrelation)
for zit is allowed to vary across the construction,
manufacturing and services sectors. Second, firms
that produce residential investment use different
combinations of these three intermediate goods
than do firms that produce the other final good.
The price of housing has a long-term upward trend
according to the DH model for these two reasons:

DH show that zbt has zero trend growth, and
construction accounts for about 50% of the
value-added in residential investment (compared
to 3% of the value-added of the other final good).
Finally, new housing requires both new land and
new residential investment, and new land is in
fixed supply. The scarcity of land affects both
the trend and the variance of house prices in the
model.

Some key second moments from the data and
from simulations of the DH model are reported in
Table 2. The information in this table is copied
directly from Table 10 of DH.13 Rows (a) and
(b) of Table 2 show that the DH model under-
predicts the volatility of consumption and of hours
worked. In this regard, the results of DH are
similar to previous models. However, the DH
model has great success in replicating key facts
about residential investment, namely that residen-
tial investment is about twice as volatile as busi-
ness investment (rows c and d) and that residential
and business investment are positively contempo-
raneously correlated (row f). DH show that the
low depreciation rate on structures and the rela-
tively high labour share of the construction sector
are largely responsible for replicating the relative
volatilities of residential and business investment.
With a low depreciation rate, it is possible for
households to ‘concentrate residential investment
in periods of high productivity’ (p. 774); and, with
a high labour share of the construction sector, ‘it is
easier to expand output rapidly the more impor-
tant is labour in production, since holding capital
constant, the marginal product of labour declines
more slowly’ (p. 774). The positive correlation of
residential and business investment is attributable
to the fact that new housing needs new land as an
input in production, and new land is in fixed
supply. In this regard, land in the DH model acts
analogously to adjustment costs in the home pro-
duction models.

Although the DH model replicates some key
features of housing investment, it does not match
some key features of the housing data. The DH
model cannot generate that residential investment

12DH calibrate these shares using data from 1992. The DH
specification is inconsistent with the sectoral decline in
manufacturing over the post-war period. 13See the notes to Table 2 for details.
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leads GDP and business investment lags GDP (not
shown).14 Second, the DH model cannot replicate
two important features of house prices. Shown in
row (e) of Table 2, the DHmodel under-predicts the
volatility of house prices by about a factor of three.
The DH model also predicts that residential invest-
ment and house prices are negatively contempora-
neously correlated, whereas in the data they are
positively correlated (row g). Future researchers
are actively focusing on reconciling these issues.

See Also

▶Household Production and Public Goods
▶Housing Supply
▶Housing Wealth
▶Urban Housing Demand
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Housing Markets

John M. Quigley

The principal features that distinguish housing
from other goods in the economy are its relatively
high cost of supply, its durability, its heterogene-
ity, and its locational fixity. Of course, many other
commodities exhibit one of these features.

However, the interaction of these distinguishing
characteristics complicates theoretical and empir-
ical analyses of the housing market.

Durability, heterogeneity and fixity together
indicate that the housing market is really a collec-
tion of loosely related but segmented markets for
particular packages of underlying commodities dif-
ferentiated by size, physical arrangement, quality
and location. These sub-markets are connected in a
predictable way. At neighbouring locations, differ-
ences in prices between submarkets cannot exceed
the cost of converting a housing unit from one
sub-market to another. At different sites, variations
in prices within any sub-market cannot exceed the
transport cost differentials for the marginal con-
sumer. However, a price-inelastic demand for
some of the attributes jointly purchased, combined
with inelastic supply in the short-run, can make the
pattern of housing prices rather complex, even in a
market in temporary equilibrium.

Analyses of the supply and demand for hous-
ing are complicated by these somewhat peculiar
characteristics. Consider the demand side of the
market; take the case of renters. Presumably,
quantity demanded depends upon price and
income. The ‘quantity’ in this case consists of a
vector of attributes. This quantity can, of course,
be summarized by its market rent, but the rent of a
dwelling unit is neither a price nor a quantity. Rent
is measured in the units of price-times-quantity,
and it is a formidable task to disentangle the two
for statistical purposes.

The third variable included in the demand rela-
tionship, income, is equally difficult to measure in
the housing market. Given the high costs of trans-
forming residential capital and the high costs of
moving, it follows that housing decisions are
based upon some long-run or ‘permanent’ notion
of income (Friedman 1957), a concept which has
proved difficult to specify without ambiguity.

The relevant notion of the price of housing for
the decisions of owner occupants is even more
elusive. By observing transactions in the market,
the value (V) of an owner-occupied dwelling can
be ascertained. Under familiar but quite restrictive
competitive conditions (infinite durability, no
depreciation or maintenance, capital gains or
taxes), the annual rent (R) for this dwelling is:
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R ¼ iV (1)

where i is the rate of interest, assumed equal to the
mortgage interest rates. Under more realistic con-
ditions the annual cost of a dollar of residential
capital, the so-called ‘user cost’ of capital
(Jorgenson 1971), can be estimated. It varies with
four broad classes of circumstance: (a) the expected
rate of increase in housing equity, in alternative
investments (including rents), and the fraction of
the purchase financed by borrowing; (b) the type of
mortgage and the holding period; (c) the rate of
depreciation (d) gross of maintenance expendi-
tures, and the fixed cost of buying and selling the
residence; and (d) the marginal tax rates for income
(Ty), property (Tp), and capital gains (Tg), and the
rules for tax liability. Assume four classes of sim-
plified market conditions; (a) the rate of increase of
rents equals the rate of increase in housing values
(g); (b) the net mortgage rate i(1 � Ty) equals the
net rate of return on alternative investment, for a
fixed rate mortagage with an infinite holding
period; (c) the buying and selling costs are zero;
and (d) interest and property taxes are deductible
from taxable income and the imputed return from
living in a dwelling is not taxed. Under these sim-
plified conditions (Rosen 1985), the annual cost of
housing capital may be represented as:

R¼ 1�Ty

� �
i� 1�Tg

� �
gþdþ 1�Ty

� �
Tp

 �
V

(2)

Equation (2) emphasizes the importance of taxes
and capital gains, as well as interest rates, in
defining the effective price of housing services
to an owner-occupant. For example, the expecta-
tion of capital gains (g) decreases the effective
cost of housing. This may be partly offset by
capital gains taxation (Tg), but in many countries
housing transactions are essentially free of this
tax. As long as capital gains tax rates are less
than marginal income tax rates, general inflation
(i.e. increases in interest rates and capital gains)
reduces the cost of home ownership more for
higher-income households. Tax provisions, espe-
cially the tax-free nature of imputed rent, reduce
the relative cost of home ownership at higher-
income levels.

Together, these price and income concepts
have been used to estimate the parameters
governing housing demand and tenure choice.
There seems to be some general agreement that:
the elasticity of demand for the composite housing
good is low for annual income, but much higher,
approaching one, for average (one ‘permanent’)
income; and that housing demand is price-
inelastic. Evidence also suggests that tenure
choice is rather insensitive to the relative prices
of owning and renting dwellings.

The spatial pattern of housing and households
defines the economic geography of urban life and
the development of metropolitan regions. Modern
economic theory which explains these spatial pat-
terns (e.g. Muth 1969) owes much to the German
economic geographers of the 19th century. In
particular, the seminal work of von Thünen
(1826) considers the question of agricultural pro-
duction on an isolated plain relative to a central
market place. The modern treatment considers the
residential locations of workers employed at a
central worksite. Workers (or farmers) are willing
to pay a premium for central locations to reduce
transport costs, so housing (or agricultural land)
must become cheaper at more distant locations.
To illustrate, assume consumers derive utility
U(h, x) from housing (h) and other goods (x).
They confront a budget constraint which requires
them to allocate exogenous income Y between
housing consumption, whose price P(t) varies
with distance t, other goods (at a price of one),
and transportation costs k(t, y), which vary with
distance and income; i.e., y = x + P(t)h + k(t, y).
Maximizing utility subject to this constraint
yields:

hP0 ¼ �@k=@t: (3)

The consumer chooses to locate at that point
where the marginal savings from cheaper housing
exactly offset the marginal costs of additional
commuting. Clearly, the location chosen depends
upon the household’s preferred amount of hous-
ing. It can be shown (by differentiating (3) with
respect to income) that higher-income households
will choose less accessible (‘suburban’) locations
under reasonable conditions (i.e., as long as the
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income elasticity of housing demand exceeds the
income elasticity of marginal transport costs). The
theory thus provides an explanation for the central
location of the poor, an explanation which is quite
distinct from competing theories based upon the
prior location of the oldest housing stock
(e.g. Burgess 1925).

The concentrations of low-income households
and the existence of slum housing raise several
questions about the operation of housing markets,
the ‘filtering’ of dwellings and the role of external-
ities in housing. The concept of filtering arises
from the observation that ‘most households live
in second-hand housing, even the Queen of
England’ (Grigsby 1963). If a middle-income
household is induced to move to a newly built
dwelling, it sets off a chain of moves, as the rent
which can be charged for a vacated dwelling
declines, making each one available to households
of lower income. Under what circumstances does
the filtering process make lower-income house-
holds better off? If the quality of housing were
truly exogenous (for example, if it were only
related to the vintage of the dwelling), then
low-income households could benefit directly
from the filtering process as higher-quality housing
became available. On the other hand, if housing
quality is sufficiently responsive to landlord main-
tenance decisions, then demand price declines may
be matched by quality declines. It thus requires a
very special view of housing to conclude that the
‘filtering’ process will lead to improved housing
for the poor, even under static conditions.

Externalities in the housing market may arise
from physical, ‘social’, or pecuniary conditions.
The propinquity of dwellings does suggest that
the maintenance decisions of landlords may be
subject to a kind of ‘prisoners’ dilemma’ in
low-income neighbourhoods. Because the rent of
a unit reflects the quality of adjacent dwellings,
owners of neighbouring properties may maximize
returns if ‘the other guy’ invests. Thus, housing or
rehabilitation investment which is jointly profit-
able may not be undertaken at all.

The policy prescription for economic effi-
ciency in this case is joint ownership or
decision-making (or public renewal). But sup-
pose the externality is of a social or demographic

character. For example, suppose members of
each of two races can only tolerate
neighbourhoods in which they constitute at least
x per cent of all households. Under such circum-
stances, Thomas Schelling (1978) has shown that
integrated neighbourhoods will result, at least for
some distributions of x. But he has also shown
that this result may be highly unstable; the inte-
grated outcome could easily unravel in response
to an exogenous movement of a few households.
Either segregated or integrated solutions may be
‘efficient’ in some very narrow sense. Suppose
instead that members of one group have a uni-
form aversion to living with members of another
group (or ‘a taste for discrimination’, in the ter-
minology of Becker 1957). In this case a segre-
gated pattern of occupancy may satisfy narrow
allocative efficiency principles, since those who
discriminate will be required to ‘pay for their
prejudices’. These different economic models of
discrimination are disturbing, but they have only
limited application to the housing market, since
most empirical evidence suggests a different pat-
tern of prices. Minority households pay higher
prices for otherwise comparable housing, at least
in North American markets (e.g. Kain and
Quigley 1975).

As noted, the level of new construction is sub-
ject to great fluctuation: long term, in response to
immigration and population readjustment
(Kuznets 1952), as well as short term, in response
to interest rates and credit availability. To some
extent the organization of the industry may be a
reflection of this cyclicity. The industry is still
dominated by small firms, often undercapitalized,
producing low levels of output. The relatively low
rate of productivity growth in housebuilding may
thus reflect an adjustment to cyclicity in demand
as well as inherent technological considerations.

See Also

▶Monocentric Models in Urban Economics
▶ Property Taxation
▶Tiebout Hypothesis
▶Urban Economics
▶Urban Housing
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Housing Policy in the United States

John M. Quigley

Abstract
The most significant and most expensive hous-
ing policy in the United States is the treatment
of owner-occupied housing for tax purposes.
This treatment of housing under the tax code is
analogous to that in many other countries (for
example, Sweden), but certainly not in all
developed countries (for example, Canada).
Federal subsidies to US renter households are
much smaller. Policy has evolved from

programmes in which the government built,
owned, andmanaged dwellings to programmes
emphasizing housing demand through
vouchers and rent certificates awarded to eligi-
ble households.

Keywords
Great Depression; Homeownership; Housing;
Housing costs; Housing expenditures; Hous-
ing externalities; Housing finance; Housing
policy in the United States; Housing subsidies;
Housing tax credit; Income tax; Inflation;
Interest rates; Internal Revenue Service (IRS);
Land-use regulation; Rent control; Social cap-
ital; Tax expenditures; Taxation of capital
income
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Public concern over housing arises from three
sources. First, housing is the single largest expen-
diture item in the budgets of families and individ-
uals in most modern economies. The average
household in western Europe and the United
States devotes more than one quarter of its income
to housing expenditures. Thus, increased effi-
ciency in the provision of housing services or
reduced occupancy costs can have a large impact
on non-housing consumption and household well-
being. Second, consumers’ housing and location
choices condition many other aspects of the qual-
ity of urban life. For example, the transport,
schooling, and neighbourhood opportunities of
urban households are themselves greatly affected
by the housing opportunities available to them.
Third, it is widely presumed that there are signif-
icant externalities in housing consumption. These
external effects range all the way from the conse-
quences of the social and physical isolation of
those living in low-income residential
neighbourhoods to the presumed benefits of the
‘social capital’ and the increased political partici-
pation of households who own their homes.

In the United States, important policies provid-
ing subsidies to housing consumers are made by
the central (‘federal’) government. Other policies
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governing housing – the regulation of house-
building, service provision, and occupancy – are
determined by local governments. At the national
level, subsidies provided to selected housing con-
sumers and producers are implemented by two
government agencies: the Internal Revenue Ser-
vice (IRS) and the Department of Housing and
Urban Development (HUD). The policies admin-
istered by the IRS are clearly more important
quantitatively, and they have large welfare effects.

The Federal Tax Code

The IRS administers two housing subsidy pro-
grammes: the tax expenditures to owner-occupants
for housing consumption specified in the personal
income tax code, and the tax expenditures for
builders of rental housing under the Low Income
Housing Tax Credit programme specified in the
Tax Reform Act of 1986. This latter programme is
small, having originated in the Tax Reform Act of
1986. The former programme is large, and has
existed in its current form since the personal
income tax was established in 1915. Indeed, the
benefits to homeowners under these tax policies
are among the most generous in the developed
world. (But the form of these subsidies is certainly
not unique to the United States. See Englund 2003,
for a comparative discussion.)

Consider an individual who chooses between an
investment in owner-occupied housing and an
equivalent investment in some other
asset – common stocks, say. The investment in
owner-occupied housing offers three distinct tax
advantages. First, under the US Internal Revenue
Code, the returns on the investment in owner-
occupied housing are untaxed (these returns are in
the form of the housing services consumed in any
year). In contrast, the dividends yielded by com-
mon stock are reported as income and are taxed in
the year accrued. Second, capital gains arising from
the housing investment can be deferred indefi-
nitely. Moreover, a large capital gains exclusion is
available to those over the age of 55. In contrast,
capital gains in the stock market are taxed in the
year they are realized. Third, some of the expenses
associated with homeownership, notably property

taxes and mortgage interest payments, can be item-
ized as deductions in computing federal tax liabil-
ity under the personal income tax. No other interest
payments are deductible as personal expenses
under the Internal Revenue Code. This favourable
treatment also extends to personal income taxation
under the laws of all of the 50 states.

The net effect of these provisions of the US tax
law is to reduce the price of homeownership,
relative to renting, by a sizeable amount. More-
over, as a result of these policies, the relative price
of homeownership varies by income level and the
level of inflation.

It is useful to think of the price of
homeownership as the cost of using the stock of
residential capital. The rent R for using a unit of
capital V is merely

R ¼ iV, (1)

where i is the real interest rate. i is simply the price
of using a unit of capital V for a year. Housing is
subject to local property tax at effective rate t.
Annual expenditures of 100d per cent are required
to maintain the property and to offset deprecia-
tion. The owner can expect real capital gains at a
rate g. Let p be the rate of inflation. For housing,
the user cost relationship is thus

R1 ¼ iþ pð Þ � t� d � gþ pð Þ½ �V, (2)

where the term in square brackets is the user cost
of residential capital. Note that, in the absence of
tax considerations, the user cost is insensitive to
the level of inflation p. Now suppose nominal
capital gains are untaxed and that mortgage inter-
est payments and property taxes are deductible
from gross income. Suppose net income is taxed
at the rate of T per cent. Under these circum-
stances the user cost relationship is

R2 ¼ iþ p½ � I � T½ � þ t I � T½ � þ d � gþ p½ �ð ÞV,
(3)

or

R2 ¼ R1 � T iþ pþ tð ÞV: (4)
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The system of taxes leads to a reduction in the
net price of housing capital by the amount of the
second term. Note that the after-tax cost of
homeownership declines with the value of the
house, the real interest rate, the property tax rate,
and the marginal income tax rate.

If federal tax rates increase with income or if
higher-income households live in jurisdictions
with higher property tax rates, the cost of
homeownership declines with income. More
important, as long as housing is a normal good
with a positive income elasticity, the net cost of
homeownership declines with income. Further-
more, a given level of inflation in the economy
reduces the user cost more for higher-income than
for lower-income homeowners.

More generally, the analysis shows that the costs
of homeownership are sensitive to macroeconomic
stabilization policies and to the structure of income
tax rates. The marginal tax rates of the highest-
income US households fell from 70 per cent to
30 per cent and then rose to 40 per cent during the
1980s and 1990s, before falling again in 2001. At
the same time, the inflation rate plummeted from
15 per cent to less than three per cent. These
changes have meant that the implicit policy toward
housing and homeownership varied substantially.

For example, at reasonable values of the vari-
ables in Eq. 4 (say, i = g = 3%, t = d = 2%, T =
30%), then as inflation declines from six per cent
to 1 per cent, the after-tax user cost of residential
capital roughly doubles. Similarly, at reasonable
values of the variables (for example, p = 3% and,
as before, i = g = 3%, t = d = 2%), then, as
income tax rates decrease from 40 per cent to
20 per cent, the after-tax cost of owner occupancy
increases by more than one-third. These are sub-
stantial price changes induced entirely by taxation
and macroeconomic considerations which may be
completely unrelated to any objective of housing
policy.

These reductions in the user cost of housing
capital may be expected to increase housing con-
sumption; reductions in the price of owning rela-
tive to renting may be expected to increase
homeownership. But econometric research sug-
gests that the demand for housing is moderately
price-inelastic. It also appears, at least for the

United States, that the elasticity of
homeownership with respect of the relative price
of homeownership is quite small. Thus, the effects
of these large subsidies on housing outcomes are
quite small.

In contrast, the magnitude of the implicit sub-
sidy arising from the personal income tax code is
large and extremely regressive. The subsidy is
available only to owners, who are typically more
affluent than renters, and only to those who find
it advantageous to itemize their deductions in
computing their tax liabilities. (Under US tax
law, households may claim a ‘standard’ deduc-
tion for expenses or they may list deductions
separately. The propensity to itemize deductions
separately increases with income.) Finally, as
noted above, for those owners who do itemize
deductions, the magnitude of the subsidy
increases with income.

The second programme administered by the
IRS, the low-income housing tax credit, was
established in 1986 and expanded in 2001.
Under this programme, tax credits are remitted
to each state in proportion to population. These
credits are awarded by states to developers who
propose new construction of housing reserved for
low-income tenants who pay 30 per cent of their
incomes in rent. The credits, in turn, are sold to
firms and high-income individuals, and the pro-
ceeds are invested in the designated projects.

The IRS monitors the compliance of these pro-
jects with the tax law requiring occupancy by
low-income tenants for a 15-year period after
construction.

The revenues forgone by the federal treasury as
a result of these programmes are routinely esti-
mated by the Joint Committee on Taxation of the
Congress. The revenue costs of these subsidies are
large. In 2005, for example, it is estimated that tax
expenditures for owner-occupied housing totalled
about $147 billion – $69 billion for the mortgage
interest deduction, $33 billion for the capital gains
exclusion on home sales, $28.6 billion for the
exclusion of imputed rent, and $16.6 billion for
the property tax deduction. It is estimated that
more than half of the benefits of the tax expendi-
tures for homeowners accrue to the top 15 per cent
of the income distribution.
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In contrast, in 2005 the tax expenditures arising
from the low-income housing tax credit were
about $4.8 billion (in present value terms). Pre-
sumably much of this benefit accrues to
low-income renters.

A more relevant benchmark for the costs of
these tax expenditures may be a comparison with
the housing programmes managed by HUD,
whose principal beneficiaries are low-income
households. Direct expenditures under these pro-
grammes are currently $41 billion, or about 28 per
cent of the tax expenditures on behalf of owner
occupants.

Subsidies for Renters

Federal housing policies for renters administered
by HUD provide subsidies to about a third of
low-income households. These programmes
have evolved from those providing housing
owned and managed by government to those pro-
viding direct cash assistance for deserving renters.
The Public Housing Program was established in
1937 to subsidize local governments in building
housing for those temporarily unemployed and
also in providing construction jobs for unem-
ployed urban labour during the Great Depression.
Until the end of the 1970s, the programme subsi-
dized virtually all of the capital costs of desig-
nated public housing dwellings and none of the
operating costs. Since rent rolls were fixed at
25–30 per cent of tenant income, project man-
agers who chose to serve households with the
lowest incomes faced severe budgetary problems.
Changes in the subsidy formulas helped local
managers avoid this Hobson’s choice, but the
legacy of the original subsidy formula, the over-
capitalization of projects to economize on main-
tenance expenses, is still manifest in the long-
lived capital produced by the Public Housing
Program.

The private sector was first induced to build,
manage and provide rental dwellings for
low-income tenants in the 1960s, through gener-
ous depreciation allowances provided to limited
dividend corporations (under programmes such as
Section 235 of the Housing Act of 1968). But it

was not until 1974 that the subsidy provided to
deserving tenants was divorced from the cost of
supplying newly constructed housing.

The innovation in Section 8 of the Housing Act
of 1974 was a programme of project-based hous-
ing assistance based upon long-term contracts in
which the federal government guaranteed that
participating landlords would receive the average
rent in the local housing market (rather than the
cost of building new housing). Low-income
households pay 30 per cent of their incomes to a
participating landlord and the difference, up to the
‘fair market rent’ in the housing market, is sup-
plied under federal contract.

The radical departure to subsidize directly the
demanders of low-income housing rather than the
builders and suppliers of that housing was thor-
oughly tested by the Housing Allowance Experi-
ments of the 1970s and 1980s, the most expensive
social experiment in history, and the results were
incorporated over time into the current Housing
Choice Voucher Program which allocates
vouchers or certificates to local authorities for
distribution to low-income households. Under
this programme, a qualifying household receives
a voucher which pays the difference between
30 per cent of tenant income and the ‘fair market
rent’. This programme is administered by Local
Housing Authorities, who screen applicants and
certify eligibility. Under current practice, house-
holds with incomes below 80 per cent of the area
median income are eligible for vouchers, but
three-quarters of the vouchers are reserved for
very low-income households, those whose
incomes are below 30 per cent of the area median
income. In principle, the voucher is completely
portable. It can be used anywhere by a recipient to
enter into a rental contract within 90 days of issue.

Vouchers offer several clear advantages over
the alternative supply oriented housing subsidy
programmes. First, they are considerably cheaper
per household served than programmes linking
subsidies to construction costs, including the
Public Housing Program, but also the Low
Income Housing Tax Credit Program. Second,
they remove questions about the location of
dwellings occupied by low-income subsidized
households from the local political process.
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Third, they preserve the anonymity of the
low-income recipients of these subsidies. Fourth,
they foster the spatial decentralization of the
low-income population, reducing the concentra-
tion of disadvantaged households in particular
neighbourhoods. Fifth, they better facilitate the
operation of the labour market by encouraging
recipients to live closer to actual or potential
worksites.

Although new commitments by HUD for sub-
sidies to low-income renters are concentrated in
the voucher programme, the legacy of past pro-
grammes will remain for a considerable period.
For example, in the last year for which complete
data are available (1998), 1.3 million units of
government-owned public housing were used to
provide housing subsidies, as were 1.0 million
units of Section 8 project-based housing and
750,000 units of housing produced by other
supply-oriented programmes. In contrast, 1.4 mil-
lion households were subsidized by tenant-based
voucher programmes.

Local housing regulations impose a potentially
serious impediment to the efficiency of vouchers
as a vehicle for housing subsidies. With local
property taxes as the basis for local service provi-
sion, it is often in the fiscal interests of individual
governments to limit the construction of new
housing and to restrict the construction of high-
density housing. The land-use regulations of indi-
vidual jurisdictions are not well coordinated
regionally in the United States, and the resulting
regulatory pattern may make the housing supply
relatively inelastic. This may lead to higher hous-
ing prices in response to increases in demand
throughout the market, and it may mean that
housing may be less available to voucher recipi-
ents in some metropolitan areas.

Despite these real concerns, the most important
factor keeping the rent-to-income ratio of the poor
high is the limited availability of housing subsi-
dies. In 2001, it was estimated that almost 14.5
million renter households paid more than 30 per
cent of their incomes on rent, and more than
7 million paid more than half of their incomes
on rent. In contrast, only about 5 million renter
households received subsidies from all federal
government housing programmes.

See Also

▶Housing Supply
▶Local Public Finance
▶Markets
▶Rent Control
▶Residential Real Estate and Finance
▶Urban Economics
▶Urban Housing Demand

Bibliography

Englund, P. 2003. Taxing residential housing capital.
Urban Studies 40: 937–952.

Gabriel, S. 1996. Urban housing policy in the 1990s.
Housing Policy Debate 7: 673–693.

Quigley, J. 2000. A decent home: Housing policy in per-
spective. Brookings–Wharton Papers on Urban Affairs
1(1): 53–100.

Quigley, J., and S. Raphael. 2004. Is housing unaffordable?
Why isn’t it more affordable? Journal of Economic
Perspectives 18(1): 191–214.

Housing Supply

Raven E. Saks

Abstract
This article reviews the key factors that influ-
ence the elasticity of housing supply in the
United States. When housing demand
increases, the response of the housing stock
is determined by physical construction costs
(materials, labour and land) and government
regulation. During the past several decades, a
widespread adoption of restrictive land-use
policies has substantially reduced the elastic-
ity of housing supply in many parts of the
United States. As the housing stock has
become more inelastic, housing supply con-
ditions have become progressively more
important for understanding the dynamics of
house prices and the form of urban growth
and decline.
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The supply of housing has exerted a growing
influence on the dynamics of US housing markets
since the 1970s. An increase in aggregate housing
demand is ultimately met by an expansion of the
housing stock somewhere in the United States, but
the response of the local housing supply to a
change in demand varies substantially across geo-
graphic locations. Some metropolitan areas, like
Charlotte, NC, have grown rapidly with only
moderate increases in house prices, suggesting
that the supply of housing is elastic in these loca-
tions. By contrast, in locations like New York
City, large increases in house prices and low levels
of construction activity indicate a considerably
more inelastic supply. Places experiencing persis-
tent declines in housing demand, like Detroit,
illustrate yet another aspect of the housing supply.
The durability of housing prevents sharp contrac-
tions of the housing stock when housing demand
falls, limiting population outflows from these
locations and contributing to the persistence of
urban decline. The heterogeneity of supply
responses across local housing markets has
become a topic of great interest among urban
economists, particularly as the supply of housing
has becomemore inelastic in a growing number of
areas in the United States.

Increases in Supply

The response of the housing stock to an increase
in demand is governed by the need for three
elements: a physical structure, land, and govern-
ment approval to put the structure on the land. The
costs associated with each of these elements deter-
mine the extent to which increases in demand are
accompanied by an expansion of the housing

stock or by higher house prices. A combination
of rising prices and declines in construction activ-
ity in many parts of the United States suggests that
there has been a secular decline in the elasticity of
housing supply since the 1970s. Low barriers to
entry and exit and the absence of significant
returns to scale combine to make the home-
building industry fairly competitive, so that
changes in the elasticity of housing supply mainly
reflect the costs of the three component elements.

Structure Construction Costs
The technology of homebuilding has not changed
dramatically since the first half of the twentieth
century, so the costs of building a housing struc-
ture are largely determined by the input prices of
construction materials and labour. Although these
costs account for the majority of new construction
outlays, their importance has declined over time,
and they have accounted for no more than 65% of
the total market value of residential real estate
since the mid-1980s (Davis and Heathcote
2005). Typically, labour makes up about
two-thirds of these physical costs, and geographic
variation in construction worker wages is the pri-
mary source of differences in construction costs
across locations. The response of the housing
supply to changes in physical structure construc-
tion costs is relatively elastic (Somerville 1999b;
Gyourko and Saiz 2006), but increases in these
costs cannot account for the entire decline in res-
idential construction activity that has occurred
during the past several decades (Glaeser
et al. 2005a).

Land Availability
The housing supply is also a function of the
amount of land available for new residential con-
struction. Topography, the existence of bodies of
water, and the geologic composition of the land
can all contribute to the difficulty of building new
houses, reducing the elasticity of housing supply.
In a sample of 45 large cities, Rose (1989) esti-
mates that about 30% of the variation in land
prices across locations can be explained by natural
restrictions on the supply of land. The availability
of land is clearly important in explaining why
some cities grow more quickly than others, but it
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is unlikely to be able to account for an inelastic
housing supply in areas like Austin,
TX. Moreover, places with a limited supply of
land could expand the stock of housing by build-
ing taller structures. Even in places with little
vacant land like Manhattan, many residential
buildings are shorter than can be explained by
the cost of an additional story (Glaeser
et al. 2005b).

Government Regulation
The third factor influencing the elasticity of hous-
ing supply involves the permission to build. Even
when the costs of materials, labour and land are
low enough to generate an incentive to expand the
housing stock, government restrictions often pre-
vent developers from building as many residential
units as they would like. Local governments have
regulated the placement of residential structures
ever since the 1920s, when zoning laws began to
separate residential land uses from commercial
and industrial development. While these regula-
tions altered the geographic distribution of resi-
dential structures within cities, initially they did
not have a notable impact on the aggregate supply
of urban housing (Fischel 2004). It was not until
the 1970s that municipalities began to enact
growth controls and other exclusionary zoning
practices designed to limit the absolute number
of residential units in their jurisdiction. The pop-
ularity of these types of regulations has grown
over the past several decades, and local govern-
ments now employ a wide range of regulatory
practices including height and lot size restrictions,
development moratoria, historic preservation
rules and urban growth boundaries.

In contrast to these restrictive regulations, some
government policies attempt to increase the supply
of housing by providing tax incentives or subsidies
to build units that will be affordable to low-income
households. However, these policies do not have a
notable impact on the aggregate stock of housing,
as they mostly substitute for unsubsidized housing
units (Malpezzi and Vandell 2002). Federally
owned housing appears to be less substitutable for
private units, but there has been virtually no new
construction of public housing units since the early
1980s (Green and Malpezzi 2003).

Because land-use regulations are enacted by
local governments and are frequently customized
to meet the needs of individual neighbourhoods,
these laws vary substantially across locations in
both form and severity. This heterogeneity makes
the degree of regulation difficult to classify in a
manner that lends itself well to systematic empirical
analysis. Despite this complexity, most empirical
research has found a strong correlation of land-use
regulation with higher house prices and less resi-
dential construction (Malpezzi 1996; Mayer and
Somerville 2000; Saks, Saks 2005). Thus, these
regulations appear to reduce the elasticity of hous-
ing supply in the areas in which they are enacted.

As the number of municipalities with restric-
tive residential land-use policies has expanded,
researchers have become progressively more
interested in trying to understand the political
economy of these regulations. Recent decades
contrast sharply with the regulatory environment
during the 1950s and 1960s, when builders were
generally able to influence the decisions of local
zoning boards (Molotch 1976). Since that time,
homeowners have become more successful at
restricting residential construction in their
neighbourhoods. The incentive of homeowners
to constrain development has been linked to sev-
eral motivations including the reduction of con-
gestion costs, the preservation of local amenities
(Hilber and Robert-Nicoud 2006), insurance
against shocks to household wealth (Ortalo-
Magne and Prat 2007), the reduction of free-riding
on the provision of public goods (Fischel 2001),
and the growing likelihood that homeowners
work in a different jurisdiction from their place
of residence (Fischel 2001). In addition to
changes in homeowners’ incentive to limit new
construction, the rise of regulation may also be a
function of their improved ability to influence the
political process (Glaeser et al. 2005a).

While theories explaining the existence of sup-
ply restrictions have multiplied, empirical evi-
dence on the determinants of zoning remains
thin. Richer towns with more educated
populations exhibit a higher propensity to restrict
residential development (Evenson and Wheaton
2003; Glaeser et al. 2005a), and cities are more
likely to enact land-use regulations when the
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policies of neighbouring municipalities are also
restrictive (Brueckner 1998). However, these
studies are based on cross-sectional evidence,
making it difficult to distinguish causal mecha-
nisms from location-specific characteristics and
geographic differences in housing demand.

Decreases in Supply

The durability of housing structures means that
the elasticity of housing supply is asymmetric in
response to increases versus decreases in demand.
Because housing depreciates slowly, the housing
stock does not contract immediately in response to
a decline in housing demand. Instead, places
experiencing persistent declines in housing
demand have low house prices relative to con-
struction costs. The availability of cheap housing
encourages households to remain in declining cit-
ies rather than moving to a location with growing
labour demand. Thus, urban decline is slow and
highly persistent (Glaeser and Gyourko 2005).
The durability of housing may also influence
urban growth through its impact on local land-
use planning decisions (Turnbull 2006).

Broader Consequences of the Elasticity
of Housing Supply

The effects of the housing supply extend far
beyond changes in the relative distribution of
house prices and city sizes across the United
States. For example, by restricting the number of
households in a location, the housing supply can
limit the supply of workers, altering the dynamics
of local wage and employment growth (Case
1991; Saks 2005). Aggregate economic activity
may also be reduced as workers are prevented
from living in the location where they would be
most productive. The housing supply also affects
the distribution of income across and within cities.
By altering relative house-price differentials, sup-
ply restrictions will cause high-income house-
holds to sort into metropolitan areas with highly
valued amenities (Gyourko et al. 2006). More-
over, the composition of the population within

metropolitan areas will also depend on the elas-
ticity of housing supply, as demographic groups
with a higher propensity to move relocate in
response to rising house prices.

While this article has focused on the United
States, the underlying forces that shape housing
supply conditions are similar around the world.
Housing investment as a share of GDP in the
United States has been around the median of
other OECD countries since the late 1990s. In
some countries, construction activity is lower
than in the United States due to a greater scarcity
of land and more restrictive land-use regulations.
By contrast, some other developed countries have
higher rates of housing investment due to a more
active government role in subsidizing residential
construction (Ball 2003). Given the widespread
reductions in the elasticity of housing supply in
many parts of the United States during the past
few decades, further investigations into the deter-
minants and implications of housing supply con-
ditions promise to be an important direction of
future research in both urban economics and
macroeconomics.
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Housing Wealth

Pedro Silos

Abstract
This entry describes housing wealth and the
role it plays in household finance.

Keywords
Borrowing constraint; Households portfolios;
Real estate finance; Wealth effect

JEL Classifications
E21; G11; G12

Housing wealth is the combination of land and
structures for the purpose of providing shelter or
housing services. Housing plays a dual role as a
durable good that provides shelter and as an asset
that complements other sources of wealth in the
portfolios of households.

In principle, if housing was perfectly divisible,
no transaction costs were associated with it, cap-
ital markets were perfect, and financing frictions
were absent, individuals would optimally choose
housing services (through a rental market) inde-
pendent of the amount of housing wealth in their
portfolios. In reality, most households, at least in
the USA, choose to enjoy housing services
through ownership of their residences. The result
is that housing becomes a major component of the
portfolios of households in many developed coun-
tries. At the turn of the 21st century, the median
household in the USA – according to
income – tied about twothirds of its wealth to
residential real estate. In aggregate, the share of
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housing is slightly smaller than that of other
assets, but, due to the extreme concentration of
non-housing wealth, wealth lies largely in hous-
ing for a large percentage of the population. Its
weight in households’ portfolios has a clear life-
cycle pattern: young homeowners leverage them-
selves to purchase homes that result in large
housing-tonet-worth ratios. As people age, their
earnings increase, resulting in a larger accumula-
tion of financial assets and decreasing the
housing-to-wealth ratio. At retirement, financial
assets are depleted at a faster rate than housing
wealth is decreased, resulting in a minor increase
in the ratio.

The interpretation of housing as a bundle of
land and structures allows a calculation of
changes in housing prices into changes in the
price of land and changes in the price of struc-
tures. Davis and Heathcote (2007) report that
changes in the price of residential land account
for most of the low and business-cycle frequency
changes in house prices and that the price of
residential structures moves quite differently
from that of land. Land prices increased signifi-
cantly in real terms over the second half of the
20th century, as a result causing an increase in the
importance of housing in the aggregate wealth
portfolio according to Skinner (1994). Much eco-
nomics research has focused on understanding the
interplay between changes in housing wealth and
the consumption, savings and portfolio decisions
of households. For example, two reasons exist to
explain why housing wealth plays a relevant role
in decisions made by households. First, existing
frictions in housing markets – for instance, in
financing a house or in search of buying and
selling properties – cause most households to
make optimal housing consumption and invest-
ment decisions jointly through the purchase of a
single property. Imposing this constraint on opti-
mal portfolios has problematic implications for
the mix of financial assets held by households.
Second, changes in housing wealth have profound
effects on households’ consumption and savings
decisions. These effects are the result of a direct
change in perceived wealth or the result of chang-
ing the tightness of borrowing constraints if hous-
ing wealth is used as collateral.

As an asset, residential real estate is risky, with
fairly volatile prices. Using data from the Panel
Study of Income Dynamics (PSID) on self-
reported property values and accounting for taxa-
tion and maintenance costs, Flavin and Yamashita
(2002) calculated statistical returns to
homeownership in the USA. The mean return
over their sample period (1968–1992) was 6.6%
per year (by comparison, the mean return for
stocks was 8.2%), the standard deviation was
14% (relative to 24% for stocks), and housing
was essentially uncorrelated with either stocks or
bonds. As a result, from a portfolio perspective, it
is optimal to hold some residential real estate
because it helps diversify the risk present in finan-
cial assets. However, the solution to this portfolio
problem is complicated for households that, due
to frictions, choose one single house, which deter-
mines the consumption of housing services and
the quantity of housing in the portfolio. Flavin and
Yamashita (2002) show that within a mean-
variance frontier framework, housing and its
financing change the risk and return trade-off
that households face. Households with positive
housing-to-wealth ratios see a drop in the weight
of riskless assets relative to risky bonds and
stocks. In fact, the non-negativity constraint in
the riskless asset positions is binding for house-
holds with large housing-to-wealth ratios. This
fact helps explain cross-sectional data on the com-
position of financial assets over the life cycle of
individuals. Cocco (2005) studies portfolio choice
in the presence of housing, also finding important
implications for the weight of financial assets
in households’ portfolios and explaining the
observed positive correlation between
stockholding and leverage.

The literature has also focused on the
response of household consumption to changes
in housing prices. The increase in consumption
observed during periods of rising housing prices
can be the consequence of a larger wealth effect,
a relaxation of borrowing constraints for
constrained homeowners, or simply because
both variables depend on unobserved rises in
expected income. Campbell and Cocco (2007)
use UK household level data to estimate how
consumption responds to changes in house
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prices. They find that the elasticity of consump-
tion to house price for individuals changes by
age. The consumption of young households does
not react to house price changes, while the elas-
ticity for older homeowners is positive and sig-
nificantly different from zero. Li and Yao (2007)
also find similar distributional effects of house
price changes for different age groups using a
structural model calibrated to US data. They find
that in the face of rising house prices, the con-
sumption of young individuals should respond
negatively because it takes more savings to
achieve a required down payment. As retirees
downgrade the size of their housing holdings
(to some extent), the positive capital gains
allow them to increase their consumption.
Middle-aged individuals see their welfare
roughly unchanged.

Campbell and Cocco also find evidence that
increases in house prices relax borrowing con-
straints. The introduction of home equity lines of
credit (HELOC) has facilitated the use of housing
wealth for smoothing consumption over the life
cycle. Introduced at the beginning of the 1980s,
HELOCs are loans that use equity holdings in
real estate as collateral, and they have become
increasingly important, particularly in periods of
rising house prices. These instruments provide
flexibility in transforming illiquid real estate
wealth into liquid assets. As housing wealth is
widely used as collateral, changing house prices
can affect the ability of households to share risk
in the face of idiosyncratic labour market risk.
The amount of housing wealth relative to
non-housing wealth in an economy becomes a
candidate to explain some empirical failures of
equilibrium asset pricing models. Lustig and Van
Nieuwerburgh (2005) use this explanation to
construct an economy in which a decrease in
the amount of collateralisable housing wealth
leaves households more exposed to labour mar-
ket risk as borrowing constraints are more likely
to be binding. The model helps explain why
some empirical regularities are inconsistent with
the standard consumption-based, asset-pricing
model. For instance, the ratio of housing wealth
to non-housing wealth helps predict stock returns
at low frequencies.

See Also

▶Collective Models of the Household
▶Household Portfolios
▶Housing Supply
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Human Capital

Sherwin Rosen

JEL Classifications
J24

Human capital refers to the productive capacities
of human beings as income producing agents in
the economy. The concept is an ancient one, but
the use of the term in professional discourse has
gained currency only in the past twenty-five years.
During that period much progress has been made
in extending the principles of capital theory to
human agents of production. Capital is a stock
which has value as a source of current and future
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flows of output and income. Human capital is the
stock of skills and productive knowledge embod-
ied in people. The yield or return on human capital
investments lies in enhancing a person’s skills and
earning power, and in increasing the efficiency of
economic decision-making both within and with-
out the market economy. This account sketches
the main ideas, and the bibliography is necessarily
restrictive. For additional detail and alternative
interpretations, the reader should consult the sur-
veys by Blaug, Rosen, Sahota and Willis, which
also present complete bibliographies.

Differences in form between human and non-
human capital are of less import for analysis than
are differences in the nature of property rights
between them. Ownership of human capital in a
free society is restricted to the person in whom it
is embodied. By and large a person cannot, even
voluntarily, sell a legally binding claim on future
earning power. For this reason the exchange of
human capital services is best analysed as a rental
market transaction. Quantitative analysis is
restricted to the income and output flows that
result from human capital investments: wage
payments and earnings flows are viewed as the
equivalent of rentals of human capital value,
because a person cannot sell asset claims in him-
self. Even the longterm commitments found in
enduring employment relationships are best
viewed as a sequence of short-term, renewable
rental contracts. By contrast, the legal system
places many fewer restrictions on the sale and
voluntary transfer of title to nonhuman capital. In
fact, substantial activity on non-human capital
asset markets is a hallmark of an enterprise sys-
tem of organization.

Flexibility must be maintained, however, in
these distinctions, which are not always hard and
fast. The institution of slavery was the primary
example of a transferable property right in human
capital. To be sure, the involuntary elements of
slavery are essential, but even voluntary systems
have not been unknown. Similarly, indentured
servitude was an example of a legally enforceable
long-term contractual claim on the human capital
services of others. And in many societies today
there are severe legal restrictions on transfer of
title to non-human capital: the chief example is

collective and state ownership of non-human cap-
ital in planned economies.

Background

Classical economics maintained a tripartite dis-
tinction among the factors of production, Land,
Labour and Capital; whereas modern economics
is much less rigid in these divisions. Viewed from
the perspective of supply, factors of production,
whatever their form, can be increased and
improved at some cost. To the extent that these
improvements involve weighing future benefits
against current costs, the principles of capital the-
ory are applicable.

William Petty, the early actuary and national
income accountant, is generally credited with the
first serious application of the concept of human
capital, when in 1676 he compared the loss of
armaments, machinery and other instruments of
warfare with the loss of human life. Elements of
such comparisons survive to the present day.
However, Adam Smith set the subject on its
main course. The Wealth of Nations identified
the improvement of workers’ skills as a funda-
mental source of economic progress and increas-
ing economic welfare. It also contained the first
demonstration of how investments in human cap-
ital and labour market skills affect personal
incomes and the structure of wages. Alfred Mar-
shall stressed the long-term nature of human cap-
ital investments, and the role of the family in
undertaking them. He also pointed out that non-
monetary considerations would play a unique role
in these decisions because of the dual nature of
workers as factors of production and as consumers
of their work environments. The distinguished
actuary and scientist Alfred Lotka provided the
first quantitative application of human capital in
collaboration with Dublin, calculating the present
value of a person’s earnings to serve as guidelines
for the rational purchase of life insurance.
J.R. Walsh made the first cost imputation of
human capital value. Frank Knight focused upon
the role of improvements in society’s stock of
productive knowledge in overcoming the law of
diminishing returns in a growing economy.
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These early contributions stand as landmarks.
However, the impetus for rapid progress in this
area came from the quantitative revolution in eco-
nomics after World War II, when extensive data
sources revealed certain systematic regularities.
The first of these stems from economists’ interest
in understanding the nature and sources of eco-
nomic growth and development in the 1950s and
1960s. Detailed calculations by national income
accountants showed that conventional aggregate
output measures grow at a more rapid pace than
aggregate measures of factor inputs.
A fundamental conservation law in economics
would be violated unless the unexplained ‘resid-
ual’ was identified with (unexplained) technical
change. Research associated with T.W. Schultz
and Edward Denison attributed much of the mea-
sured residual to improvements in factor inputs.
Schultz adopted an all-inclusive concept of
human capital. At its heart lay secular improve-
ments in workers’ skills based on education, train-
ing and literacy; but he also pointed to sources of
progress in improved health and longevity, the
reduction in child mortality and greater resources
devoted to children in the home, and the capacity
of a more educated population to make more
intelligent and efficient economic calculations.
John Kendrick systematically pursued the empir-
ical implications of these ideas and demonstrated
that the rate of return on these inclusive human
capital investments is of comparable magnitude to
yields on non-human capital. This line of research
as a whole proves that an investment framework is
of substantial practical value in accounting for
many of the sources of secular economic growth.

Another parallel strand of development arose
from professional interest in the nature and deter-
minants of the personal distribution of income and
earnings. This problemwas propelled, in addition,
by substantial public interest in the problem of
poverty and prospects for redistributing resources
to the poor. Empirical bases for this inquiry were,
and continue to be, supported by extensive per-
sonal survey instruments (such as Census and
allied records) that have become widely available
in the post-war period. Much of this work has
focused on the role of education and training as
important determinants of personal wealth and

income. Herman Miller’s updating and elabora-
tion of Dublin and Lotka’s calculation found a
strong and systematic relationship between edu-
cation and personal economic success, a finding
that has been replicated many times in virtually
every country where data are available to make
the calculations.

The fundamental conceptual framework of
analysis for virtually all subsequent work in this
area was provided by Gary Becker, who not only
organized the emerging empirical observations
but also provided a systematic method for seeking
new results and implications of the theory. Practi-
cally every idea in his book has been pursued at
length in the research of the past two decades.
Following Schultz’s lead, Becker organized his
theoretical development around the rate of return
on investment, as calculated by comparing the
earnings streams in discounted present value on
alternative courses of actions. Rational agents
pursue investments up to the point where the
marginal rate of return equals the opportunity
cost of funds. Hence, conditional on the sources
of financing investments through the market and
family resources, there is a tendency for rates of
return to be equated at the margin. This theory of
supply of human capital implies empirically refut-
able restrictions on intertemporal and interper-
sonal differences in the patterns of earnings and
other aspects of productivity. In focusing on the
development of a person’s skills and earning
capacity over the life cycle, human capital theory
has evolved as a theory of ‘permanent income’
and wealth.

Becker also made a distinction between human
capital that is specific to its current employment in
a firm, and that which has more general value over
a broader set of employments. The concept of
firm-specific capital is closely allied with organi-
zational capital, a person’s contribution to a spe-
cific organization, the value of which is lost and
must be reproduced by costly investment when
the employment relationship is terminated. Gen-
eral human capital represents skills that are not
specifically tied to a single firm and whose
employment can be transferred from one firm to
another without significant loss of value. This
distinction has proved valuable for analysing the
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determinants of turnover and firm-worker attach-
ments and its ramifications are still being pursued.
For example, the concept of firm-specific capital
underlies the transactions cost basis for recent
research on labour market and other contracts.

The Rate of Return

The connection between the rate of return on
investment in human capital and observable earn-
ings is illustrated by Smith’s discussion of the
relative earnings of physicians and other profes-
sional workers. A person who contemplates enter-
ing one of these fields must look forward to a long
period of training and costly personal investment
before any income is forthcoming. Furthermore,
the long training period cuts into the period of
actual practice and reduces the period of positive
earnings. Consequently earnings must compen-
sate for the cost and effort required to practice
the trade: if they did not, fewer people would find
it attractive to enter.

The compensatory nature of earnings on prior
investments, equivalent to a rate of return, is the
fundamental insight of human capital theory.
First, it points to the opportunities foregone by
an action as a fundamental cost of undertaking
it. Thus the direct tuition and other costs of edu-
cation are only one component of the true cost.
The fact that the person defers entering the market
and gives up a current source of earnings is also
properly counted as a cost. Second, the focus on
the intertemporal and life-cycle nature of these
decisions leads to a much different concept of
income and inequality than simply examining
current earnings. Human capital theory suggests
that the distributions of lifetime earnings and
human capital wealth are the keys to analysing
the distribution of economic welfare, because
earnings are the result of prior investments.

Two methods are widely used to calculate the
return on human capital investments. Consider
one alternative, call it the null alternative, which
yields an earnings flow of x0(t). Consider another
alternative, call it the investment alternative,
which yields an earnings flow of x1(t). For exam-
ple, in the leading case x0(t) is the expected flow

of earnings in year t if one terminates education
after high school graduation and x1(t) is the earn-
ings that can be expected if one continues on to
college. The time index t commences as of high
school graduation, so x1(t) will typically show a
phase (during the period of college attendance) of
much smaller values than does x0(t). However, in
later life x1(t) is generally larger than x0(t). This is
precisely the investment content of the decision
to continue school: there is a current cost in terms
of income foregone, but a deferred benefit in
terms of greater earnings prospects in the future.
Write the difference z(t) = x1(t) � x0(t). Then z(t)
shows a systematic pattern of negative values
when t is small and positive values when t is
large; z(t) is increasing from negative to positive
in between. Observed earnings in the two choices
allows calculation of the internal rate of return,
defined as the rate of interest which equates the
present discounted value of the two earnings
streams. If i is the internal rate, then �z(t)/
(1 + t)0 = 0.

Of course, it is not possible to observe earnings
in the path not taken. A person either stops school
or continues on to the next level. In practice, the
calculation is made by using observed average
earnings of college graduates at different ages as
an estimate of x1(t) and using the observed aver-
age earnings of high school graduates as an esti-
mate of x0(t). The typical calculation produces an
estimate of i in the neighbourhood of ten per cent,
comparable to the rate of return on investment in
physical capital. Hanoch presents the most com-
plete treatment of this problem. Remarkably, rates
of return on education in the vicinity of ten per
cent are found in a wide variety of countries and
economic institutions.

Another method of calculation, first presented
by Jacob Mincer, brings out the economic aspects
of these estimates more clearly. Suppose a person
contemplates a level income in amount y(s) over
the life work-life cycle if s years of schooling are
undertaken. If schooling is productive we must
have that y'(s) = dy/ds is positive, that is, antici-
pated earnings must be increasing in years of
schooling. The present discounted value of wealth
associated with some choice s, from the point of
view of the present time, is simply
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W sð Þ ¼ y sð Þ
ðn
s

e�rtdt,

where the index of integration runs from s, the
time the person completes school and enters the
market, to n, the time the person retires. Since n is
large, we may take the approximation

W sð Þ ¼ y sð Þ
ð1
s

e�rtdt ¼ y sð Þe�rs=r:

Assume that the schooling decision is made to
maximize human capital wealth W(s). Then dif-
ferentiating with respect to s, the first order
condition is [y'(s) � ry(s)] e�rs = 0, or y'(s)/
y(s) = r � y'/y is nothing other than the marginal
internal rate of return on investment in schooling,
so schooling is chosen such that its marginal inter-
nal rate equals the rate of interest. This rule, sim-
ilar to the economic problem of when to cut a tree
or uncork the wine, is one that maximizes lifetime
consumption prospects for the person.

Now extend this argument to many people. In
an economy with many similar individuals mak-
ing schooling choices, all would choose the same
value of s, satisfying d log y(s)/d log s = r. Since
there would be no differences in schooling
choices among them occupations and jobs that
required either more or less education would go
unfilled, and the labour market would not clear.
Yet, if we observe that in the market equilibrium
different people choose different amounts of
schooling, with some actually choosing more edu-
cation and some actually choosing less, then the
market earnings on jobs with different schooling
requirements must adjust so that the marginal
condition is an identity for all possible values of
s. That is, people must be indifferent as to how
much education they choose. Viewing the mar-
ginal condition as a differential equation in y and s
and integrating yields the restriction y(s) = y0e

rs,
where y0 is the earnings of a person without any
schooling. Substituting this back into the defini-
tion of W(s), we have

W sð Þ ¼ y0e
rs

ð1
s

e�rtdt ¼ y0=r

is independent of s. Writing W(s) = W to reflect
this fact, we have y(s)= (rW) ers, and log y(s)= log
(rW) + rs. Think of this last expression as a
regression equation. Then after adjusting the
income data for age and experience, a regression
of the log of income on years of school yields an
estimate of the marginal internal rate of return to
education (r) as the regression coefficient on
schooling. The constant term in the regression
estimates ‘earning capacity’ log (rW).

The economic logic underlying this develop-
ment clearly shows the compensatory nature of
the returns to schooling and its relationship to
the theory of supply. The equilibrium
earnings–schooling function is an equalizing dif-
ference on the foregone opportunity and other
costs of attending school. If people are alike,
earnings must rise with schooling to cover the
direct and interest costs. Otherwise no one
would be inclined to undertake these investments.
Notice that in this example, income differences
are equalized on cost at every point and that the
human wealth (W) is the same for all. Thus there is
inequality of earnings, but complete equality of
human capital wealth or life cycle earnings.
Restricting attention to inequality in the observed
distribution of earnings would give a highly mis-
leading indication of inequality in the true distri-
bution of economic welfare in this case.

This simple decision problem provides a con-
venient and powerful conceptual framework
around which much of the research in this area
has been organized. The value of this framework
was first demonstrated by Becker, who expanded
it to include interpersonal differences in abilities
and talents and in family circumstances. Interper-
sonal differences in the rate of interest r, are iden-
tified with financial constraints on human capital
investments associated with family background
and related factors. A person confronting a higher
rate of interest would be unable to finance human
capital investments on favourable terms and
would therefore rationally choose to invest less
than a person who was able to borrow at lower
rates. Similarly, there may be interpersonal differ-
ences in talents among people. Somemay be more
skilled in learning, which makes schooling effec-
tively cheaper for them, or they may have natural
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talents which either complement or substitute for
schooling in producing earning capacity.

Considerations such as these lead to an identi-
fication problem in the schooling–earnings rela-
tionship observed across different individuals
(see Rosen 1977, for elaboration; also Willis). To
begin, let us isolate the effects of family back-
ground and financial constraints by restricting
attention to a subset of individuals with the same
natural talents and abilities. Then differences in
school choices within this group would be pro-
voked by corresponding differences in family
backgrounds and financial constraints. The reason
for this goes back to the institutional feature of
human capital assets noted above, that a person
cannot sell an asset claim to future earning power.
Thus human capital does not serve as collateral for
investments in anywhere near the same way as
title to physical capital does for non-human
investment. A house, for example, serves as col-
lateral for a mortgage. If the purchaser defaults on
the mortgage then the creditor gains title to the
house, which can then be sold to settle the debt.
Non-transferable titles to human capital make this
kind of arrangement impossible for personal
investments. Relaxing these kinds of constraints
is, of course, the fundamental economic logic
behind the public provision of education in most
countries throughout the world. But since direct
tuition and related costs are only a part of the true
costs of schooling, the importance of foregone
earnings costs suggests that financial constraints
would still remain a factor in educational
decision-making. As Marshall noted, the social
and economic status of the family play an impor-
tant role in educational choices.

From the point of view of econometric estima-
tion, observing a subset of the population where
abilities are roughly constant, but where financial
constraints dictate different schooling choices
allows identification of the schooling–earnings
relationship for that ability level. This in turn
enables the analyst to calculate the social rate of
return on investment, and to determine empiri-
cally the effect on personal and aggregate wealth
of social policies that relax the financial con-
straints. Earnings of otherwise similar people

who were less constrained serve as excellent esti-
mates of the true earnings prospects for more
constrained individuals.

Extensive empirical investigation of the con-
nection between schooling, earnings, and family
background shows a very strong and systematic
relationship between parents’ socioeconomic sta-
tus and background and the school quality and
completion levels of their children (e.g. Griliches
1970, 1977). This is prima facie evidence of finan-
cial constraints on educational choices, though it
does not rule out other routes by which family
background affects a person’s economic success,
such as complementary investments in the home
in child care and quality. These studies also indi-
cate a direct connection between family back-
ground and earnings given the schooling choices
of children. The causal link between these direct
effects of family background and earnings remain
to be established. It could reflect common but
unobserved variance components across genera-
tions within families, such as unobserved ability;
and also unmeasured factors, such as school qual-
ity and the quality of parental inputs, that are
correlated with family background. Whatever
their source, these direct linkages are numerically
small compared with the effect of schooling itself
on earnings. Most of the effect of family back-
ground on economic success works through its
effects on the educational decisions of children
and through that to economic success as measured
by income and earnings. The direct effect on
income, while persistent and significant, is quan-
titatively small.

Some Applications

Perhaps the main policy area where these ideas on
financial constraints are important is in public
provision of training and ‘manpower’ develop-
ment programmes for the poor. The logic of
these policies rests on the proposition that a per-
son’s income in a market economy reflects the
quantity of resources that the person controls and
the value of these resources. People who are per-
manently poor have less skills and also less
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valuable skills then the non-poor. So an attractive
policy to help eliminate poverty is to give them
more and better resources through education and
training. The rate of return has been widely used
for programme evaluation. For if the social return
to investment in subsidized training is less than
the rate of return on other forms of social invest-
ment, then programmes emphasizing direct mon-
etary and other transfers to the poor are better bets
for society overall than devoting resources to skill
enhancement. There now exists a voluminous lit-
erature on manpower programme evaluation
along these lines, largely stemming out of the
social programmes that were instituted in the
1960s and 1970s in the United States. The evi-
dence is mixed. While many examples of success-
ful programmes can be found, the prevailing
assessment among experts is that the average pro-
gramme has not been clearly successful
(Ashenfelter 1978). This empirically based con-
clusion suggests that the underlying causes of
poverty are more complicated than simple family
constraints on resources which thwart human cap-
ital investments. Lack of motivation, discrimina-
tion, ability, low quality prior education and
insufficient investments in children in the home,
as well as constraints on financing are among
many of the possibilities that present themselves
as causal factors in reducing personal investments
in human capital.

The changing role of women in the workplace
and in the home has refocused current profes-
sional interest on the role of families in determin-
ing economic success of children. While these
intergenerational connections between the wealth
and economic status of parents and their children
have long been recognized as a key element in the
question of poverty and the size distribution of
income, these aspects have only been linked to
human capital theory in very recent years. Again,
the impetus for this interest lies in the empirical
findings summarized above, and also in some that
have come from unexpected quarters, namely the
economic success of immigrants and their
children.

Recent work by Barry Chiswick (1978) has
established a systematic empirical pattern for

many immigrant groups into the United States.
Chiswick finds that members of the first genera-
tion of immigrants earn less than comparable
native born citizens in the first two decades of
their life in the US. At that point their incomes
reach parity with native born citizens and beyond
it actually surpass the incomes of the native pop-
ulation. More remarkably, the sons of these
immigrants – the members of the second
generation – earn incomes which exceed those of
the sons of native born workers. However, by the
third generation there is parity, and the effects of
foreign-born status wash out. While certain
aspects of Chiswick’s findings remain controver-
sial and are being studied at length, they support
the ‘melting pot’ view of economic life in the
US. There is obviously substantial interest and
importance in examining similar phenomena in
other countries.

The chief theoretical work in the
intergenerational transmission of wealth and eco-
nomic status through families is contained in the
research of Becker and Tomes. This work directly
addresses intergenerational linkages through pref-
erences and attitudes of parents toward their chil-
dren, through natural hereditary transfers of
ability and through discretionary transfers of
resources through the generations. This work is
the most complete theoretical description of the
intergeneration distribution of wealth available so
far. Inheritability of abilities is known from statis-
tical theory to imply a regression-toward-the-
mean phenomenon. Thus the fortunes of one gen-
eration are not only linked by direct transfers of
non-human wealth and human capital invest-
ments, but also by inherited traits. These two
forces interact in the intergenerational transmis-
sion mechanism. The economic fortunes of gen-
erations are more closely linked the greater the
degree of inheritability of ability and the greater
the propensity of parents to invest in their chil-
dren’s human capital. The effects of good fortune
in one generation spills over to the next through
the transfer mechanism. Interestingly, it may spill
over to several subsequent generations. Thus
regression toward the mean may occur only after
several generations rather than after only one.
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When borrowing constraints are imposed on this
structure even more persistence is implied
because low income families do not have suffi-
cient resources to invest in their children, whose
incomes as parents are smaller than they would
otherwise be. These issues are important for
understanding social and economic mobility, and
only recently have data become available to study
them empirically. In the end this may be one of the
most important developments in human capital
theory.

Ability Bias

The other major area where considerable research
progress has been made is the role of ability in
determining economic success. In terms of the
decision model above, interpersonal differences
in ability shift the earnings–schooling relation-
ship. More able persons earn more at a given
level of schooling than the less able, so the
observed income-schooling relationship does not
necessarily represent the returns available to a
given person. Thus consider a group of individ-
uals who have the same financial resources (the
same value of r in the term discussion above). If
ability is complementary with schooling then the
rate of return to schooling will be larger for the
more able and they will choose to invest more.
A person observed choosing less education ratio-
nally does so because the personal return is rela-
tively small under these circumstances.
Comparing the earnings of persons who choose
less education with those of persons choosing
more education leads to a biased assessment of
the returns due to differences in their abilities.
This ‘ability bias’ issue has been examined in
much detail.

The basic issue was originally posed by
Becker, using the discounted earning stream com-
parisons presented above. If x0(t) is the earnings
stream of people who stop school after high
school completion and x1(t) is the earning stream
of those who continue to college, then x1(t) is
likely to be a biased estimate of the earnings
prospects of high school graduates had they con-
tinued on to college. In so far as their average

ability is lower than college graduates, their earn-
ings had they chosen to continue on to college are
likely to be smaller than x1(t). Similarly, the higher
average abilities of college going persons makes it
probable that x0(t) is a downward biased measure
of what they would have earned had they stopped
their education after high school graduation. Thus
comparing x1(t) with x0(t) yields an upward biased
estimate of the rate of return to education for either
group.

In order to correct this bias it is necessary to
purge the earnings data of the direct effects of
ability. Several methods have been proposed,
and most find that the effect of ability biases in
rate of return calculations is positive but relatively
small (Griliches). The fundamental reason for this
is due to a finding of Welch, that while the direct
effect of measured ability on earnings is positive
(given schooling), its numerical effect is quite
small. Even a person whose measured ability is
one standard deviation above the mean receives,
on average, an income that is only a few percent-
age points above average.

Most of the research in this area has concen-
trated on indexes of ability associated with IQ and
other measures meant to predict school perfor-
mance. However, predictors of school perfor-
mance and grades are not necessarily good
predictors of economic success. The most sophis-
ticated studies employ factor analytic statistical
models, in which measured abilities embodied in
IQ scores and the like serve only as indicators of
underlying and unobserved ‘true’ abilities. These
studies show that ‘raw’ rate of return estimates
unadjusted for ability differences overstate ‘true’
rate of return calculations by only a few percent-
age points. The rate of return to school remains
substantial, and of comparable magnitude to that
on other forms of investment even after ability
adjustments have been made.

Most of this ability-bias research assumes that
ability can be captured statistically as a single
factor (in the statistical sense). However, some
recent work is based on a multiple-factor view of
ability in which there are different dimensions and
components (Willis and Rosen 1978). This multi-
factor framework is familiar from the theory
of comparative advantage in economics.
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A unidimensional specification of ability only
allows for absolute advantage, where a person
who is more able in one thing is necessarily
more able in everything else. By contrast, a com-
parative advantage specification allows for both
absolute and relative advantages. A person may
be very talented in all things (absolute advantage),
but may also be relatively more talented in some
things than others. Furthermore, absolute advan-
tage may not be so important. A great musician is
not necessarily adept at non-musical activities
such as accounting; and the typical accountant
may well have no more than the average musical
ability in the entire population. An extension of
the model above shows that people would natu-
rally select themselves into those occupations and
educational categories that exploit their compara-
tive advantage. Thus those who choose to special-
ize their human capital investments in musical
activities would be likely to have more natural
talent for it than the population at large. Similarly,
those who learn the plumbing trade would be
likely to have more mechanical ability than those
who make some other choice. These types of
selection problems gain research interest because
educational and occupational choices are closely
linked. While much important work remains to be
done in this area, available evidence is at least
consistent with the existence of comparative
advantage and occupational selection. If so, the
overall ability bias in simple rate of return calcu-
lations is likely to be relatively small.

The question of ability bias and selection
comes up in a quite different manner in the liter-
ature on educational screening and signalling
(Spence 1973). In its most extreme form, the
signalling literature maintains the hypothesis that
education has no direct effect on improving a
person’s skills, but rather serves as an informa-
tional device for identifying more and less tal-
ented people. This model rests on a
unidimensional view of ability and also on the
suppositions that direct observation of a person’s
ability and productivity is very costly and that a
person knows much more about his own abilities
than other persons do. In these circumstances,
education serves as a signal of ability if the more
able can purchase the educational signal on more

favourable terms than the less able. For then edu-
cation and ability are highly correlated, and the
higher income earned by those with more school-
ing is supported in equilibrium by their higher
ability-productivity.

Several points must be made in this connec-
tion. The first is, that taken on its own terms, the
signalling and human capital models have very
similar implications for the rational choice of
schooling. In fact they appear to be econometri-
cally indistinguishable on the basis of income and
schooling data alone. The chief difference is a
normative one, that schooling has a little social
value when it serves as a signal, and has much
social value when it produces real human capital.
Second, the data reveal considerable ‘noise’ in the
schooling–earnings relationship. An investigator
does very well when a third of the total variance in
earnings can be ‘explained’ in the analysis of
variance sense by observable personal factors
such as education, experience, ability measures,
family background and other factors. The
schooling–earnings relationship is very strong in
the sense of population averages, but the error in
prediction is very large for any given person.
Large personal prediction errors dull the value of
education as a signal. This fact also suggests that
education is a personally risky investment. Third,
when the signalling model is expanded, it does not
necessarily imply that educational signals are
socially unproductive. Education may have sig-
nificant social value in identifying naturally tal-
ented people if there is social value in
classification and sorting. For example, there
may be significant interactions among workers
in an organization. If so, then the organization
must be structured to choose the optimal distribu-
tion of talent within it; for example, it may be
socially beneficial for the most talented people to
work together. In so far as the educational system
serves to classify people for these purposes, it is
producing a form of human capital (information in
this case) which has both private and social value.
Finally, the value of education in assisting persons
to find their niche in the overall scheme of the
economy, precisely because they do not know so
much about themselves, has never been
quantified.
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Signalling and Information

A definitive empirical study capable of
distinguishing signalling and human capital
views of investment in education is yet to be
produced in spite of many attempts to do
so. Most work in this area has floundered on the
fact that the two views imply very similar equilib-
rium implications about the observed relationship
between earnings and schooling, so that if any real
progress is to be made, future investigations will
have to look elsewhere. A promising area is to
examine the direct effects of education on produc-
tivity (and not on income alone). Much research
has been done on educational production func-
tions, which have an obvious bearing on these
linkages and how a different form of education
might affect them. For example, some evidence
suggests that preschool training can overcome the
adverse effects of a poor home environment in
educational success. Hanushek (1977) reviews
the literature on educational production.

Surprisingly few studies have attempted to
examine the schooling–productivity linkage
directly, probably because data on personal pro-
ductivity measures are hard to find, but those few
that have managed to do so have found some very
impressive results. Griliches reviews the issues at
the aggregate level. However, the sharpest results
have arisen in agriculture, a sector which has
shown an enormous and sustained growth in pro-
ductivity for at least five decades. The rate of
return to education among farmers is substantial.
Since most of these persons are selfemployed and
sell their produce in impersonal, competitive mar-
kets, it is difficult to make an a priori case that
signalling plays any significant role in their edu-
cational decisions. Moreover, detailed study
shows how these returns come about. More edu-
cated farmers control larger resources in the form
of larger farms. It is possible that there is a com-
mon connection with family background and
wealth. However, available evidence suggests
that these farmers are also much more efficient
in their techniques of production, and that their
education is used primarily to keep them informed
of recent technological changes in agricultural
production, which they adopt with greater

frequency and with quicker response. The case
that education makes farmers more efficient pro-
cessors of new information is very well made in
the work of Welch (1976, 1979). Schultz indicates
that similar findings would apply to much of agri-
cultural production throughout the world, and
broadens the argument to make it more generally
applicable to all walks of life.

Non-Monetary Considerations

Another potential source of bias in rate of return
calculations arises from the limitations of earnings
data. Using expected discounted earnings as the
choice criterion is a first order approximation to a
more complete formulation. Discounted expected
utility is the ideal choice index, because an
employment relationship is a tie-in between the
productive services rendered by human capital
skills on the one hand, and the consumption of
non-pecuniary aspects of the work environment
on the other. The imputed monetary equivalent
value of these job-consumption items should be
added to earnings in a complete calculation. The
same is true of the skills that are utilized outside of
the market sector, such as in home production (see
Michael 1982).

That individuals may differ in their tastes for
employment of alternative forms of human capital
leads to the existence of rents in human capital
valuations. Furthermore, the evidence suggests
that on-the-job consumption values increase with
education and skill. Jobs which require more
schooling are likely to be more desirable on both
monetary and non-monetary grounds (this evi-
dence is reviewed in Rosen 1986). Economic
theory suggests that some portion of earning
capacity would be ‘spent’ on more desirable and
more amenable jobs. To the extent that the value
of work amenities increase with schooling,
observed earnings are a downward biased esti-
mate of total earnings for the more educated, and
measured rates of return are downward biased.

These issues are most sharply drawn in the treat-
ment of hours worked in rate of return calculations.
For example, if observed earnings alone are used in
the calculations, groups such as physicians are
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found to exhibit large rates of return on their med-
ical education, whereas groups such as teachers are
found to earn much lower returns. But physicians
work very long hours, perhaps as much as 40 per
cent more than the typical worker, whereas teachers
work far fewer hours than most other workers; they
do not work in the summer, for instance. It is
necessary to make judgements about the imputed
value of leisure to deal adequately with these dif-
ferences. If leisure is valued at the wage rate, the
proper calculation refers to ‘full’ income at a com-
mon hours-worked standard. Similar considerations
apply to growth accounting calculations: The secu-
lar increase in embodied skills and human capital
has been accompanied by a secular decrease in
working hours among the employed population.
The imputed value of the quantity and quality of
increased ‘leisure’ should be counted in a measure
of welfare. Also, using onlymarket transactions as a
basis for calculation conceals the significant value
of human capital in home production among those
groups, especially women, whose activities have
shifted between the non-market and market sectors.

Occupational Choice

The discussion so far has concentrated on the role
of formal schooling in human capital production.
A small but important literature has used these
ideas to analyse occupational choice, especially
among the professions. The first, and still signif-
icant work in this area is due to Friedman and
Kuznets, who set the general framework in terms
of wealth maximization and rate of return calcu-
lations on entry into law, medicine and dentistry.
Subsequent literature, of which the work of Free-
man is especially notable, has applied modern
time-series statistical methods to these problems,
concentrating especially on the role of income
prospects in attracting or repelling new entrants
into a profession.

The human capital perspective suggests that
longer term income prospects should play an
important role in occupational decisions of the
young and that shortterm and transitory fluctua-
tions should be of lesser consequence because
they have small impact on expected lifetime

wealth. Nevertheless, a central finding in this lit-
erature is that current market conditions have
large effects on occupational choice, and that sup-
ply to a specific occupation is relatively elastic
with respect to current wages. The effects of long-
term prospects have been much more difficult to
isolate empirically, depending as they do on spe-
cific formulations of expectations and the connec-
tions between future earnings expectations and
current and past realizations. In so far as a person
is ‘locked in’ to a profession after choosing it,
economic theory suggests that long-term expecta-
tions should be the primary determinant of choice.
The finding that current prospects are highly sig-
nificant in these choices suggests considerable
mobility and recalibration of choices after train-
ing. For example, many lawyers use their skills
outside the formal practice of law and in comple-
mentary ways in the business sector more gener-
ally. However, the nature and extent of expost
mobility possibilities remains to be thoroughly
examined.

Learning From Experience

From the theoretical point of view, formal school-
ing decisions are only half the story in human
capital accumulation and skill development.
Investment does not cease after schooling: there
is another sense in which it just begins. Formal
schooling sets the stage for accumulation of spe-
cific skills and learning in concrete work situa-
tions, through on-the-job training. The human
capital literature interprets the term ‘on-the- job
training’ very broadly. Only a small part of the
overall concept is included in formal training pro-
grammes, apprenticeships and the like. The
greater part is associated with learning from expe-
rience. This broad and inclusive interpretation is
supported by persistent empirical observations on
the evolution of earnings over the life-cycle. The
age structure of earnings shows remarkably sys-
tematic patterns. Earnings rise rapidly in the first
several years of working life, but the rate of
growth falls toward mid-career and tends to turn
negative toward retirement. In panel data, wage
rates rise throughout the life cycle, with the
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greatest rate of increase in the early years. An
attractive interpretation of these observations is
that the increase in earnings with work experience
is due to increasing productivity and human cap-
ital accumulation over the entire life cycle.

A fruitful empirical approach for studying
these patterns has been developed by Jacob
Mincer (1974). The conception of the problem
extends the education model above. A person is
viewed as making human capital investment
choices at each point in the life cycle. Workers
who choose to invest more pay for their choice by
accepting lower earnings when young and earn
returns on their prior investments in the form of
larger earnings when they are older. This is essen-
tially a choice between a level experien-
ce–earnings pattern (if investments are small)
and a ‘tilted’ one, starting at a lower point and
rising to a higher one if investments are large.
Mincer develops the concept of ‘overtaking’ to
impute the total return to human capital. The basic
idea extends the Smithian principle of compensa-
tion to on-the-job training investments. Suppose a
person has a large variety of possible investment
opportunities after completing school. If no fur-
ther investments are made, the experience earn-
ings profile is relatively flat. The slope of the
earnings-experience profile is increasing and the
intercept of the profile is decreasing with the mag-
nitude of investment. Hence the investment level
defines an entire family of age earnings profiles,
which are spun out around a roughly common
crossing point, labelled the ‘overtaking’ point, if
in market equilibrium wealth is approximately
independent of investment.

The model has a very sharp empirical predic-
tion that in a cohort of individuals with the same
schooling level and different post-school invest-
ments, the interpersonal variance of earnings
should be decreasing with experience up to the
overtaking point and increasing thereafter. These
systematic variance patterns have been found by
many investigators in a variety of data sources.
The assumptions that on-the-job investments are
completely equalizing and that human wealth is
the same for all investment paths makes it possible
to decompose total investments into formal edu-
cation and on-the-job components. Mincer reports

that the on-the-job components are substantial, of
the order of a third or more of the total.

The complete education–experience human
capital model has important implications for the
analysis of poverty and income distributions. In a
nutshell, human capital theory suggests that life-
time earnings is the appropriate construct for
understanding inequality. To the extent that age-
earnings patterns are the result of rational invest-
ments in human capital, it is misleading to use
unadjusted crosssection annual earnings data for
inequality analysis. For those young persons who
are intensively engaged in investment activities
and whose current income is therefore small at
present may be classified erroneously as poor
even though they are not poor in the lifetime
sense. These life cycle issues have not been
given sufficient attention in the extensive litera-
ture on the social welfare consequences of
inequality, in spite of the fact that Paglin (1975)
conclusively shows that they have large conse-
quences for the measurement of inequality. Tak-
ing the life cycle view yields Gini coefficient
estimates of real inequality that are smaller than
when only current incomes are used in the
calculations.

More detailed econometric work on the
dynamic structure of individual earnings based
on panel data helps resolve questions of the extent
to which poverty status is permanent or transitory
over the life cycle. The most sophisticated study
so far (Lillard and Willis 1978) decomposes earn-
ings into several components. One is measureable
characteristics of persons, such as education and
experience, which reflect human capital and other
considerations. Another is a ‘person effect’ cap-
turing unmeasured components of ability, health,
and related factors which permanently affect a
person’s earning power relative to his cohort.
Finally, the third component reflects more tran-
sient variations, reflecting such factors as luck and
other random events which may persist for a time
but which eventually die out. Each component
explains about one-third of the total variance of
earnings. Since the measurable factors are, by
human capital theory, largely equalizing on prior
investments and the transitory effects have only
small effects on life cycle wealth, this leaves about
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one- third of the total variance of life cycle earn-
ings as attributable to permanent differences
among persons or to ‘pure’ inequality. Certainly
this is quite a different picture than emerges from
examining the cross-section distribution of cur-
rent earnings.

Other approaches to understanding
age–earnings profiles in the human capital frame-
work have used a more formal capital–theoretic
structure. Here human capital is associated with
the latent stock of embodied skills and investment
with skill acquisition and learning. A person must
give up current income to learn more and increase
the stock of skills available for rental at a later
date. The optimal investment programme maxi-
mizes the present value of lifetime earnings. This
basic set-up of the problem was first formulated in
an important paper by Ben-Porath (1967), who
structured the investment control as choice of the
division of a person’s time between working and
investing. An extension by Rosen (1972) struc-
tures it as choice among a spectrum of jobs which
offer different learning environments and oppor-
tunities. The wage on a job that offers more learn-
ing possibilities is lower and the programme is
implemented by a ‘stepping stone’ progression of
positions.

This capital theoretic formulation of the prob-
lem has virtues in demonstrating the conceptual
commonalities between capital and growth theory
and human capital theory. However, its generality
comes at the cost of providing less robust pre-
dictions. Thus it seems fair to say that extensive
work attempting to implement these rigorous
ideas empirically has not met with overwhelming
success in extracting information from observed
age–experience trajectories. It appears that other
important forces also affect these patterns. Several
possibilities have been suggested. One relates to
investments in information and search for endur-
ing long job attachments. Job turnover is much
larger among young workers than older ones.
While this is a form of human capital accumula-
tion and much recent work has been devoted to
these issues, it has so far proven difficult to link
this class of problems with the ideas reviewed
here. Nor has human capital theory yet adequately
come to terms with the fact that job patterns

typically exhibit discrete jumps and ‘promotions’,
where the character of human capital services
rendered changes at each step. Competition for
higher ranking positions is properly considered
within the human capital framework, but little
analysis is available so far.

Any review of human capital would be remiss
in not calling attention to parallel developments
and important applications in economic histo-
rians’ interpretation of slavery. The work of
Fogel and Engerman (1974) stands out as the
primary example of the approach. Here the empir-
ical work focuses on direct human capital valua-
tions rather than on earnings. The principles of
capital valuation are used to examine such issues
as the long-term economic viability of slavery as
an economic institution in the absence of inter-
vention. In addition, some important and fascinat-
ing agency problems must be confronted because
of an inherent conflict in the master-slave relation-
ship. The conflict arises because the owner natu-
rally desires more effort than the slave prefers to
put forth. Various institutions, involving both
punishments and rewards, were structured to
help resolve these conflicts. Mention also should
be made of research on indentured servitude by
economic historians (Galenson 1981), which is
analysed as a response to a capital market imper-
fection. A person voluntarily indentured himself
for a period of years as payment for a loan to
provide transportation and connections in the
New World. Repayment was guaranteed by a
legally binding claim on the person’s services for
the period of the contract.

Demographic Effects

Over the years there has been increasing recogni-
tion of the relationship between human capital and
economic demography. This is inherent in the role
of families as both producers and financiers of
human capital investments. Two important recent
developments strongly rest on these connections.

The first one is related to large demographic
changes in the age structure of the population in
the post-war period (the ‘baby boom’) in the
United States. Rates of return on education had
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remained remarkably constant for a thirty-year
period. This in spite of the fact that there had
been an enormous increase in education over
that period. However, Freeman identified a
decline in the rate of return commencing in the
late 1960s. The evidence currently available sug-
gests that the rate fell by several percentage points
for a 10–12 year period throughout the 1970s, but
had gradually returned to its prior level. The lead-
ing explanation for this has been provided by
Welch (1979) and relates to increased competition
for jobs within cohorts as a function of their size.

A stable age distribution of the working popu-
lation provides a naturally stable progression of
work and job opportunities over a person’s work-
ing life. Not only the level, but also the nature and
productive role of human capital changes over the
life cycle. Young workers perform different tasks
and have different responsibilities than do older
workers. Therefore competition and supply of
human capital of various types in the labour mar-
ket is strongly age related. Thus as the large birth
cohorts of the 1950s began to enter the market in
the late 1960s and 1970s, the increased supply of
educated young workers lowered their wage rates
and reduced the rate of return. These effects are
diffused as the large cohort ages and works its way
through the age distribution, and as the structure
of work is altered to accommodate their large
numbers. The weight of extensive research in
this area has shown that returns and wage rates
are affected by cohort size. The consequences of
this research for the future development of human
capital theory will be important, because it
requires considering heterogeneous human capital
investments and the evolution and development of
different types of skills over working life. It may
ultimately require analysing how work itself is
organized and structured.

Human Capital and Discrimination

A final important recent development proceeds on
somewhat more conventional theoretical grounds.
It addresses the role of human capital in observed
wage differences between men and women, and is
ultimately related to questions of labour market

discrimination. The work in this area is firmly
based on empirical calculations. The main fact to
be explained is that women earn less than men,
even after adjusting for differences in occupa-
tional status and hours worked. Labour market
discrimination against women is one possible
interpretation. However, there may be more subtle
forces at work. Mincer and Polachek (1974) build
an alternative interpretation on the observation
that earnings–experience profiles of women are
flatter and exhibit much less life-cycle growth
than that of men, and tied it to the well known
fact that women traditionally have exhibited less
stronger labour force attachments than men due to
the sexual division of labour in the home and the
bearing and raising of children.

The value of an investment increases with its
rate of utilization. Compare two persons: one who
expects to utilize an acquired skill very inten-
sively and one who expects to utilize it less inten-
sively. Suppose further that the costs of acquiring
the skill are approximately independent of its sub-
sequent utilization. Then the rate of return on
investment is larger for the intensive user and
that person will tend to invest more. The applica-
tion to male–female wage differential is apparent
upon connecting intensity of utilization with
labour force attachments and hours worked. In
so far as married women play dual roles in the
market and in the household, there is a tendency to
invest less in labour market skills and more in
non-market skills. The opposite is true of men,
given prevailing marriage institutions. These dif-
ferential incentives can account for differences in
age earnings patterns between men and women as
well as the larger average wages of men. Research
on female labour supply supports the point by
showing overwhelming evidence that labour
force activities of married women are severely
constrained by the presence of children in the
home. Mincer and Polachek provided direct
empirical support by demonstrating that earnings
of never-married women closely approximate
those of men.

Considerable research is in progress on these
ideas (see, for example, Journal of Labor Econom-
ics, 1985). At a minimum, the human capital per-
spective shows that these issues are more
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complicated than appears on the surface. Yet there
are some unresolved puzzles. In spite of the vast
increase in female labour force participation in the
past two decades, the relative wages of men and
women have not changed very much in the United
States, though they have come closer to parity in a
number of other countries. Part of this may be due
to differences in the importance of the government
sector as employers of women, as well as differ-
ences in compliance with equal pay legislation.
A definitive answer is not yet on the horizon.

This essay started by noting the twin origins of
developments of the theory of human capital in
understanding the sources of economic growth on
the one hand and the distribution of economic
rewards on the other. Much progress has been
made on both counts. However, these two
branches have not yet been clearly joined. Future
progress will have to come to terms with the issue
of how private incentives to acquire human capital
affect the available social stock of productive
knowledge and how changes in social knowledge
become embodied in the skills of subsequent
generations.
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Human Capital, Fertility and Growth

Oded Galor

Abstract
The worldwide demographic transition of the
past 140 years has been identified as one of the
prime forces in the transition from stagnation to
growth. The unprecedented increase in popula-
tion growth during the early stages of industri-
alization was ultimately reversed. The rise in the
demand for human capital in the second phase
of industrialization brought about a significant

reduction in fertility rates and population
growth in various regions of the world, enabling
economies to convert a larger share of the fruits
of factor accumulation and technological pro-
gress into growth of income per capita.
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The transition from stagnation to growth has been
the subject of intensive research in recent years.
The rise in the demand for human capital and the
associated decline in population growth have been
identified as the prime forces in the movement
from an epoch of stagnation to a state of sustained
economic growth. They have brought about a
significant formation of human capital along
with a reduction in fertility rates and population
growth, enabling economies to convert a larger
share of the fruits of factor accumulation and
technological progress into growth of income
per capita.

Historical Evidence

The evolution of economies throughout human
history has been characterized by Malthusian
stagnation. Technological progress and popula-
tion growth were minuscule by modern standards,
and the average growth rate of income per capita
was even slower, due to the offsetting effect of
population growth on the expansion of resources
per capita. In the past two centuries, on the other
hand, the pace of technological progress increased
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significantly, alongside the process of industriali-
zation. Various regions of the world departed from
the Malthusian trap and initially experienced a
considerable rise in the growth rates of income
per capita and population. In contrast to episodes
of technological progress in the pre-Industrial
Revolution era, which failed to generate sustained
economic growth, the increasing role of human
capital in the production process in the second
phase of the Industrial Revolution ultimately pro-
mpted a demographic transition, liberating the
gains in productivity from the counterbalancing
effects of population growth. The decline in pop-
ulation growth and the associated advancement in
technological progress and human capital forma-
tion paved the way for the emergence of the mod-
ern state of sustained economic growth.

The evolution of population growth in the
world economy has been non-monotonic. The
growth of world population was sluggish during
the Malthusian epoch, creeping at an average
annual rate of about 0.1 per cent over the years
0–1820 (Maddison 2001). The Western European
take-off along with that of the Western Offshoots
(that is, the United States, Canada, Australia and
New Zealand) brought about a sharp increase in
population growth in these regions. The world
annual average rate of population growth
increased gradually reaching 0.8 per cent in the
years 1870–1913. The take-off of less developed
regions and the significant increase in their
income per capita generated a further increase in
the world rate of population growth, despite the
decline in population growth in Western Europe
and the Western Offshoots, reaching a high level
of 1.92 per cent per year in the period 1950–73.
Ultimately, the onset of the demographic transi-
tion in less developed economies in the second
half of the 20th century, reduced population
growth to an average rate of 1.63 per cent per
year in the period 1973–98.

The timing of the demographic transition dif-
fered significantly across regions. A reduction in
population growth occurred in Western Europe,
the Western Offshoots, and Eastern Europe
towards the end of the 19th century and in the
beginning of the 20th century, whereas Latin
America and Asia experienced a decline in the

rate of population growth only in the last decades
of the 20th century.

The demographic transition in Western Europe
occurred towards the turn of the 19th century.
A sharp reduction in fertility took place simulta-
neously in several countries in the 1870s, and
resulted in a more than 30 per cent decline in
fertility rates within a 50-year period. Over the
period 1875–1920, crude birth rates declined by
44 per cent in England, 37 per cent in Germany,
and 32 per cent in Sweden and Finland. A decline
in mortality rates preceded the decline in fertility
rates in most of Western Europe. It began in
England nearly 140 years prior to the decline in
fertility, and in Sweden and Finland the
corresponding figure was 100 years. The decline
in fertility outpaced the decline in mortality rates
and brought about a decline in the number of
children who survived to their reproduction age.

A similar pattern characterizes mortality and
fertility decline in less developed regions. The
total fertility rate over the period 1960–99
plummeted from 6 to 2.7 in Latin America, from
6.14 to 3.14 in Asia, and declined moderately
from 6.55 to 5 in Africa, along with a sharp
decline in infant mortality rates.

Theories of the Demographic Transition

The Decline in Infant and Child Mortality
The decline in infant and child mortality rates has
been a dominating explanation for the onset of the
decline in fertility in many developed countries,
with the notable exceptions of France and the
United States. Nevertheless, this viewpoint
appears inconsistent with historical evidence.
While it is highly plausible that mortality rates
were among the factors that affected the level of
fertility throughout human history, historical evi-
dence does not lend credence to the argument that
the decline in mortality rates accounts for the
reversal of the positive historical trend between
income and fertility.

The mortality decline in Western Europe
started nearly a century before the decline in fer-
tility and was associated initially with increasing
fertility rates in some countries and
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non-decreasing fertility rates in others. In particu-
lar, the decline in mortality started in England in
the 1730s, and until 1820 was accompanied by a
steady increase in fertility rates. The significant
rise in income per capita in the post- Malthusian
regime apparently increased the desirable number
of surviving offspring and thus, despite the
decline in mortality rates, fertility increased sig-
nificantly so as to reach this higher desirable level.
The decline in fertility during the demographic
transition occurred in a period in which this pat-
tern of increased income per capita (and its poten-
tial effect on fertility) was intensified, while the
pattern of declining mortality (and its adverse
effect on fertility) maintained the trend that
existed in the 140 years preceding the demo-
graphic transition. The reversal in fertility patterns
in England and in other Western European coun-
tries in the 1870s suggests therefore that the
demographic transition was not prompted by a
decline in infant and child mortality.

Furthermore, most relevant from an economic
point of view is the cause of the reduction in net
fertility (that is, the number of children reaching
adulthood). The decline in the number of surviv-
ing offspring that was observed during the demo-
graphic transition is unlikely to have been a result
of mortality decline. Mortality decline would have
led to a reduction in the number of surviving
offspring if the following implausible conditions
had been met: (a) there existed a precautionary
demand for children, that is, individuals were risk
averse with respect to the number of surviving
offspring; (b) risk aversion with respect to con-
sumption was smaller than risk aversion with
respect to fertility (evolutionary theory would
suggest the opposite); (c) sequential fertility (that
is, replacement of non-surviving children) was
modest.

The Rise in the Level of Income Per Capita
The rise in income per capita prior to the demo-
graphic transition has led some researchers to
argue that the demographic transition was trig-
gered by the asymmetric effects of the rise in
income per capita on household income and on
the opportunity cost of bringing up children.
Becker (1981) argues that the rise in income

induced a fertility decline because the positive
income effect on fertility was dominated by the
negative substitution effect that was brought
about by the rising opportunity cost of children.
Similarly, he argues that the income elasticity with
respect to child quality is greater than that with
respect to child quantity, and hence a rise in
income led to a decline in fertility along with a
rise in the investment in each child.

This theory suggests that the timing of the
demographic transition across countries in similar
stages of development would reflect differences in
income per capita. However, remarkably, the
decline in fertility occurred in the same decade
across Western European countries despite their
differing significantly in their income per capita.
In 1870, on the eve of the demographic transition,
England was the richest country in the world, with
a GDP per capita of 3191 dollars (measured in
1990 international dollars: Maddison 2001). In
contrast, Germany, which experienced the decline
in fertility in the same years as England, had in
1870 a GDP per capita of only 1821 dollars (that
is, 57 per cent of that of England). Sweden’s GDP
per capita of 1664 dollars in 1870 was 48 per cent
of that of England, and Finland’s GDP per capita
of 1140 dollars in 1870 was only 36 per cent of
that of England, but their demographic transitions
occurred in the same decade. The simultaneity of
the demographic transition across Western Euro-
pean countries that differed significantly in their
income per capita suggests that the high level of
income reached by Western Europeans countries
in the post-Malthusian regime had a very limited
role in the demographic transition.

The Rise in the Demand for Human Capital
The gradual rise in the demand for human capital
in the second phase of the Industrial Revolution
(and in the process of industrialization of less
developed economies) and its close association
with the timing of the demographic transitions
has led researchers to argue that the increasing
role of human capital in the production process
induced households to increase investment in
the human capital of their offspring, ultimately
leading to the onset of the demographic
transition.
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Galor and Weil (1999, 2000), argue that the
acceleration in the rate of technological progress
gradually increased the demand for human capital
in the second phase of the Industrial Revolution,
inducing parents to invest in the human capital of
their offspring. The increase in the rate of techno-
logical progress and the associated increase in the
demand for human capital brought about two
effects on population growth. On the one hand,
improved technology eased households’ budget
constraints and provided more resources for the
quality as well as the quantity of children. On the
other hand, it induced a reallocation of these
increased resources towards child quality. In the
early stages of the transition from the Malthusian
regime, the effect of technological progress on
parental income dominated, and the population
growth rate as well as the average quality
increased. Ultimately, further increases in the
rate of technological progress, stimulated by
human capital accumulation, induced a reduction
in fertility rates, generating a demographic transi-
tion in which the rate of population growth
declined along with an increase in the average
level of education. Thus, consistent with historical
evidence, the theory suggests that prior to the
demographic transition, population growth
increased along with investment in human capital,
whereas the demographic transition brought about
a decline in population growth along with a fur-
ther increase in human capital formation.

Galor and Weil’s theory suggests that a univer-
sal acceleration in technological progress raised
the demand for human capital in the second phase
of the Industrial Revolution and generated a
simultaneous increase in educational attainment
and demographic transition across Western Euro-
pean countries that differed significantly in their
levels of income per capita. Consistent with the
theory, the growth rates (as opposed to the levels)
of income per capita among these Western Euro-
pean countries were rather similar during their
demographic transition, ranging from 1.9 per
cent per year over the period 1870–1913 in the
UK, 2.12 per cent in Norway, 2.17 per cent in
Sweden, to 2.87 per cent in Germany. Moreover,
the demographic transition in England was asso-
ciated with a significant increase in the investment

in child quality as reflected by years of schooling.
Moreover, international trade and its differential
effects on the demand for human capital had an
asymmetric effect of the timing of the demo-
graphic transition (Galor and Mountford 2006).

Evidence about the evolution of the return to
human capital over this period is scarce and con-
troversial, but it does not indicate that the skill
premium increased markedly in Europe over the
course of the 19th century, nor is it an indication of
the absence of a significant increase in the demand
for human capital. Technological progress in the
second phase of the Industrial Revolution brought
about an increase in the demand for human capital,
and indeed, in the absence of a supply response,
one would have expected an increase in the return
to human capital. However, the significant
increase in schooling in the 19th century, and in
particular the introduction of publicly provided
education, which lowered the cost of education,
generated a significant increase in the supply of
educated workers. Some of this supply response
was a direct reaction to the increase in the demand
for human capital, and thus may only operate to
partially offset the increase in the return to human
capital. However, the removal of the adverse effect
of credit constraints on the acquisition of human
capital (for example, Galor and Zeira 1993 and
Galor and Moav 2006), as reflected by the intro-
duction of publicly provided education, generated
an additional force that increased the supply of
educated labour and operated towards a reduction
in the return to human capital.

The Decline in Child Labour
The effect of the rise in the demand for human
capital on the reduction in the desirable number of
surviving offspring was magnified via its adverse
effect on child labour. It gradually increased the
wage differential between parental labour and child
labour, inducing parents to reduce the number of
their children and to further invest in their quality
(Hazan and Berdugo 2002). Moreover, the rise in
the importance of human capital in the production
process induced industrialists to support education
reforms (Galor and Moav 2006) and thus laws that
abolished child labour (Doepke 2004; Doepke and
Zilibotti 2005), and thus fertility.
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The Rise in Life Expectancy
The impact of the increase in the demand for
human capital on the decline in the desirable
number of surviving offspring was reinforced by
improvements in health and life expectancy.
Despite the gradual rise in life expectancy prior
to the demographic transition, investment in
human capital was insignificant as long as a tech-
nological demand for human capital had not
emerged. The technologically based rise in the
demand for human capital during the second
phase of the Industrial Revolution and the rise in
the expected length of productive life increased
the potential rate of return to investments in chil-
dren’s human capital, reinforcing the inducement
for investment in education and the associated
reduction in fertility rates (Galor and Weil 1999;
Moav 2005; Soares 2005).

Natural Selection and the Evolution
of Preference for Offspring’s Quality
The impact of the increase in the demand for
human capital on the decline in the desirable
number of surviving offspring may have been
magnified by cultural or genetic evolution in the
attitude of individuals towards child quality. Galor
andMoav (2002) propose that during the epoch of
Malthusian stagnation that characterized most of
human existence, individuals with a higher valu-
ation for offspring quality (in the context of the
quantity-quality survival strategies) gained an
evolutionary advantage and their representation
in the population gradually increased. The Agri-
cultural Revolution facilitated the division of
labour and fostered trade relationships across indi-
viduals and communities, enhancing the com-
plexity of human interaction and raising the
return to human capital. Moreover, the evolution
of the human brain in the transition to Homo
sapiens and the complementarity between brain
capacity and the reward for human capital has
increased the evolutionary optimal investment in
the quality of offspring. The distribution of valu-
ation for quality lagged behind the evolutionary
optimal level and individuals with traits of higher
valuation for their offspring’s quality generated
higher income and, in the Malthusian epoch, a
higher number of offspring. Thus, the trait of

higher valuation for quality gained the evolution-
ary advantage. This evolutionary process was
reinforced by its interaction with economic forces.
As the fraction of individuals with high valuation
for quality increased, technological progress inten-
sified, raising the rate of return to human capital.
The increase in the rate of return to human capital
along with the increase in the bias towards quality
in the population reinforced the substitution
towards child quality, setting the stage for a more
rapid decline in fertility along with a significant
increase in investment in human capital and a tran-
sition to sustained economic growth.

The Decline in the Gender Gap
The rise in the demand for human capital and its
impact on the decline in the gender gap in the last
two centuries could have reinforced a demo-
graphic transition and human capital formation.
Galor and Weil (1996, 1999) argue that techno-
logical progress and capital accumulation
complemented mental-intensive tasks and
substituted for physical-intensive tasks in indus-
trial production. In light of the comparative phys-
iological advantage of men in physical-intensive
tasks and women in mental-intensive tasks, the
demand for women’s labour input gradually
increased in the industrial sector, decreasing
monotonically the wage differential between
men and women. In early stages of industrializa-
tion, the wages of both men and women increased,
but the rise in women’s wages was not sufficient
to induce a significant increase in the female
labour force. Fertility, therefore, increased due to
the income effect that was generated by the rise in
men’s absolute wages. Ultimately, however, the
rise in women’s relative wages was sufficient to
induce a significant increase in labour force par-
ticipation. It increased the cost of bringing up
children proportionally more than household
income, generating a decline in fertility and a
shift from stagnation to growth.

The Old-Age Security Hypothesis
The old-age security hypothesis (Caldwell 1976)
has been proposed as an additional mechanism for
the onset of the demographic transition. It
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suggests that in the absence of capital markets that
permit intertemporal lending and borrowing, chil-
dren are assets that permit parents to smooth con-
sumption over their lifetime. The process of
development and the establishment of capital mar-
kets reduce this motivation for bringing up chil-
dren, contributing to the demographic transition.
The significance of the decline in the role of
children as assets in the onset of the demographic
transition is questionable. The rise in fertility rates
prior to the demographic transition, in a period of
improvements in the credit markets, raises doubts
about the significance of the mechanism. Further-
more, cross-section evidence (Clark and Hamilton
2006) from the pre-demographic transition era
indicates that wealthier individuals, who presum-
ably had better access to credit markets, had a
larger number of surviving offspring.

Concluding Remarks

The rise in the demand for human capital in the
second phase of industrialization and its effect on
decline in population growth have been among
the prime forces in the transition of economies
from an epoch of stagnation to a state of sustained
economic growth. They brought about a signifi-
cant formation of human capital along with a
reduction in fertility rates and population growth,
enabling economies to advance technologically
and to convert a larger share of the fruits of factor
accumulation and technological progress into
growth of income per capita.
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East and North Africa
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Abstract
Recent uprisings in the Arab world raise
important questions about the human develop-
ment performance of the Middle East and
North Africa (MENA) in recent decades. In
this article I review the record of progress in

Human Development in the Middle East and North Africa 6011

H

https://doi.org/10.1057/978-1-349-95189-5_320
https://doi.org/10.1057/978-1-349-95189-5_2819
https://doi.org/10.1057/978-1-349-95189-5_2848


key aspects of human development. According
to the widely used Human Development Index,
the average level of human development in
MENA is commensurate with the region’s gen-
eral level of economic development. The
assessment is less favourable when we exam-
ine how opportunities for human development
are distributed across the population. Other
aspects of wellbeing that are not included in
the standard measures of human development,
but which affect its assessment, such as the
challenges faced by women and young people,
further revise downward our evaluation of the
region’s progress in human development.
I complement this quantitative review with a
discussion of how key structural features of
MENA economies – high oil income, late
demographic transition and low productivity
of education – have shaped human develop-
ment in the MENA region.

Keywords
Human development; Human Development
Index; Inequality; Gender; Middle East and
North Africa; Youth

JEL Classifications
O15; O53; J13; J16; D63

Introduction

Widespread political unrest in the Arab world
since 2011 might easily give the impression of a
region in a very poor state of human development,
but, at least according to international indicators,
the record of human development in the Middle
East and North Africa (MENA) in recent decades
has been quite respectable. As recently as 2010,
before the first uprisings in Tunisia shook the
region, the United Nations Human Development
Report (HDR) placed five Arab countries
(including Tunisia, the first Arab country to
revolt) on its list of the top ten countries that
improved their human development in the preced-
ing 40 years (UNDP 2010). The positive view of

human development in MENA based on the
Human Development Index (HDI) – a combina-
tion of measures of income per capita, education
and health published annually by the United
Nations Development Program (UNDP), has not
gone unchallenged, however. For example, the
2002 Arab Human Development Report, the first
in the series, while acknowledging the positive
achievements in HDI and falling poverty in the
previous three decades, highlighted a ‘freedom
deficit’ in the Arab world, which manifests itself
in lagging democratic institutions and lack of
civic and political rights. Human development is
closely bound with enhancing human capabilities
that enable individuals ‘to exercise freedom and
human rights’. Thus without removing the free-
dom deficit the report is pessimistic about
sustained human development in the Arab world.

In this article I survey the state of human
development in MENA, emphasising those
aspects of human development that are quantifi-
able and for which data is available across coun-
tries and time. I emphasise comparison with other
countries because I believe that human develop-
ment should be assessed not just in relation to the
advanced regions of the world but also relative to
the level of a nation’s economic development. So
the question is more about how MENA is doing
relative to its own past and relative to other coun-
tries with similar levels of development than in
absolute terms and relative to an ideal.

I begin with a detailed discussion of what we
can learn from the standard HDI analysis and then
proceed with other dimensions of human devel-
opment that the HDI metric does not take into
account. Inequality in human development is the
most important limitation of the standard HDI
reporting, which is often at the level of national
average values. Since 2010, HDRs report
inequality-adjusted HDI values that are adjusted
for the inequality in the distribution of each
sub-index. Because of the relatively low level of
inequality in MENA (Bibi and Nabli 2009;
Belhaj-Hassine 2015), the overall story of
human development in the region as told by HDI
does not change much when viewed with
inequality-adjusted HDI values. A less favourable
picture emerges when we examine recent research
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on inequality of opportunity, which provides evi-
dence that opportunities for human development
are unevenly available to young people from
advantaged and disadvantaged backgrounds.
Other important aspects of human development
that affect individual welfare, such as civic partic-
ipation and political liberties, which are difficult
to quantify and compare over time and across
countries, but are critical for human development,
receive relatively less attention in this article.
Finally, I look more closely at young people and
women, two social groups that face specific chal-
lenges in the context of MENA, which are not
well reflected in the HDI calculus (Salehi-Isfahani
2013).

Discussing human development for theMENA
region as a whole can be misleading because of
the considerable heterogeneity in economic devel-
opment in the region. While MENA countries are
fairly homogeneous in terms of religion, language
and culture, they differ widely in income per
capita, making comparisons between MENA and
other regions meaningless. To deal with this issue,
where appropriate, I discuss human development
for three groups of MENA countries: low income,
defined as those with less than $3,000 in GDP per
capita (in 2005 Purchasing Power Parity US dol-
lars); middle income (those between $3,000 and
$15,000); and high income (those above
$15,000). Table 1 presents the list of countries in
these groups. While these cutoffs are rather arbi-
trary, they do well in separating MENA countries
into groups with similar levels of development.
The poor countries of Djibouti, Mauritania and
Somalia are Arab countries, but because they are
often not considered as Middle Eastern, I group
them with Sub-Saharan African countries.

The rich countries of the Gulf Cooperation
Council, the GCC, comprising Bahrain, Oman,
Qatar, Saudi Arabia and United Arab Emirates,
along with Libya, enjoy high levels of per capita
income because of rents from hydrocarbon
exports. This group accounts for only 9% of the
region’s 725 million population. A second group,
with 78% of MENA population, consists of
middle-income countries, including oil exporters
Iran and Iraq. The third group, accounting for the
remaining 13% of the population, consists of the

three lowest income countries of the
region – Sudan and Yemen. This group, with a
(population weighted) average per capita GDP of
only $2,150 in 2005 Purchasing Power Parity, is
poorer than the average Sub-Saharan African
country (Table 1). The middle-income group
enjoys an average per capita GDP that is almost
four times as high ($7,624) and is slightly below
Latin America and the Caribbean. Average
income in the richest group ($25,097) is 3.5
times higher than the middle group and in the
range for advanced countries.

The next section will offer a broad assessment
of the performance of the MENA countries
according to HDI and its components. The fol-
lowing section discusses the role of poverty and
inequality and the extent to which taking them
into account revises our assessment, and the final
two sections discuss human development issues
specific to two social groups: women and young
people. Gender inequality is an important aspect

Human Development in the Middle East and North
Africa, Table 1 The list of countries in MENA categories

MENA
Low
income

Middle
income High income

Algeria Sudan Algeria Bahrain

Bahrain Yemen Egypt Kuwait

Egypt Iran Libya

Iran Iraq Oman

Iraq Jordan Qatar

Jordan Lebanon Saudi Arabia

Kuwait Morocco United Arab
Emirates

Lebanon Palestine

Libya Syria

Morocco Tunisia

Oman Turkey

Palestine

Qatar

Saudi Arabia

Sudan

Syria

Tunisia

United Arab
Emirates

Yemen

Notes: Low income group have GDP per capita less than
$3,000 (2005 PPP), middle income $3,000–$15,000 and
high income greater than $15,000
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of social and private life in most MENA countries,
which affects human development of half of the
population. Youth unemployment, especially of
educated youth, challenges the value of their edu-
cation, which is an important element of human
development.

The Human Development Index

We begin with an assessment of human develop-
ment inMENA countries using the Human Devel-
opment Index. This index combines progress in
three important dimensions of human welfare:
income, health and education. Income is measured
by gross national income (GNI) per capita, educa-
tion by average years of schooling for adults aged
25 years and older and expected years of school-
ing for children of school entering age, and health
by life expectancy at birth. Standardised indices
for these dimensions are turned into a single index,
the HDI. Since 2012, the HDI is a geometric mean
of its three constituent indices.

According to HDI, as a groupMENA countries
have done relatively well in improving the welfare
of their average citizen (see Table 2). Over the
1990–2013 period all three groups of MENA
countries improved their HDI faster than the
world average (23.6%). The low-income MENA
group increased its HDI by 33.3%, followed by
the middle-income group (29.1%) and the high-
income group (23.9%). Only the Asian group of
countries did as well or better, increasing their

HDI score by 32.0% over the same period. HDI
for Sub-Saharan Africa, which had the lowest
overall score to begin with, rose by 19.5%,
followed by Latin America with an increase of
17.7%, and the developed regions, which,
because of their already high scores could not
increase their HDI by as much as the less devel-
oped regions.

There is wide variation in the level of human
development within the region, mostly caused by
the considerable heterogeneity in per capita
incomes, which is itself caused by differences in
oil wealth. In 2013, the oil-rich group of MENA
countries had a population-weighted average HDI
of 0.83, which is close to those observed for the
developed countries of Europe, North America
and Oceania. The middle-income countries of
the region do about as well as Latin America and
the Caribbean, and the poorest group (Yemen and
the Sudan) is slightly worse off than Sub-Saharan
Africa.

A more meaningful comparison of HDI
between MENA countries and the rest of the
world should consider HDI relative to each
country’s resources. To do this I regress the HDI
values for all countries (MENA and non-MENA)
on log per capita GNI, and use the predicted
values forming a straight line in Fig. 1 as the
basis for comparison. This comparison leaves
MENA countries looking worse than in Table 2.
Except for Jordan, Palestine and Syria, MENA
countries have lower HDIs than is predicted by
their income level.

Human Development in the Middle East and North Africa, Table 2 HDI by region over time

Region 1990 2000 2005 2010 2013 Growth 1990–2013

MENA-low 0.36 0.40 0.44 0.47 0.48 33.3

MENA-middle 0.55 0.63 0.66 0.70 0.71 29.1

MENA-high 0.67 0.75 0.78 0.81 0.83 23.9

Sub-Saharan Africa 0.41 0.40 0.43 0.47 0.49 19.5

Asia 0.50 0.56 0.60 0.65 0.66 32.0

LAC 0.62 0.67 0.70 0.73 0.73 17.7

Oceania 0.77 0.80 0.81 0.82 0.83 7.8

Europe 0.77 0.84 0.86 0.88 0.88 14.3

North America 0.86 0.88 0.90 0.91 0.91 5.8

World 0.55 0.61 0.63 0.67 0.68 23.6

Note: All average values are population weighted
Source: Author’s calculations using UNDP 2014 database, accessed 20 May 2015
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Since income is one of the three components of
HDI, the underperformance of MENA countries
conditional on income must be due to the other
two components: health and education. Figures 2
and 3 depict the HDI values for health and educa-
tion relative to the predicted line representing
average performance conditional on income.
Figure 2 shows the HDI measure for life expec-
tancy at birth, a summary measure of health which
is most sensitive to health outcomes at early ages,
against log per capita GNI. On this count, several

MENA countries perform better than the world
average. Among them, Syria stands out. The posi-
tion of Syria relative to the rest of MENA may
surprise many in view of the destructive civil war
since 2011, which is often attributed to poverty
and deprivation. Syria happens to have had one of
the lowest rates of infant mortality in MENA,
even lower than the more developed countries of
Tunisia and Turkey, thanks to an effective
immunisation program and the government’s
focus on child health. The percentage of infants
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with low birth weight in 2003 was the lowest in
the Arab world: 7% compared to 15% in UAE
(UNDP 2005). In 2013, life expectancy in Syria
was 74.6 years, which was 6.7 years higher than
the average for median HDI countries with similar
average income level (UNDP 2014). The case of
Syria illustrates the importance of health policy in
improving welfare in poorer countries as well as
the need to look beyond income when assessing
average wellbeing. The same view of education
offers a less attractive view of MENA countries
relative to the rest of the world. The HDI index for
average years of schooling falls below the world
average for all MENA countries except Palestine
and Jordan (see Fig. 3).

Education quantity, as measured by years of
schooling, is usually considered the better part of
education in the MENA region (Salehi-Isfahani
2012). But attainment of years of schooling can be
a gross exaggeration of a nation’s level of human
capital, as famously argued by Pritchett (2001).
Schooling no doubt promotes human develop-
ment by contributing to personal development
and increasing civic participation, but it is a
more effective measure of human development
when it also increases individual productivity.
As I argue below, the education that the majority
of MENA youth receive – rote memorisation
aimed at passing tests – is deficient on both

grounds (UNDP 2003, p. 54). MENA countries
have done well in increasing their average years of
schooling, but not in education quality.

The low contribution of schooling to individ-
ual productivity can be regarded as an issue of
education quality, which is, significantly, not part
of the HDI, but it is the subject of much lament in
the region. Two Arab Human Development
Reports (2003 and 2004) that are deeply critical
of the deficit in human capital in the Arab world
offer insights into the problem of education qual-
ity, as well as several other empirical papers
(Assaad 2014). The low productivity of education
in MENA has been noted in cross-country studies
that find that the growth of education in MENA
does not explain the growth of output (Pritchett
1999; Makdisi et al. 2006). Evidence of low edu-
cational achievement in mathematics and science
is available from international tests, such as
TIMSS (Trends in Mathematics and Science
Study) and PISA (Program for International Stu-
dent Assessment), in which a number of MENA
countries have participated, but none was able to
achieve the global average (Salehi-Isfahani
et al. 2014; Steer et al. 2014). The richest
MENA countries in which average years of
schooling is below the predicted line in Fig. 3
also have lower average scores in international
tests. In TIMSS 2007, Qatar’s average
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mathematics and science score was the second
lowest in the sample of 54 countries that took
the test. An obvious reason why students in
oil-rich countries perform poorly despite abun-
dance of resources for education is a lack of
incentives. The ability to tap into rent income
from oil with little productive skills dulls the
incentive to acquire such skills. Consistent with
this conjecture, boys in oil-rich MENA countries
consistently score lower than girls, because they
are favoured in jobs, businesses and inheritance
over girls and therefore have less incentive to
supply effort.

Another type of over-estimation of human
development occurs when the measure of income
used in HDI is not related to individual produc-
tivity. This is the case in the oil-rich group of
MENA countries – the GCC, plus Algeria, Iran,
Iraq and Libya – which, as we have seen, are the
best performers in terms of the HDI. But not all
types of income that increase the purchasing
power of individuals imply the same level of
increase in human capability and development.
An increase in income that is the result of higher
productivity as opposed to a higher price of oil is
surely more congruent with a reasonable notion of
human development (Salehi-Isfahani 2013). For
the oil-rich MENA countries, we should keep in
mind the inflated appraisal of human development
that arises from the inclusion of rent income in
their HDI.

Poverty and Inequality

The discussion of human development using
national averages can be misleading if it is
unequally distributed. Nowhere do all citizens
enjoy the same average level of wellbeing, so it
is important for comparison of human develop-
ment across countries and over time to include
measures of how average indicators are distrib-
uted across a country’s population. A ready way to
do this is to use the inequality-adjusted HDI
(IHDI), which has been available since 2010
(Hicks 1997; Alkire and Foster 2010). Using
IHDI does not substantially change the assess-
ment of human development in the MENA region

offered in the previous section. This is in part due
to the fact that inequality of income in the MENA
region is low compared to the average for devel-
oping regions, in particular Latin America (Bibi
and Nabli 2009; Belhaj-Hassine 2015). The aver-
age Gini coefficient for 2001–2011 for MENA is
36.7, compared to 43.3 for middle-income coun-
tries to which the majority of MENA countries
belong (Salehi-Isfahani 2013). More recent data,
for 2014, indicates a large drop in the IHDI values
for MENA countries (19 points), larger than for
the average for middle-income countries
(14 points). This difference appears to be caused
by the drop in IHDI values for education, not
health. The inequality-adjusted health index in
2014 is the same for MENA and middle-income
countries (0.71), while the education index is sig-
nificantly lower (0.34 compared to 0.52).

Poverty is about how the people at the bottom
of the income distribution fare. In principle, it is
more about the absolute level of wellbeing of those
at the bottom and as such is distinct from inequal-
ity, which may be high but consistent with provid-
ing those at the bottom with a decent standard of
living. MENA countries met their MDG goal of
halving the proportion of the population in extreme
poverty (less than $1.25 per person per day) in
2010, five years ahead of the 2015 deadline
(World Bank 2015, p. 230). This achievement
may not seem all that impressive in light of the
high price of oil in 2010. It remains to be seen if
during the coming decade, when oil prices are
likely to remain low, poverty rates can continue
to fall.

Inequality measured at a particular point in
time (such as the Gini index calculated from
cross-section data) is also relatively moderate in
MENA. But as recent research has revealed,
inequality of opportunity, especially in education,
is alarmingly high. A study of inequality of oppor-
tunity in child health – measured by height and
weight of children under 5 – by Assaad
et al. (2012) found that a large proportion of the
inequality in children’s anthropomorphic mea-
sures is accounted for by the circumstances into
which children are born, mainly the characteris-
tics of their families and communities. Salehi-
Isfahani and Vahidmanesh (2016) provide
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estimates of the Human Opportunity Index for
10 MENA countries. This index, measures access
by children ages 10–17 to basic services, such as
electricity, clean water, sanitation and schools,
which are often supplied by governments. They
show that children in MENA enjoy greater equal-
ity of access than other developing regions for
which similar estimates are available. They attri-
bute this to the relative success of post-
independence populist and socialist governments
in the Arab world whose public investment pro-
grams delivered these services more evenly to
poor and rich areas.

In contrast, in areas of human development
where investments by families complement public
investment, as in education quality, several
MENA countries exhibit high levels of inequality
of opportunity. This is the case with inequality of
opportunity in educational achievement estimated
by Salehi-Isfahani et al. (2014) using TIMSS
scores for 8th grade students, which show that in
several MENA countries the amount of mathe-
matics and science children know at age
14 depends greatly on circumstances beyond
their control. In these MENA countries, parental
education and the quality of the neighbourhood
explained a larger share of total inequality in these
countries than in Europe or even Latin America.
Their estimates indicate that the chance of scoring
in the top 10% of their class, a good predictor of
success at the university entrance examinations,
differs greatly for children from advantaged and
disadvantaged families. Iran, Turkey, Tunisia and
the oil-rich countries of the Gulf had higher than
average inequality of opportunity within the
region. Schooling attainment, measured by prob-
ability of entering school and reaching the sec-
ondary level, was also found to be opportunity
unequal in that it depends greatly on circum-
stances beyond individual control (Assaad
et al. 2014). Unlike in achievement, inequality of
opportunity in attainment appears to improve with
economic development; it is highest in Yemen and
Iraq, the two least developed countries in a sample
of seven countries, andmuch lower in Iran, Jordan
and Tunisia.

Inequality of education opportunities is closely
tied with credentialism. Some of the influence of

circumstances on educational outcomes can be
traced to the competitive nature of the education
system in MENA countries. Having educated par-
ents who are able to pay for private tutors and
private schools gives a child a significant compet-
itive edge to score highly in national exams and
gain admission to a good public university. In
Egypt, Assaad (2010) calculates that ‘an individ-
ual whose parents are both university educated,
are from the highest wealth quintile and who live
in the urban governorates ... has a 98.5 percent
chance of accessing higher education as compared
to a 5.5 percent chance for an individual whose
parents are both illiterate, are from the lowest
wealth quintile and live in rural Upper Egypt’.
Inequality of opportunity in MENA countries
appears to extend beyond education. Assaad
et al. (2014) study the chances of success in
employment for college graduates in Egypt and
Jordan and find that the type of job and the wage
graduates receive depend heavily on parental
background after controlling for individual ability
and education quality.

Progress in human development is closely
bound with equality of opportunity and social
mobility. Genuine human development requires
that social and economic inequalities not persist
from generation to generation. To the extent that
MENA societies have failed to equalise opportu-
nities in health, education and income, the pro-
gress they register in the inequality adjusted HDI
does not fully describe how economic develop-
ment of the region has benefited its citizens.

Gender Inequality

MENA societies are often characterised as patri-
archal, with high levels of gender inequality in the
economic, political and social spheres. The Gen-
der Inequality Index (GII) computed by the
Human Development Report 2014 quantifies gen-
der disparities in reproductive health and access to
education and paid work. The GII average for
MENA is 0.49, indicating a high level of gender
inequality, higher than Latin America and the
Caribbean (0.43), but lower than the average
values of this index for medium and low human
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development groups �0.51 and 0.59, respec-
tively. The GII varies considerably within the
region, which conflicts with the view that gender
inequality is inherent to Islam or deeply embed-
ded in the cultures of the region. In fact the index
is smallest (0.30) for the most conservative,
Islamic country in the region – Saudi Arabia.
The poorest group has the highest level of gender
inequality (0.67), followed by the middle-income
group (0.48).

A related ranking of regions in gender inequal-
ity is available from the World Economic Forum
(World Economic Forum 2015). This ranking
places the Middle East sixth in the world, above
only Sub-Saharan Africa, in overall gender dispar-
ity. The MENA region’s ranked the last of seven
regions according to the sub-index measuring
labour market opportunities for women. The next
worst performance was in the Political Empower-
ment subindex, in which MENA surpassed only
Sub-Saharan Africa. Out of the 16 countries from
the region, 13 were among the lowest performing
countries in women’s participation in the labour
force and in reaching high political positions.
Only in terms of gender disparity in health did
the MENA region perform better, ranking fifth
among the seven world regions.

The region’s demographic history and its
social norms have had a deep impact on the lives
of its women. The recent literature on economic
growth, summarised in Galor (2011), provides a
useful framework for understanding the role of
demographic transition in advancing the status
of women and human capital. In the literature,
demographic transition affects human develop-
ment because it improves child health and educa-
tion and empowers women. Having fewer
children enables families and the state to increase
their investments in health and education of chil-
dren. It empowers women because it frees their
time from procreation, allowing them to increase
their participation in the economic and civic life of
their communities. Empowerment of women fur-
ther increases the allocation of family resources in
the direction of investment in child health and
education, and in favour of girls, all of which
contribute to human development (Strauss and
Thomas 1995; World Bank 2007).

Most countries of the MENA region have
advanced far along the path of demographic tran-
sition, which partly explains their gender
improvements in health and education. In Iran,
Lebanon, Tunisia and the UAE, fertility has
declined to below replacement level, while in
several others the decline is well under way. Fer-
tility transition still has some way to go among the
poorest (Yemen) and the oil-rich countries (Iraq,
Libya, Oman and Saudi Arabia).

The negative relationship between the level
of economic development and fertility has found
empirical validity globally, but the experience of
a few oil-rich countries of the Middle East defies
this correlation for reasons noted earlier: rising
income in these countries represents increasing
rent from oil rather than rising labour productiv-
ity, which is the reason for the increase in the
value of parental time and lower demand for
children.

Oil wealth may also help explain why rising
income and female education in countries such as
Oman and Saudi Arabia have failed to transform
the status of women there. There is a debate about
whether oil or conservative gender norms are
responsible for the delayed decline in fertility
and low participation of women in economic and
civic life (Salehi-Isfahani 2007). Ross (2008,
2012) has argued that the incongruity between
high income and gender equity is due less to
traditional Islam than to the high share of oil
income in the GDP.

While fertility decline requires deep social
transformation, and is therefore less easily
affected by the inflow of oil money, health out-
comes respond more quickly to income regardless
of its source: productivity or oil rent. MENA
oil-rich countries have child mortality rates
(CMR) at levels close to those in developed coun-
tries, 11 per thousand or below in 2005, except for
Saudi Arabia (21). Low CMR in Oman and Saudi
Arabia, relative to fertility, highlights the anomaly
of human development in oil-rich countries. CMR
has declined across the board in MENA countries,
falling below the average in Asia (54) in 2005.
Even in Yemen, with a CMR of 71 per thousand in
2005, child health appears better than in
Sub-Saharan Africa (125).
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The view that equates Islam with gender
inequality ignores this variation and focuses
instead on the unequal treatment of men and
women under the sharia.

Naturally, the region’s traditions and social
norms, which consider women’s role primarily
to be mothers and homemakers, are closely
bound with religion, but may also have their
own independent origin and influence. This
more complex view of gender relations in the
region is corroborated by studies of history
(Nashat and Tucker 1999), of modern social
change (Moghadam 2004; UNDP 2005) and of
other factors that affect women’s role in society
and economy, such as the oil rent (Ross 2008,
2012).

In several countries there has been consider-
able progress in changing the civil codes to better
protect women’s rights. Even where the legal sit-
uation has remained unchanged, women have
made significant progress in health and education.
Decline in fertility throughout the region has cre-
ated the basis for more equal status within the
Middle Eastern family. MENA countries compare
favourably with the rest of the world in terms of
the gender gap in school enrolment and average
years of schooling (World Bank 2004b, p. 67). In
Iran, Jordan, Kuwait and Tunisia women’s life
expectancy and average years of schooling equal
or exceed those of men.

Despite these improvements, full gender
equality remains elusive in the Middle East. Per-
haps the most important manifestation of
persisting gender inequality in MENA societies
is lower participation of women in market work, a
phenomenon that the World Bank (2004a) flag-
ship report on gender refers to as the ‘gender
paradox’. The participation rate of women in
MENA is 26%, compared to 74% for MENA
men and 61% for women in middle-income devel-
oping countries. The paradox refers to the fact that
the key correlates of women’s labour force
participation – fertility and women’s
education – have changed, but their labour force
participation has not increased by much. In Mus-
lim Malaysia women are three to four times as
likely to engage in market work as women in
MENAwith similar education and fertility.

The relation between economic development
and women’s labour force participation is condi-
tioned by changes in the overall structure of
employment as a country develops. As Goldin
(1995) has shown, participation initially falls
when traditional jobs in agriculture disappear,
but eventually rises as manufacturing and service
sectors expand (Mammen and Paxson 2000).
MENA economies have been slow to replace tra-
ditional women’s jobs in agriculture with modern
manufacturing and service jobs, a phenomenon
that fits with the higher reservation wage due to
oil income as well as with lagging social norms
(Ross 2008, 2012; Salehi-Isfahani 2007).

Youth

Of the deficiencies in human development that
afflict the MENA region, the failure to provide
young people with a realistic transition from ado-
lescence to adulthood is the most important, espe-
cially in explaining the region’s political and
social instability. The plight of the region’s
youth in transitions from school to work and
from adolescence to adulthood is well
documented in their high rates of unemployment,
the long search for the first job for university
graduates and the inability to get married and set
up an independent family even late in their
twenties (Dhillon and Yousef 2009; Egel and
Salehi-Isfahani 2010).

Unlike in the rest of the world, education does
not seem to improve the employment prospects of
MENA youth. Widespread unemployment of
university-educated youth is the biggest policy
challenge in MENA, and is not limited to the
resource-poor countries of the region. Region-
wide unemployment of 15–24 year olds is four
times the rate for adults (about twice the number
in other developing countries (ILO 2012)) and
rises with education (Assaad 2014; Salehi-
Isfahani 2013). In 2011, average youth unemploy-
ment (aged 15–24) was 27% compared to 6.6%
for adults. Young women fared worse than men,
with an unemployment rate of 41%.

Several factors explain why MENAyouth bear
a disproportionate burden of unemployment in
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their countries. The most obvious is sluggish eco-
nomic growth, especially since the Arab uprisings
of the last few years. The few jobs that are created
are often in the informal sector, as in Egypt, which
young people who can afford to search longer
shun (Assaad 2014). Another factor is their late
demographic transition, which was noted in the
preceding section. Thanks to high fertility in the
recent past, the cohorts reaching adulthood are
now facing an unfavourable job market. The
ratio of youth (15–29 years old) to adults
(30–64) in Table 3 shows that, until recently,
youth outnumbered adults (youth to adults ratios
greater than 1) even though youth ages span less
than half the range for adults. Until 2000, the
average youth–adult ratio for the region as a
whole (weighted by adult population) was close
to unity, compared to 0.4 in developed countries.
Such an extreme age imbalance translates into an
imbalance in labour market flows: for every one
person who retires more than five enter the labour
market, compared to 2 in Korea and 1.2 in the
USA (Salehi-Isfahani 2012). Fortunately, this
ratio is on the decline and for several countries

that completed their demographic transition in the
last decade it will reach less than half its value in
the next 10 years (see Table 3), making absorption
of youth into the labour force much easier.

Poor employment prospects for educated
youth is also partly due to the low quality of
human capital produced by the region’s outdated
education systems, which emphasise rote
memorisation at the expense of skill formation.
The Arab Human Development Report (UNDP
2004) blames failure of ‘the knowledge systems’
in the Arab countries on broader social and polit-
ical factors, such as lack of democracy and
inequality of wealth. AWorld Bank (2007) report
puts the blame on the education system itself,
specifically on public provision of education.
But the blame can be more precisely put on the
lack of incentives in the labour market for skill
acquisition. The lure of academic credentials is
the product of a long history of state employment
of graduates (Assaad 2014; Salehi-Isfahani 2012).
For decades, governments offered guarantees of
public jobs to graduates, often implicitly but at
times explicitly, as in Egypt and Morocco, which

Human Development in the Middle East and North Africa, Table 3 The ratio of youth (15–29) to adults (30–64)

Country 1980 1990 2000 2010 2020 2030

Algeria 1.26 1.13 1.06 0.85 0.51 0.53

Bahrain 1.18 0.76 0.65 0.63 0.47 0.36

Egypt 0.89 0.86 0.83 0.83 0.64 0.61

Iran 1.08 1.01 1.09 0.89 0.45 0.42

Iraq 1.09 1.21 1.20 1.01 0.91 0.79

Jordan 1.13 1.36 1.18 0.92 0.67 0.67

Lebanon 1.06 0.85 0.77 0.74 0.51 0.36

Libya 0.95 1.04 1.03 0.81 0.57 0.54

Morocco 1.24 1.10 0.93 0.76 0.56 0.52

Oman 0.95 0.82 1.06 1.12 0.51 0.31

Qatar 1.04 0.53 0.48 0.58 0.31 0.20

Saudi Arabia 0.96 1.02 0.97 0.66 0.48 0.47

Sudan 1.06 1.11 1.10 1.00 0.96 0.86

Syria 1.27 1.25 1.22 0.99 0.80 0.64

Tunisia 1.14 0.99 0.84 0.69 0.46 0.43

Turkey 0.98 0.87 0.82 0.66 0.54 0.47

UAE 1.04 0.62 0.67 1.09 0.29 0.26

Yemen 0.96 1.22 1.17 1.34 1.07 0.80

Total 1.04 0.99 0.97 0.84 0.60 0.55

Note: Ratios for labour importing countries include migrant workers
Source: UN Population Prospects 2012 revision
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encouraged diploma-seeking behaviour instead of
acquisition of skills. MENA public sectors still
employ the largest proportion of the workforce
in the world (Schiavo-Campo et al. 1997; Salehi-
Isfahani 2007) and their ratio of the government
wage bill to GDP (averaging 8.4% in for
2000–2008) is four times the share for all devel-
oping countries and twice that of high-income
countries (Salehi-Isfahani 2013).

In recent decades, as state bureaucracies have
filled up and structural adjustments rolled back the
size of public sectors (Assaad and Barsoum 2009),
graduates of universities have had to seek jobs in
private sector, often only finding informal jobs
there. But the value of credentials in the labour
market as well as in the marriage market remains
high, casting a long shadow on the region’s edu-
cational institutions. The returns to education,
which in developed countries are relatively con-
stant across years of schooling – about 10%
increase in wages per year of schooling (Card
1999) in MENA countries is heavily concentrated
in the last stage – the university (Salehi-Isfahani
et al. 2009). As a result, the share of workers with a
university degree is incongruent with the demands
of the labour market. For example, in Egypt the
share of urban wage workers with tertiary degrees
has risen to 29%, much higher than the more
economically advanced Turkey, with 11%. The
lure of university education means that a high
share of the public budget is spent at the university
level, which is much more expensive than basic
education. It also leads educated youth to have
excessive expectations in terms of the wage and
the type of jobs the are likely to get, and this delays
their integration into the labour market and causes
longer queues and waiting times for public and
formal private sector jobs.

In addition to the pains of unemployment after
graduation, the lack of formal sector jobs also
frustrates youth aspirations for marriage and
forming independent families. The problems of
the labour market thus easily spill over into the
marriage market, complicating youth transitions
(Assaad et al. 2010; Salehi-Isfahani and Dhillon
2008). As a result, age at marriage has increased
sharply in MENA countries, and not all voluntar-
ily. Voluntary delay in marriage, for example as a

result of the decline in demand for children and
increased demand for education, is consistent with
human development and increased welfare. But
when it is involuntary the opposite may be true,
especially in view of social and legal taboos on
sexual relations outside marriage in MENA soci-
eties. A contributing factor is the high cost of
housing, which forces young people to delay mar-
riage and family formation (Salehi-Isfahani and
Dhillon 2008). Assaad and Ramadan (2008) argue
that the recent decline in the age at first marriage
of Egyptian men is in part due to increased access
to housing resulting from a 1996 housing market
reform that made rental housing more readily
available to young men. Singerman (2007)
blames the high cost of marriage due to social
conventions regarding dowries and marriage
ceremonies.

Conclusion

In the past three decades, the overall performance
of the region in core components of human devel-
opment, as defined by the Human Development
Index, has been quite respectable. But this general
picture has at least four caveats. First, in terms of
income per capita the region is one of the most
heterogeneous in the world, including the world’s
richest country, Qatar, and one of the poorest,
Yemen. To take account of this heterogeneity, in
discussions of the HDI I divided the region into
three more homogeneous groups, and considered
human development sub-indices in relation to per
capita income. Accounting for income per capita,
MENA countries performed at about the world
average in terms of human development.

Second, the standard measures of human
development do not apply well to MENA coun-
tries. I have singled out income and education for
their lack of relevance to individual productivity
and capability. Income from the oil rent affords a
high level of purchasing power, at least when oil
prices are high, but fails to imply the other aspects
of human development we usually associate with
economic development, such as improved gender
equality and increased democratic rights. Like-
wise, the education that most MENA youth
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receive is but a caricature of the human capital that
is needed to remain competitive in the global
economy. Counting years of schooling may give
MENA countries a high score in HDI calculus, but
it does not imply the same level of human
development.

Third, the progress of human development in
the MENA region has been unequal. Evidence on
inequality of opportunity shows that life chances
in health and education for the children from poor
and rich backgrounds are vastly different. Gender
inequality remains the region’s most glaring fail-
ure, and its youth do not share in the region’s
prosperity.

Fourth, progress in measured human develop-
ment has not brought commensurate improve-
ments in civic and political freedoms. Across the
region the ‘freedom deficit’ remains large, both in
countries that experienced the Arab Spring and
those that did not. These less quantifiable aspects
of human development, which I did not cover in
this survey, may in the years ahead determine the
extent to which past gains in human development
are preserved and have the chance to expand.
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Humbug Production Function

Anwar Shaikh

Neoclassical economics has always tried to por-
tray wages and profits as mere technical variables.
At an aggregate level, this is accomplished by
connecting labour and capital to output through
a ‘well-behaved’ aggregate production function,
with the marginal products of labour and capital
equal to the wage rate and profit rate, respectively.
Thus in competitive equilibrium each social class
is pictured as receiving the equivalent of the mar-
ginal product of the factor(s) it owns (Shaikh
1980).

The original optimism that aggregate produc-
tion functions and their corresponding marginal
productivity rules could be derived from more
detailed general equilibrium models eventually
gave way to the sobering realization that the con-
ditions for any such a derivation were ‘far too
stringent to be believable’ (Fisher 1971). Yet neo-
classical economists continue to use aggregate
production functions, apparently because they
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seem to fit the data well and their estimated mar-
ginal products closely approximate the observed
wage and profit rates (so-called factor prices).

This apparent empirical strength of aggregate
production functions is often interpreted as sup-
port for neoclassical theory. But there is neither
theoretical nor empirical basis for this conclu-
sion. We already know that such functions cannot
be derived theoretically, except under conditions
which neoclassical theory itself rejects (e.g. the
simple labour theory of value) (Garegnani 1970).
Moreover, Fisher (1971) discovered through sim-
ulation studies that the aggregate data generated
by microeconomic production functions were not
generally well fitted by aggregate production
functions; that the functions which did best fit
this data are not neoclassical in nature (this is a
common finding, e.g. Walters 1963); and that in
simulation runs where the wage share happened to
be roughly constant and aggregate Cobb–Douglas
production functions happened to work well, this
goodness of fit was puzzling because it held even
when the theoretical conditions for aggregate pro-
duction functions were flagrantly violated.

Shaikh (1974, 1980) has shown that this last
result is simply an artifact of the constancy of the
wage share. To see this, let rt represent the rate of
profit, and qt, wt, kt the per worker net output,
wages and capital, respectively, all at time t.
Then the national accounting identity qt = wt +
rtkt can be differentiated to yield percentage rates
of change q0, w0, etc., weighted by the profit share
st = rtkt/qt and the labour share 1 � st = wt/qt:

q0t ¼ B0
t þ stk

0
t where B0

t

¼ 1� stð Þw0
t þ str

0
t: (1)

The preceding relation says nothing about the
nature of the underlying economic processes,
since it is derived from an identity. But if social
forces happen to produce a stable profit (and
hence wage) share, so that st = s(a constant), we
can immediately integrate both sides of (1) to get

qt ¼ Atk
s
t , where At ¼ Ce

ð
B0
tdt

,C
¼ a constants: (2)

Equation (2) looks like an aggregate
Cobb–Douglas production function with constant
returns to scale, marginal products equal to factor
prices, and a technical change shift parameter At.
It will even seemingly reflect neutral technical
change if the rate of change Bt

0 can be expressed
as a function of time. And yet it is not a production
function at all, but rather merely the algebraic
expression of any social forces resulting in a con-
stant share – even when the underlying processes
are definitely not neoclassical in nature. To illus-
trate this, we will now demonstrate that even a
very simple ‘anti-neoclassical’ (Robinsonian)
economy will fit such a function.

Consider an economy at time t0, in which all
possible techniques of production are dominated
by a single linear technique (linear because
capital–labour ratios are equal across all sectors).
With one dominant technique, there is no neoclas-
sical substitutability among techniques, and the
linear wage–profit curve of the dominant tech-
nique is also the wage–profit frontier for the
whole economy (the line q0R in Fig. 1, for the
given time period). Because q, k and R (net output/
capital) are all constant along the wage–profit
frontier, the marginal products of labour and cap-
ital therefore cannot even be defined. The deter-
mination of the so-called factor prices w and
r cannot possibly be tied to some corresponding
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marginal products. Lastly, because q and k are
constant for any given frontier, a frontier such as
q0R in Fig. 1 contributes only a single point q0k0 to
the qt, kt space in Fig. 2.

Now consider Harrod-neutral technical
change, in which both output per worker q, t and
the capital–labour ratio k, rise at the same rate, so
that the output–capital ratio R remains constant:

qt=q0 ¼ kt=k0 ¼ eat, and since qt=q0
¼ R, qt=kt ¼ R (3)

This is depicted in Fig. 1 by the successive
wage–profit frontiers and in Fig. 2 by the
corresponding (solid) straight line qt of slope R.

If we were simply concerned with the best
relation between inputs and output, then the true
relation qt = Rkt would be the correct one. But
within neoclassical theory, such a fitted function
would imply a constant marginal product of capi-
tal, a zero marginal product of labour (Alien 1968,
pp. 45–6), and no technical change (since the ‘shift
parameter’ R is constant). A good neoclassical
would therefore have to reject this best (and true)
fitted function in favour of some more ‘appropri-
ate’ functional form (Fisher 1971, pp. 312–13).
How then might an aggregate production function
fare in our anti-neoclassical world?

We have already assumed a constant profit
share rtkt/qt = s, and since the output–capital

ratio qt/kt = R is constant (Eq. (3), it follows that
the rate of profit rt = sR is constant. Similarly, the
assumption of a constant wage share wt/qt = 1 �
s and a steadily growing output per worker
qt = q0 eat (Eq. 3), implies a steadily growing
real wage wt = (1 � s) q0e

at. All this allows us
to solve explicitly for Bt

0 and At in Eqs. (1) and (2):

B0
t ¼ 1� sð Þw0

t þ sr0t ¼ 1� sð Þa (4)

qt ¼ Ce 1�sð Þatkst , since At ¼ Ce 1�sð Þat (5)

Thus when the wage share is constant, even a
fixed proportion technology undergoing Harrod-
neutral technical change is perfectly consistent
with an aggregate pseudo-production function
(Eq. 5). This is, however, a law of algebra, not a
law of production. The above reasoning has been
shown to have grave implications for production
function studies (Shaikh 1980). For instance,
Solow’s (1957) so-called seminal technique for
assessing technical change amounts to
decomposing the true production relation into an
‘underlying’ pseudo-production function and a
residual At whose rate of change is then taken to
measure technical progress (Fig. 2). But this mea-
sures nothing more than distributional changes,
since Bt is simply the weighted average of the
rates of change of observed wage and profit rates
(Eqs. 1 and 2). Similarly, Fisher’s previously men-
tioned puzzle concerning the empirical strength of
aggregate Cobb–Douglas production functions
can be shown to be an artifact of the stability of
the wage share over those particular simulation
runs. Last, and perhaps most strikingly, it is inter-
esting to note that even data points which spell out
the word ‘HUMBUG’ can be well fitted by a
Cobb–Douglas production function apparently
undergoing neutral technical change and
possessing marginal products equal to the
corresponding ‘factor prices’! Surely there is a
message in this somewhere?
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David Hume’s economic essays (which originally
appeared in 1752 in a volume entitled Political
Discourses) comprise a small portion of his writ-
ings. The scope of Hume’s thought was vast. He
wrote extensively in philosophy (the area in which
his reputation primarily lies), explored several of
the social sciences and the humanities, and was
deeply interested in history. His multi-volume
History of England (1754–1761) was a path-
breaking work in the field. Nonetheless, in the
literature Hume’s economic writings have typi-
cally been treated as an entirely self-contained
aspect of his work. This is not surprising, since
in his economic essays he does not allude to his
other writings, and subsequent disciplinary spe-
cialization has not encouraged consideration of
any interrelationships between the two. For their
part, philosophers have often treated Hume’s phil-
osophical writings in isolation from his
other work.

For Hume, however, there was no such sharp
disjunction. In the Advertisement prefixed to his
first and major philosophical work, A Treatise of
Human Nature (1739), he states that he expects
his philosophy to serve as the ‘capital or centre’ of
all the ‘moral’ (that is, psychological and social)
sciences and that he hopes to expand the Treatise
to accommodate a study of these areas. Owing
perhaps to the poor reception accorded his Trea-
tise, Hume did not carry out his original intention.
His treatment of the moral sciences was left
mainly to his essays. But there are many links
between Hume’s philosophical thought and his
essays, and this is true with respect to his eco-
nomic essays. Indeed, in light of the importance of
these links, Hume may be regarded as the out-
standing philosopher economist of the 18th
century.

Viewed in most general form, what is the
nature of the relationship between Hume’s eco-
nomic and philosophical thought? Hume regarded
the foundation of his entire philosophical system –
its ‘capital or centre’ – as a body of ‘principles of
human nature’, or elements and relations
concerning human understanding and human pas-
sions that he believed to be irreducible and uni-
versal. These principles, which constitute the
analytical phase of Hume’s system of thought,
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are treated in Books I and II of the Treatise. In the
second and synthetic phase Hume then relates
various aspects of ‘human nature’ to environmen-
tal forces in seeking to frame laws of human
behaviour, or generalizations indicating how
man may be expected to behave under different
specific conditions. These generalizations com-
prise the substance of the ‘moral sciences’ with
which, as indicated, Hume dealt principally in the
essays. An explicit and deep interest in psychol-
ogy is thus a salient characteristic of Hume’s
treatment of the ‘moral sciences’ in general, and
this is conspicuously evident in his economic
analysis.

What were Hume’s views concerning the pros-
pects of developing reliable generalizations in the
‘moral sciences?’ That Hume should have distinct
views on this issue is scarcely surprising in light of
the depth of his interest, as a philosopher, in the
epistemological basis of science. As he had
argued, the contrary of any generalization
concerning relations between matters of fact is
always conceivable and hence always possible.
Consequently, the only way of developing an
understanding of these relations, he contended,
is through empirical observation; and this can
only yield probabilities, never certainty. With
respect to his own principles of human nature,
Hume believed that his propositions carried the
highest order of probability because of the abun-
dance of evidence on which they rested.

On the other hand, recognizing the complexity
of the interrelationships between man’s ‘nature’
and his environment, he stressed the difficulty in
framing valid laws of human behaviour. He calls
attention to the effect on human behaviour of
imperceptible influences, emphasizes the extent
to which it could be altered by changing condi-
tions and notes the impracticality of conducting
controlled experiments in the realm of psycholog-
ical phenomena. He thus warns that in the social
sciences ‘all general maxims . . . ought to be
established with the greatest caution’ and states
that ‘I am apt . . . to entertain a suspicion that the
world is still too young to fix many general truths
in [the area of the social sciences] which will
remain true to the latest posterity’ (Hume 1875,
vol. 3, pp. 156–7). Of all the social fields,

however, he believed that a field such as econom-
ics lent itself especially well to scientific study,
and here he was cautiously optimistic concerning
the possibility of developing reliable generaliza-
tions through direct observation of man in the
course of his day-to-day affairs. As he argued,
behaviour here was governed by mass passions,
which were ‘gross’ or ‘stubborn’, or were not as
affected by imperceptible influences as passions
governing the behaviour of small numbers of
individuals. Uniformities in behaviour therefore
could here be more readily discerned (1875, vol.
3, p. 176). It should be noted that, in accord with
this view, Hume introduces his economic essays
by contrasting the potential for scientific analysis
in economics with the very limited prospects for
such analysis in a field such as foreign diplomacy,
where events are controlled by the behaviour of a
small number of individuals (1955, pp. 3–4).

To return to the substance of Hume’s economic
thought, in addition to emphasizing psychological
considerations Hume’s analysis displays a deep
interest in historical sequence. Hume’s interest in
history developed at a very early age, even before
he undertook his Treatise. As it appears in his
essays, however, his treatment of history differs
from conventional historiography (with its con-
cern with unique particulars) which predominates
in his History of England. For, writing as a ‘moral
scientist’, Hume sought to reduce historical
sequence to generalizations which explain how
transformations in human behaviour result from
the impact of changing historical circumstance on
‘human nature’. This type of study (which bore a
relationship to the ‘conjectural history’ and the
French ‘histoire raisonée’ of the period) Hume
termed ‘natural history’ – the term ‘natural’ here
denoting the recurrent or probable, or the sub-
stance of laws of human behaviour. There are
clusters of what Hume regards as historical laws
of human behaviour in several of the essays. One
essay bears the title ‘The Natural History of Reli-
gion’. And in the economic essays the approach of
‘natural history’ is of fundamental importance.

This can be seen when Hume’s economic
essays are viewed on three different levels of
analysis. The first is economic psychology,
where Hume deals with economic motivation, or
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what he terms the ‘causes of labour’. This is the
most basic level of his economic analysis in the
sense that here one finds the links between his
economic thought and his treatment of ‘human
nature’ in the Treatise. On this level the analysis
takes the form of a natural history of ‘the rise and
progress of commerce’. In a word, Hume intro-
duces the question of economic motivation in
seeking to explain how changing environmental
influences stimulated the economic growth of his
general period through their impact on various
human passions. Here Hume observes that there
are four ‘causes of labour’ – the desire for con-
sumption, the desire for action, the desire for
liveliness and the desire for gain.

The first of these, which is commonly stressed
by economists, simply denotes all the wants that
may be gratified by consumption. The desire for
action refers to a desire for challenging activity as
such. However, its full effectuation, as Hume
stressed, requires activity whose end or objective
has independent value. Like hunting and gaming,
economic pursuits (and especially the activities of
the merchant and, more generally, the ‘industrious
professions’) are seen as meeting these condi-
tions. By the desire for liveliness Hume meant
the desire for the experience of active passion as
such (which he contrasts with a state of no pas-
sion, or in effect a state of waking sleep). This is
not a completely independent cause of labour but
is an important ingredient common to both con-
sumption and interesting activity. The last cause
of labour is the desire for monetary gain, which is
a desire to accumulate the tokens of success in the
economic ‘game’.

Hume argues that all these motives play a role
in a nation’s economic growth – the initial stimu-
lus to which he finds in the expansion of interna-
tional trade. As compared with the treatments of
economic motivation by economists (which com-
monly accord exclusive or over shadowing
emphasis to the desire for consumption), a striking
characteristic of Hume’s treatment lies in its multi-
dimensionality. This multidimensionality is also
found in Hume’s criticism of the doctrine of psy-
chological hedonism. Here he argues that, in addi-
tion to seeking pleasure, man is driven by a variety
of ‘instincts’ which lead him to do things for their

own sake, and therefore will not automatically
lead him to act in his own best interests. Hume’s
position thus precludes any simple identification
of wealth with welfare.

The second level of Hume’s economic analysis
is his political economy, or his treatment of market
relations. It is this which makes up the bulk of his
economic essays. Here Hume considers several of
the major economic issues of his own period,
including monetary theory, interest theory, the
question of free versus regulated trade, the
shifting and incidence of taxes, and fiscal policy.
In this context the natural history of ‘the rise and
progress of commerce’ plays a dominant role. For
repeatedly in his critical treatment of the eco-
nomic doctrines of his period Hume seeks to
show that their major deficiency lies in a failure
to give proper attention to the importance of eco-
nomic growth and to the underlying psychologi-
cal and other factors associated with this growth
process.

Let us consider first Hume’s quantity theory
specie flow doctrine, which he presents (in the
essay ‘Of the Balance of Trade’) in criticism of
the mercantilist view that without restraints on
international trade a nation would suffer losses
in its money supply. Hume’s position, which has
been recognized as an early anticipation of the
classical view, is that, owing to the effects of
specie flows on price levels in trading nations,
the amount of specie in each automatically tends
towards an equilibrium at which its exports and
imports are in balance. Any attempt through
restraints on trade to increase the amount of specie
beyond this equilibrium level, as Hume argues, is
destined to fail (on the assumption that the money
circulates domestically) because the specie move-
ment from abroad will raise the nation’s prices
relative to those abroad, reduce exports and
increase imports, and generate a return outflow
of specie.

The relationship of this analysis to Hume’s
historical perspective is evident in the purpose
with which he introduces this doctrine. For in
employing the quantity theory of money he is
here arguing that the extent to which a specie
inflow into a nation affects its prices depends on
its total output. Consequently, as he is seeking to
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show, it is the level of a nation’s economic devel-
opment, or its productive capacity as determined
by its population and the spirit of industry of its
people, that controls the amount of specie a nation
can attract and retain. As he states, ‘I should as
soon dread that all our springs and rivers should
be exhausted as that money should abandon a
kingdom where there are people and industry’
(1955, p. 61).

To consider another of Hume’s anticipations of
the classical position – his interest theory pre-
sented in his essay ‘Of Interest’ – here he attacks
the mercantilist view that the rate of interest is
determined by the money supply. On quantity
theory grounds he argues that an increased
money supply will simply raise all prices and,
necessitating an offsetting increased demand for
loans to finance expenditures, will leave interest
rates unaffected. It is therefore the supply of real
capital that determines interest rates. The bulk of
Hume’s discussion, however, is concerned with
the factors affecting the supply of real capital
itself; and here he turns to a historical analysis in
which he considers the effect of economic growth
on the class structure of society and, through this,
on economic incentives. In this context every
‘cause of labour’ considered in the natural history
of ‘the rise and progress of commerce’ is brought
into his treatment. In a feudal society, he points
out, the supply of capital is low because there are
only two classes – the peasants and the landed
aristocracy. The peasants cannot save since they
are poor. On the other hand, the landed aristocracy
tend to be heavy borrowers. For, as they are idle
and lack the sense of liveliness that interesting
activity affords, they seek liveliness wholly
through extravagant consumption expenditures.
Capital is therefore scarce and interest rates are
high. Economic development, however, spawns
the growth of the merchant class and the industri-
ous professions. These groups derive a sense of
liveliness from economic activity. Consumption
expenditure drops for this reason and also because
the pursuit of profit nourishes a desire to accumu-
late gain as a token of success in the economic
game. As the new industrious classes earn a sub-
stantial share of the growing national income,
their disposition to save thus results in a

significant increase in the capital supply and a
decline in interest rates.

As noted, Hume employs the quantity theory
of money in criticizing the mercantilist position.
But Hume’s monetary theory also exhibits a sim-
ilarity to the mercantilist view. However, his treat-
ment here too springs from an attempt to call
attention to the importance of economic growth.
Thus (in his essay ‘Of Money’) Hume – assuming
a condition of less than full employment – grants
that an increase in the quantity of money
(as against a greater absolute quantity of money
as such) need not simply raise prices but can
stimulate economic activity. Here, in tracing the
impact of the increased money supply as it courses
through the economy, he presents a lucid descrip-
tion of the multiplier process. He denies, however,
that the stimulating effect on industry – when
resulting from a short-run increase in the money
supply – can prove anything more than ephem-
eral. No justification for this view is given. But it
serves to underscore the conclusion of his analy-
sis. For he goes on to argue that, if the increase in
the money supply is gradual and continues over a
long period of time, its stimulating effects on
output will prove enduring because it will nourish
the ‘spirit of industry’ and therefore economic
growth itself. Similarly, although Hume argued
that an increase in the money supply does not
affect interest rates, near the conclusion of his
essay ‘Of Interest’ he points out that a long-run
increase in the supply of money, by stimulating
economic growth and inducing a change in spend-
ing and saving patterns, can increase the supply of
capital and lower the interest rate.

Another noteworthy area of Hume’s analysis is
his treatment of the issue of free versus regulated
markets. Since the relevant comments are not
found in his economic essays but rather lie
scattered through his History of England, the full
extent to which Hume anticipated Adam Smith’s
‘invisible hand’ argument has not been generally
recognized. These comments make clear that
Hume understood the role of a free price mecha-
nism is governing the allocation of resources
(1955, pp. 1xxviii–1xxx).

In applying the argument for free markets to
the case of international trade, Hume emphasizes
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that free trade makes it possible for nations to
enjoy the gains from an exchange of the products
of their different resource endowments. However,
in his most thorough treatment of the issue of
international free trade (in his essay ‘Of the Jeal-
ousy of Trade’) it is not this static approach to the
question that predominates. Rather, once again, it
is economic growth considerations that receive
primary emphasis. For here, where Hume seeks
to meet the mercantilist argument that foreign
economic development adversely affects home
industry and employment, he takes the position
that expansion abroad, on the contrary, commonly
promotes economic development at home. By
increasing foreign income, he argues, economic
growth abroad not only leads to an expansion of
foreign demand for domestic output but, through
an emulation of foreign technological innova-
tions, promotes the advance of technology at
home. Hume goes on to argue that even when
foreign expansion competes with domestic out-
put, there is no need for concern provided the
nation’s ‘spirit of industry’ – which is itself
nourished by foreign trade – is preserved. For as
long as a nation remains industrious it need not
fear that other nations will encroach on the market
for its staple and, even in the unlikely event that
this does occur, an industrious nation can readily
divert its resources to other uses. Moreover, in
stimulating the spirit of industry, foreign trade
also promotes the diversification of a nation’s
resource use, and so reduces the impact of any
shrinkage of demand that may occur from time to
time in particular markets.

There are indications that Hume was more
fully aware of the possible costs of free trade
than one would gather from the main argument
in the essay ‘Of the Jealousy of Trade’. Elsewhere
he treats the interests of poor and rich countries as
incompatible, and in one place he also justifies the
use of a tariff in specific cases (1955, pp. 34–5,
76, 199–205). In the essay ‘Of the Jealousy of
Trade’ itself he recognizes, in a modification of
his main argument, that there are circumstances in
which a nation facing a loss of markets to foreign
countries may find resource diversion difficult
(1955, p. 81). The character of this essay as a
whole (which appeared six years after the other

economic essays) suggests, however, that after
much reflection and groping Hume had concluded
that free trade would have a markedly favourable
effect on long-term economic growth for all
nations, and that, with this end in view, any asso-
ciated costs – which would be of a shorter-term
nature – would be well worth sustaining.

A further illustration of the role of natural
history in Hume’s political economy is found in
his treatment of the shifting and incidence of taxes
(in his essay ‘Of Taxes’), where he considers the
view that an expansion of taxes creates an
expanded ability to pay the levies by increasing
‘proportionably the industry of the people’. This
view was commonly held by the mercantilists
and, in what came to be known as ‘the utility of
poverty’ doctrine, was employed to justify the
imposition of excises on goods consumed by the
poor. Hume’s position here is twofold. He points
out that history shows that natural burdens, such
as relatively infertile soil, often stimulate industry,
and he argues that artificial burdens such as taxes
may have the same effect. This position springs
fromHume’s view concerning the importance of a
desire for interesting action as a ‘cause of labour’
since he here emphasizes that in order to prove
interesting the activity must be difficult and chal-
lenging. On the other hand, he emphasizes that,
since economic activity is also motivated by a
desire for consumption, increasing difficulty
beyond a certain level in achieving consumption
ends will lead to despair. From the viewpoint of its
stimulating effect on industry there is thus an
optimum tax level, and Hume takes the view that
taxes on the poor throughout Europe have already
so substantially exceeded that optimum that they
are threatening to ‘crush all art and industry’.
Considered as a whole, Hume’s position repre-
sents an amalgam of both the mercantilist and
the later classical view. He rejects the mercantilist
‘utility of poverty’ doctrine with its unqualified
endorsement of higher taxes on goods consumed
by the poor, but also would reject the view (which
is based on the subsistence or accustomed stan-
dard of living theory of wages found in the writ-
ings of Smith and Ricardo) that any tax on labour
would inevitably result in a reduction in its
supply.
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Hume’s treatment of fiscal policy – the last
major aspect of his political economy – does not
reveal significant relationships to his natural his-
tory of the rise and progress of commerce. Owing
to space limitations, his analysis – contained in the
long essay ‘Of Public Credit’ – cannot here be
considered in detail. It should be observed, how-
ever, that this essay, which deals specifically with
the question of large and continually mounting
public debt, constitutes in all essential respects a
‘natural history of the rise and collapse of public
credit’. Particularly noteworthy in this analysis are
the extensive relationships Hume draws between
economic and other social developments, espe-
cially of a political and sociological character. Of
all aspects of his political economy, this essay
most fully exhibits Hume’s awareness, as a
moral scientist, of significant interrelations
between different realms of social experience.

The third and last level of Hume’s economic
thought in his economic philosophy, which is his
appraisal, on ultimate moral grounds, of the desir-
ability of a commercial and industrial society. In
light of his general concern, as a philosopher, with
moral questions, it is hardly surprising to find that
the question of the moral aspects of commercial
and industrial growth was of basic importance for
Hume. Appearing in the second of the economic
essays – ‘Of Refinement in the Arts’ – he con-
siders this question before turning to an analysis
of market problems. Although the essay is brief,
its scope is broad; for Hume discusses the impact
of the development of an advanced economy both
on the individual and on society as a whole.

The standard for moral judgement Hume
employs is drawn from the utilitarian ethic – a
position which he himself had expounded and
defended in his philosophical analysis. And here
the role played by his natural history of the rise
and progress of commerce is fundamental. As
observed, in this natural history Hume dealt with
various ‘causes of labour’. In his economic phi-
losophy three of these motives – the desires for
consumption, for interesting activity and for
liveliness – are now treated as ends which are
regarded as major ingredients of the happiness of
the individual. Here he argues that, by providing

new consumption experiences, enlarging the
scope for the enjoyment of economic activity as
a form of interesting action and (through both the
latter) enhancing a sense of liveliness, economic
growth advances the fulfilment of all these ends.
Economic growth, he contends, contributes to the
fulfilment of a fourth end of importance to human
welfare – a sense of peace and tranquillity or a
state of no passion – which he argues is enjoyable
only in ‘recruiting the spirits’ after intensive
indulgence in lively experiences. It is noteworthy
that Hume’s treatment of these ingredients of
human happiness bears a direct relationship to
the principal conceptions of the good life as
Hume construes these in an earlier series of essays
entitled ‘The Epicurean’, ‘The Stoic’ and ‘The
Platonist’. Further, the pluralism reflected in his
multidimensional prescription for human happi-
ness springs from the position taken in a fourth
essay on the good life entitled ‘The Sceptic’
(1955, pp. xcv–xcix).

Turning to a treatment of the effect of eco-
nomic development on major aspects of social
relations, Hume now expands the ‘natural
history’ to encompass non-economic consider-
ations. He argues that economic growth contrib-
utes to the growth of knowledge in the liberal as
well as the mechanical arts, nurtures a sense of
humanity and fellow-feeling, enhances a nation’s
spiritual as well as its economic ability to defend
itself and, through its impact on the growth of
knowledge and fellow-feeling, advances an
understanding of the art of government and polit-
ical harmony. A final political consideration, to
which Hume gives special attention, is the charge
(drawn from the experience of Rome) that luxury
is corrupting and debasing and therefore is inim-
ical to liberty. Hume argues that history shows
that precisely the opposite is true. For the growth
of commerce brings the expansion of the mer-
chant class – the ‘middling rank of men’ who
above all are interested in uniform laws pro-
tecting their property; and it is this development,
he emphasizes, which has led to the growth of
parliamentary government and the associated
respect for individual liberty. Hume thus per-
ceived the link between the growth of economic
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individualism and political liberty that has drawn
so much attention since his time. Although Hume
recognized that the development of commerce
and industry could produce evils of its own, he
argued that these were outweighed by its benefits.
Owing apparently to an overzealous desire to
counter the common religious objections to lux-
ury, Hume overextends himself and leaves some
of his arguments in support of economic growth
open to criticism (1955, pp. cii–civ). His treat-
ment nonetheless stands as an unusually broad
and penetrating appraisal of a wealth-orientated
individualistic society. In light of this it deserves
recognition as an early classic.

Throughout our discussion, attention has been
given to Hume’s interest in the psychological and
historical aspects of economic activity. A similar
interest – pursued in varying degree – is found
among other writings of Hume’s own period.
However, owing to his own searching analysis
as a philosopher and historian, Hume’s treatment
was of a particularly high order; equally extraor-
dinary was the extent to which he employed the
method of ‘natural history’ in the treatment of a
wide range of issues of economic theory and
policy.

Comparing Hume with Adam Smith (his close
friend), one is struck by the brevity of Hume’s
economic writings. Hume wrote a series of rela-
tively short ‘discourses’ on selected topics.
Smith’s Wealth of Nations (1776) is a general
economic treatise. In contrast to Smith, Hume
moreover gives little systematic attention to price
and distribution theory, which was to become the
major concern of classical and neoclassical eco-
nomics. In point of the general analysis of psy-
chological and historical influences on economic
activity, however, Hume’s work is more compre-
hensive, more highly organized and more pene-
trating than Smith’s. When dealing with the
subjective aspects of human behaviour, Smith
not infrequently regards them as universals (for
example, his assertion that there is an innate dis-
position among men to ‘truck and barter’), where
Hume treats them as historical variables and him-
self seeks to explain the nature of the specific
historical influences at work (1955, pp. cvii–cx).

In this Hume did not foreshadow the mainstream
of subsequent economic thought; it was Adam
Smith’s tendency in his economic theory to
abstract from history that was to become the dom-
inant characteristic of later economic analysis. In
point of general perspective (though often not its
conceptual framework) Hume’s economic
thought bears a relation to other subsequent lines
of development – to the historical and institutional
schools of economics, to the more current revived
analytical interest in economic growth along with
its associated cultural aspects, to the concern with
psychological factors in dealing both with macro-
economics and the economics of non-competitive
markets, and to the normative appraisals of eco-
nomic systems in their fuller social settings.

In the standard histories of economic thought
Hume has been accorded relatively little attention.
He is often ignored altogether or treated cursorily
as a predecessor of Adam Smith. Various studies
of the technical aspects of economic analysis have
called attention to several of Hume’s contribu-
tions. These aspects of Hume’s analysis are note-
worthy in their own right. Their significance
deepens and broadens when they are related to
Hume’s work as a philosopher and historian and
are seen to take form within the context of ‘natural
history’.
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Hunters, Gatherers, Cities
and Evolution

Paul Seabright

Abstract
Human beings evolved in hunter-gatherer
bands, and tended to flee from or to fight with
strangers. They have subsequently learned to
live in cities among a multitude of such
strangers, at levels of violence far lower than
those that characterized prehistory. The key to
this development was the adoption of agricul-
ture, which obliged humans to become seden-
tary to and to develop institutions to manage
their encounters with strangers. We describe
the evolution of the psychological precondi-
tions for the agricultural revolution, and its
consequences for social life.

Keywords
Agricultural revolution; City; Cooperation and
its evolution; Division of labour; Equality;
Evolution; Group selection; Hierarchy;
Hunter-gatherers; Learning; Other- regarding
preferences; Population growth; Reciprocity;
Repeated games; Signalling; Slavery; Trust;
Urbanization

JEL Classifications
R0

Modern human beings (Homo sapiens) evolved in
Africa but now occupy all the continents of the
globe. The environmental conditions in which
they live are mostly quite different from those in
the woodland savanna in which they evolved,
since they occupy habitats that vary enormously
in terms of temperature, humidity, terrain and
vegetation, available foodstuffs and building
materials, and dominant predators.

More surprisingly, the social conditions in
which they live are dramatically different too.

The latter change has happened much more
recently and much more suddenly. For almost all
of their existence, including during the time that
they were fanning out from Africa to other conti-
nents, human beings have lived in bands number-
ing from a few dozen to a maximum of a few
hundred individuals, and have survived through
hunting and gathering. These individuals would
have known each other fairly well, and many of
them (in particular the men) would have had rea-
sonably close genetic ties. At the beginning of the
21st century, however, around half of the world’s
population lives in urban areas, a proportion likely
to rise to 60 per cent by 2030, and around 40 per
cent of these live in agglomerations of more than
one million inhabitants (United Nations 1999).

Many interesting questions are raised by this
development, of which the most puzzling concern
how human beings have managed to sustain a
complex web of cooperation, such as that which
underpins the sophisticated modern division of
labour, between individuals who do not have ties
of kinship. The goods that are consumed by the
modern urban household are manufactured in
many different stages by different people who
have no relation to one another and may not
even live in the same country. The theory of kin
selection (Hamilton 1964) explains the evolution
of cooperation among genetically related individ-
uals, which is widespread in the animal kingdom
(most famously among the social insects). But it
predicts fierce rivalry among unrelated individ-
uals, especially among males under conditions of
strong sexual selection. With a few unimportant
exceptions, significant cooperation among
unrelated individuals has never evolved in any
species other than man. Particularly puzzling is
cooperation among strangers, which is the foun-
dation of modern urban life. There is evidence
that, while hunter-gatherer bands were mostly
close knit and highly cooperative, encounters
between strangers for much of human evolution
have been accompanied by serious, often lethal
violence. Human psychology has therefore been
powerfully shaped by the fact that for much of our
past we were one another’s most dangerous pred-
ators (Sterelny 2003). But most human beings
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now encounter strangers in their thousands every
day without giving the matter a second thought,
and even in the world’s more dysfunctional cities
they run a risk of violence that is far lower than it
was during the whole of human prehistory. Deaths
by violence average a little over one per cent of all
deaths in the world as a whole, whereas in prehis-
toric times they are estimated to have averaged
between 10 and 40 per cent of all fatalities (WHO
2002; Keeley 1996). How has this remarkable
transformation of human social existence come
about?

A look at the dating of these changes makes
clear that the answer does not lie in a change in
the genetic basis of human social psychology, but
rather in the flexible adaptation of an existing psy-
chology to a new social environment. DNA and
archaeological evidence both suggest that the
basic genetic architecture of the mind of modern
man was in place many tens and possibly some
hundreds of millennia ago. Yet hunting and gather-
ing in relatively small bands remained universal
until around 10,000 years ago, and the first large-
scale agricultural civilizations did not emerge until
around 5000 years later. Modern human beings are
navigating in their social lives with instruments that
evolved to guide them in a quite different world.

A further puzzle about human social life is that
the primate species from which we evolved –
including the great apes, our cousins – live in
bands governed by strong status hierarchies.
Modern human social life is no less governed by
strong inequalities of rank, status and access to
economic resources as well as to intangible goods
such as esteem. However, hunter-gatherer com-
munities in the late Paleolithic, at a stage interme-
diate between hunting and gathering, appear to
have been fairly egalitarian in the distribution of
both resources and esteem, at least between indi-
viduals of the same sex (it is likely that relations
between the sexes were more unfavourable to
females than among our closest primate relatives,
if only because human females were more depen-
dent on males for both food and protection than is
the case among chimpanzees and bonobos). How
did human beings achieve such a degree of equal-
ity, and why did they lose it again?

The answer to these puzzles turns crucially on
our understanding of the first agricultural revolu-
tion, which spread at a remarkable pace around
the world, and which obliged human beings to
become largely sedentary, encouraging them in
the process to move into villages and towns for
protection. It also enabled the production and
storage of a surplus over subsistence that could
be devoted to other economic ends, spurring the
division of labour and the growth of complex and
hierarchical civilizations. Three main questions
stand out: first, which of our mental capacities
that had evolved before the agricultural revolution
was to prove most important in shaping how
human beings responded to that dramatic devel-
opment? Second, what caused the agricultural
revolution, and why did it spread so fast? And
third, what were its consequences for human
social life?

The mental capacities that mark homo sapiens
out from our ancestors and cousins in the hominid
line have been the subject of much debate, many
aspects of which remain unresolved. It seems
likely, though, that they included most or all of
the following elements: a capacity for symbolic
thought, the ability to contemplate and refer to
absent or invisible objects and events, an enhanced
concern for the future and one’s own place in that
future, a ‘theory of mind’ that enabled greatly
enhanced prediction of the behaviour of other peo-
ple, a sophisticated ability to detect cheating on the
part of those others, and a greatly enhanced capac-
ity to imitate their behaviour in a flexible and
creative way (Cosmides and Tooby 1992; Deacon
1997; Tomasello 1999). Mithen (1996) has even
argued that only our own species has the capacity
for consciousness in a proper sense, and has offered
an intriguing theory of its evolution. For our pur-
poses the crucial point is that these capacities
would have been the very ones that, as described
in the literature on cooperation in repeated games,
enable human beings to cooperate even in the
presence of conflicting interests.

The capacities to represent and care for the
future, to predict how the behaviour of others
may respond to our own, to respond appropriately
to their trustworthiness or dishonesty, and to learn
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from the successes and mistakes of others – all
these would no doubt have been highly useful for
undertaking cooperatively the increasingly com-
plex challenges of hunter-gatherer existence.
Once in place they could then contribute to
Renaissance statecraft, higher mathematics and
running a 21st-century corporation, among other
things. In addition, the ability to represent absent
or invisible objects and events would have greatly
enhanced the strategy space for would-be cooper-
ators. If I know that by stealing a rival’s food I risk
not only his own retaliation (which might be
restricted by his limited information or physical
strength, or by the fact that since he is a stranger he
is likely never to see me again), but also that of Mr
Plod, Inspector Maigret and Judge Jeffreys, I shall
have much more to lose. Other primates have
sophisticated strategies of peacemaking
(De Waal 1989) but only limited means with
which to enforce them. Our own species’ mental
capacities enabled the invention of much more
ingenious institutions of enforcement than had
ever been available to hunter gatherers.

There is more controversy, however, over
whether large-scale cooperation required evolu-
tionary developments in the affective as well as
the cognitive components of human psychology.
It is argued by many that cooperation requires
human beings to display ‘other-regarding prefer-
ences’, which depart from those that would max-
imize an individual’s enlightened self-interest
(interpreted as inclusive fitness according to the
Hamiltonian model of kin selection). Specifically,
such other- regarding preferences must include
‘strong reciprocity’ – a preference for repaying
cooperation with cooperation, and cheating with
revenge, even when this is not what the calculus of
self-interest would require (see Henrich
et al. 2004; Seabright 2004). These authors claim
that purely self-interested behaviour, even of the
sophisticated kind described in the repeated game
literature, would not have permitted complex
cooperation because of the problems of limited
observability and consequent mistakes in the
implementation of retaliation strategies. Con-
versely, a small amount of strong reciprocity,
even among a subset of the relevant population,
can go a long way in reinforcing cooperative

behaviour (but see Binmore 2005; Gintis
et al. 2006). How such preferences could have
evolved remains an open question, with some
favouring a version of group selection (Gintis
2000), and others preferring a form of signalling,
in which the presence of other-regarding prefer-
ences made individuals more attractive as partners
in cooperative activities (Frank 1988).

However this controversy is resolved, it seems
indisputable that communities of human hunter-
gatherers were governed by strong cooperative
norms, held in place by some combination of kin
altruism, mutual monitoring under repeated inter-
action, and other-regarding preferences. Boehm
(1999) has argued that these communities were
more egalitarian (amongmales) than any before or
since. This was not because humans had lost the
strong sense of rivalry, including status rivalry,
displayed by other primate species, but because
the strong competitiveness of individual motiva-
tion was held in check by social mechanisms that
retaliated against overweening displays of power
or arrogance by any successful individual. Under
the circumstances of hunting and gathering, great
disparities of wealth or status were neither possi-
ble (since mobility precluded storage) nor desir-
able (since hunting required too much flexibility
to be undertaken by the unwilling or the
enslaved).

But strong community solidarity coexisted
with violent inter-community rivalries. Although
it used to be believed that hunter-gather commu-
nities were inherently peaceful, this is now known
to be a myth (Ember 1978; LeBlanc 2003).
Though trading links existed between different
communities (including for the exchange of mar-
riageable women), encounters between strangers
or historic rivals were frequently violent, much as
they are known to be often violent when groups of
foraging chimpanzees of unequal strength
encounter each other by chance in the wild
(Ghiglieri 1999).

How did all this change? Beginning around ten
thousand years ago, agriculture was indepen-
dently invented in at least seven different places
(Anatolia, Mexico, the Andes of South America,
northern China, southern China, the eastern
United States, and in sub-Saharan Africa at least
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once and possibly up to four times; see Richerson
et al. 2001). The techniques of agriculture spread
rapidly around the world (Bellwood 2005), not
simply by emulation but by the migration of the
farmers themselves (Cavalli-Sforza et al. 1994). It
was all the more surprising that agriculture should
catch on so fast because studies of the bones and
teeth of some of the earliest agricultural commu-
nities of the Near East show that farmers had
worse health, due to poorer nutrition, than the
hunter-gatherers who preceded them (Cohen and
Armelagos 1984). Increases in agricultural pro-
ductivity in later millennia more than made up
for this eventually, but even so the puzzle remains:
what prompted agriculture to be adopted so
quickly and often within a comparatively short
space of time, if it did not achieve the one thing
that a new agricultural technique surely ought to
achieve – to leave people better fed than they were
before?

Explanations for the paradox have included the
depletion of game, which lowered the productiv-
ity of hunting (see hunting and gathering econo-
mies), and the fact that agriculture once adopted
led to population growth and crowding, thereby
reducing food availability and increasing disease
(Bar-Yosef and Belfer-Cohen 1989; Robson
2005). Consistent with these views, and adding
force to the view that agriculture might have been
irresistible even if disadvantageous to the health
and nutrition of its adopters, is the idea that
sedentarism significantly increased the effort and
the resources human societies had to devote to
defence (Seabright 2006).

Those who are sedentary are also vulnerable.
When enemies attack, farmers have much more to
lose than hunter-gatherers, who can melt into the
forest without losing houses, chattels and stores of
food. So farmers need to spend time, energy and
resources defending themselves – building walls,
manning watchtowers, guarding herds, patrolling
fields. This means less time and energy, fewer
resources, devoted to making food. The greater
productivity of the hours they spend growing and
raising food could even be outweighed by the
greater time they must spend defending them-
selves and the food they have grown – meaning
that they produce less food in all.

But why should the first farmers have adopted
agriculture at all? And why should this new tech-
nology have spread with such rapidity? Stunted
farmers would hardly have been a good advertise-
ment to their hunter-gatherer neighbours of the
qualities of their new wonder diet. What is needed
is an account that explains how agricultural adop-
tion could have been individually rational even if
perhaps collectively self-defeating, at least in the
short run.

Agriculture dramatically raised the advantages
to mankind of banding together for self-defence.
Once constrained by a sedentary lifestyle and
unable any longer to play hide-and-seek with its
enemies, a large group is much more secure than
its members could be in multiple smaller groups.
But once the first farmers began to invest system-
atically in defence, they became a threat to their
neighbours, including communities who were on
the margins of adopting agriculture themselves.
There is no such thing as a purely defensive tech-
nology. Even walls around a town can make it
easier for attacking parties to travel out to raid
nearby communities in the knowledge they have
a secure retreat. The club that prehistoric man used
to ward off attackers was the same club he used to
attack others. Once a community has invested in
even a modest army, whether of mercenaries or of
its own citizens, the temptation to encourage that
army to earn its keep by preying on weaker neigh-
bours can become overwhelming. So, even if the
first farming communities were not necessarily
any better off than they would have been if no
one had adopted agriculture, once the process had
started many communities had an interest in join-
ing in. These interactions could lead each to act
ineluctably against the collective interests of all. It
is a logic well known from the theory of contests
(Becker 1983; Hirshleifer 1989).

However, the necessity of self-defence was
also in time the mother of an astonishing array of
technological and institutional mechanisms for
keeping the peace and encouraging social cooper-
ation, albeit much more effectively within com-
munities than between them. Many of these
mechanisms were subject to significant econo-
mies of scale, which encouraged the growth of
cities even before their more subtle effects on
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economic development had been remarked
(by Adam Smith among others). They led also to
the accumulation of wealth, status and power by a
minority of individuals within society who had
access to land or capital, or to control of the
means of inflicting physical violence. Added to
the fact that agriculture could be carried out by
slaves under constant surveillance, as hunting and
gathering could not, this led to a dramatic increase
in inequality. Almost no societies did not enslave
others at some time in their history, with slavery
becoming more likely the wealthier the society
concerned, at least until it became wealthy enough
to afford to take a stand against slavery on princi-
ple (Nieboer 1900; Fogel and Engerman 1974).

The institutions that now keep the peace in an
urban environment are extraordinarily subtle, as
the work of Jane Jacobs (1961) has notably
emphasized. The police and courts are but the
apex of an informal structure of eyes and ears
that depends on the willing participation of citi-
zens in a neighbourhood. Formal authority alone
can never establish order, as Raymond Chandler
recognized when in 1950 he wrote of a ‘world in
which gangsters can rule nations and can almost
rule cities’. The historian Peter Hall (1998) has
also noted that the characteristics that turn some
cities into crucibles of artistic creativity and eco-
nomic innovation depend on subtle networks of
interaction that are impossible to plan in detail.
They are an organic outgrowth of human beings’
acquired capacity to build trust with strangers in a
daily multitude of individually insignificant but
collectively remarkable encounters.

In these and other ways the consequences of
the developments in human psychology that per-
mitted the adoption of agriculture were momen-
tous for human life. A long-standing literature in
political theory, going back to Ibn Khaldun (1377)
and excellently discussed by Ernest Gellner
(1994), considers the need to raise a surplus for
defence as constituting the foundation of the divi-
sion of labour and as giving rise to some of the
most intractable problems of political organiza-
tion. It can be said, therefore, to be at the root of
both the most remarkable intellectual and eco-
nomic achievements of human society and of its
most deplorable cruelties and excesses.

See Also

▶Hunting and Gathering Economies
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Men and women (Homo erectus) who were cul-
turally and biologically distinguishable from other
hominoids have lived on the planet Earth for
about 1.6 million years (Pilbeam 1984). It is likely
that the biological changes since that time form a
microevolutionary continuum: archaicH. sapiens,
including the Neanderthal, appeared
125,000 years ago and anatomically modern
H. sapiens appeared about 45,000 years ago.
The record suggests that H. erectus fabricated
and used tools, and his use of fire may have
begun by 700,000 years ago. The changes identi-
fied in the prehistoric period appear only to dis-
tinguish less advanced from more advanced stone
age technology. Consequently, the dominating
message seems to be that over almost the whole
of man’s epoch on earth he lived successfully as
an exceptionally well-adapted hunter. It is only
recently, in the last 8000–10,000 years (less than
1 per cent of his time on Earth), that man aban-
doned the nomadic life of the hunter to begin
growing crops, husbanding domesticated animals,
and living in villages. It is difficult to exaggerate
the importance of this agricultural or first eco-
nomic revolution (North and Thomas 1977) in
understanding who we are, and what we have
become. Once man opted for the farmer–herder
way of life it was but a short step to mankind’s
much more sophisticated development of special-
ization and exchange, greatly enlarged production
surpluses, the emergence of the state, and finally
the Industrial Revolution. Our direct knowledge
of early man is confined to the record of the
durables he left behind. Yet when combined with
anthropological evidence from the study of recent
hunter–gatherer economies the evidence can be
interpreted as demonstrating that all the ingredi-
ents associated with the modern wealth of
nations – investment in human capital, specializa-
tion and exchange, the development of property
right or contracting institutions, even environ-
mental ‘damage’ – had their development in the
course of that vast prehistorical, pre-agricultural,
period.

What accounts for this sudden abandonment of
the nomadic hunting life? We do not know for we
have no direct observations on the transformation
from hunting to agriculture. This transformation is
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perhaps the pre-eminent scientific mystery, since
all of that which we have called civilization, all the
great achievements of industry, science, art and
literature stem from that momentous event within
the last few minutes of man’s day on Earth. Yet
there are common factors that dominated the evo-
lution of man from his earliest form to modern
H. sapiens, and his primary intellectual and social
development, which suggest an underground con-
tinuity between the pre-agricultural, Paleolithic
hunting period, and the agricultural and subse-
quent periods.

Man the Hunter–Gatherer

There are many widely held beliefs concerning
the characteristic features of the hunter–gatherer
way of life that stretch back several hundred years
in academic writings, and persist as part of the
folklore of contemporary man’s misperception of
his own prehistoric past; until recently these
beliefs dominated even the anthropological view
of hunter–gatherer ‘subsistence’. These beliefs
tend to obscure the striking continuity in man’s
ability to respond to changes in his environment
by substituting new inputs (labour, capital and
knowledge) for old, and develop new products
to replace the old when effort prices were altered
by the environment.

Ever since Hobbes there has prevailed the per-
ception that life in the state of nature was ‘solitary,
poor, nasty, brutish and short’. A more accurate
representation (if not strictly correct in all aborig-
inal societies) would argue that the hunter culture
was the original affluent society (Lee and DeVore
1968). Extensive earlier data on extant
hunter–gatherers show that with rare exceptions
(such as the Netsilik Eskimos) their food base was
at minimum reliable, at best very abundant. The
African Kung Bushman inhabited the semi-arid
north-west region of the Kalahari Desert, an
inhospitable environment, characterized by
drought every second or third year. These condi-
tions had served more to isolate the Kung from
their agricultural neighbours than to condemn
them to a brutish existence. Adults typically
worked 12–19 hours per week in getting food.

As with all such societies, for the most part the
women gathered, the men hunted. The caloric-
protein returns exceeded several measures of
nutritional adequacy. Gathering was the more reli-
able and productive activity with women produc-
ing over twice as many edible calories per hour as
men. Both men and women bought leisure with
this work schedule – resting, visiting, entertaining
and (for the men) trance dancing. About 40 per
cent of the population were children, unmarried
young adults (15–25 years of age) or elderly (over
60 years of age), who did not contribute to the
food supply and were not pressured to contribute.

A comparable macroeconomic picture applied
to the Hazda in Tanzania. Large and small animals
were numerous and all – with the exception of the
elephant –were hunted and eaten by Hazda. Hunt-
ing was the speciality of men and boys, conducted
as an individual pursuit that relied primarily on
poisoned arrows. The Hazda spent on average no
more than two hours a day hunting. The principal
leisure activity of the men was gambling, which
consumed more time than hunting.

Other hunting (or fishing) peoples of Africa,
Australia, the Pacific Northwest, Alaska, Malaya
and Canada have shown comparably effective
adaptation to this form of livelihood. Malnutri-
tion, starvation and chronic diseases were rare or
infrequent, although accidental death was high in
certain cases such as the Eskimo.

The argument that life in the Paleolithic must
have been intolerably harsh is simply not borne
out by the many ethnographic studies of extant
hunting societies in the past century. With few
exceptions such societies have fared well, and
did not leap to embrace the agricultural or pastoral
pursuits of their neighbours. Whether life in the
Paleolithic mirrored this modern experience can-
not be known with any assurance, but certainly
there is no support for the proposition that hunt-
ing, per se, means an intolerably harsh existence.
In fact, the Paleolithic hunting economy had
demonstrably high survival value in a world far
more plentifully endowed with game than has
existed since the great megafaunal extinctions of
the late Pleistocene, and therefore a world which
might indeed have been marked by numerous
original affluent economies.
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Although it is natural to suppose that man’s
uniqueness derived from his intellectual superior-
ity, what is more likely is that man’s physical
superiority was also important in giving him a
superpredator’s advantage over other species.
His endowment of physical human capital would
probably have been of significance even in the
absence of his investment in tools and the human
capital required to produce and use tools. As noted
by J.B.S. Haldane, only man can swim a mile,
walk 20, and then climb a tree. Add to this obser-
vation the four-minute mile, unsurpassed long-
distance endurance running, the ability to carry
loads in excess of body weight, high altitude
performance, American Indian capacity literally
to run down a horse or deer by pacing the animal,
the incredible accomplishments of acrobats and
gymnasts, and finally the finger agility and coor-
dination required to milk a cow, and you are left
with the physical portrait of an astonishingly
superior species. It appears that man’s basic foun-
dation of physical superiority was laid by his
upright stance, to which of course the addition of
knowledge made him truly formidable, even in
the presence of the various giant proboscidea
(mastodon, mammoth, elephant) which early
man did not hesitate to hunt and to kill on three
continents.

The idea that primitive man was too puny and
too few in number to have had a significant influ-
ence on his environment underestimates man’s
uniqueness as a tool using, fire using, highly
mobile species who, with minor exceptions
(Madagascar, New Zealand and Antarctica), had
populated the world by 8000 BC. The archaeo-
logical record suggests that man was a big game
hunter par excellence. He hunted mammoth, mas-
todon, horse, bison, camel, sloth, reindeer, shrub
oxen, red deer, aurochs (wild cattle), and other
large mammals, for perhaps a minimum of
30,000–40,000 years, ceasing only with the great
megafaunal extinctions throughout much of the
world some 8000–12,000 years ago. Paul Martin
(1967) has argued the case for the overkill hypoth-
esis that man was a significant causative factor in
these extinctions. Essentially, the argument is that
the alternatives to overkill, principally the climate
hypothesis, fail to account for the worldwide

pattern of these extinctions which appear to have
begun in Africa and perhaps southeast Asia
40,000–50,000 years ago, spread north through
Eurasia 11,000–13,000 years ago, jumped to
Australia perhaps 13,000 years ago, and entered
North America in the last 11,000 years, followed
by South America 10,000 years before the pre-
sent. The most recent extinctions are in
New Zealand (numerous species of flightless
moa birds) 900 years ago and in Madagascar
800 years ago, shortly after the remarkably late
migration of man to those islands.

Man’s use of fire as a tool in the management
and control of natural resources must be counted
as having a profound effect on his ecological
environment. Numerous authors who have stud-
ied patterns of land burning by primitive peoples
have concluded that most of the greatest grass-
lands of the world represent fire- vegetation that
is man-made (see Heizer 1955, for a summary).
Where tree growth is strongly favoured by cli-
matic conditions, regular burning will select for
certain species of tree such as the pine stands of
southern New York and to the West, which have
been attributed to Indian burning. Contemporary
man’s attempts to prevent fires, which today are
almost entirely caused by lightning, has proba-
bly produced far more ecological damage than
the controlled use of fire that has characterized
aboriginal cultures. Recurrent fire prevents the
accumulation of brush which then fuels the
holocaust wildfire that destroys all forest
vegetation.

A third source of ecological change produced
by primitive peoples was their transportation of
seed, in their migrations as hunter–gatherers,
which introduced numerous botanical exotics
into new regions. Archaeologists have frequently
observed the association of various plants with
ancient campsites and dwellings. For example,
the wide distribution of wild squash, gathered
for its seed, appears to be associated with man.
The introduction of exotics can and has produced
significant environmental changes in modern
times, but the phenomenon has ancient origins
and may have been considerably more disruptive
as the first men moved from one ‘pristine natural’
region to another.
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Success as a hunter–gatherer requires human
capital usually associated only with agricultural
and industrial man: learning, knowledge transfer,
tool development and social organization. Com-
prehensive studies of the aboriginal use of fire for
game and plant management show clearly that
primitive men demonstrated extensive knowledge
of the reproductive cycles of shrubs and herba-
ceous plants, and used fire to encourage the
growth and flowering of the plants used in gath-
ering, and to discourage the growth of undesirable
plants (Lewis 1973). This required one to know
when, where, how and with what frequency to
apply the important tool of controlled burning
for managing the resources that allow gathering
to make an efficient, productive and sustainable
contribution to living. Primitive men knew that
the growing season can be advanced by spring
burns designed to warm the earth, that in dry
weather fires should be set at the top of hills to
prevent wild fires, but in damp air they should be
set in depressions to avoid being extinguished,
that the burning of underbrush aided the growth
of the oak whose acorns were eaten and attracted
moose who avoid underbrush, and that deer and
other animals congregate to feed on the prolifera-
tion of tender new plants that sprout following a
fall burn.

To live by hunting is to be committed to an
intellectually and physically demanding activity
that requires technology, skill, social organiza-
tion, some division of labour, knowledge of ani-
mal behaviour, the habit of close observation,
inventiveness, problem solving, risk bearing, and
high motivation, since the rewards are great and
the penalties severe. Such exceptional demands
could have been highly selective in man’s long
evolution, and disciplined the development of the
intellectual and genetic equipment that facilitated
his subsequent rapid creation of modern civiliza-
tion. This natural selection could have been inten-
sified by the widespread practice among
aboriginals of rewarding superior hunters with
many wives.

It was as a hunter that man learned to learn. In
particular he understood that young boys must be
imbued with the habit of goal-oriented observa-
tions, and with knowledge of animal behaviour

and anatomy. To know that many ungulates travel
in an arc meant that tracking success could be
improved by transversing the chord. Knowledge
of animal behaviour was a substitute for weapon
development. Even the weapons of the later pre-
agricultural period (spears, bow and arrow, har-
poon) required the hunter to approach the prey
within ten yards for a best shot. This might require
hours crouched on the ground waiting for a shift in
the wind, for just the right change in the animal’s
position, or for the mammoth to get deeper into
the bog in a watering hole. The weapons changed
with shifts to new prey. Thus the Clovis fluted
point, widely distributed throughout North Amer-
ica, was used to kill mammoth and mastodon
11,000–12,000 years ago. The Folsom point was
then developed and used to kill the large, now
extinct Bison antiquus, which then gave way to
the Scottsbluff point associated with the killing of
the slightly smaller, now extinct Bison
occidentalis (Haynes 1964; Wheat 1967). These
observations suggest high specialization which
required new forms of human and physical capital
to meet the specialized demands of new prey.

The organizational requirements of the hunt
are illustrated at the Olsen–Chubbuck site in Col-
orado, where the excavated remains of bones and
projectile points of the Scottsbluff design show
that about 8500 years ago some 200 Bison
occidentalis were stampeded into an arroyo
5–7 feet deep. Armed hunters in the arroyo on
each side of the stampede then slaughtered the
injured or escaping animals with their weapons
(Wheat 1967).

Primitive man has often been modelled as ‘cul-
tural’ not ‘economic’ man, but the power and
importance of the opportunity cost principle in
conditioning the choice of all peoples was percep-
tively stated by the Kung Bushman, who, when
asked why he had not turned to agriculture,
replied, ‘Why should we plant, when there are so
many mongongo nuts in the world?’ (Lee and
DeVore 1968, p. 33). This Bushman, I would
hypothesize, stated the answer to the scientific
question: why did man the hunter tend to abandon
that which appeared to serve him so well for 1.6
million years and to which he seems to have
adapted ever more successfully, as indicated by
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the growing complexity of his tools and weapons
as he evolved from H. erectus to anatomically
modern H. sapiens? Man would not have given
up the hunter–gatherer life had there not been a
change in the terms of trade between man and
nature that made the hunting way of life more
costly relative to agriculture. This hypothesis
does not leave ‘culture’ out of the equation.
Thus to describe hunter–gatherers as directly
seeking the cultural goal of prestige does not
contradict the hypothesis that man, like nature,
ever economizes. Attaching prestige to the hunt
may simply be an astute means of advertising,
teaching and propagating the discovery that hunt-
ing and its attendant technology is the best means
of livelihood, with the result that each new gener-
ation does not have to rediscover this knowledge.
Myths of the great hunter, of great rewards, of
great penalties for lost technique, of killing the
goose that lays golden eggs are part of the oral
tradition by which the economy preserves this
human capital.

The hypothesis that the agricultural revolution
was due to a major decrease in the productivity of
labour in hunting–gathering relative to agriculture
(Smith 1975; North and Thomas 1977) is consis-
tent with the observations that this cultural shift
(a) occurred at different times in different parts of
the world, with small aboriginal hunting enclaves
still in existence, and (b) did not occur once and
for all in every such tribe. With respect to (a), the
great wave of terrestrial animal extinctions
occurred over a period of several thousand years,
and therefore the relative increase in the cost of
hunting struck different regions at different times.
Also different peoples in different environments
with different opportunity costs would be
expected to provide different mechanisms of
adaptation, with some persisting as gatherers and
small game hunters, and others turning to or per-
haps persisting as fisherman (for example, the
Aleutian Eskimos and the Pacific Northwest
Indians) in regions unsuitable for agriculture.
With respect to (b) the reintroduction of the
horse in North America by the Spanish (in the
hardy form of Equus caballus just 8000 years
after other members of the genus became extinct
in the Americas) had a major modifying impact on

the economy of the plains Indians. In the northern
plains the ‘fighting’ Cheyenne, as they were later
to be termed by the Europeans, and the Arapahoe
quickly abandoned their villages along with their
pottery arts and horticulture to become nomadic
Bison hunters (see the references in Smith 1975).
Apparently, agricultural productivity was domi-
nated by the enormous increase in the bison har-
vest made possible by a technological change that
combined the horse with the bow and arrow. To
the south, where the growing season was longer
and the climate more favourable, the Pawnee pre-
served their maize agriculture when they turned to
Bison hunting, creating a mixed agricultur-
al–hunting economy. The south-western Apache,
reported by Coronado in 1541 to be subsisting as
bison hunters, simply adapted the horse to their
pre-existing hunter culture. The vast bison-hide
tepee encampments witnessed by the first
Europeans to cross the plains were already the
product of a technologically transformed native
American, many of whom had only recently aban-
doned their agricultural economies.

Pleistocene Extinctions and the Rise of
Agriculture

Here then is a model of the epoch of man: he
arrives 1.6 million years ago as a hunter among
hunters, but distinguishable in terms of his human
capital endowment and his ability to invest in the
development of human and physical capital. His
tools becomemore complex and knowledge of the
use of fire, perhaps his most significant tool, is
added to his stock of human capital. There is a
gradual improvement in weapons technology –
clubs, stones, stone axes, spears, stone projectile
points, the atlatl (which applies the leverage prin-
ciple) and, in the late pre-agricultural period, the
bow (which combines the leverage principle with
temporary storage of energy for increased
mechanical advantage). The combination of his
physical superiority, tools and fire make him a
superpredator without equal. At some unknown
point this success brings relative affluence, and
the important commodity ‘leisure’, which might
have contributed to the development of language
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and other forms of investment in human and
physical capital.

Although H. erectus and archaic H. sapiens
were advanced hunters who apparently spread
from Africa to Eurasia and Asia, it remained for
modern H. sapiens to establish himself as a big
game hunter par excellence, who populated most
of the world by 8000 BC. Associated with this
radiation is recorded a wave of extinction that was
largely confined to the large terrestrial herbivores
and their dependent carnivores and scavengers.
(Other extinction episodes in the Earth’s history
had affected plants and marine life, as well as
animals.) There appear to be no continents or
islands where these accelerated late Pleistocene
extinctions precede man’s invasion (Martin
1967). Whether men caused these extinctions can-
not be known with any certainty, but Martin’s
overkill hypothesis is clearly consistent with a
common property resource model of the econom-
ics of megaherbivore hunting (Smith 1975). Thus
the large gregarious animals that suffered extinc-
tion provided low search cost and high kill value.
The lack of appropriation (branding or domesti-
cation) provided disincentives for conservation
and sustained yield harvesting. There are numer-
ous stampede kill sites (pitfalls and cliffs) in
Russia, Europe and North America that indicate
wastage killing in excess of immediate butchering
requirements. Considering the complex of suit-
abilities necessary for the remains of such a site
to have been preserved, it is likely that only the tip
of such phenomena has been observed. Finally,
the slow growth, long lives and long maturation of
the megafauna made them more vulnerable than
other animals to extinction by hunting pressure.

But our model of economizing man need not
sustain such a controversial hypothesis as over-
kill. It is sufficient that the easy, valuable prey
disappeared, precipitating a decline in the produc-
tivity of hunting. Substitution is to be expected,
given a change in relative effort ‘prices’. Hence, it
is in this late pre-agricultural period that the
archaeological record shows the appearance of
bows and arrows, seed grinding stones, boiling
vessels, boats, more advanced houses, even ‘vil-
lages’ (probably clan group abodes), animal-
drawn sledges and the dog (almost certainly

derived from domesticating the wolf). These
developments strongly suggest the substitution
of new tools and techniques for the old, which
allowed new products to substitute for the loss of
big game that could be harvested by stampeding
and/or dispatch with thrusting or throwing
weapons. Now the bow and arrow becomes adap-
tive, and gathering becomes more crucial to
maintaining overall food productivity. Whereas
formerly, gathering emphasized seeds and plants
that could be eaten on the run, now some of the
seeds gathered were inedible without grinding,
soaking, boiling. All this paraphernalia implies
more sedentary, less nomadic, hunting and
gathering.

Hence the incentive to invest in facilities such
as utensils, sledges and houses. The boat allows
fishing, sealing and whaling. The wolf, also char-
acterized by its capacity to apply organization to
the hunt, is now enlisted with man in the hunting
of the game still available. Perhaps more impor-
tant, the wolf may have been the model for domes-
ticating other animals since the dog was a
companion and pet that enabled children to learn
about domesticated animal behaviour. With a
more sedentary life, and the accumulation of per-
sonal property and real estate, would come more
complex property right and contracting arrange-
ments. The study of pre-colonial aboriginal soci-
eties in Northwest America and Melanesia reveals
the existence of elaboratemultilateral contracting
arrangements in the form of ‘ceremonial
exchanges’ such as the potlatch, kula, moka and
abutu (Dalton 1977). The use of valuables or
commodity money (bracelets, pearl shells, cow-
ries, young women) in these primitive societies
was more complex than that of cash used in nation
states with well-defined legal bases for exchange.
These valuables not only bought other valuables
in ordinary internal or external market exchange,
they bought kinship ties with the exchange of
women, military assistance when attacked, the
right of refuge if invasion required the abandon-
ment of homes, and emergency aid in times of
poor harvest, hunting or fishing. In short they
bought political stability, and a property right
environment that made ordinary exchange and
specialization possible. Property was owned by
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corporate descent lineages and included land, fish-
ing sites, cemetery plots and livestock, but, inter-
estingly, also public goods like crests, names,
dances, rituals and trade routes, that could be
assigned to many groups or individuals. These
practices, which characterize stateless
hunter–gatherer aboriginals, demonstrate that the
phenomenon of multilateral contracting
(Williamson 1983), so common to the market
economy in nation states, has ancient origins
which antedate the state and the agricultural
revolution.

Man’s long existence as a hunter had brought
knowledge of animals; extinction brought a
change in relative costs; gathering brought knowl-
edge of seeds and eggs; life became more seden-
tary, with property, contracting and exchange
becoming more important. Under these more sta-
ble conditions it was a short step for mankind to
plant for harvest, and/or to husband some of the
more docile game that had been hunted previ-
ously. With agriculture and herding came a more
sophisticated development of the earlier
hunter–gatherer institutions of contract, property,
exchange and specialization; and ultimately the
continuing industrial-communication revolution.
But long before these sweeping changes can be
seen the dim outline of continuity in the develop-
ment of man’s capacity to adapt by creating
cheaper products and techniques to substitute for
dearer ones.
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Huskisson, William (1770–1830)

Roy Green

Huskisson is better remembered for the manner of
his death than for his not inconsiderable achieve-
ments as a statesman and economist. While it is
true that he enjoyed ‘little success in public life
compared with that which his rare abilities should
have commanded’ (Dictionary of National Biog-
raphy), there were few major debates which were
not enhanced by his contribution. Huskisson first
entered Parliament in 1796 and remained a mem-
ber, with only one short break, for over 30 years.
He served in the cabinet from 1823, and held a
number of key government posts, including Sec-
retary of the Treasury, President of the Board of
Trade and Secretary of State for War and the
Colonies. He figured prominently in the Bullion
controversy and the subsequent discussion on the
resumption of cash payments; and he initiated the
process of tariff reform which was to culminate in
the repeal of the Corn Laws.

His abilities may be gauged by the tributes paid
by his contemporaries. It was said that ‘there is no
man in Parliament, or perhaps out of it, so well
versed in finance, commerce, trade or colonial
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matters’ (Charles Greville, in Melville 1931,
p. viii); and that ‘the knowledge of theory and
practice were never possessed by any one in so
high a degree’ (Kirkman Finlay, in Huskisson
1831, I, p. 161; also Alexander Baring and
Henry Brougham, ibid., pp. 120–121). Indeed,
according to some observers, Huskisson might
easily have become Chancellor of the Exchequer,
but for his almost disingenuous loyalty to George
Canning and the offence which he regularly
caused to traditional Tory interests. These ‘fail-
ings’ earned him a remarkably fulsome tribute
from J.S. Mill: ‘With the exception of Turgot,
the history of the world does not perhaps afford
another example of a minister steadfastly adhering
to general principles in defiance of the clamours of
the timid and interested of all parties . . .’
(Westminster Review, 1826, cit. Tucker introduc-
tion to Huskisson 1830, p. xv).

Even his closest supporters, however, could
not pretend that Huskisson was an eloquent
speaker; to his everlasting shame, he was born
and brought up outside London and the Home
Counties. As a consequence, no doubt, he was ‘a
wretched speaker with no command of words,
with awkward motions, and a most vulgar,
uneducated accent’ (Sir Egerton Brydges, cit. Dic-
tionary of National Biography).

Huskisson’s interest in political economy
began in Paris, where, as a young man, he
moved in French liberal circles, and is said to
have met Franklin and Jefferson. There, in 1790,
he presented a paper on the currency to the mon-
archist ‘Club of 1789’; once the French Govern-
ment started issuing assignats, however, he
resigned from the club and, shortly afterwards,
returned to Britain. In 1810, Huskisson had an
opportunity to make his mark on British financial
policy; he did so in conjunction with Henry
Thornton and Francis Horner in the Bullion
Report, and then on his own in a pamphlet
defending the report against its ‘anti-bullionist’
critics. This pamphlet, The Question Concerning
the Depreciation of our Currency (1810), ran to
several editions and drew praise not only from
Ricardo, as might be expected, but also from the
more critical Thomas Tooke (1838–1857, IV,
p. 98); its main target was the ‘real bills doctrine’

pleaded by the Bank of England directors as an
adequate principle of limitation even when the
currency was inconvertible. In the Parliamentary
debates on the Bullion Report, Huskisson likened
the views of the Bank directors to those of John
Law, and made a strong case for the resumption of
cash payments (Fetter 1965, p. 43). After the
passage of resumption legislation in 1819, how-
ever, Huskisson confessed to private doubts: ‘The
wheel of depreciation producing high prices, etc.,
was turning one way whereby many interests suf-
fered and were ruined; to attempt to turn the wheel
back, without some equitable adjustment . . . has
always appeared to me madness’ (Letter to
J.C. Herries, 20 December 1829, cit. Melville
1932, p. 312). The sharp decline in prices which
followed resumption particularly affected agricul-
tural products.

A Committee on Agriculture was formed in
1821 whose report – drafted mainly by Huskisson
and Ricardo – accepted many of the arguments
against the Act of 1819 but came down in favour
of its retention. Thomas Attwood, after giving
evidence to the Committee, wrote: ‘The stupid
landowners . . . are all as dull as beetles, whilst
Huskisson and Ricardo are as sharp as needles and
as active as bees’ (cit., Ricardo 1951–1973, VIII,
p. 370). A year later, Huskisson headed off West-
ern’s motion to reopen the issue with an amend-
ment in the same terms as Montague’s resolution
of 1696, ‘That this House will not alter the Stan-
dard of Gold or Silver, in fineness, weight, or
denomination’.

During the 1820s, Huskisson became an effec-
tive spokesman for the manufacturing interest,
defending ‘with singular success and ability, the
general principles of commercial freedom’
(Tooke 1838–1857, V, p. 414). He took part in
debates on the silk trade, agricultural protection,
tax reform, shipping and the repeal of the Combi-
nation Acts; and he was almost alone in foreseeing
the crisis of 1825, expressing concern as early as
March 1822, ‘that this universal Jobbery in For-
eign Stock will turn out the most tremendous
Bubble ever known’ (Hudson Gurney, cit. Fetter
1965, pp. 111–112). Having disregarded his warn-
ings, the Bank of England directors sought to
blame Huskisson for promoting the crisis:
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Such is the detestation in which he is held in the
City that Ld L[iverpool] & Mr. Canning did not
think it prudent to summon him to London till all
the Cabinet were sent for &, in the discussions with
the Bank, he is kept out of sight. He repays them
with equal hatred . . .. (Mrs Arbuthnot, 17December
1825, cit. Fetter 1965, p. 117)

In June 1827 Huskisson, responding to a mem-
orandum circulated by James Pennington, wrote
of the need to ‘prevent . . . those alterations of
excitement and depression which have been
attended with such alarming consequences to
this country’. He went on:

This, for a long time, has appeared to me one of the
most important matters which can engage the atten-
tion of the Legislature and the Councils of this
country. The subject is certainly intricate and com-
plicated; but the too great facility of expansion at
one time, and the too rapid contraction of paper
credit (I speak of it in the largest sense) at another,
is unquestionably an evil of the greatest magnitude.
(cit. Fetter 1965, p. 131; also Viner 1937, p. 224)

Huskisson asked Pennington for suggestions
as to how these fluctuations could be minimized,
and Pennington submitted a second memorandum
which was to form the basis of the ‘currency
principle’.

Huskisson resigned from the government in
1828 over a seemingly trivial but symbolic
issue – the allocation of a parliamentary seat to a
sparsely populated rural hundred, instead of a
manufacturing town. He died soon afterwards in
unusual, not to say bizarre, circumstances. On
15 September 1830, he attended the opening cer-
emony of the Manchester and Liverpool Railway:

At that moment several engines were seen
approaching along the rails between which
Huskisson was standing. Everybody made for the
carriages on the other line. Huskisson, by nature
uncouth and hesitating in his motions, had a pecu-
liar aptitude for accident . . ..On this occasion he lost
his balance in clambering into the carriage and fell
back upon the rails in front of the Dart, the advanc-
ing engine. It ran over his leg . . . He lingered in
great agony for nine hours, but gave his last direc-
tions calmly and with care, expiring at 9 P.M.
(Dictionary of National Biography)

That would be the end of the story but for a fine
piece of detective work by G.S.L. Tucker and his
assistant, Helen Bridge, who in 1976 established
beyond reasonable doubt that the author of an

anonymously published 1830 tract, Essays on
Political Economy, was none other than William
Huskisson. In addition to the circumstantial evi-
dence of style and argument, the publisher’s Com-
mission Ledger was signed by a certain ‘George
Robertson’, a name unknown to political economy
at that time. It was then demonstrated by Detective
Sergeant D.G. Stuckey of the Document Exami-
nation Unit, New South Wales Police, that the
signature belonged not to ‘George Robertson’ at
all but to Huskisson’s half-brother, Thomas, with
whom he was on close terms (Fay 1951,
pp. 300–301). Thomas Huskisson was a captain
in the Royal Navy; and there is evidence that in
return for career advancement (WilliamHuskisson
was treasurer of the Navy from 1823 to 1827), he
would perform errands of this kind (ibid.).

Although the Essays had a poorer reception
than if they had appeared under Huskisson’s own
name, he presumably felt that he could not take the
risk of further embarrassing the government with
his forthright views. The Essays are basically
Smithian in approach, and, in most respects,
were already superseded by Ricardo’s Principles.
They do, however, propose some important finan-
cial reforms (Huskisson 1830, pp. 149–151 and
152–153), repudiate the landowners’ monopoly
(ibid., p. 255) and, most notably, anticipate
J.S. Mill’s concept of a ‘general glut’ (ibid.,
pp. 448–452 and 454–455). Overall, they epito-
mize Huskisson’s economic philosophy and were
even cited approvingly by Marx (1867, p. 495n.);
this philosophy was reflected clearly and consis-
tently in a life of ceaseless activity: ‘Whatever
ridicule might be attempted to be thrown on the
science of political economy’, he said, ‘that sci-
ence could not be discredited. It was the result of
general principles warranted by observation, and
constituted the guide in the regulation of political
measures’ (Huskisson 1831, II, p. 128).

Selected Works

1830. Essays on political economy. Canberra:
Australia National University, 1976.

1831. The speeches of the right honourable Wil-
liam Huskisson. London: John Murray.
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Hutcheson, Francis (1694–1746)

Andrew Skinner

Abstract
Holder of the Chair of Moral Philosophy at
Glasgow University, Hutcheson, counted
Adam Smith among his pupils. His moral phi-
losophy resembled Smith’s in emphasizing the
role of sentiment, though Smith rejected his
notion of an internal moral sense. Hutcheson’s
economic analysis embraced the division of
labour, property, and money. His theory of
value, which stressed the role of subjective
judgement as a determinant of value in
exchange, was influenced by Pufendorf, but
Hutcheson went beyond Pufendorf (and
foreshadowed Smith) in arguing that goods
exchange at a rate that is in part determined
by the quantity of labour embodied in them.
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Biographical

Hutcheson was born on 8 August 1694. His father,
John, was a Presbyterian minister in Armagh,
Ireland, and Francis spent his early years at nearby
Ballyrea. In 1702 Francis and his elder brother,
Hans, went to live with their grandfather, Alexan-
der Hutcheson, at Drumalig in order to further
their schooling. At the age of 14 Francis moved
to a small denominational academy at Killyleagh,
County Down.

In 1711 Hutcheson matriculated at Glasgow
University, where he was particularly influenced
by Robert Simson (mathematics), Gerschom
Carmichael (moral philosophy), Alexander Dun-
lop (Greek) and John Simpson (the ‘heretical
divine’). Hutcheson graduated in 1713 and
embarked upon a course of study in theology
under Simpson’s guidance.

Hutcheson was back in Ireland in 1719 when
he was licensed as a probationary minister but
moved to Dublin where he established an acad-
emy of which he remained head until 1730. His
reputation established, Hutcheson was elected to
the Chair of Moral Philosophy in Glasgow,
succeeding Carmichael. It was as a lecturer that
he made his mark, brilliant and stylish, using
English rather than Latin. Hutcheson’s career as
author and teacher amply confirms Adam Smith’s
famous reference to the ‘abilities and virtues of the
never-to-be-forgotten’ master.

Hutcheson lectured five days a week on
natural religion, morals, jurisprudence, and
government – an order which was to be followed
by Adam Smith on his appointment to the Chair
of Moral Philosophy in 1752. On three days he
lectured on classical theories of morality, thus
contributing (with Dunlop) to a revival of classi-
cal learning in Glasgow, which formed an impor-
tant channel for stoic philosophy; a philosophy
which was to have an important influence on
Adam Smith. Hutcheson died on 8 August 1746
(his birthday) and was buried in St Mary’s
churchyard in Dublin.
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Social Order

Although this article is concerned primarily with
Hutcheson’s economic analysis it will be conve-
nient to say a little regarding his ethical work.

Adam Smith identified two key questions
which the moral philosopher must confront.
First, wherein does virtue consist, and, secondly:

how and by what means does it come to pass, that
the mind prefers one tenor, of conduct to another,
denominates the one right and the other wrong;
considers the one as the object of approbation,
honour and reward, and the other of blame, censure
and punishment. (TMS, VII, i.2)

Hutcheson addressed both questions, identify-
ing virtue with benevolence while explaining the
processes of judgement in terms of a particular
sense, the ‘moral sense’. Smith was to reject
Hutcheson’s answer to the first question on the
ground that while important, the emphasis on
benevolence neglected the role of self- command
and the ‘inferior’ virtue of prudence. In the same
way, while welcoming his master’s emphasis on
sentiment rather than reason in explaining the
means by which the mind forms judgements
concerning what is fit and proper to be done or
to be avoided, Smith rejected the notion of a
special (internal) sense, the moral sense.

The common element evident in the work of
Hutcheson, Hume and Smith is the emphasis on
sentiment. But they also share another preoccupa-
tion, namely the attempt to explain the origins of
social order; a crucially important element in the
treatment, inter alia, of economic phenomena. The
basic task was to explain how it was that a creature
endowed with both self- and other-regarding pro-
pensities was fitted for the social state.

When we turn to Hutcheson it is to discover
marked similarities with the work of his successor,
especially in the context of his belief that ‘Wemay
see in our species, from the vary cradle, a constant
propensity to action andmotion’ (System, I, p. 21).
But in some respects the position is subtler than
that stated by Smith. To begin with, Hutcheson
argued that man has powers of perception which
‘introduce into the mind all the materials of
knowledge’ and which are associated with ‘acts
of the understanding’ (System, I, p. 7). Acts of the

understanding assist in the isolation of objects to
be attained (for example, sources of pleasure) or to
be avoided, and culminate in acts of will.

Acts of will, which may be calm or turbulent,
were divided in turn into the selfish or the benev-
olent. Benevolent acts of will which may be
described as calm, tend towards the ‘universal
happiness of others’ while the turbulent include
‘pity, condolence, congratulation, gratitude’.

Acts of will which are selfish but calm include
‘an invariable constant impulse towards one’s
own perfection and happiness of the highest
kind’ (System, I, p. 9) and do not rule out ‘delib-
erate purposes of injury’ (System, I, p. 73). The
turbulent and selfish embrace ‘hunger, thirst, lust,
passions for sensual pleasure, wealth, power or
fame’ (System, I, pp. 11–12).

In Hutcheson’s case, the problem is that of
attaining degree of balance between the turbulent
and the calm, the selfish and the benevolent:

the general tenor of human life is an incoherent
mixture of many social, kind, innocent actions, and
of many selfish, angry, sensual ones; as one or other
of our natural dispositions happens to be raised, and
to be prevalent over others. (System, I, p. 37)

While Smith was correct in identifying Hutch-
eson with that school of thought which found
virtue to consist in benevolence, there is equally
no doubt that he (Hutcheson) gave a prominent
place to self-love:

Our reason can indeed discover certain bounds,
within which we may not only act from self-love
consistently with the good of the whole; but every
mortal’s acting thus within these bounds for his own
good, is absolutely necessary for the good of the
whole; and the want of self-love would be univer-
sally pernicious . . . But when self-love breaks over
the bounds above mentioned, and leads us into
actions detrimental to others, and to the whole; or
makes us insensible of the generous kind affections;
then it appears vicious, and is disapproved. (1725,
III.v)

As in the case of Smith, what is critically
important is man’s desire to be approved of:

an high pleasure is felt upon our gaining the appro-
bation and esteem of others for our good actions,
and upon their expressing their sentiments of grat-
itude; and on the other hand, we are cut to the very
heart by censure, condemnation, and reproach.
(System, I, p. 25)
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On Hutcheson’s argument an important source
of control is represented by a capacity for judge-
ment, includingmoral judgement, which is linked to
man’s deployment of internal senses such as the
‘sympathetic’ which differ from external senses
such as sight, sound, or taste, and ‘by which, when
we apprehend the state of others, our hearts naturally
have a fellow-feeling with them’ (System, I, p. 19).

It was Hutcheson’s contention that men were
inclined to, and fitted for, society: ‘their curiosity,
communicativeness, desire of action, their sense
of honour, their compassion, benevolence, gaiety
and the moral faculty, could have little or no
exercise in solitude’ (System, I, p. 34).

This discussion was to lead to Hutcheson’s
treatment of natural rights and of the state of
nature in a manner which is reminiscent of
Locke. He also advances the Lockian claim that
the state of nature is a state not of war but of
inconvenience which can only be resolved by
the establishment of government in terms of a
complex double contract.

This has been described as the ‘Real Whig
position’ (Winch 1978, p. 46; Robbins 1968)
and may explain the considerable influence of
Hutcheson’s political ideas in the American colo-
nies (Norton 1976). Hutcheson’s ‘warm love of
liberty’ was attested by Principal Leechman in his
introduction to the System (I, pp. xxxv–xxxvi); a
sentiment which was echoed by Hugh Blair
(Winch 1978, pp. 47–8) in a contemporary review
of the book.

While agreeing that an essential precondition of
social stability is some system of ‘magistracy’
(TMS, VII.iv.36), Adam Smith (like Hume) was
to emerge as a critic of the contract theory. In
addition, he criticized Hutcheson for seeming to
imply that self-love was ‘a principle which could
never be virtuous in any degree or in any direction’
(TMS, VII.ii.3.12). But for the economist it is
important to note that Hutcheson distinguished
oftenmore clearly than did Smith between approval
and moral approbation. As Hutcheson put it:

A penetrating genius, capacity for business,
patience of application and labour . . . are naturally
admirable and relished by all observers, but with
quite a different feeling from moral approbation.
(System, I, p. 28)

Whatever the differences of emphasis and of
analysis which are disclosed in the writings of
Hutcheson and Smith, the arguments reviewed in
this section are or should be important to the
economist for three reasons. First, it appears that
social order as a basic precondition for economic
activity depends in part upon a capacity for moral
judgement. Secondly, it is alleged that the psycho-
logical drives which explain economic activity
must be seen in a context wider than the
economic.

Finally, the argument suggests that all forms of
activity are subject to the scrutiny of our fellows.

Economic Analysis

There are five major topics covered in
Hutcheson’s System, which is generally assumed
to follow closely the content of his lecture course
as a whole. The economic analysis is not given in
the form of a single coherent discourse, but rather
woven in the broader treatment of jurisprudence.
Perhaps for this reason Hutcheson’s work did not
attract a great deal of attention from early histo-
rians of economic thought. But the situation was
transformed as a result of Edwin Cannan’s discov-
ery of Smith’s Lectures on Jurisprudence. Cannan
recalled that:

On April 21, 1895, Mr Charles C Maconochie,
Advocate, whom I then met for the first time, hap-
pened to be present when, in course of conversation
with the literary editor of the Oxford Magazine,
I had occasion to make some comment about
Adam Smith. Mr Maconochie immediately said
that he possessed a manuscript report of Adam
Smith’s lectures on jurisprudence, which he
regarded as of considerable interest. (1896, p. xv)

While Cannan’s reaction may be imagined, the
lectures had the effect of confirming Hutcheson’s
influence upon his pupil on a broad front, but
especially in the area or economic analysis
(as distinct from policy). For what Cannan dis-
covered was that the order of a large part of
Smith’s course and its content corresponded
closely with what Hutcheson was believed to
have taught. It is this correspondence which
served to renew interest in Hutcheson’s econom-
ics with remarkable speed. Quite apart from
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Cannan’s introduction to the Lectures, the same
theme is elaborated in his introduction to the
Wealth of Nations (1904). The link had also been
noted, following the publication of the Lectures,
in the Palgrave Dictionary of Political Economy
(1896) and received its most elaborate statement
in W.R. Scott’s Francis Hutcheson (1900). The
most modern treatment of this kind is to be found
in W.L. Taylor’s influential work Francis
Hutcheson and David Hume as Predecessors of
Adam Smith (1965).

But Cannan noted something else, namely that
it may be that the ‘germ of the Wealth of Nations’
is to be found in Hutcheson’s treatment of value
(1896, p. xxvi). It is this topic which forms the
central feature of the remainder of the present
argument although it will be convenient to begin
with Hutcheson’s views on the division of labour
where his influence on Smith may be particularly
obvious.

But before we pass on to these subjects, it
should be noted that Hutcheson’s work on eco-
nomic topics has its own history. It is evident that
he admired the work of his immediate predecessor
in the Chair of Moral Philosophy – Gershom
Carmichael (1672–1729), and especially his
translation of, and commentary on, Samuel
Pufendorf. In Hutcheson’s address to the ‘students
in Universities’ (Taylor 1965, p. 25) the Introduc-
tion to Moral Philosophy (1742) is described thus:

The learned will at once discern how much of this
compound is taken from the writing of others, from
Cicero andAristotle, and to name no other moderns,
from Pufendorf’s smaller work,De Officio Hominis
et Civis Juxta Legem Naturalem which that worthy
and ingenious man the late Professor Gerschom
Carmichael of Glasgow, by far the best commenta-
tor on that book has so supplied and corrected that
the notes are of much more value than the text.

Carmichael’s influence as a student of ethics and
of jurisprudence has been frequently celebrated,
notably by Sir William Hamilton who stated that
he may be regarded ‘on good grounds, as the true
founder of the Scottish school of philosophy’
(Taylor 1965, p. 253). But it is to W.L. Taylor that
we are indebted for the reminder that Carmichael
(and Pufendorf) may have shaped Hutcheson’s
economic ideas. Taylor concluded that:

The interesting point for the development of eco-
nomic thought in all this is the very close parallel-
ism between Pufendorf’s De Officio and
Hutcheson’s Introduction to Moral Philosophy.
Each man covered almost exactly the same field
. . . The inescapable conclusion is that Francis
Hutcheson took over almost in whole, from
Carmichael, the economic ideas of Pufendorf.
(1965, pp. 28–2)

The Division of Labour

A key issue for both Hutcheson and Pufendorf
arose from the comparison of the social as distinct
from the solitary state; or, as Pufendorf put it,

it would seem to have been more wretched than that
of any wild beast, if we take into account with what
weakness man goes forth into this world, to perish
at once, but for the help of others; and how rude a
life each would lead, if he had nothing more than
what he owed to his own strength and ingenuity. On
the contrary, it is altogether due to the aid of other
men, that out of such feebleness, we have been able
to grow up, that we now enjoy untold comforts, and
that we improve mind and body for our own advan-
tage and that of others. And in this sense of natural
state is opposed to a life improved by the industry of
men. (De Officio 1682, II, pp. 8–9)

This broad line of argument was developed in
the System (II, p. 4) where Hutcheson offered two
specific economic applications. First, he noted
that the ‘joint labours of twenty men will cultivate
forests, or drain marshes, for farms to each one,
and provide houses for habitation, and enclosures
for their stocks, much sooner than the separate
labours of the same number’ (System, II, p. 289).

Secondly, Hutcheson drew attention to the
importance of the division of labour:

Nay ‘tis well known that the produce of the labours
of any given number, twenty, for instance, in pro-
viding the necessaries or conveniences of life, shall
be much greater by assigning to one, a certain sort of
work of one kind, in which we will soon acquire
skill and dexterity, and to another assigning work of
a different kind, than if each one of the twenty were
obliged to employ himself, by turns in all the differ-
ent sorts of labour requisite for his subsistence,
without sufficient dexterity in any. In the former
method each procures a great quantity of goods of
one kind, and can exchange a part of it for such
goods obtained by the labours of others as he shall
stand in need of. One grows expert in tillage, another
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in pasture and breeding cattle, a third in masonry, a
fourth in the chace, a fifth in iron-works, a sixth in
the arts of the loom, and so on throughout the rest.
Thus all are supplied by means of barter with the
works of complete artists. In the othermethod scarce
any one could be dextrous and skilful in any one sort
of labour. (System, II, pp. 288–9)

Property

The discussion of the division of labour implied
that members of society are interdependent in
respect of the satisfaction of their wants. It also
led to two further analytical developments: secu-
rity of property and the problem of value in
exchange (see especially Brown 1987).

Much of the discussion in Book 2, Chapter 6 of
the System is concerned with ‘the right of prop-
erty’. But Hutcheson also noted that:

If we extend our views further and consider what
the common interest of society may require, we
shall find the right of property further confirmed.
Universal industry is plainly necessary for the sup-
port of mankind. Tho’ men are naturally active, yet
their activity would rather turn toward the lighter
and pleasanter exercises, than the slow, constant,
and intense labours requisite to procure the neces-
saries and conveniences of life, unless strong
motives are presented to engage them to these
severer labours. Whatever institution therefore
shall be found necessary to promote universal dili-
gence and patience, and make labour agreeable or
eligible to mankind, must also tend to the public
good; and institutions or practices which discourage
industry must be pernicious to mankind. Now noth-
ing can so effectually excite men to constant
patience and diligence in all sorts of useful industry,
as the hopes of future wealth, ease, and pleasure to
themselves, their offspring, and all who are dear to
them, and of some honour too to themselves on
account of their ingenuity, and activity, and liberal-
ity. All these hopes are presented to men by secur-
ing to every one the fruits of his own labours, that he
may enjoy them, and dispose of them as he pleases.

Nay the most extensive affections could scarce
engage a wise man to industry, if no property
ensued upon it. (System, II, pp. 320–1)

Hutcheson attached a great deal of importance
to freedom of choice and in fact concluded this
phase of the argument by rejecting any suggestion
that ‘magistrates’ may be involved, passages that

may well have attracted the attention of the youth-
ful Smith (System, II, pp. 322–3).

The Theory of Value

It is Hutcheson’s treatment of value that shows
most clearly the influence of Pufendorf and of
Carmichael where the latter observed that:

In general we may say that the value of goods
depends upon these two elements, their scarcity,
and the difficulty of acquiring them. Furthermore,
scarcity is to be regarded as combining two ele-
ments, the number of those demanding, and the
usefulness thought to adhere in the good or service,
and which can add to the utility of human life.
(Quoted in Taylor 1965, p. 65)

Pufendorf’s analysis received its most elabo-
rate statement in the De Jure, in the long chapter
‘On Price’ (Book 5, Chapter 1). The most succinct
statement, on which Carmichael commented, is to
be found in Book 1, Chapter 14, of De Officio.

Hutcheson opened his analysis of the problem
by pointing out that the ‘natural ground of all
value or price is some sort of use which goods
afford in life’, adding that ‘by the use causing a
demand we mean not only a natural subserviency
to our support, or to some natural pleasure, but any
tendency to give any satisfaction by prevailing
custom or fancy, as a matter of ornament or dis-
tinction’ (System, II, pp. 53–4). He continued:

But when some aptitude to human use is pre-
supposed, we shall find that the prices of goods
depend on these two jointly, the demand on account
of some use or other which many desire, and the
difficulty of acquiring, or cultivating for human use.
When goods are equal in these respects men are
willing to interchange them with each other; nor
can any artifice or policy make the values of
goods depend on any thing else. When there is no
demand, there is no price, where the difficulty of
acquiring never so great: and where there is no
difficulty or labour requisite to acquire, the most
universal demand will not cause a price; as we see
in fresh water in these climates. Where the demand
for two sorts of goods is equal, the prices are as the
difficulty. Where the difficulty is equal, the prices
are as the demand. (System, II, p. 54)

Hutcheson then added two points which are
reminiscent of Pufendorf in commenting on issues

6052 Hutcheson, Francis (1694–1746)



that affect supply price and the rate of exchange.
First, he argued:

In like manner by difficulty of acquiring, we do not
only mean great labour or toil, but all other circum-
stances which prevent a great plenty of the goods or
performances demanded. Thus the price is
increased by the rarity or scarcity of the materials
in nature, or such accidents as prevent plentiful
crops or certain fruits of the earth; and the great
ingenuity and nice taste requisite in the artists to
finish well some works of art, as men of such genius
are rare. The value is also raised, by the dignity of
station in which, according to the custom of the
country, the men must live or provide us with cer-
tain goods, or works of art. Fewer can be supported
in such stations than in the meaner; and the dignity
and expense of their stations must be supported by
the higher prices of their goods or services. Some
other singular considerations may exceedingly
heighten the values of goods to some men, which
will not affect their estimation with others. These
above mentioned are the chief which obtain in com-
merce. (System, II, pp. 54–5)

As regards the rate of exchange, Hutcheson
commented:

In commerce it must often happen that one may
need such goods of mine as yield a great and lasting
use in life, and have cost a long course of labour to
acquire an cultivate, while yet he has none of those
goods I want in exchange, or not sufficient quanti-
ties; or what goods of his I want, may be such as
yield but a small use, and are procurable by little
labour. In such cases it cannot be expected that
I should exchange with him. I must search for others
who have the goods I want, and such quantities of
them as are equivalent in use to my goods, and
require as much labour to produce them; and the
goods on both sides must be brought to some esti-
mation or value. (System, II, p. 53)

But although these positions do not differ sig-
nificantly from those of Pufendorf, Hutcheson
does seem to have taken notice of two additional
points. First, he seems to suggest, as the above
quotation indicates, that goods will exchange at a
rate that will be in part determined by the quantity
of labour embodied in them (a point later taken up
by Smith). Secondly, he noted in a passage that
may have been ‘foreshadowed’ by Pufendorf, that
some commodities: ‘of great use have no price,
either because they are naturally destined for com-
munity, or cannot come into commerce but as

appendages of something else, the price of
which may be increased by them, though they
cannot be separately estimated’ (Hutcheson
1742b; quoted in Taylor 1965, p. 66).

Money

The discussion of value in exchange led
Hutcheson on quite logically to consider the
medium of exchange, namely money, and here
too he followed an old tradition which had already
been commented upon by Pufendorf. In Book I,
Chapter 14 of De Officio he noted the inconve-
nience of exchange by barter:

But after men departed from their primitive simplic-
ity and various kinds of gain were introduced, it was
readily understood that common value alone was
not sufficient for the transactions of men’s affairs
and their increased dealings.

Once more, Hutcheson followed suit in
explaining the problems of barter and the need to
establish a standard or ‘common measure’ when
settling the ‘values or goods for commerce’.

The qualities requisite to the most perfect standard
are these: it must be something generally desired so
that men are generally willing to take it in exchange.
The very making of any goods the standard will of
itself give them this quality. It must be portable;
which will often be the case if it is rare, so that small
quantities are of great value. It must be divisible
without loss into small parts, so as to be suited to the
values of all sorts of goods: and it must be durable,
not easily wearing by use, or perishing in its nature.
One or other of these prerequisites in the standard,
shews the inconvenience of many of our
commonest goods for that purpose. The man who
wants a small quantity of my corn will not give me a
work-beast for it, and his beast does not admit
division. I want perhaps a pair of shoes, but my ox
is of far greater value, and the other may not need
him. I must travel to distant lands, my grain cannot
be carried along for my support, without insuffer-
able expense, and my wine would perish in the
carriage. ‘Tis plain therefore that when men found
any use for the rarer metals, silver and gold, in
ornaments and utensils, and thus a demand was
raised for them, they would soon also see that they
were the fittest standards of commerce, on all the
accounts above-mentioned. (System, II, pp. 55–6)

The familiar arguments concerning the need
for coinage and the dangers of debasement follow
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(System, II, ch. 12), while there is also a hint of the
need to find an invariable measure of value at least
over long periods of time.

We say indeed commonly, that the rates of labour
and goods have risen since these metals grew
plenty; and that the rates of labour and goods were
low when the metals were scarce; conceiving the
value of the metals as invariable, because the legal
names of the pieces, the pounds, shillings, or pence,
continue to them always the same till a law alters
them. But a days digging or ploughing was as
uneasy to a man a thousand years ago as it is now,
tho’ he could not then get so much silver for it: and a
barrel of wheat, or beef, was then of the same use to
support the human body, as it is now when it is
exchanged for four times as much silver. Properly,
the value of labour, grain, and cattle, are always
pretty much the same, as they afford the same uses
of life, where no new inventions of tillage, or pas-
turage, cause a greater quantity in proportion to the
demand. ‘Tis the metal chiefly that has undergone
the great change of value, since these metals have
been in greater plenty, the value of the coin is altered
tho’ it keeps the old names. (System, II, p. 58)

The analytical section of the work is concluded
in the following chapter where Hutcheson demon-
strated the need for interest, since if it were pro-
hibited ‘none would lend’ (System, II, p. 72). He
argued that the rate would be determined ‘by the
state of trade and the quantity of coin, recognizing
that ‘asmen can be supported by smaller gains upon
proportion upon their large stocks, the profit made
upon any given sum employed is smaller, and the
interest the trader can afford must be less’ (System,
II, p. 72). Hutcheson was well aware of the rela-
tionship between interest and other forms of return,
such as rent, and also introduced an allowance for
risk. In sum, an interesting and often sophisticated
analysis, taken as whole, which is likely to have
made an impression of the youthful Smith.

Conclusion

This article has pursued a number of themes. First,
it endeavours to establish a link between
Hutcheson and Pufendorf. Secondly, the argu-
ment has elaborated on the parallel between
Hutcheson’s order of argument and that devel-
oped by Adam Smith as suggested by
W.R. Scott (1900, 1932), Cannan (1896, 1904)

and W.L. Taylor (1965). While these parallels
are important, it is noteworthy that Smith’s treat-
ment of economic topics is worked out as a single
discourse, while Hutcheson’s treatment is woven
into the broader fabric of his analysis of jurispru-
dence. Finally, the argument has sought to give
prominence to the role of subjective judgement as
regards the determinants of value in exchange.

Edwin Cannan, as we have seen, considered
that Hutcheson’s emphasis on the utility of goods
to be acquired and on the effort (disutility)
involved in creating the goods to be exchanged,
with the attendant emphasis on demand and supply
considerations, provided the ‘kernel’ of theWealth
of Nations. Taylor, on the other hand, suggested
that Smith’s concern with material welfare served
to obscure the line of argument set out by
Hutcheson. Robertson and Taylor concluded that:

It is evident that the magnum opus was cast in a
mould of a powerful unifying conception. Now
within this framework it is evident that the measure-
ment, in real terms, of the wealth of nations, and in
particular of its progress would seem to call for
some unvarying standard of value which would
enable valid comparisons to be made through time
... for this reason, if for no other, it does not appear
inexplicable that Adam Smith no longer paid so
much attention to the lines of argument taken over
from Hutcheson, which had served well enough in
the Lectures. (1957, pp. 194–5)

What Robertson and Taylor did not note was
that Smith’s preoccupation with a real measure of
value may also have owed much to Hutcheson
(Skinner 1996, 148–50).
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defended the idea that, if economics was to make
progress, economic propositions needed to be
testable and confronted with evidence. This,
together with scepticism about theory based on
the assumption of perfect knowledge, informed
not only his methodological writing but also his
work on the history of economics.

Career

Hutchison was born in Bournemouth on
13 August 1912, and attended Tonbridge School.
He went to Cambridge in 1931, to read classics,
but switched to economics in which he had Joan
Robinson as his tutor, obtaining a first in 1934.
Though much of his subsequent work can be seen
as a rebellion against his tutor’s economics and
her politics, he acknowledged her role in training
him to think. In his final year he picked up some of
Wittgenstein’s ideas from two of his friends, to
whomWittgenstein was dictating the lectures that
comprised his Blue Book. Hutchison attended the
now-famous lectures in which John Maynard
Keynes worked his way towards theGeneral The-
ory, and later rued the loss of his lecture notes in
his wartime travels.

After a year spent going to lectures at the
London School of Economics and reading widely,
in 1935 he obtained a job as Lektor in Bonn,
where his main duty was to give lectures which
could be on any subject, so long as they were in
good English. He remained there for around three
years, learning German and developing the inter-
est in German economic and methodological writ-
ing, the latter having been stimulated by his
undergraduate exposure to Wittgenstein, that ran
through all his work. While there he married. As
his wife was German, they decided not to move to
England, but to Baghdad, where he taught at a
teacher training college.With the coming of a pro-
Nazi government which wanted to reduce British
influence there, he managed to get his family out,
via Basra, to Bombay. A while later, he was allo-
wed out to join them, and he joined up. He served
on the Northwest Frontier and later in Egypt
where he worked as an intelligence officer. He

spent the last years of the war in Delhi, at one
point working with All India Radio.

Hutchison’s British university career began, in
1946, with a year at Hull, after which he moved to
the London School of Economics. There, working
alongside Lionel Robbins, who shared and stim-
ulated his interest in continental European writ-
ing, he taught courses on the history of economic
thought since 1870 and on the history of economic
controversies. In 1956 he was appointed Mitsui
Professor of Economics at the University of Bir-
mingham, the position he held until his retirement
in 1978. He taught the history of economic
thought until 1980, when university regulations
forced him to stop. In retirement, his research
continued unabated till only a few years before
his death.

Away from his academic pursuits, he had a
passion for cricket. He played the game in Egypt
during the war, and in the 1950s became a good
club cricketer. He first visited Lords (Middlesex
versus the Australians) with his mother in 1921,
and during the final match between England and
Australia in 2005, he appeared on television to
give an account of the corresponding game in
1926 (perhaps he was by then the only person
alive who had seen all four days of that match).

Economic Methodology and the History
of Economic Thought

Hutchison’s reputation was established with his
first book, The Significance and Basic Postulates
of Economic Theory (1938). This was a response
to the recently published Essay on the Nature and
Significance of Economic Science (1932/1935) in
which Lionel Robbins had defended economic
theory as a body of propositions deduced from
the assumption of scarcity. Hutchison argued that
most economic theory comprised tautologies that
said nothing about the real world. Economists
should instead seek to develop testable proposi-
tions and confront them with evidence. The
book’s significance lay partly in its being the
first attempt systematically to apply to economics
philosophical ideas being developed in the 1930s,
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the most prominent of which went under the label
of logical positivism.

Hutchison was particularly critical of any the-
orizing based on the assumption of perfect knowl-
edge. The book received unexpected attention
when it was the subject of a 32-page review arti-
cle, ‘“What is truth” in economics?’ in the Journal
of Political Economy for 1940 by the eminent
Chicago economist Frank Knight, to which
Hutchison replied from wartime Baghdad
(Knight 1940; Hutchison 1941).

Though Hutchison continued to emphasize
testability and the limitations of theorizing based
on perfect knowledge, one strand of his method-
ological work involved engaging with ideas com-
ing from the philosophy of science. In the 1950s
he became involved in an exchange with Fritz
Machlup, after being described as an ‘ultra-
empiricist’ (Machlup 1955, 1956; Hutchison
1956). The framework within which this debate,
over the extent to which propositions needed to be
testable, took place reflected the concerns of the
so-called ‘received view, then dominant in the
philosophy of science. In the 1970s, Hutchison
brought detailed knowledge of the history of eco-
nomics to bear on the question of whether econom-
ics had exhibited revolutionary changes
corresponding to those that Thomas Kuhn and
Imre Lakatos claimed to have identified in the his-
tory of science (Hutchison 1976, 1978, chapter 3).

This knowledge of the history of economics
was first demonstrated in A Review of Economic
Doctrines, 1870–1929 (1953b), a book that arose
out of the course Hutchison taught at LSE, which
provided a systematic coverage of the subject
from the date of the so-called marginal revolution
to the onset of the Great Depression. It was
unjustly overshadowed by the appearance of
Joseph Schumpeter’s posthumous magnum opus
a year later. Methodological themes were never
far from the surface. Interestingly, the book con-
cluded with a discussion of the growth of eco-
nomic statistics, on which what he thought ‘the
most spectacular progress in economic knowl-
edge was necessarily being founded’ (p. 427).
This view that the development of economic sta-
tistics was the main example of progress in

economics was one that he maintained throughout
his career (see, for example, Hutchison 1977,
chapter 2; 1992, 1994, chapter 8). He became
increasingly critical of theoretical work that was
not grounded in empirical work, criticizing the
‘crisis of abstraction’ of the 1970s (Hutchison
1977) and later the ‘formalist revolution’
(Hutchison 1992, 2000) and the literature that
developed from around the 1980s, dismissing a
focus on prediction as outdated positivism.

The other strand in Hutchison’s methodologi-
cal work was analysis of policy. “Positive” Eco-
nomics and Policy Objectives (1964), though a
methodological book that sought to bring clarity
to policy discussions through applying the
positive-normative discussion, had a strong his-
torical dimension, analysing economists’ state-
ments over several centuries. Most prominent,
however, was Economics and Economic Policy
in Britain, 1946–1966 (1968). This examined
what economists had said on economic policy, in
some instances contrasting this with what they
later claimed to have said. He followed this up
with an essay, ‘Economic knowledge and igno-
rance in action’, which showed that, despite
claims to the contrary, economists simply did not
agree on the questions of whether sterling should
have been devalued in the 1960s, or whether
Britain should have entered the European Com-
munity (Hutchison 1977, chapter 5). He clearly
delighted in pointing out how reviewers consid-
ered it an outrage to hold economists to account
for claims they had made in newspaper articles or
correspondence columns and the suggestion that
this was, somehow, merely journalism. His own
view was that to understand the policy process it
was necessary to take account of economists’
views, wherever they were published.

Though concerned throughout with methodo-
logical questions and with what had shaped mod-
ern economics, his interests extended much
further back. Before Adam Smith (1985) was the
first English-language work to analyse systemati-
cally the entire century of economic writing
before Adam Smith’s Wealth of Nations. As his
use of the phrase ‘contentious essays’ in one of his
book titles suggests, he never shirked controversy,

Hutchison, Terence Wilmot (1912–2007) 6057

H



often challenging widely accepted beliefs about
major figures in economics. As with his work on
economists’ policy advice, he repeatedly pointed
out inconsistencies in the statements of econo-
mists who upheld dogmatic views. A particular
target was the Marxian ideology of his former
teacher, Joan Robinson, and Maurice Dobb, and
the way it coloured their interpretation of the past.
He believed that readers of their historical inter-
pretations should be informed about their views
on Stalin’s Soviet Union and Mao’s cultural rev-
olution (Hutchison 1981, chapter 3). He argued
that early ‘marginalists’ were not unqualified sup-
porters of laissez-faire, concerned to defend cap-
italism against Marxist critics, but supporters of
extensive pragmatic government intervention in
economic activity. Similarly, he pointed out that in
the early 1930s the differences between A. C.
Pigou and Keynes were slight: Pigou advocated
fiscal cures for unemployment and Keynes attrib-
uted part of the problem to the rigidity of money
incomes (Hutchison 1978: 179).

Hutchison’s most controversial target was
David Ricardo, who he saw as the source of the
excessively abstract theorizing that plagued mod-
ern economics (1952, 1953a, 1978, 1994). When
reviewing Piero Sraffa’s edition of David
Ricardo’s collected works, he feigned surprise
that its sponsor had been the Royal Economic
Society, not the Moscow State Publishing house
(Hutchison 1952: 421). He questioned not only
the Marxist interpretation of Ricardo but, even
more controversially, made the heretical sugges-
tion that Ricardo was less original and less central
to the history of economics than was commonly
assumed. Decades later (1994, chapter 5), he
ridiculed the idea that this believer in the sanctity
of private property was, despite his influence on
Marx, a man of the left. Ricardo was, he claimed,
‘something of an innocent abroad, whose incon-
sistent ideas ... fell into the hands of people too
keen on exploiting them for their own ideological
purposes, and who had to pretend that these incon-
sistencies were not there’ (Hutchison 1994: 99).

However, his criticisms were not just directed
against those on the left. He also raised questions
about Friedrich Hayek and the Austrians

(Hutchison 1981, 1994). The common theme run-
ning through his writing was the need for clear
thinking informed by knowledge of what econo-
mists had actually said.

See Also

▶ Falsificationism
▶History of Economic Thought
▶Methodology of Economics
▶ Philosophy and Economics
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Hymer, Steven Herbert (1934–1974)

David M. Gordon

Hymer was born on 15 November 1934 in Mon-
treal, Canada, and died tragically at the age of 39 in
a car accident, returning from awinter holiday, on a
New York State thruway in February 1974.

Hymer began his study of economics as an
undergraduate at McGill University and then
received his PhD in economics from MIT in
1960. He worked in Ghana for several years in
the early 1960s and then returned to the United
States to teach at Yale from 1964 to 1970. He
moved increasingly in radical and then Marxian
directions in the late 1960s. Having been denied
tenure by Yale – a common fate at elite US grad-
uate schools for leftists of his generation – he
moved to the Graduate Faculty of the New School
for Social Research, where he helped found and
then foster a political economy programme until
his sudden death in 1974.

Hymer’s main analytic contributions flowed
from his analyses of foreign direct investment by
multinational corporations. As early as his sem-
inal dissertation (1960), Hymer broke away from
international trade theory, viewing foreign direct
investment as a consequence of the particular
internal contradictions of multinational enter-
prises and their drive to extend territorial control.
Despite his short productive working life,
Hymer’s work in this area had wide-ranging
influence in both the advanced and developing
worlds in shaping both analysis and policy
discussions.

Though less widely known for this work,
Hymer was also making important contributions
in his last several years to the articulation of a
modern, complex, analytically rigorous Marxian
political economy. Some of his most original and
provocative papers in this effort, along with his
best essays on multinationals and the global econ-
omy, were posthumously collected and published
in The Multinational Corporation (1979).

Selected Works

1960. The international operations of national
firms: A study of direct foreign investment.
PhD dissertation. Cambridge, MA: MIT
Press, 1976.

1979. In The multinational corporation: A radical
approach, ed. R.B. Cohen et al. New York:
Cambridge University Press.
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Hyndman, Henry Mayers
(1842–1921)

Anthony Wright

A British Marxist theorist and politician,
Hyndman was born in London to a prosperous
merchant family of staunchly Conservative poli-
tics; he was educated at Trinity College, Cam-
bridge. He became in turn a journalist, imperial
traveller and financial adventurer. An enthusiast
for Empire, he stood for Parliament in 1880 as an
independent on a Tory radical programme but
withdrew from the contest. Increasingly
acquainted with continental socialism, he read
Marx’s Capital in French in 1880 and became
personally acquainted with Marx in London.
This began the process whereby Hyndman, during
the 1880s, emerged as the pioneer of British
Marxism, the founder and leader of a Marxist
party (the Social Democratic Federation) and the
leading theorist and propagandist of Marxism in
Britain. In essentials, this was the role he contin-
ued to play for the rest of his life.

Hyndman has had a bad press. In part this may
be attributed to the easy caricature of him as the
Marxist cricketer, stockbroker and national chau-
vinist, armed with top hat and frock coat. In part,
too, it derives from his overbearing personality
and sectarian political leadership. However, it is
also directly related to the nature of his presenta-
tion ofMarx’s economic theory. He set himself the
task of explaining this theory to the British public,
relating it to British conditions, and drawing the
appropriate political lessons from it. His England
for All (1881), with its indirect tribute to Marx’s
work but omission of his name (thereby beginning
the personal breach with Marx and Engels), began
this task, which was then taken further in his best
book, The Historical Basis of Socialism in
England (1883), with its application of Marxist
economic theory to the economic history of
England since the 15th century. Its preface
recorded his ‘indebtedness to the famous German
historical school of political economy headed by

Karl Marx, with Friedrich Engels and Rodbertus
immediately following’.

Hyndman’s presentation of Marxist economics
was narrowly literal and inflexible, which meant
that he could neither develop it creatively nor
defend it against its critics with sufficient rigour.
When he departed from Marx’s own position this
was not because of any intention to do so but
because he had either failed to understand Marx
on the point, or had access only to a limited range
of Marx’s work, or because when he cited other
economic authorities (such as Rodbertus and Las-
salle) he was unaware of Marx’s disagreements
with them. Hence his exposition of the Lassallean
‘iron law of wages’ as Marxist orthodoxy. In the
1880s, on the basis of Marx’s work then available,
it was certainly possible to present this as Marx’s
own position, but Hyndman’s later andmost devel-
oped discussion of economics in his Economics of
Socialism (1896) showed him still substantially
attached to a theory by then repudiated in Marx’s
mature work. It was on the basis of this doctrinal
position that Hyndman poured scorn on the trade
unions for the futility of their economic activities.

Similar limitations prevented Hyndman from
defending a tenable version of Marx’s theory of
value when this came under criticism and discus-
sion in the 1880s, especially in Wicksteed’s cri-
tique of it in terms of Jevonian marginal utility
theory. If Fabian intellectuals like Shaw andWebb
could respond to this critique by restating the
economic case against capitalism in terms of a
theory of economic rent rather than of Marxist
surplus value, Hyndman lacked the equipment to
mount an effective counter-offensive of his own.
He continued to be a vigorous propagandist for
what he understood as Marxist economic ortho-
doxy, but the intellectual battle was lost and it was
left to a later generation of British Marxist econ-
omists to take the argument further.

Selected Works

1883. The historical basis of socialism in England.
London: Kegan Paul.

1896. The economics of socialism. London/Bos-
ton: Small, Maynard and Co.
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Hyperinflation

Juan Pablo Nicolini

Abstract
A hyperinflation occurs when price indexes of
broadly defined baskets of goods increase at
extremely high rates. As such, hyperinflations
are rare. However, the few known cases share
many things in common. First, they can occur
only in paper currency systems that are not
pegged by the central bank to any good. Sec-
ond, they occur when the quantity of paper
currency also grows at extremely high rates.
Finally, the force behind the process is always a
fiscal imbalance that is financed by issuing
currency.

Keywords
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modity money; Convertibility; Fiat money;
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dard; Hyperinflation; Inflation; Laffer curve;
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lization policy; Wage control
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Price stability shares with a healthy knee a partic-
ular feature: both are precious, but you do not
realize how much until you miss them. When

you run, your knees perform amazing functions,
without you even being aware of them. That is
price stability. Under some circumstances, one of
your knees may be under some stress and you may
be forced to use medication to be able to run well.
While you run, you are aware of your knee. That is
inflation. Eventually, your knee hurts so much you
can only walk. That is high inflation. Finally, in
the worst case, your knee is broken and you must
lie in bed. That is hyperinflation.

Money – that is, a commodity that is widely
used as a medium of exchange – has been in use in
the world since commerce became a social activ-
ity. However, to the extent that money was a
particular commodity or was paper money but
pegged to a commodity like silver or gold, there
was no risk of long-run inflation.

From the point of view of the theory, this
premise comes from the quantity equation that
was first formalized by Irving Fisher (1934). He
argued that the general level of prices was a con-
stant proportion to the ratio of the supply of cur-
rency and some index of the total quantity of
goods that are traded in a year. Thus, there cannot
be long-run inflation without long-run growth of
the net supply of the commodity that serves as
money or that backs the paper money in circula-
tion, where by ‘net supply’ I mean the rate of
growth of money in excess of the growth rate of
the index of total goods.

The first known example of inflation occurred
during the 16th century in Europe, precisely
because of the increase in the supply of gold and
silver that came from South America after the
Spanish conquest. It is interesting to recall, how-
ever, that this first inflation was roughly 100 per
cent during the whole century or, equivalently,
0.7 per cent a year. According to the theory, this
means that the net supply of gold and silver
doubled in 100 years. (The ability of Fisher’s
quantity framework to explain low inflation
events during relatively short periods of time
like a few years has been rightly called into ques-
tion. However, for the kind of episodes that
I discuss here, which involve very high inflation
rates, this conceptual framework is perfectly suit-
able. See Marcet and Nicolini 2005, and all ref-
erences therein.)
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By 1900 paper money was the norm, but all
economies were functioning under some form of
commodity standard in the sense that money was
backed by some commodity, typically gold. Gov-
ernments would suspend convertibility in some
circumstances, like wars, but would eventually
restore it. Thus, the ability to increase the net
supply of paper money depended on the ability
of the issuer to accumulate the commodity that
backed it. As a consequence, the economic history
of the world does not have records of persistent
increases in the general level of prices up to the
20th century, except for the cases of the excep-
tional gold and silver inflows after the Spanish
conquest of America mentioned above.

In a seminal paper, Cagan (1956) defined
monthly inflation rates that exceed 50 per cent a
month as hyperinflations. To generate a hyperin-
flation according to this definition, Columbus
would have had to double Europe’s net supply of
gold and silver in a little less than two months!

The 20th century witnessed, among other
things, a key change in the functioning of our
monetary systems. Today, almost without excep-
tion, all modern economies function under fiat
money arrangements in the sense that paper
money circulates, is widely accepted and used in
transactions, and is not backed to any particular
commodity. Thus, the size of its net supply
depends only on the will of the issuer.

All episodes of hyperinflation we observed
during the 20th century, no matter how we define
them, and with absolutely no exception, occurred
during periods of unbacked paper money. All of
them, no matter how we define them and with
absolutely no exception, occurred during periods
in which the net supply of paper money increased
at enormous rates. And all of them occurred in
times of substantial fiscal imbalances, represented
by excessive government expenditures, inade-
quate government revenues or a huge government
debt burden – or a combination of these.

The first burst of hyperinflations occurred in
the 1920s in countries that lost the First World
War, most notably Germany and Hungary. Sar-
gent (1992) provides a very neat description of the
causes and remedies for each of the cases. It is
remarkable that the only cases registered in the

first half of the century were highly concentrated
in time and space: all occurred between 1922 and
1923 and in central Europe. A common story can
be told about those episodes: political instability,
large fiscal imbalances due, in part, to war and
huge increases in the money supply.

It is also interesting to note that the first half
of the century was still characterized mainly by
convertible monetary systems. The four hyperin-
flationary experiences described by Sargent
occurred during temporary suspensions of the
gold standard. By the mid-1970s, however, after
the fall of the Bretton Woods arrangement, the
world moved to a fiat money system, in which
no commodity serves as backing.

The second half of the century also witnessed
hyperinflationary episodes. Somewhat surpris-
ingly, the second wave of hyperinflationary epi-
sodes was concentrated in the period 1985–94.
And they were concentrated in two regions; it
would appear, though, that the temporal coinci-
dence was just random. The countries involved
were Argentina, Brazil, Bolivia and Peru in Latin
America, and Yugoslavia and Poland in central
Europe. Again, a common story could be told: in
the first years of the 1980s, the four Latin American
countries experienced major financial crises,
including default in international debt markets. As
a consequence, the ability of the governments to
smooth temporary fiscal shocks via credit markets
was severely restricted. The four countries had
experienced in the previous decade substantial
political instability, includingmilitary dictatorships
and weak democratic governments. On the other
hand, both Poland and Yugoslavia were undergo-
ing substantial political and economic transforma-
tion after the fall of the USSR. In all cases, there
were major fiscal imbalances: government deficits
were chronic and volatile. As consequence, money
printing became the only source of revenues and
major bursts in inflation rates occurred.

It is interesting to note that other Latin Amer-
ican countries (Colombia, Uruguay, Mexico) also
suffered financial and debt crises, but did not
experience inflation rates of this magnitude, and
other central European countries underwent major
political and economic transformation and did not
have hyperinflations.
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Indeed, what we have learned (see Bruno et al.
1988, 1991) is that major political and economic
crises are a necessary condition for hyperinfla-
tions to occur. But crisis will lead to hyperinflation
if, and only if, the crisis manifests itself in serious
fiscal imbalances that are financed by the central
bank issuing unbacked paper money. There is a
wide consensus in the literature about this.

Although we know very precisely the condi-
tions under which hyperinflations are almost
unavoidable, it is difficult to tell exactly when
the burst will start and how large it will be.

The subtlety of hyperinflationary dynamics has
been explored in a sequence of papers (Eckstein
and Leiderman 1992; Zarazaga 1993; Marcet and
Nicolini 2003) that can be seen as complementary.
All these models share the property, supported by
evidence, that hyperinflations can occur only in
economies with large and persistent fiscal deficits
that are purely financed by printing money, or
seigniorage. In all the models, the problem arises
because the required seigniorage is close to the
maximum revenue that can be raised, given the
demand for real money, that is, the maximum of
the Laffer curve. Eckstein and Leiderman (1992)
argue that if the elasticity of money demand with
respect to the inflation rate approaches one form
above, when average seigniorage is very high,
very small shocks to it can generate drastic
changes in the required inflation rate.

Zarazaga (1993) introduces a decentralized
government with a common pool of resources
and private information on the shock to the spend-
ing opportunities of each member of the govern-
ment. Hyperinflations occur when there are too
many positive expenditure shocks, there is too
much demand for resources, and the required sei-
gniorage is too high. When this happens, a price
war-type strategy follows in which all agencies
become excessively demanding and the central
bank ends up issuing enormous amounts of cur-
rency. Finally, Marcet and Nicolini (2003) intro-
duce very small departures from rationality and
show that the dynamics of the most simple sei-
gniorage model change in a way that fits the
evidence surprisingly well.

From the point of view of inflation stabilization
policies, the debate has taken three routes. The

first claims that the key for a successful stabiliza-
tion policy is to correct the fundamentals, this is,
to make a drastic and permanent change in fiscal
policy so as to eliminate the need to print money.
This kind of policy is called ‘orthodox’. The sec-
ond puts the emphasis on ‘heterodox’ policies,
that is, a combination of nominal anchors like
fixing the nominal exchange rate – eventually
moving towards a gold or strong currency
standard – and price and wage controls. Finally,
a third approach points to the need to combine the
other two policies. From the point of view of
experience and the theory, it is clear that no
attempt to stabilize the economywithout orthodox
policies has any chance of success in the medium
term. And it appears from experience that in most
successful cases (although there has been some
debate on whether this was true in all of them),
some type of nominal anchor, typically the
exchange rate, was also important. While not all
theoretical models put much weight on the nom-
inal anchor (Marcet and Nicolini 2003, is the most
notable exception), in all of the models these
policies are either harmless or good for the success
of the stabilization effort.

A final word regarding Cagan’s (1956) defini-
tion: as with any definition, it is arbitrary. Had we
taken a lower inflation rate per month, like 25 per
cent, the number of experiences would have been
greater, and many more countries would have
been involved in our discussion. However, the
general lessons one learns are essentially the
same. Quantity theory predictions work extremely
well, and the most appropriate policies to deal
with these experiences are the same.

See Also

▶German Hyperinflation
▶ Inflation
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Hypothesis Testing

Gregory C. Chow

Testing Restrictions on Parameters

For those who believe that economic hypotheses
have to be confirmed by empirical observations,
hypothesis testing is an important subject in eco-
nomics. As a classical example, when an eco-
nomic relation is represented by a linear
regression model:

Y ¼ Xbþ e (1)

where Y is a column vector of n observations on
the dependent variable y, X is an n � k matrix
with each column giving the corresponding n
observations on each of k explanatory variables
(which typically include a column of ones), b is a
column of k regression coefficients and e is a
vector of n independent and identically distributed

residuals with mean zero and variance s2, it is of
interest to test a hypothesis consisting of m linear
restrictions on b:

Rb ¼ r (2)

where R ism � k and r ism � 1. Amost common
case occurs when there is only one restriction
(m = 1) and (2) is reduced to bi = 0, the hypoth-
esis being that the ith explanatory variable has no
effect on y.

Among the statistical tests often employed in
economic research are the likelihood ratio
(LR) test, the Wald test and the Lagrangian mul-
tiplier (LM) test. The LR test, due to Neyman and
Pearson (1928), uses as the test statistic the likeli-
hood ratio:

m ¼
L Y, by �	 

L Y,by	 
 (3)

where L is the likelihood function, by �
is the

maximum-likelihood estimator of a parameter
vector y under the null hypothesis to be tested,
or subject to a vector h(y) = 0 of m restrictions
such as (2), and by is the ML estimator of ywithout
imposing the restrictions. A high value of the
likelihood ratio m favours the null hypothesis.
The Wald test, proposed by Wald (1943), uses
the test statistic:

W ¼ h by	 
0 Cov h by	 
h i�1

h by	 
 (4)

where Cov denotes covariance matrix. The null
hypothesis h(y) = 0 will be accepted if the vector

h by	 
 is sufficiently close to zero, or if the statistic
W is sufficiently small. Wald (1943) has shown
that under general conditions, the statistics W and
�2 ln m have the same asymptotic distribution.

The LM test, suggested by Silvey (1959), uses

the Lagrangian multiplier bl : obtained by maxi-
mizing the Lagrangian expression:

n�1ln L Y, yð Þ þ l0h yð Þ (5)
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or by solving the associated first-order conditions

for by� and bl:
n�1

@ ln L Y, by�	 

@y

þ Hy
bl ¼ 0

h by�	 

¼ 0

(6)

where Hy denotes the k � m matrix @h0(y) / @y.
The solution of (5) gives the maximum-likelihood

estimator by subject to the restriction h(y) = 0 and
the associated Lagrangian multiplier bl. Under the
null hypothesis h(y) = 0,

ffiffiffi
n

p bl has a normal
limiting distribution with mean zero and a certain
covariance matrix � R. Hence the statistic

�bl0R�1bl½ is distributed asymptotically as w2(m).
This statistic can be rewritten as a score statistic
(see Chow 1983, pp. 286–9):

�nbl 0 bR�1bl ¼ @ ln L Y, by�	 

=@y0

h i
� �@2 ln L Y, by�	 


=@y@y0
h i�1

@ ln L Y, by�	 

=@y

h i
(7)

As is well known, under the null hypothesis @ ln
L(Y, y) / @y has mean zero and covariance matrix

� E@2 ln L / @y@y0. If the vector @ ln L Y, by�	 

=

@y0 is very different from zero, as measured by the
statistic (6), one would be inclined to reject the
null hypothesis. Silvey (1959) has shown that
under fairly general assumptions:

�p lim 2 log mð Þ ¼ p lim W

¼ �p lim nbl0R�1bl (8)

and that the LR test, the Wald test and the LM test
are asymptotically equivalent in the sense that
their test statistics have the same asymptotic dis-
tribution. The equivalence for testing the hypoth-
esis (2) in the linear regression case with normal
residuals is shown in Chow (1983, pp. 290–291).

An example of (2) often encountered in prac-
tice is the hypothesis that certain subsets of coef-
ficients in two linear regressions are equal. The
test serves to detect whether certain economic
parameters have changed from one sample period

to another or whether they are different in two
different situations (see Chow 1960). Let the two
samples of n1 and n2 observations be represented
by:

Yi ¼ Xibi þ ei
¼ Zigi þWidi þ ei, i ¼ 1, 2ð Þ (9)

We wish to test H0: g1 = g2, each with k1 ele-
ments. A linear regression model for both samples
can be written as:

y1
y2

� �
¼ Z1 0 W1 0

0 Z2 0 W2

� � g1
g2
d1
d2

2664
3775

þ e1
e2

� �
(10)

The null hypothesis g1 = g2 can be written as a
set of k1 linear restrictions:

Rb ¼ I �I 0 0½ �
g1
g2
d1
d2

2664
3775 ¼ 0 (11)

When the elements of e1 and e2 are normal, the
test statistic is:

ðA� B=k1
B= n1 þ n2 � 2kð Þ (12)

where A is the sum of squared residuals of (9)
estimated by imposing the k1 restrictions (10) and
B is the sum of squared residuals estimated with-
out imposing the restrictions. Under H0, the sta-
tistic (11) has an F(k1, n1 + n2 � 2 k)
distribution.

Much useful information concerning economic
relations can be ascertained by testing hypotheses
about the parameters of economic models. For
example, one question in applying the regression
model (1) to time-series data is whether the
elements et are serially correlated. One may pos-
tulate a first-order autoregressive model et = r
et�1 + Zt for the residuals, where et is assumed
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to be independent and identically distributed. The
hypothesis of interest is r = 0. As another exam-
ple, one may ask whether the relation between
y and a certain explanatory variable xj is linear.
A partial answer is given by introducing powers of
xj in the regression and testing whether their coef-
ficients are significantly different from zero.

Testing Non-nested Hypotheses

In the last section, the hypothesis to be tested
consists of a set of restrictions g(y) = 0 on the
parameter vector y. Since the null hypothesis
states that the parameter y lies in a subspace of
a parameter space, it is nested within a more
general hypothesis. Comparing a more general
alternative hypothesis with a more restrictive null
hypothesis nested within the former is to test a
nested hypothesis. When the two hypotheses to
be compared are not nested, we are testing non-
nested hypotheses. One important example of
non-nested hypothesis consists of two regression
models, (1) and:

Y ¼ Zg þ u (13)

where Z is an n � p matrix including a different
set of explanatory variables from those included
in X of model (1). X and Z may have some vari-
ables in common, but neither hypothesis can be
derived from restricting the values of the param-
eter vector permitted by the other hypothesis. In
general, one may wish to choose between two
non-nested hypotheses represented by two den-
sity functions f1(y, y1) and f2(y, y2) for
generating y.

For the purpose of choosing between two com-
peting density functions, Cox (1961, 1962) sug-
gests combining them in the model:

h y; y1, y2, lð Þ ¼ kf1 y, y1ð Þl f 2 y, y2ð Þ1�l
(14)

If the maximum-likelihood estimate of l is close
to 1, choose f1; if it is close to zero, choose f2; if
neither, the result is inconclusive. Quandt (1974)
proposes an alternative way of combining the two
density functions, namely:

h y; y1, y2, lð Þ ¼ lf1 y1, y1ð Þ
þ 1� lð Þf 2 y, y2ð Þ (15)

For choosing between two normal linear regres-
sion models (1) and (12), all parameters in (14) are
identifiable, whereas for (13) one cannot sepa-
rately identify l,b, g,s21 ¼ Ee2i and s22 ¼ Eu2i .

A common approach to choosing between
non-nested models is to formulate a more general
model nesting them and reduce the problem to one
of testing a nested hypothesis, as exemplified by
the methods just described. As another example,
to choose between linear regression models (1)
and (12), one may formulate a more general linear
regression model including both sets of explana-
tory variables X and Z. If this general model is
assumed to be the true model, then both (1) and
(12) may be false. Nevertheless, one may still ask
which has a smaller error in predicting y by testing
the null hypothesis that the residual variances of
these models are equal. The residual variance of
the regression of Y on X is:

n�1 E Y0Yð Þ � EYð Þ0X X0Xð Þ�1
X0 EYð Þ

h i
and similarly for the regression of Y on Z. In the
general model, let EY = [X Z]a. The equality of
these two residual variances means:

a0 X Z½ �0 X X0Xð Þ�1
X0 � Z Z0Zð Þ�1

Z0
h i

X Z½ �a
a0Ha ¼ 0 (16)

This is a quadratic restriction on the coefficient
vector a in a linear regression model. It can be
tested by the methods of (3), (3) and (4). See
Chow (1980, 1983, pp. 278–284). Some other
works on testing non-nested hypotheses are cited
in Chow (1983, pp. 284–286).

Testing Model Specifications

When an economist wishes to find out whether a
certain model is correctly specified, tests of model
specification can be used. The situation here dif-
fers from that of section “Testing Non-nested
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Hypotheses” in having no specific model to com-
pete with the model in question. It differs from
that of section “Testing Restrictions on Parame-
ters” in not singling out, at least in the first
instance, certain parameters as the likely sources
of model misspecifications. If one believes that an
omitted variable in a regression model may be the
culprit, one would test whether its coefficient is
significantly different from zero. If one believes
that the residuals may be serially correlated, one
might add an autoregressive structure to the resid-
ual and test the significance of its coefficients.
Likewise, one may drop certain explanatory vari-
ables by testing the significance of their coeffi-
cients. In tests of model specifications, the
alternatives are less specific. The tests aim at
detecting misspecifications of a model against a
variety of alternatives.

One approach to specification testing, initiated
by Wu (1973) and studied by Hausman (1978), is
based on comparing two estimators of a parameter
vector which are both consistent and asymptoti-
cally normal if the model is correctly specified.
One estimator bg0 is asymptotically efficient if the
model is correctly specified but is inconsistent if
the model is incorrectly specified. The second
estimator bg is consistent even if the model is
incorrectly specified. If the difference bq ¼ bg� bg
0 is large, one tends to reject the null hypothesis
that the model is correctly specified. Let V bqð Þ be
the covariance matrix of the asympototic distribu-
tion of

ffiffiffiffiffiffiffiffiffi
n bqð Þp

and bV bqð Þ be a consistent estimate of
V bqð Þ . Then under the null hypothesis, which
implies p lim q = 0:

nbq0 bV bqð Þ�1bq (17)

will have w2(k) as its asymptotic distribution,
k being the number of elements of bq . As an
example, consider testing whether X is correlated
with e in model (1). Under the null hypothesis
p lim n�1 X0 e = 0, an asymptotically efficient
estimator is the least-squares estimator bb0. Even
if the null hypothesis does not hold a consistent
estimator is the instrumental variable estimator bb
¼ W0Xð Þ�1

Y where we assume p lim n�1 W0X to
be a nonsingular matrix and p lim n�1/2 W0 e to
converge in distribution to k-variate normal with

zero mean. A w2(k) statistic can be constructed to
test the null hypothesis, using the difference bq ¼ bb
�bb0 and its covariance matrix. Another example
is to test the correct specification of simultaneous
equations by comparing a three-stage least-
squares estimator bg0 and a two-stage least-squares
estimator bg.

A convenient framework of Newey (1985)
views specification testing as choosing some func-
tion m(y, y) which satisfies the moment condition:

E m y, y0ð Þ½ � ¼ 0 (18)

if the model f(y, y) is correctly specified, and
testing this condition by using the sample momentXn

t¼1
m y1,

by	 

=n. For example, the information

matrix text of White (1982) compares two esti-
mates of the information matrix and uses as ele-
ments of the vector function m(y, y):

mh y, yð Þ ¼ @ ln f y, yð Þ
@yi

� @ ln f y, yð Þ
@yj

þ @2 ln f y, yð Þ
@yi@yj

h ¼ iþ j� 1; i ¼ 1, . . . , j; j ¼ 1, . . . , kð Þ
(19)

where k is the number of parameters. The
Hausman test using (16) is shown by Newey
(1985) to be asymptotically equivalent to a partic-
ular moment-condition test.

Economists using various specification tests
should be reminded that these tests serve the
same purpose as the many diagnostic checks for
statistical models used in the literature. Examples
are the diagnostic checks of Box and Jenkins
(1970) for time-series models and those of
Belsley, Kuh and Welsch (1980) for regression
models.

Model Selection Criteria

The statistical tests presented so far are based on
the notion that if a model is true (an assumption to
be tested), it will be chosen. This nation might be
questioned because the true model can be very
complicated and in practice one may prefer to
use a simpler model for estimation or prediction
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purposes. Consider the choice between model (1),
with Xb = X1b1 + X2b2 and normal, and the
smaller linear model using X1 alone as explana-
tory variables, where X1 is n � k1 and X2 is
n � k2. The standard treatment using the methods
of section “Testing Restrictions on Parameters” is
to test the null hypothesis b2 = 0, but a question
remains as to what level of significance to use. An
alternative viewpoint is to choose the model
which is estimated to have smaller prediction
errors. Specifically, let n future, out-of-sample,
observations be:

~Y ¼ ~Xbþee (20)

under the assumption that the larger model (1) is
the true model. Let the model be selected which
has a smaller expected sum of squared prediction
errors.

Using the small model with X1 alone and
denoting the corresponding maximum-likelihood

estimate of b by bb1 [consisting of (X1
0X1)

�1 X1
0Y

and 0], one easily evaluatesE bb1 � b
	 
 bb1 � b

	 
0
.

Then using the estimated small model and the

predictor E bb1 � b
	 
 bb1 � b

	 
0
for ~y, one finds

the expected sum of squared prediction errors
to be:

E ~X~b1 � ~Y
	 
0

~X~b1 � ~Y
	 


¼ E ~b1 � b
	 
0

~X
0 ~X ~b1 � b
	 


þ Eee0ee
¼ k1s2þb02X

0
2 I � X1 X0

1X1

� ��1
X0
1

h i
X2b2þns2

(21)

Using the large model (1) and letting bb ¼ X0Xð Þ�1

X0, we have:

E Xbb� ~Y
	 
0

~Xb� ~Y
� �

¼ k1 þ k2ð Þs2 þ ns2 (22)

Comparing (20) and (21), we find that the small
model, though not being the true model, should be
used if and only if:

b02X
0
2 I � X1 X0

1X1

� ��1
X0
1

h i
X2b2
b02X

0
2�1X2�1b2 < k2s2

(23)

whereX2.1 is thematrix of residuals of the regression
of X2 on X1. To apply the criterion (22), one may

replace b20X2.10X2.1b2 by its unbiased estimate b02
X0
2:1:X2:1

bb2 � k2s2 , and replace s2 in the resulting
inequality by the unbiased estimate s2 to yield:

bb02X0
2�1X2�1bb2 < 2k2s

2


2k2 Y � Xbb	 
0
Y � Xbb	 
.

n� k1 � k2ð Þ
(24)

as the condition for selecting the small model.
This criterion amounts to setting the critical

value of the F ratio bb02X0
2�1X2�1bb2=k2s2 for testing

the null hypothesis b2 = 0 equal to 2. It is the Cp

criterion of Mallows (1973) and is motivated by
the desire for more accurate prediction. Compar-
ing (20) and (21) we observe that omitting the
variables X2 might yield a better model for pre-
diction even when (1) is the true model and
b2 6¼ 0.

The information criterion of Akaike (1973,
1974) is also motivated by the desire for more
accurate prediction. However, instead of using
the expected squared prediction errors, one uses
the following expected information:

E ln g ~Y , y0
� �� ln f ~y, yð Þ �

(25)

tomeasure how good the density function f(�) of the
model used for predicting a future observation y is,
as compared with the true model g(�). Akaike has
implemented this criterion by estimating (24),
suggesting the criterion for selecting a model if its
maximum log likelihood minus the number of esti-
mated parameters is the highest among the com-
peting models. A model having more parameters
will tend to have a higher value for its maximum
log likelihood, but this value has to be reduced by
the number of parameters estimated. Sawa (1978)
has provided a better estimate of (24) for linear
regression models while Chow (1981a, b) has pro-
vided better estimates of (24) for general statistical
models and simultaneous-equation models.
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The Posterior-Probability Criterion

Another criterion for selecting models is the
Jeffrey–Bayes posterior-probability criterion. Let
p(Mj) be the prior probability for model Mj to be
correct and p(y|Mj) be the prior density for the kj-

dimensional parameter vector byj conditioned on
Mj being correct. Assume that a random sample of
n observations (y1, y2,. . ., yn) = Y is available. By
Bayes’s theorem the posterior probability of the
jth model being correct is:

p Mj Yj
� � ¼ p Mj

� �
p Y Mj

��� �
p Yð Þ

¼ p Mj

� �
p Y Mj

��� �X
j

p Mj

� �
p Y Mj

��� � (26)

where

p YjMj

� � ¼ ð Lj Y, yð Þpðy Mj

�� �
dy (27)

with Lj(Y, yj) denoting the likelihood function for
the jth model. Since p(Y) is a common factor for
all models, the model with the highest posterior
probability of being correct is the one with the
maximum value for:

p Mj

� �
p Y Mj

��� � ¼ p Mj

� �ð
Lj Y, yð Þp y Mj

��� �
dy

If the prior probabilities p(Mj) are equal for the
models, the one with the highest p(Y|Mj) will be
selected.

To evaluate p(Y|Mj) for large samples we apply
a theorem of Jeffreys (1961, pp. 193ff.) on the
posterior density p(y|Y, Mj) of yj given model Mj:

p yjY,Mj

� � ¼ Lj Y, yð Þp yjMj

� �
p Y Mj

��� � ¼ 2pð Þ�kj=2jSj1=2exp �1

2
y� ŷjÞ0S y� ŷjÞ

	 i
� 1þ 0 n�1=2

	 
h i	h
(28)

where is the maximum-likelihood estimate of yj
and the inverse covariance matrix is
S ¼ � @2lnLj

�
= @y@y0ð Þ �by 
 3ptnRj � 0 n�1=2

� �
is a function of order n�1/2. Thus, for large sam-
ples, the posterior density of a parameter vector y
in model j is asymptotically normal with mean
equal to the maximum-likelihood estimate byj and
covariance matrix which can be approximated by
the inverse of S. Evaluating both sides of (27)
at and taking natural logarithms, we obtain,
nothing |S | = |nRj| = nkj |Rj|,

ln p YjMj

� � ¼ ln Lj Y, byj	 

� kj

2
ln n� 1

2
logjRj j

þ kj
2
ln 2pþ ln p byjjMj

	 

þ 0 n�1=2
	 


(29)

If we retain only the first two terms p(Y|Mj) and
�kj 1

2
ln nð Þ in (28), we obtain the formula of

Schwarz (1978) for approximating log p (Y|Mj).

In practice ln p(Y|Mj) may not be well approx-
imated by using only the first two terms of (28), as
it will depend on the prior density p(y|Mj) of the
parameter vector chosen for each model Mj.
Bayesian statisticians, including Jeffreys (1961),
Pratt (1975), and Leamer (1978), among others,
have recognized the difficult problem of choosing
a prior distribution p(y|Mj) for the parameters of
each model to be used to computer p(Y|Mj).
Unlike the estimation of parameters by Bayesian
methods, even for large samples the choice of
models by the posterior-probability criterion is
very sensitive to the prior distribution p(y|Mj)
assumed for each model.

In this essay I have summarized some of the
important ideas and methods employed in hypoth-
esis testing and model selection in econometrics.
The choice of an econometric model is a compli-
cated subject. Many approaches have to be
explored in practice for choosing and evaluating
econometric models. Some of these approaches
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are discussed in Chow and Corsi (1982) and in
Belsley and Kuh (1986).

See Also

▶Econometrics
▶ Information theory
▶Likelihood
▶Non-nested hypotheses
▶Regression and correlation analysis
▶ Statistical inference
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