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Abstract

Small-scale financial markets have been stud-
ied in the laboratory for more than two
decades. Typically, 620 human subjects buy
and sell units of a single asset whose dividends
extend over several periods and/or are uncer-
tain. Such markets permit direct observation of
informational efficiency, and allow sharp tests
of theoretical predictions. They also provide
test beds for policy initiatives, new market
formats and automated trading strategies.
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Laboratory financial markets allow human sub-
jects to trade assets under conditions controlled
by the researcher. By varying the conditions —
such as the trading format, or the timing and
content of private information — the researcher
can make direct and sharp inferences.

Such inferences are crucial to achieve insight
into the ongoing debate about the importance of
behavioural anomalies in financial markets (see
section “» Behavioural Finance”). Efficient mar-
kets and related theories provide a satisfying
explanation for many of the properties of modern
financial markets, but they are hard to reconcile
with well documented ‘market anomalies’ such as
home bias, the large equity premium and exces-
sive volatility. Should financial economists force a
reconciliation, or should they embrace prospect
theory and other behavioural theories?

These issues are not just academic. Since the
collapse of the Soviet bloc around 1990, a domi-
nant share of the world economy has relied on
financial markets to choose its economic future. If
the efficient markets theory is wrong, and asset
prices do not necessarily reflect all available infor-
mation, then major restructuring may be in order.
Perhaps the global economy would be stronger
with information disclosures that cater to our
behavioural idiosyncrasies, or even with
non-market allocation of investment.

Laboratory asset markets inform the debate by
offering evidence that complements field data.
The strength of experimental methodology is
that the researcher can precisely control
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information, public and private, and can elicit
beliefs as well as track offers, transactions and
allocations. Thus, in a simplified setting,
researchers can systematically dissect the process
of asset price formation. In conjunction with the-
ory and field empirical work, laboratory investi-
gations help us understand how financial markets
really work.

Early Laboratory Markets

Experimental economics cut its teeth on labora-
tory commodity markets. Reacting to Edward
Chamberlin’s casual classroom experiments, Ver-
non Smith pioneered the scientific study of mar-
kets in the laboratory. He refined the idea of
induced value and cost. the experimenter prom-
ises to pay a subject the amount v if she buys a
unit, and charges another subject the amount ¢ if
he sells a unit. If they transact at price p, she earns
v — p and he earns p — ¢, generating surplus of v — c.
The payments are in cash and large enough for the
subjects to take seriously.

Smith introduced stationary repetition — several
consecutive trading periods with the same endo-
wed values and costs but no carry-over from one
period to the next, so that subjects have the oppor-
tunity to adapt to the trading environment. He also
brought the continuous double auction (CDA)
market (sometimes referred to as the double oral
auction) format into the laboratory: traders can
make public, committed offers to buy and to sell
and can accept others’ offers at any time during a
trading period. Variants of the CDA format pre-
dominate in modern financial markets, including
the New York Stock Exchange (NYSE),
NASDAQ, and the Chicago Mercantile Exchange.

Numerous laboratory studies, beginning with
Smith (1962), show that CDA markets with only a
few buyers and sellers (say, four of each) reliably
produce highly efficient outcomes, where effi-
ciency is defined as the fraction of potential sur-
plus in the market that is captured by the buyers
and sellers. Typically, over 95 per cent of total
surplus is realized after a few periods of stationary
repetition.
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Such perishable commodity markets provide
no interesting role for time or uncertainty, both
important dimensions of financial assets. Labora-
tory financial markets should allow two-way
traders who can both buy and sell, and who trade
assets with a payout that is uncertain and/or
carries over several periods. Experimenters at
Caltech first introduced such markets in the early
1980s. For example, Plott and Sunder (1982) cre-
ated a single period asset that was traded by six
uninformed traders, who knew only that one of
two states would occur with given probabilities
independently each period, and six informed
traders, who knew the realized state. Both
informed and uninformed traders were distributed
evenly across three types of state-contingent div-
idend schedules. Within a few periods, prices
became highly efficient, and the trading patterns
demonstrated that the market fully disseminated
the private information. About the same time,
several teams of researchers found very efficient
asset prices in laboratory markets with assets pay-
ing individual- and state-contingent dividends
over several trading periods. These and other
early laboratory experiments demonstrated that
futures and options contracts can speed conver-
gence towards efficient asset prices. See Sunder
(1995) for a thorough survey.

The main lesson from these studies is that
financial markets can process information very
efficiently. As Hayek (1945) conjectured, markets
can fully aggregate and disseminate dispersed
private information, and can do so quite rapidly.
A few bids and asks in the CDA suffice to fully
inform experienced traders, dealing appropriate
assets, in moderately complex environments.

Dissecting Financial Markets

These positive early results encourage us to look
more deeply at how financial markets process
information. The process has several logical
stages. Investors and other participants acquire
relevant information from diverse sources, public
and private. Individual investors incorporate the
information into their beliefs about future asset



Laboratory Financial Markets

prices. Acting on their beliefs, investors try to buy
assets they expect to appreciate relatively rapidly
and to sell assets that they expect to do less well.
Their buy and sell orders in turn produce observ-
able market outcomes such as asset price and
trading volume. The market outcomes provide
further public information for investors, other
new information arrives from time to time, and
so the process continues. We now know that the
process can work quite well in favourable circum-
stances. But even the early laboratory studies
show that it is sometimes fallible. When and
where might it go wrong?

Each stage of the process can be examined in
the laboratory and compared with theoretical pre-
dictions. Cognitive scientists focus on the first
stage, the formation of beliefs given arriving
information, and have documented many biases
that might distort beliefs. Examples include over-
confidence, the gambler’s fallacy (believing that a
coin that has come up ‘heads’ many times in
succession is the more likely to come up ‘tails’)
and the hot-hand fallacy (believing that basketball
players who have made ten free throws in succes-
sion are especially likely to make the next). In the
next stage, investors may make decision errors
when they buy and sell assets, even when their
beliefs are realistic. There are numerous exam-
ples, including hyperbolic (or quasi-hyperbolic)
discounting, the disposition effect, and the sunk-
cost fallacy.

It is often tempting to explain financial market
anomalies simply by pointing to one or more of
these biases and errors. But such explanations are
incomplete and potentially erroneous. One prob-
lem is that there are so many documented biases
and errors; indeed, a complete list seems not to
exist. Given any market anomaly A, a diligent
student can always find some decision error or
bias B that superficially seems connected, whether
or not B really causes A. Even more important,
investors’ biases and decision errors never trans-
late directly into financial market imperfections.
Asset prices are non-trivial functions of investors’
buy and sell orders, and they provide information
that affects subsequent orders and prices. These
later stages of the process depend on the market
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format, and they can attenuate or amplify inves-
tors’ biases and errors.

Attenuating Biases and Errors

Three different market forces can greatly attenuate
the financial market impact of erratic investors.
First, it is a powerful learning experience to lose
money in a financial market, or even to see other
investors do better when they have no informa-
tional advantage. Friedman (1998) and later stud-
ies demonstrate that people can overcome even
the strongest biases and errors in a suitable learn-
ing environment. To the extent that a bias or error
leads to clearly inferior performance, an investor
will learn to do better over time. Subjects in most
laboratory financial markets commit fewer errors
and trade more efficiently in later periods than in
earlier periods, and subjects with previous expe-
rience in a particular laboratory market do
better yet.

Second, the market shares of investors with
inferior trading strategies tend to shrink over
time, reducing their influence on market perfor-
mance. Blume and Easley (1992) demonstrate
theoretically that wealth redistribution eventually
eliminates all but the most effective investors.
Laboratory studies routinely cancel out this force
via stationary repetition, but it can easily be
inferred by compounding relative profits across
periods.

Third, persistent costly errors and biases create
profit opportunities for entrepreneurs whose
efforts attenuate (or even eliminate) the market
impact. For example, yellow pages and speed
dials help us overcome our cognitive limitations
in remembering phone numbers. Similarly,
mutual funds and a host of investor advisory ser-
vices allow investors to sidestep their personal
biases. Such entrepreneurs can create new prob-
lems but, as noted below, those problems also can
be studied in the laboratory. Arbitrage is the most
direct form of such entrepreneurship. If error-
prone investors create an asset price discrepancy,
this will attract profit-seeking arbitrageurs whose
buy and sell orders tend to make it disappear.
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Laboratory studies, including those of Plott and
Sunder (1982), confirm the power of arbitrage.

Amplifying Biases and Errors

There are also three strong forces that can amplify
the market impact of errant investors. First, raw
information is often gathered, analysed and
released by individuals who have major personal
stakes in the market reaction. Despite oversight by
authorities such as the US Securities and
Exchange Commission, these individuals may
use their discretion to distort the market reaction.
Bloomfield and O’Hara (1999) and subsequent
laboratory studies confirm the possibility.

Second, professional fund managers typically
are compensated (directly or indirectly, via com-
peting job offers) for returns that rank highly
relative to their peers. It is difficult to infer from
field data whether such incentives have an impact,
but inference is straightforward in the laboratory.
James and Isaac (2000) find major distortions of
laboratory asset prices when traders have rank-
based performance incentives, and the distortions
disappear in otherwise identical markets when
traders are paid only their own realized returns.

Third, and most intriguingly, investors may go
astray when they try to glean information from the
trades of informed investors. Information mirages
(for example, Camerer and Weigelt 1991) can
arise as follows. Uninformed trader A observes
trader B attempting to buy (due to some slight
cognitive bias, say) and mistakenly infers that
B has favorable inside information. Then A tries
to buy. Now trader C infers that A (or B) is an
insider and tries to mimic their trades. Other
traders follow, creating a price bubble.

Several research teams (including the author’s)
have occasionally observed such episodes in the
laboratory. They cannot be produced consistently,
because incurred losses teach traders to be cau-
tious when they suspect the presence of better-
informed traders. The lesson does not necessarily
improve market efficiency, since excessive cau-
tion impedes information aggregation.

Price bubbles deserve longer discussion, as bub-
bles have produced important distortions in market
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prices. Asset prices seemed to disconnect from
fundamental value in Japan in the late 1980s, in
the dot.com bubble and crash of 1997-2002, and in
a number of other episodes since the famous 17th
and 18th century events now known as tulipmania
and the South Sea bubble. Do such episodes indi-
cate dysfunctional financial markets? Perhaps, but
the field data also can be interpreted merely as
unusual movements in fundamental value (Garber
1989). By contrast, in the laboratory the experi-
menter can always observe (or more typically, con-
trol) the fundamental value, so bubbles can be
detected and measured precisely.

Smith et al. (1988) found large positive bub-
bles, and subsequent crashes, for long-lived labo-
ratory assets and inexperienced traders. Figure 1
shows a representative example. The expected
dividend is constant, so the fundamental value
(the sum of expected remaining dividends)
declines steadily over the 15 trading periods.
Ask (‘offer’) and bid prices start low, but by the
second period the transaction prices (indicated by
lines connecting accepted bids and asks) rise
above fundamental value. The bubble inflates rap-
idly until late in period 4. In period 9, prices crash
below fundamental value.

Keynes’s ‘greater fool’ theory provides a pos-
sible interpretation. Traders who themselves have
no cognitive bias might be willing to buy at a price
above fundamental value because they expect to
sell later at even higher prices to other traders
dazzled by rising prices. Subsequent studies con-
firm that such dazzled traders do exist, and that
bubbles are more prevalent when traders are less
experienced (individually and as a group), have
larger cash endowments, and have less conclusive
information.

Current Frontiers: Market Formats,
Agents, and Prediction Markets

Which underlying biases and errors are most
important? When does attenuation predominate,
and when does amplification? Accumulating lab-
oratory evidence inspires new theoretical and
empirical field work as well as follow-up labora-
tory studies.
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It is increasingly clear that answers hinge on
the market format or institution — the rules that
transform bids and asks into transactions. In par-
ticular, the CDA format allows all traders to
observe other traders’ attempts to buy and sell in
real time, and thereby encourages information
dissemination. The CDA format attenuates the
impact of erratic traders because the closing
price is not set by the most biased trader or even
by a random trader. The most optimistic traders
buy (or already hold) and the most pessimistic
traders sell (or never held) the asset, so the closing
price reflects the moderate expectations of

Volume

marginal traders (see section “
(Born 1927)”).

Other traditional formats include the call market
(CM), in which bids and asks (or limit orders) are
gathered and executed simultaneously at a uniform
price, and the posted offer (PO), in which one side
(usually sellers) simultaneously announces prices
and the other side (buyers) choose transaction
quantities at the given prices. Many other formats
and hybrids are possible in the Internet age. Which
formats are most efficient? Which can attract mar-
ket share from other formats? Work so far indicates
that the CM format does relatively well for thinly
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traded assets and the PO format works best when
the posting side is more concentrated; but the ques-
tions remain far from settled.

Related new work blurs the line between com-
puter simulations and laboratory markets. Com-
puter algorithms for artificial agents, or bots,
incorporate specified cognitive limitations, and
simulations examine the market level impact (for
example, Arthur et al. 1997). Gode and Sunder
(1993) showed that simple perishables CDA mar-
kets are quite efficient even when populated by
zero intelligence (ZI) agents, bots that are
constrained not to take losses but are otherwise
quite random. Current work puts ZI and more
intelligent bots into the same asset markets as
human traders, and compares efficiency and the
distribution of surplus. Such work should help
inform regulators, reformers, and entrepreneurs
creating new asset markets. Early published
examples of policy-oriented research includes
performance assessment of (a) trader privileges
such as price posting and access to order flow
information (for example, Friedman 1993), and
(b) transaction taxes, price change limits and trad-
ing suspensions intended (typically ineffectively)
to mitigate price bubbles and panics (for example,
Coursey and Dyl 1990).

Prediction markets, which use the information-
aggregation property of markets to forecast events
such as election outcomes, are gaining increased
attention. The Iowa Electronic Market, designed
and operated by experimental economists (Berg
et al. 2008), offers various assets that pay the
holder ten dollars if (and only if) a specified
event occurs by a specified date. Participants
self-select, are not representative of the general
public, and their trades exhibit partisan bias — for
example, self-styled Democrats are more likely to
buy assets that pay off when the Democratic Party
candidates win. Nevertheless, political event asset
prices have consistently outperformed opinion
polls and all other available predictors. Prediction
markets are a growing presence on the Internet,
for example tradesports.com, and some corpora-
tions such as HP are beginning to rely on them
when making business decisions. The line
between laboratory and field financial markets is
beginning to blur.

Laboratory Financial Markets
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Abstract

Although economists in different fields, or
from different schools, use different words to
describe the phenomenon, there is widespread
agreement that workers can, and sometimes do,
‘contest’ the sale of their labour power to
employers. The question of how employers
maintain ‘labour discipline’ in such an envi-
ronment has intrigued economists since at least
Marx’s time.
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Because it is difficult to write and enforce com-
plete contracts in labour markets, transactions are
often ‘contested’ (Bowles and Gintis 1993) and
labour discipline must somehow be enforced.
Recent formalizations of the ‘effort extraction
problem’, for example, are premised on the notion
that it is difficult for firms to monitor the effort
levels of all workers at all times. How much effort
workers expend will then depend on, among other
things, the cost of job loss. It follows that, as the
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unemployment rate or, to be more precise, the
expected duration of unemployment decreases,
the wage at which workers will expend a particu-
lar effort level will increase. In many such models,
the ‘employment rent’ consistent with near-full
employment is not feasible, and it is equilibrium
unemployment that ‘solves’ the labour discipline
problem.

To fix ideas, consider a discrete time variant of
the influential Shapiro and Stiglitz (1984) model.
There are N identical, infinite-lived and risk-
neutral workers, each of whom maximizes the
expected value of "7 0'u(wy, e;), where:

u(wi, e;)
w; — €;
N w

and where wi and ei are the real wage and effort
level in period i, 0 is the common rate of time
preference and is W an unemployment benefit,
financed, for the sake of convenience, with a
lump-sum tax on profits. Workers must choose
one of two effort levels, 0 or e, each period, and
there is some likelihood d that a worker who
expends no effort in a particular period will be
detected and then dismissed. Furthermore, at the
end of each period a fraction ¢ of all employed
workers enters the jobless pool for other reasons.
In a stationary equilibrium, the lifetime utility, /7,
of an employed worker who expends e each period
will be:

iftheworkerisempolyedinperiod i

iftheworkerisunempolyedinperiod i

w—e+ q9V3

Vi=e—Fr———
1-6(1-gq)

where V3 is the lifetime utility of a worker who is
currently unemployed. (The worker receives w —
e + 0V3 and w — e + 0V with likelihoods ¢ and
1 — g, respectively, which implies that V| = ¢
w—e+0Vy)+(1l—qg)(w—2e+0Vy).) In a
similar vein, the lifetime utility, 7,, of an
employed worker who expends no effort each
period will be:

~wH(d+q(1 —d)ovs)
YT 1-0(0-¢q)(1-a)
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Workers will therefore not expend effort e

unless ¥V, > V, or, after substitution and
simplification:
1-0(1—¢g)(1—d)\_
> 1-0)Vs3 (1

Consistent with intuition, firms will find it
more expensive to achieve labour discipline
(that is, the incentive-compatible wage will be
higher) the costlier effort is to workers, whether
this is because the required effort level e has
increased or the disutility of such effort has.
Discipline will also be more expensive when
either the likelihood of detection d or the dis-
count rate 6 is lower. When, for example,
workers care less about the future, the prospect
of eventual dismissal will be less salient. An
increase in the separation rate g also causes the
threshold in (1) to rise: as labour markets become
more turbulent, workers have less incentive,
ceteris paribus, to invest in a particular employ-
ment relationship.

To understand the full implications of (1),
however, the lifetime utility of unemployed
workers must be further decomposed. If a is the
fraction of the jobless pool that is (re)hired at the
start of each period in equilibrium, the value of
V3 will be:

v (I —aw+aV,
T T1-0(1—a)

when employed workers find it in their interest to
expend effort. It is then tedious but not difficult to
show that (1) can be written:

= (1200 —a)(1 = g)(1 = d)
W2W+< 001 —a)(1 - g)d >e @)

In a provocative choice of words, Shapiro and
Stiglitz (1984) called this now familiar incentive
constraint the ‘no shirking condition’. As the like-
lihood of rehire a tends toward 1, labour discipline
becomes impossible to achieve because the
incentive-compatible real wage increases without
limit. In more intuitive terms, workers are certain
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to ‘contest the exchange’ if the expected duration
of unemployment, in this case 10;“, and therefore
the punishment value of dismissal, are small.

This model and the dozens, perhaps hundreds,
of subsequent variations are sometimes viewed
as mainstream restatements of the radical posi-
tion that persistent joblessness is a characteristic
feature of capitalism. In Volume I of Capital, for
example, Karl Marx (1867, p. 701) saw the
‘industrial reserve army of the unemployed’ as
a ‘condition of existence of the capitalist mode of
production’, one which ‘[held the] pretentions of
the active labor army in check’ in ‘periods of
over-production and paroxysm’. Writing almost
80 years later, at the dawn of the Keynesian
Revolution, Michal Kalecki (1943, p. 326)
would claim that capitalists were ‘consistently
opposed to creating employment by subsidizing
consumption’, even if meant a reduction in
profits, so that ‘discipline in the factories’ could
be preserved.

The similarities should not be overstated,
however. For Bowles (1985), for example, the
difference between ‘Marxian’ and ‘neo-
Hobbesian’ models is the difference between
those in which the nature of capitalist production
is central and those in which simple ‘malfea-
sance’ is the issue. Furthermore, while there is
no doubt that Marx believed that the reserve army
served to constrain the demands of workers, its
existence owes more to the dynamics of accumu-
lation and technological change than to asymmet-
ric information. And, unlike Shapiro and Stiglitz,
or for that matter Marx, Kalecki believed the
impediments to full employment were largely
political, not economic.

The enforcement of labour discipline
involves more than reserve armies, however.
Levine (1989), for example, extends the
Shapiro—Stiglitz model to show that, when
firms cannot be sure that low output is the result
of low effort, dismissal policies will violate the
just-cause principle, and that the (forced) adop-
tion of this principle leads to more efficient out-
comes. In other contributions to the literature,
enforcement is more subtle. The slope of the
representative wage-tenure profile, for example,
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which some labour economists believe is too
steep to be explained in terms of human capital
accumulation alone, could also reflect firms’ pur-
suit of labour discipline: in this case, deferred
compensation mimics the properties of a perfor-
mance bond, and so increases the cost of job loss
for recently hired workers.

The substantial variation in the ratio of super-
visory to production workers across otherwise
similar economies (and over time, for that matter)
hints that, in practice, firms can influence the
likelihood of detection or, in broader terms, decide
how much, and in what form, workers will be
monitored. Furthermore, there is reason to believe
that, from an efficiency standpoint, firms will
spend too much on supervision: if the size of the
employment rent were increased at the expense of
supervision, the same output could be produced
with fewer inputs.

Both the choice of technique and the search for
new methods of production influence, and are
influenced by, the enforcement of discipline. In
some cases, the most salient characteristic of a
particular innovation is its effect on effort extrac-
tion. As the historian E. P. Thompson (1967)
reminds us, for example, the spread of reliable
mechanical clocks in production more than two
centuries ago represented a watershed in the evo-
lution of enforcement mechanisms, in much the
same sense, perhaps, that computerization has,
whatever its other effects, forever altered the
power to monitor.

Braverman (1974) and others follow this line
even further, arguing, in effect, that the wide-
spread adoption of methods of mass production —
in particular, the routinization of labour — owed
much to how these methods simplified the
extraction of effort and reduced replacement
costs for dismissed workers. Even if mainstream
economists are sceptical, few doubt that the ‘rise
of the factory’ involved ‘substantial investment
in fixed capital with strict supervision and rigid
discipline’ (Mokyr 2002, p. 2).

Finally, recent advances in behavioural and
experimental economics have revitalized interest
in ‘bureaucratic control’ (Edwards 1977) of the
workplace, in which the means to achieve labour
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discipline are often more subtle. There is consid-
erable experimental evidence, for example, to
support the view that workers and firms some-
times exchange ‘gifts’ of effort and wages, and
that this relationship is ‘socially embedded’
(Gachter and Fehr 2002), one consequence of
which is that intrinsic motivation (a sense of loy-
alty, for example) can also contribute to labour
discipline.
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Labour economics studies the demand and supply
for the most important factor of production,
human beings. Since the days of Marshall and
indeed of Smith, if not earlier, economists have
recognized that one cannot analyse the market for
labour, without taking account of such issues as
social relations of production, long-term contrac-
tual arrangements, problems of effort and motiva-
tion, as well as institutions like unions and internal
labour markets, which differentiate the labour
market from a bourse. For many years recognition
of these factors made labour economics an area in
which economic theory was applied sparingly and
in which institutional analyses dominated.

This is no longer the case. Sparked in part by
theoretical advances and in part by the availability
of computerized data-sets with observations on
hundreds, (thousands, tens of thousands) of indi-
viduals, labour economics underwent a dramatic
revolution beginning in the 1960s and
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accelerating thereafter. As a result modern labour
economics diverges notably from its past in two
respects: creative use of theory to cast light on the
aforementioned aspects of reality and detailed
empirical investigations of the behaviour of indi-
viduals using advanced econometrics. In addition,
in contrast to earlier labour economics, which
dealt largely with firms’ behaviour from a demand
perspective, there has been a pronounced interest
in labour supply issues in much of the
modern work.

Human Capital

Conceptually the most important development in
the rise of modern labour economics has been the
‘human capital’ revolution associated with Gary
Becker and Jacob Mincer, among others. Human
capital analyses concentrate on individual
decision-making, particularly with respect to
labour supply and related areas of behaviour
often associated with sociology rather than eco-
nomics. Prior to Becker’s Human Capital, many
labour economists tended to regard labour supply
decisions as being only loosely based on eco-
nomic rationality and therefore as a poor subject
area for rigorous theory and analysis. By putting
decisions regarding education and other forms of
improving skills in an investment framework and
developing implications for wages, time worked,
and diverse other forms of behaviour, the human
capital analysis fundamentally changed the way in
which economists see labour supply. The simple
investment concept — that individuals, like enter-
prises, ‘invest’ early in life (through schooling,
and on-the-job-training) and reap rewards later,
thereby producing an upward tilt to the age-
earnings profile — has proved valuable in
interpreting wages, and in directing attention to
lifetime considerations in labour supply (for
example, use of deferred compensation to moti-
vate workers). Equally important, the view that
diverse forms of decision-making can be fruitfully
analysed by economic models of rational behav-
iour has illuminated not only traditional areas of
labour supply behaviour such as labour participa-
tion, hours worked, job search, career choice, and
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the like, but has also extended the boundary of
analysis to issues ranging from crime to marriage,
fertility, and health.

At roughly the same time that human capital
theory directed attention at individual behaviour,
computerized data-sets providing information on
the economic and demographic characteristics of
individuals became available to analysts. The con-
junction of theory and data produced a massive
outpouring of studies on the effect of individual as
opposed to market or employer factors on wages,
and on the supply decisions of individuals. As a
result of these factors the labour economist of the
1980s differed substantively in his or her orienta-
tion and analytic approach from the labour econ-
omist of earlier decades. Whereas in the 1950s
labour economists generally studied wages and
mobility at the level of industry, area, or in some
cases establishments, in the 1970s and 1980s they
tended to focus on individuals, first with cross-
sectional data comparing different people, then
with longitudinal (or panel) data that follow the
same person over time. Whereas in the 1950s
labour economics was heavily concerned with
case studies, in the 1970s and 1980s labour eco-
nomics had become pre-eminently the field of
applied econometrics and statistical analyses of
large data types.

In addition to use of modern theoretical and
econometric tools, labour economics had been
intimately involved in development and analysis
of ‘controlled experiments’ to explore labour sup-
ply responses to alternative tax or welfare sys-
tems. The most famous of these experiments, the
New Jersey and Seattle-Denver experiments,
used a control methodology to explore the poten-
tial effects of a negative income tax, finding
labour supply elasticities that ranged from modest
(men) to significant (women) and also uncovering
some forms of behaviour relatively hard to
explain by standard economics theories (notably
in family behaviour). Despite problems with the
experimental approach, it marks a striking
advance in the set of tools which are employed
to explore supply issues.

While there will be some disagreement among
economists about the contribution of the human
capital and human capital-inspired analysis to
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explanation of social phenomena, a reasonable
assessment is that the analysis has done a good
job in illuminating a broad area of social behav-
iour but at the same time has not explained most of
what goes on in the labour market. Changes in
behaviour and in structural relations for reasons of
tastes, technology, or whatever, create variation at
a point in time and changes over time that are not
readily explicable by standard models. For exam-
ple, in the area of female labour participation,
studies find that income effects (reflected in hus-
band’s income) and substitution effects (reflected
in the wages of the woman) and various indicators
of the shadow price of time, such as number of
young children, have the sorts of impacts on par-
ticipation one would expect, but that these factors
cannot readily account for the magnitude of
upward trends in participation or for cross-country
differences in trends or levels. Similarly, while the
magnitude and probability of punishment and
rates of unemployment and related labour market
factors affect crime, they do not account for the
high rates of crime in the US relative to other
countries not for the time series pattern of change
in crime in the US.

Even in terms of wage determination, while the
variables associated with human capital enter
equations with high significance, they are not the
dominant factor in variations in wages among
individuals: in a typical log-earnings equation,
education may explain five per cent of the varia-
tion and education and years of experience may
explain 15 per cent in total, with job tenure (whose
effect is partly the outcome of on-the-job training
and partly the result of institutional seniority
rules) dominating the experience component;
additional important contributors to wage varia-
tion include such factors as industry and firm
(or establishment) of work that cannot be readily
interpreted solely by supply-side factors.

Labour Demand

The theoretical and empirical thrust of modern
labour economics has had less impact on analyses
and understanding of demand for labour and
firms’ behaviour than it has had on the supply of
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labour. One reason is that previous generations of
scholars had devoted considerable effort to
analysing the demand side, dealing with such
issues as internal labour markets, hiring, promo-
tion, and wage policies, and the structure of wages
in various markets, yielding a body evidence on
behaviour which has stood up to further analysis.
Another reason is that cross-section and longitu-
dinal data on firms and establishments compara-
ble to that on individuals have not been readily
available. The computerization of personnel
records of firms provides the best potential for
major empirical advances in analysis of their
labour demand and personnel policy, but as yet
work on these records has been rather sparse.

The modern analysis of labour demand has
taken the key facts established by the previous
generation — that labour markets are far from
‘spot markets’ — and sought to develop a consis-
tent theory of economic behaviour, in which the
firm is viewed as choosing a particular wage and
personnel policy to optimize its profits, given the
likely response of workers to the policy. Since
firms will do best if they offer a labour compen-
sation package that workers desire (at a given
cost), some analysts look upon the firm as implic-
itly maximizing the utility of workers. Others pay
greater attention to areas of conflict between the
two sides, dealing with issues of shirking, (which
makes deferred compensation especially valu-
able) and effort.

Thus far, the success of this approach has been
more on the theoretical than empirical front. Ana-
lysts have developed models for such phenomena
as deferred compensation, piece rates and related
‘prize’ systems for rewarding workers, and for
such policies as mandatory retirement, but the
ability of these ‘stories’ to account for the bulk
of observed variation has not been demonstrated.
To take one example, these are unquestionable
differences in pay among firms to local labour
markets: some firms pay what appear to be
‘above-market’ rates, while others pay less than
the going rate. One can tell efficiency wage stories
(firms pay high wages to reduce turnover and
shirking); rent-sharing stories (firms share their
economic rents with workers); or union-threat
stories (firms pay to keep unions out) about such
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policies; but labour economics has yet to deter-
mine the relative empirical relevance of these
stories. In that sense, progress beyond the work
of the generation of the 1940s and 1950s that
stressed the firms’ wage policies has been limited.

Another area of work on demand, more
grounded in the neoclassical model of the firm,
has examined the magnitude of elasticities and
cross-elasticities of labour demand for workers
of different skills and the effect of administered
wages (minimum wages) on employment. Since
the basic parameters in labour demand analysis
are elasticities of demand one would hope that
empirical work would pin down their magnitude
with some certainty. Such has not always been the
case. In the US most studies, including those
focused on the minimum wage, yield relatively
modest elasticities for low-wage workers and
manufacturing labour, usually considerably
below unity. Analysis of demand for women
workers in Australia, exploiting an exogeneous
change in female wages due to comparable-
worth-type rulings, has also found relatively mod-
erate demand responses. Work on the UK and
some European countries, by contrast, has yielded
larger estimates of elasticities, which is puzzling
given the widespread belief that the United States
has a more flexible labour market with employers
able to adjust employment more freely than in
Europe.

Analyses of elasticities of substitution (which
measure the effect of changes in relative wages on
changes in relative 