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Abstract

This entry will discuss the Cadillac tax
imposed on high-cost employer health insur-
ance (in excess of a dollar floor), its objectives
as part of the Affordable Care Act (health
reform) in 2010, and its subsequent modifica-
tion in 2015. The history of the Act suggests
that it was an alternative to limiting the exclu-
sion of health insurance compensation from
payroll and income taxes of employees to a
dollar cap. The objective of the tax, in addition
to providing financing for health reform, was to
discourage the provision of high-cost insur-
ance coverage and reduce health care spend-
ing. These effects, in turn, depend on the
magnitude of the tax, the scope of coverage
over time (which is expected to increase) and
how the tax compares to the value of the exclu-
sion of the benefits to employees from income
tax and payroll taxes. Although the tax is
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imposed on insurers, its burden is expected to
be passed on to labor income. Taxes will rise
whether firms keep the high-cost insurance
(and pay tax directly) or reduce insurance cov-
erage and substitute taxable wages. The tax,
currently imposed at 40%, is imposed on a tax-
exclusive basis (as a percentage of the cost
before taxes) while tax rates on employee
wages are imposed on a tax-inclusive basis
(as a percentage of cost inclusive of wages).
For some employees the tax burden is smaller
if the Cadillac tax is retained, while for others it
is better to reduce insurance coverage. Those
instances in which retaining the Cadillac tax is
better have increased with the provision mak-
ing the tax deductible from income tax,
adopted in 2015. Only in circumstances
where coverage is reduced will potential reduc-
tions in health care spending and efficiency
gains from reductions in moral hazard be
realized.
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The Cadillac tax is a US excise tax on high-cost
employer-provided or union-provided health
insurance plans that imposes a tax on the excess
cost above a dollar amount with the intent of
reducing the generosity of health plan coverage
and health care expenditures. It was first included
in the Affordable Care Act and was set to com-
mence 6 years after the ACA went into effect in
2018. Under this plan the tax is imposed at a
40 percent rate on the excess cost above a dollar
threshold adjusted for the health cost adjustment
percentage. The Consolidated Appropriations Act
2016 (enacted at the end of 2015) delayed the
implementation to 2020. Were the tax to have
been in effect in 2018, it would have applied to
health insurance costs in excess of $10,200 for
single coverage and $27,500 for non-single cover-
age. The Consolidated Appropriations Act pro-
vided that the 2018 amounts be adjusted by the
consumer price index plus 1% for 2019, and for the
consumer price index in each following year.
Assuming a CPI-U of 2.3% per year, these amounts
will be $10,800 for single (self-only) coverage and
$29,100 for family coverage in 2020.

The tax base includes both employer and
employee contributions to insurance premiums,
various health savings or flexible spending
accounts (flexible spending accounts, health sav-
ings accounts, health reimbursement accounts and
medical savings accounts), self-employed plans
with tax-deductible premiums and on-site medical
clinics that provide more than de minimus medi-
cal care. The base does not include other fringe
benefits, such as coverage under a separate policy
for dental and/or vision care, or coverage for long-
term care.

The threshold can be adjusted upwards for
employers based on demographic characteristics.
This adjustment would apply to employers with
age and gender characteristics of employees sig-
nificantly different from the national average. An
upward adjustment can also be made for
employees in risky professions defined in the stat-
ute, such as firefighters and paramedics, long-
shoremen and workers in construction, mining,
agriculture, forestry and fisheries. An adjustment
can also be made for retirees over 55 without
Medicare coverage. For the latter two categories,
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retirees and high-risk professions, the dollar limits
are increased by $1,650 for single coverage and
$3,430 for family coverage.

The tax is legally imposed on the insurer in the
case of group health plans offered by a fully insured
employer. For contributions to a health savings
plan (HSA) or an Archer MSA (medical savings
account), the employer is responsible for the tax.
For firms that are self-insured, the plan administra-
tor is responsible. The expectation is that, in cases
where firms retain their high-cost coverage, the tax
would be passed on to employees through lower
wages. In cases where employers reduce health
insurance coverage to avoid the tax, wages would
be expected to rise by the reduced benefit.

The Cadillac tax was enacted as part of the
Patient Protection and Affordable Care Act of
2010, which made a number of changes in health
insurance designed both to make affordable health
insurance available to the uninsured and to con-
tain the cost of health care. The Cadillac tax
served two purposes: to raise revenue to finance
costs of the Affordable Care Act (such as subsi-
dies to low and moderate income families) and to
discourage excessive spending on health care due
to generous health insurance policies that limited
the out-of-pocket costs (and thus health care
prices) faced by consumers.

The Cadillac Tax and the Exclusion for
Employer Sponsored Insurance (ESI)

The origins of the Cadillac tax are rooted in dis-
cussions to reform the tax subsidies for employer-
provided health insurance. Amounts paid by firms
on behalf of their employees for health insurance
are excluded from wages and are subject to neither
income nor payroll taxes. These health insurance
benefits include purchase of group insurance on
behalf of employees or self-insurance, where
employers pay claims. Health coverage may also
be selected as part of a “cafeteria” plan where
employees choose among a menu of benefits.
Deductible contributions may occur through spe-
cialized health savings accounts (HSAs) and flex-
ible spending accounts (FSAs). All of these
expenses can be excluded from taxable income.
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These subsidies rank as one of the largest
(if not the largest) income tax subsidies and, addi-
tionally, benefit from exclusions from payroll
taxes (such as those paid for Social Security and
Medicare). The value of these tax benefits was
estimated by the Joint Committee on Taxation
(2016) at $323.3 billion for 2016: $198.3 billion
for exclusion from the income tax, $124.5 billion
for exclusion from payroll taxes and $0.5 billion
from exclusion from the additional Medicare tax
0f 0.9% on high income earners.

This exclusion has long been a part of the tax
code. The Revenue Act of 1918 allowed the
exclusion for employer provided health plans,
and in 1943, the IRS ruled that direct contribu-
tions by employers to group health plans could be
excluded from compensation. Miller (2014) links
this ruling to a regulation by the War Labor Board
that allowed employers to provide fringe benefits
to avoid wage controls. The status of contribu-
tions to individual plans remained uncertain and
IRS ruled in 1953 that they should be taxed. This
ruling has a brief existence as Congress provided a
broad exclusion of all employer contributions in
1954. Over time other types of benefits, such as
flexible spending accounts and health savings
accounts, were made exempt.

The exclusion has grown in relative size, com-
pared to other tax expenditures and to the econ-
omy. When the first tax expenditure estimates for
the income tax were compiled in 1968 (U.S
Department of the Treasury 1969), the exclusion
of medical insurance premiums, while a signifi-
cant tax expenditure, was smaller than many other
provisions: about a third of the size of the exclu-
sion for pensions, and half the size of the deduc-
tion for charitable contributions. In the latest tax
expenditure estimates (by the Joint Committee on
Taxation 2015), it was the largest tax expenditure,
12% larger than pensions, and 3.3 times charitable
contributions. This change in position was due to
overall growth in the coverage of employer health
insurance: the tax expenditure increased from
0.1% of GDP in 1968 to 1.1% in 2015. The tax
expenditure for pensions also grew, although not
as much, from 0.4% of GDP to 0.7%, while char-
itable contribution deductions remained about the
same, at 0.25% of GDP.
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Carasso (2005) plots the growth in the tax
expenditure after the Tax Reform Act of 1986,
through 2005, adjusted for both the consumer
price index and the health cost price index, show-
ing that a major reason for the growth of the
exclusion is the rising cost of health care.

The exclusion of employer-sponsored insur-
ances significantly reduces the relative price of
health insurance. The magnitude depends on pay-
roll taxes, which are 6.2% each on the employer
and the employee for Social Security and 1.45% for
Medicare (hospital insurance), as well as income
taxes. While there is no cap on wages subject to
Medicare taxes, wages for Social Security tax pur-
poses are capped, currently (2016) at $118,500.
Income tax rates are imposed at 10, 15, 25, 28,
33 and 39.6%. For certain high-income workers
there is an additional 0.9% tax on wages. Based
on the taxable income amounts, it is possible to
have single individuals and two-earner married
couples paying income tax at marginal rates as
high as 28% while still being subject to the full
payroll taxes. The most common marginal tax rate,
however, is 15% (based on distributional data pro-
vided by the Joint Committee on Taxation 2009).

The assumption is generally made that, although
half of the payroll tax is imposed by statute on the
employer, the burden falls on workers through
reduced wages. The lower wage causes the tax
base to be smaller, so that the price differential
cannot be calculated by adding the payroll and
income tax rate. With fixed labour compensation
(setting aside other fringe benefits), the wage can be
determined by the relationship W(1 + p) + B = F,
where W is the wage, p is the payroll tax rate, B is
the health insurance benefit and F is a fixed
amount. This relationship means that if benefits
rise by one unit, wages fall by 1/(1 + p). When p is
0.0765 (the sum of the Social Security and Medi-
care tax rates for employees below the ceiling),
wages fall by 7.1%, which is the amount of the
payroll tax paid by the employer (p/(1 + p)). The
employee also pays a tax of p/(1 + p) and the
income tax at t/(1 + p), where t is the marginal
tax rate. Thus the tax subsidy for health benefits
relative to wages is (2p + t)/(1 + p).

For employees below the Social Security pay-
roll tax ceiling, p is 0.0765, and the subsidy, in
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percentages, is 40.2, 37.4, 28.1, 23.5 and 14.2 for
marginal income tax rates of 28, 25, 15, 10 and
0%. For employees above the ceiling, p = 0.0145,
and the subsidy, in percentages, is 42.8, 38.2, 36.3
and 31.3, for tax rates of 39.6, 35, 33 and 28%.
The first three of these also include the additional
0.9% tax on high incomes. Thus, for most
employees the subsidies are close to or above 30%.

Data provided by the Urban Brookings Tax
Policy Center (2016) indicated that 70% of the
benefit of the tax exclusion accrues to the top 40%
of the income distribution and 45% to the top
quintile. These measures correspond (based on
incomes in 2018 above $81,631 for the fourth
quintile and above $143,318 for the highest quin-
tile) to expected income tax rates of 25% or more.
About 20% of the burden falls on the middle
quintile, which would likely fall in the 15% or
25% income tax rate.

The payroll tax exclusion modifies the ten-
dency of the tax subsidies to rise with income,
because at the ceilings for Social Security, the
payroll tax subsidy declines. At the same time,
the subsidy arising from the exclusion from
income of the payroll tax for Social Security is
overstated, since the reduction in payroll taxes
reduces future Social Security benefits. The Con-
gressional Budget Office (2013) reported that
individuals have lifetime Social Security benefits
that are roughly equal to payments at a 3% dis-
count rate. If subsidies below the payroll tax ceil-
ings were restricted to the 1.45% Medicare tax
(which is not tied to future benefits), the subsidy
for tax rates from 28% down to 0% would be, in
percentages, 30.5, 27.5, 17.6, 12.7 and 2.9%.

Subsidizing employer-provided health insur-
ance has both desirable and undesirable features.
Provision of health insurance suffers from an
important market failure, adverse selection,
where the inability of insurers to have full infor-
mation on health status tends to overprice policies
for healthier individuals and drive them out of the
market. The pooling that arises in employer health
plans help to reduce this market failure. In addi-
tion, in a private market, individuals with a pre-
existing health condition or health risks (such as
age) may not be able to purchase affordable insur-
ance, or any insurance at all, which may be
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undesirable from a social welfare perspective. At
the same time, health insurance once purchased
causes its own market failure, moral hazard, in
that individuals who do not face the full cost of
health care tend to overconsume it. In addition,
because of health care coverage individuals may
be less risk-averse.

Some participants in the Senate Committee on
Finance roundtable discussion of health reform
(2009) advocated eliminating or reducing the tax
subsidies for employer-provided health insurance
because of the effect on consumption and the
“upside down” nature of the subsidy which tends
to favour higher income taxpayers (especially if
Social Security taxes are not considered).

Early on during the Senate Committee on
Finance roundtable discussion (2009), Chairman
Max Baucus made it clear that the elimination of
health insurance subsidies was not on the table. At
the same time, he expressed concern about its
distributional effects and the incentive to buy too
much health insurance. Members of this discus-
sion group (committee members and outside
experts) considered eliminating the exclusion for
amounts above a dollar ceiling or a percentile of
the actuarial value of the average plan.

Practically speaking, limiting the tax exclusion
could face administrative challenges, including
undesirable side effects for society. The pooling
mechanism that was a benefit of employer health
insurance creates problems for imputing income
from employer-financed health insurance. If
income were to be imputed based on the charac-
teristics of the employees (the value of the insur-
ance to them), the amount of income included
could be onerous for some individuals, such as
older employees. The simpler method of dividing
costs by the number of employees means the
imputed value subject to tax would depend on
the health status of all the employees of the firm
and could differ for employees with identical
health plans and health conditions.

Whether for reasons of political optics or com-
plications of imputing income, the Finance Com-
mittee ultimately proposed an excise tax on excess
insurance costs to be paid by the insurance com-
pany (or the employer, in the case of self-insured
plans). Because the tax is imposed at a flat rate, it
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cannot offset the subsidy, which depends on grad-
uated income taxes and flat payroll taxes with a
ceiling on wages for Social Security.

The first proposal was at a 35 percent rate, but
the rate was eventually raised to 40% and the tax
was delayed until 2018. The original excise tax
was not deductible for income tax purposes; revi-
sions made in the Consolidated Appropriations
Act of 2015 allowed deductibility and delayed
the tax until 2020.

Penalties Imposed by the Cadillac Tax

The tax’s success in discouraging high-cost health
care plans with greater coverage depends on the
size of the penalty. While a 40 percent rate appears
to be high compared to the existing tax subsidies
calculated earlier, it is not comparable to the
existing subsidy rates because it is imposed on a
tax-exclusive basis, in the same way as a sales tax
(imposed on a base exclusive of the tax). Income
and payroll tax subsidies are tax inclusive
(imposed on a base inclusive of the tax). Thus a
tax of 40% imposed on a tax inclusive basis is the
equivalent of a 28.57 percent rate (0.4/1.4) on a
tax-inclusive basis.

The excise tax is expected to be passed on to
the worker as lower wages and will be offset by
the tax savings on the lower wage. An additional
dollar in benefits will cause wages to fall by 1.4/
(1 + p), and this wage reduction will reduce the
payroll and income taxes. The total tax effect
reduction in wages is —1.4(1—[(2p + t)/(1 + p)]).
This amount of reduced net wages can be
decomposed into 1—2p + t)/(1 + p)] + 0.4-0.4
[2p + t)/(1 + p)]. Tax effects include the tax
subsidy on a dollar of benefits from the exclusion
of benefits (noted above) of 2p + t)/(1 + p) as well
as a penalty from the excise tax and its accompa-
nying wage offset of 0.4(1—[(2p + t)/(1 + p)]).
When [(2p +t)/(1 + p)] is equal to 28.57%, the tax
effects are zero, with the excise tax offsetting the
subsidy from exclusion.

In many cases, the excise tax is too small to
offset the initial subsidy, at least after the revision
allowing deductibility of the tax. For the cases
under the payroll ceilings where p is equal to
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7.65%, the subsidy or penalty (denoted as a nega-
tive, showing a net tax), in percentages, is 16.3,
12.4, —0.6, —7.1 and —20.1 for marginal income
tax rates of 28, 25, 15, 10 and 0%. For employees
above the ceiling, p = 0.0145, the subsidy, in per-
centages, is 18.6, 12.3, 9.5 and 2.6, for tax rates of
39.6, 35, 33 and 28%. At a 15 percent rate, the
income tax subsidy and the Cadillac tax penalty
largely offset each other. For higher rates, the Cad-
illac tax is not large enough and a subsidy, albeit
smaller, remains in effect. Within a payroll tax
category, the initial subsidy from the tax savings
for benefits is larger the higher the tax rate, while the
Cadillac penalty is smaller, reflecting the offsetting
effect of taxes on reduced wages on the tax.

Data provided by the Urban Brookings Tax
Policy Center (2015) indicated that two-thirds of
the burden of the Cadillac tax accrues to the top
40% of the income distribution and 37% to the top
quintile. These measures correspond (based on
incomes above $81,000 for the fourth quintile
and above $143,000 for the highest quintile) to
expected income tax rates of 25% or more. About
20% of the burden falls on the middle quintile,
which would likely fall in the 15 or 25% income
tax rate bracket. Thus, most high-cost plans would
continue to receive a subsidy. The Cadillac tax
burden is somewhat less concentrated in the higher
income classes than the employer exclusion.

As noted earlier, the share of the payroll tax
that finances Social Security benefits might be
considered as funding an annuity, not a tax. In
this case, the subsidy net of the payroll tax for
marginal rates from 28% to 0% is, in percentages,
2.6, —1.5, —15.3, —22.2 and —36.9. Excluding
this part of the payroll tax increases the regres-
siveness of the Cadillac tax (due to the more
progressive income tax dominating income and
payroll taxes) and results in a net penalty for most
tax rates.

Allowing deductibility of the tax significantly
reduced the size of the initial Cadillac tax. Wages
and payroll taxes are deductible from the corpo-
rate or business profits tax base. If compensation
is fixed at W(1 + p)(1 — u) + B(1 — u) + 4B,
where u is the corporate tax rate, then the tax will
cause a dollar of benefits to decrease wages by 1.4/
[(1 —v)(1 + p)] without deductibility, rather than
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0.4/(1 + p) with deductibility. The total effect can
be decomposed into a tax of 0.4, a corporate tax on
the fall in wages of 0.4u/[(1 — u)(1 + p)], an
employer payroll tax savings which is deductible
of p(1 — w)/[(1 — u)(1 + p)] and individual payroll
and income taxes of (p + t)/[(1 — u)(l + p)].
Setting u at 35%, for the cases under the payroll
ceilings where p is equal to 7.65%, the subsidy or
penalty (denoted as a negative, showing a net tax),
in percentages, is 3.4, —1.1, —16.2, —23.6 and
—38.7 for marginal income tax rates of 28, 25,
15, 10 and 0%. For employees above the ceiling,
p = 0.0145, the subsidy, in percentages, is 5.7,
—1.7, —4.9 and —12.3 for tax rates 0f 39.6, 35, 33
and 28%, with the first three including the 0.009
additional individual Medicare tax. The Cadillac
tax, as initially designed, largely offset the subsidy
from the exclusion of income and in many cases
led to a net penalty.

Allowing deductibility provided more equal
treatment of firms with differing tax rates
(including tax exempt non-profit and government
employers) but diminished the effect of the Cad-
illac tax in discouraging high-cost plans as well as
reducing the revenue yield.

If the Social Security payroll tax is disregarded
for this calculation, the subsidy rates for income
tax rates from 28% to 0%, in percentages, are
—12.3, —17.1, —33.0, —41.0 and —56.9 and
thus all subject to penalties.

Growth of the Tax

The effect of the Cadillac tax depends on its
burden and also on the scope of coverage.
Because the Cadillac tax floor is indexed for infla-
tion, the share of health insurance policies poten-
tially subject to the tax will grow over time if the
rate of growth in health insurance costs is greater.
This expectation is evident from revenue effects
as reported by the Congressional Budget Office
(2016), with projected revenues rising from $2
billion in FY2020 to $20 billion in FY2025.
Lowry (2015) projects the growth in the per-
centage of plans covered using a lower growth
assumption (4.6%), a moderate growth
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assumption (5.0%) and a high growth assumption
(7.0%). Under the moderate growth scenario, in
2018, the tax would have affected about 10% of
insurance plans for singles and about 8% for fam-
ily plans; by 2025, these shares are over 20% for
singles and around 20% for family plans and by
2030 the shares for single plans are around 40%
and for family plans about 35%. Moreover, not
only does the share of plans affected grow, but a
greater share is subject to the tax over time.

The study also estimated the point at which the
floor would be equal to the premium paid by the
basic option Blue Cross Blue Shield (BCBS) plan
offered by the Federal government (the lower cost
of the two BCBS options). With moderate growth,
for single plans, this point would be reached around
2030; with lower growth a year or two later, and
with high growth by around 2023. For the family
plan, the point would be reached around 2032 with
moderate growth, around 2037 with low growth
and around 2026 with high growth.

Geographic Differentials

One of the concerns with the Cadillac tax is the
differential effects across states, since the tax
threshold is not adjusted for geographical varia-
tions in health costs. Lowry (2015) also investi-
gated these effects for 2018, using the lower
growth scenario. For single plans, nationwide,
10.2% are subject to the tax. In Alaska, the share
was projected at 29.6%, followed by Wyoming at
17.6%, Massachusetts at 15.8%, Montana at 15.7%
and Delaware at 14.8%. Generally the states with
larger shares were in the Northeast and Midwest,
along with California. The smallest share was in
Iowa at 4.7%, followed by Idaho, with 4.9%
(although those data had a large standard error,
suggesting caution), Hawaii and Alabama at
5.3%, Arkansas at 5.5% and Mississippi at 5.6%.
For family plans with a national average of 6%,
Alaska was 19.7%, followed by Connecticut at
12%, New Jersey at 9.7% and Maryland at 8.7%.
States with higher shares were generally in the
northeast. The states with the lowest shares were
Idaho, at 1.6% (again with a large standard error),
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Colorado at 2.3%, Louisiana at 2.4% and Missis-
sippi and Arkansas at 2.5%. Generally, southern
and western states (with the exception of Georgia,
Nevada and Missouri) were below average.

Effect on Health Spending

One objective of the Cadillac tax was to address
moral hazard: to discourage health plans that cov-
ered a larger proportion of health costs because
consumers facing lower costs would be encour-
aged to consume too much. That effect would
only occur if the tax caused employers to substi-
tute wages for high cost plans.

Data from the Congressional Budget Office
(2016), Gravelle (2015) and the Centers for Medi-
care and Medicaid Services (CMS) are used to
derive a rough estimate of the potential effects on
health spending. The Congressional Budget Office
reports a $20 billion revenue gain for 2025, with
20-25% of that amount from the Cadillac excise
tax and the remainder from changes in income and
payroll taxes. Gravelle (2015) uses an assumption
consistent with the Treasury Department that the
sum of'the individual payroll and income tax (p +t)
for purposes of considering the Cadillac tax is 35%.
If the payroll tax is 7.65%, it implies an income tax
rate of 27.35% and the total subsidy amount (2p +
t)/(1+p)is 40%. Ifa 1.45% payroll tax is assumed,
the value is 36%. Gravelle (2015) also uses an
assumption that the out-of-pocket costs of health
care are equal to 19% of the total.

The share of plans subject to the Cadillac tax
should be smaller than the share of revenue
because of the tax offset. If x is the share of
plans that retain the high cost insurance, with
others substituting the high cost insurance with
wages, each dollar of revenue is equal to
x0.4(1—-2p + /(1 + p))+(1 — x)2p + t)/(1 + p).
(These estimates assume that tax rates are the
same for those plans that retain the high-cost
insurance and those that eliminate it.) Using the
mid-point of the JCT share, 0.225 and the mid-
point of the subsidy rate, 0.38, 0.4x = 0.225 and
0.38*(1 — x) — 0.4x*0.38 = 0.775. Thus x is
estimated at 0.199. Returning to the revenue
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amount and substituting the values for x and
2p + t)/(1 + p), each dollar of revenue is
0.199*0.4*(1 — 0.38) + 0.801*0.38. The share of
revenues accounted for by the last term is 0.801/
(0.199*0.4*(1 — 0.38) + 0.801*0.38), or 86%.

If the tax subsidy is 0.38, then each dollar of
revenue represents 1/0.38, or $2.63 of income.
The change in the subsidy for 2025 is
2.63*%0.86*$20 billion, or $45 billion. This $45
billion is the change in the subsidy paid by insur-
ance. Currently consumers face a price of P(1 — s),
where P is the market price of health services and s
is the share paid for by insurance (81%).

The Center for Medicare and Medicaid
Services projects total health expenditures cov-
ered by private insurance for 2025 at $1752.6
billion. If the out-of-pocket share is 19%, the
total expenditure is 1752.6/0.81 or 2163.7 and
the out of pocket amount is $411.1 billion. So the
percentage reduction in the subsidy is $45/$411
or 10.9%.

Consider two cases (as outlined in Gravelle
2015) of the effects of changing the subsidy of
price and quantity in the health care market. Both
rely on a demand elasticity of —0.2, with a supply
elasticity of infinity in one case, and of 1.5 in the
other. The percentage change in quantity is equal
to 0.2 times the change in the market price plus the
change in the subsidy (—10.9%). When the supply
elasticity is infinity (i.e., perfectly elastic), the
market price does not change and the percentage
change in quantity is 2.2%. If the supply elasticity
is 1.5 the market price falls with a reduction in
quantity, and the change in the market price is the
demand elasticity divided by the sum of the sup-
ply and demand elasticity times the percentage
change in the subsidy. Thus, the market price
falls by (0.2/(0.2 + 1.5)) times 10.9% or 1.3%.
The quantity could be estimated from either the
demand or supply curve, but using the supply
curve, quantity falls by the supply elasticity
times the percentage change in price, or 1.5
times (—1.3%), or 1.9%.

In the case of an infinitely elastic supply curve,
total expenditure on health (in the private market)
falls by 2.2%. In the case of a supply elasticity of
1.5, expenditure falls by the sum of the percentage
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change in price (1.3%) and the percentage change
in quantity (1.9%), or by 3.2%.

The effects of the Cadillac tax on health spend-
ing, absent revision, will tend to grow because the
share of employer health insurance subject to the
tax is projected to grow over time.

Conclusion

Although having the appearance of a high tax rate,
the Cadillac tax rate, being expressed as a tax
exclusive rate, allowed a net tax subsidy in most
cases for retaining high-cost plans once it became
deductible for income tax purposes. Eliminating
the rule disallowing deductibility was a significant
change. Nevertheless, economists at the Congres-
sional Budget Office project that the tax will be
effective at discouraging high-cost plans, perhaps
because receiving income in cash is more desir-
able than minimizing premiums and co-pays.

According to the Department of the Treasury
projections of effective tax rates, the income level
of the recipient of the current benefits for these
high cost plans is relatively high, although the
employer-provided health insurance tax subsidy
(or the Cadillac tax) does not rise with income as
some other benefits (such as pensions and some
itemized deductions) do. The tax should also
reduce the size of the tax expenditure for
employer-provided health insurance.

The reduction in high-cost health plans is
expected, in turn, to reduce quantities, price, and
expenditures on health costs for individuals covered
by the private insurance market: the last could
potentially fall by 3% or more. The Cadillac tax
was perhaps the most important of the provisions of
the Affordable Care Act targeted at reducing spend-
ing on health care, by discouraging use without
raising market prices, and this aspect distinguishes
it from other revenue-raising taxes and fees.
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Cairnes was born at Castlebellingham, County
Louth, Ireland. At the height of his career he was
probably the best-known political economist in
England after John Stuart Mill, whose friend and
associate he was from 1859 onwards; but his
interest in economic questions developed rela-
tively late, after periods spent working in his
family’s brewing business and in journalism. In
1856 he competed in the examination by which
the Whately professorship of political economy at
Trinity College, Dublin, was then filled, and was
appointed for a five-year term. In 1859 he was also
appointed Professor of Political Economy and
Jurisprudence at Queen’s College, Galway, a
post which he held until 1870. However, he
employed a deputy to perform his duties in Gal-
way after he himself moved to London in 1865. In
1866 he became Professor of Political Economy at
University College, London, but was forced to
resign in 1872 by the progress of the rheumatic
disease which left him almost completely para-
lysed before his death in 1875.
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Cairnes has often been described as ‘the last of
the classical economists’. He always worked
within the framework of the Ricardo—Mill tradi-
tion, devoting himself to refining and strengthen-
ing it and seeing no necessity for any radical
reform or reconstruction. Within these self-
imposed limits and in a career of less than
20 years as a professional economist, he
succeeded in making contributions to both theo-
retical and applied economics which earned him a
high reputation among his contemporaries and a
definite place in the history of economic thought.

Cairnes’s first work in economics proved to be
one of his most enduring contributions to the
subject. This was The Character and Logical
Method of Political Economy (1857; 2nd edition,
1875) which is still regarded as one of the best
statements of the verificationist methodology of
the English classical school. Following the lines
laid down by Senior and Mill, Cairnes stressed the
neutrality of economic science, emphasized the
value of the deductive method and characterized
the subject as a hypothetical science ‘asserting,
not what will take place, but what would or what
tends to take place’ ([1857] 1875, p. 55).

It was in the use of the deductive method to
develop the central areas of economic theory that
Cairnes’s main interest came to lie. Yet it was
through his work on applied economics and current
issues of policy that he first came to be nationally
and internationally known. In September 1859
Cairnes published the first of a series of ‘Essays
towards a solution of the Gold Question’ in which
he sought to ‘apply the principles of economic
science’ in an attempt to ‘forecast the directions
in which the course [of trade and prices] would be
modified by the increased supplies of gold’. This a
priori approach was almost precisely the opposite
of that used by Jevons to deal with the same prob-
lem, but their results coincided remarkably.

It was another application of this approach
which first made Cairnes’s work known to a much
wider audience. In The Slave Power (1862) he
sought to explain on economic grounds the appear-
ance of slavery in the southern parts of the United
States, tracing out both the conditions for and the
consequences of the operation of a slave economy.
As an indictment of the political economy of the
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Confederate States it strongly influenced public
opinion in Britain towards support of the Northern
states in the American Civil War.

Between 1864 and 1870 Cairnes wrote a number
of articles on the problems of land tenure in Ireland,
in which he argued in favour of proposals to fix rent
by law and contended that this was not inconsistent
with classical rent theory. There is evidence that his
views on this and other questions of the day, such as
Irish university education, exerted considerable
influence on (and through) Mill and Fawcett.

Cairnes’s most important contribution to eco-
nomic analysis, Some Leading Principles of Polit-
ical Economy Newly Expounded (1874), was also
to be his last work and that by which he came to be
most widely known and judged. In it he restated,
but with significant modifications, the essentials
of classical doctrine on the central questions of
value, distribution and international trade. His
most important innovation was to show that the
existence of ‘non-competing groups’ in labour
markets implied that the cost of production theory
must be supplemented by the analysis of recipro-
cal demand in the theory of domestic as well as
international values.

Nevertheless his unsympathetic review of
Jevons’s Theory of Political Economy (Fortnightly
Review, N.S., vol. 11, 1872) showed that he lacked
interest in and understanding of the subjective
approach to value theory which was then develop-
ing. Cairnes’s treatment of distribution in the Lead-
ing Principles echoed Mill in showing sympathy
for the position of the labourer combined with
pessimism based on acceptance of Malthusian pop-
ulation theory; but it was chiefly notable for an
elaborate but ultimately unsuccessful attempt to
rehabilitate the wages-fund doctrine abandoned by
Mill himself in 1869. The verdict of Schumpeter
(1954, p. 533) still seems appropriate: Cairnes
‘expounded the old analytical economics and
explicitly distanced himself from the new’.
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The development of the calculus of variations is
attributed to Euler and Lagrange, although some
of'it can be traced back to the Bernoullis. A history
of the calculus of variations is provided by
Goldstine (1980). The calculus of variations
deals with the problem of determining a function
that optimizes some criterion that is usually
expressed as an integral. This problem is analo-
gous to the differential calculus problem of find-
ing a point at which a function is optimized,
except that the point in the calculus of variations
is a function rather than a number. The function
over which the optimum is sought is usually
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restricted to the class of continuous and at least
piecewise differentiable functions.

A typical calculus of variations problem is of
the form

max J[l Flt,x(t), X (1)]de. s.tx(to) = x0, (1)

X0 Jyy

where X'(f) = dx/dt, and ¢, x(f), and X'(¢) are
regarded as independent arguments of the func-
tion F. The necessary conditions for x (¢ to max-
imize (1) are the Euler equation

F,=dF./dt, 2)
F the Legendre condition
Fve <0 3)
and the transversality conditions
Fy = Oatty, if x(#) is free, (4a)
F—xXF.,=0att,, if ¢ is free, (4b)

where F, and Fv refer to the partial derivatives of
F with respect to x and x’, respectively, and Fy, is
the second partial derivative of F’ with respect to
x and x'. The Euler Eq. 2 is in general a nonlinear
second order differential equation. The initial con-
dition x(f9) = xo and the transversality condition
(4a) provide the means for determining the two
constants of integration that arise in solving the
Euler equation. The optimal value of the upper
limit of integration, #, if it can be chosen, is
determined by the transversality condition (4).
The problem posed in (1) can be extended to
include additional arguments of the function F,
to include a variety of additional constraints, and
to involve double integrals (see Kamien and
Schwartz 1981). Concavity of F' with respect to
x(7) and X' (¢) assures that the necessary conditions
are also sufficient.

The earliest application of the calculus of var-
iations to the analysis of an economic problem
appears to have been attempted by Edgeworth
(1881), who seems to have been greatly impressed
by its successful employment in deriving some of
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the basic laws of physics. He sought to employ it
to find a function for distributing income and
assigning work among the members of society
so as to maximize total social welfare. Many
applications of the calculus of variations to eco-
nomic problems have been conducted since then,
a few of which will be described.

As the calculus of variations deals with the
problem of finding a function or a path that maxi-
mizes some criterion, its major application in eco-
nomics has been to problems involving optimal
decision making through time where an entire
course of actions is sought rather than a single
action. One of the earliest and most influential
applications along these lines is by Ramsey
(1928). The question he addressed is how much
should a nation save out of its national income
through time so as to maximize its overall welfare
over time. Ramsey argued that the discounting of
future utilities was ‘ethically indefensible’ as it
means that we give less weight to the utility of
future generations than to our own. He posited,
therefore, a maximum level of net utility, the utility
of consumption minus the disutility of work, that
he called bliss. This bliss level of utility is the
asymptotic limit of the achievable level of net
utility. Ramsey then sought the savings rate
through time that would minimize the integral
over the indefinite future of the difference between
the bliss level of utility and the actual net utility
level at each point in time, subject to the constraint
that savings plus consumption equal total output at
each instant of time. The rule he derived for the
optimal savings rate, through the Euler equations,
is that the ‘rate of saving multiplied by the marginal
utility of consumption should always equal bliss
minus actual rate of utility enjoyed’. This is essen-
tially a marginal sacrifice today equals marginal
benefit tomorrow rule. The rationale for taking
the upper limit of integration to be infinite in the
objective function is that while individuals have
finite lives, society as a whole goes on forever.
Ramsey also took up the case where future utilities
are discounted at a constant positive rate and
derived what may be regarded as the fundamental
equation of optimal consumption through time,
namely that the proportionate rate of change of
marginal utility of consumption should equal the
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difference between the marginal productivity of
capital and the rate at which future utility is
discounted. The Ramsey model became the basis
for optimal growth theory that was intensely inves-
tigated in the late 1950s and 1960s.

Strotz (1956) addressed the question of the cir-
cumstances under which an individual would con-
tinue today to follow the optimal consumption plan
through time that he had determined at an earlier
date. In other words, he asked for the conditions
under which an optimal consumption plan through
time would be consistent. He found the necessary
and sufficient conditions for consistency to be
that ‘the logarithmic rate of change in the
discount function must be constant’. Exponential
discounting at a constant rate satisfies this criterion.

Yaari (1965) addressed the question of an indi-
vidual’s optimal consumption plan through time
when his lifetime is uncertain. He also allowed for
the possibility that the individual derives utility
from a bequest to his heirs. Yaari found that a
major effect of the presence of uncertainty about
one’s lifetime is the same as an increase in the rate
at which future utilities are discounted. Thus, the
‘effective’ rate at which future utilities are
discounted has a risk premium term added to the
discount rate in the absence of uncertainty about
one’s lifetime. The risk premium term is the
instantaneous conditional probability of dying in
the next instant given survival to the present. The
presence of the risk premium means that the rate
of consumption at any point in time is higher than
it is in its absence. Uncertainty about one’s life-
time increases one’s rate of current spending, if
there is no bequest motive.

While Ramsey applied the calculus of varia-
tions to the problem of optimal savings through
time, Evans (1924) appears to have been the first
to have employed it for determining the optimal
rate of output through time. Evans used, as his
vehicle for making the problem of choosing the
level of output so as to maximize a monopolist’s
profit over an interval of time nontrivial, i.e. just
simple maximization of profit at each instant of
time, the assumption that the demand function for
a good depended both on its current price and the
rate of change of price. In particular, he assumed
that the demand function was linear in price and
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its first derivative, and that the cost of production
was a quadratic function of the level of output.
Under these assumptions Evans sought the level
of production that would maximize the integral of
profits over a finite horizon. He was able to char-
acterize this path and to show that a particular
solution to the second order differential equation
stemming from the Euler equation was the static
monopoly profit maximizing level of output.
Indeed, it is not difficult to show that when the
problem is posed as one of maximizing the present
value of an infinite horizon profit stream that the
static monopoly profit maximizing level of output
and the corresponding monopoly price constitute
a steady-state towards which the output and price
paths converge through time. This, of course, is
intuitively plausible, as in the steady-state the rate
of change of price with respect to time is zero, and
so the demand function depends only on the cur-
rent price level. Evans’s work was extended by
Roos (1925) to the case of duopolistic producers
of a homogeneous product seeking to maximize
their individual profits through time. The Roos
paper may be regarded as the earliest analysis of
what has come to be known as a differential game
(see Fershtman and Kamien 1987).

The last paper that deserves special mention
because of its important application of the calcu-
lus of variations is Hotelling’s (1931), dealing
with the rate at which a mineral resource such as
coal, copper or oil should be extracted from a
mine and sold so as to maximize the present
value of its profits. Hotelling derived the funda-
mental equation for optimal extraction, under
competitive production of the resource, namely
that the extraction rate be such as to equate the
percent change in price through time with the rate
of interest at each instant in time. The intuitive
reason for this is that if the percent change in the
price of the resource exceeds the interest rate then
it pays to extract and sell more today, because the
alternative of extracting less and earning the inter-
est on the revenue from that level of extraction
yields less. The increase in the current rate of
extraction, however, causes price to decline until
the percent change in the price through time is
equalized with the rate of interest. A similar anal-
ysis yields that current extraction will decline if
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the percent change in price is below the interest
rate, which in turn will cause price to rise until
equality is achieved. Along the optimal extraction
path the mine owner is just indifferent between
extracting an extra unit of resource today and
extracting it tomorrow. A similar analysis can be
carried out for a monopolistic mine owner, with
the percent change in marginal revenue through
time being equated with the interest rate.

There have been a very large number of appli-
cations of the calculus of variations since these
early ones. Many have employed optimal control
methods and dynamic programming methods,
both of which constitute generalizations of the
calculus of variations. As long as decision making
though time is regarded as an important subject of
economic analysis, the calculus of variations will
continue to find use in economics.

See Also
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Calibration

Edward C. Prescott and Graham V. Candler

Abstract

The methodologies used in aerospace engi-
neering and macroeconomics to make quanti-
tative predictions are remarkably similar now
that macroeconomics has developed into a
hard science. Theory provides engineers with
the equations, with many constants that are not
well measured. Theory provides macro-
economists with the structure of preference
and technology and many parameters that are
not well measured. The procedures that are
used to select the parameters of the agreed
upon structures are what have come to be
called ‘calibration’ in macroeconomics.
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What is calibration? In the dictionary definition,
calibration is the act of calibrating a measurement
instrument so that it gives the correct measure-
ment for some known conditions. When calibrat-
ing a thermometer that will be used to measure the
air temperature, calibration would involve setting
it to read 100 degrees Celsius when submerged in
boiling water at sea level and zero degrees when
submerged in ice water. Because the boiling point
of water varies with altitude, the calibration would
be different in Mexico City, which is more than a
mile above sea level.

Sometimes macroeconomists calibrate a mea-
surement instrument — that is, a model — in this
narrow sense. But calibration has gained a
broader meaning in economics and is what
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macroeconomists do when using theory to derive
quantitative  theoretical inference. Prescott
emphasizes that calibration is not estimation. Cal-
ibration is a process that uses theory to construct a
model — that is, an instrument — which will be used
to provide a quantitative answer to a question.

Clearly, instruments are not measured; rather,
they are calibrated so that they can be used to
accurately answer quantitative questions. The
nature of questions varies. Examples of questions
are as follows: what is the welfare benefit or cost of
changing the currently employed policy arrange-
ment to another one? What will happen to a space-
craft when it enters the atmosphere of Mars?

To predict the quantitative consequences of a
particular policy, theory and observations are used
to select a model economy, and the equilibrium
behaviour of that economy is determined for the
proposed policy. Theory provides a set of instruc-
tions for selecting the model economy. This selec-
tion process is what calibration in economics has
come to mean. Needless to say, the nature of the
application of theory and the availability of eco-
nomic statistics dictate which model economy is
selected.

Before proceeding, a little history of the devel-
opment of macroeconomics is needed. The mod-
ern national accounts were developed by the
NBER staff in the 1920s, with Simon Kuznets
playing the leading role. In the 1950s and 1960s,
macroeconomists searched for the dynamic sys-
tem governing the behaviour of these accounts.
The controls for this dynamic system were policy
actions. Not having much theory, this activity was
largely empirical. Macroeconomists would write
down a parametric set of models and find the one
that best fitted the national accounts, augmented
with other statistics. This search for the dynamic
system failed because, as established in the Lucas
critique, the existence of such a policy invariant
dynamic system is inconsistent with dynamic eco-
nomic theory.

The failure of this search led to a vacuum in
quantitative macroeconomics. The profession did
not want to go back to conjecturing and story-
telling that characterized pre-war business cycle
theory. As a result, the 1970s was a frustrating
decade for quantitative macroeconomists given
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the failure of the empirical approach and the lack
of needed tools and theory to quantitatively study
macroeconomic behaviour.

This vacuum was filled in the early 1980s
when the extended neoclassical growth model
was used to study business cycles. The national
accounts had to be modified to be consistent with
the model. The most important modification in the
study of business cycles is treating consumer
durable expenditures as an investment and imput-
ing consumption services to the stock of consumer
durables as is done for owner-occupied housing.
The secular growth observations with constancy
in shares of output led to a constant elasticity
structure with share and elasticity parameters.
The fact that capital share of income displayed
no trend even though the relative price of labour
increased secularly led to a unit elasticity of sub-
stitution aggregate production function with share
parameters equal to income shares. The deprecia-
tion rate, for example, was calibrated to average
depreciation share of product. The national
accounts use prices of used capital goods to
estimate depreciation.

This methodology is used in virtually all quan-
titative theoretical aggregate studies. We empha-
size that quantitative theoretical research and
empirical research are fundamentally different
activities and fundamentally different tools are
needed. If the objective of the research is to derive
the quantitative implications of the neoclassical
growth theory for business cycle fluctuations, the
use of statistical tools to select the parameters that
best fit the business cycle observations is not
sound scientific practice.

In this short article macroeconomist Prescott
will describe what he does when addressing mac-
roeconomic issues and aerospace engineer Can-
dler will describe what he does when addressing
the problem of making predictions of what will
happen when a capsule enters the atmosphere of
Mars. These predictions are relevant to the design
of the capsule. Prescott will conclude by compar-
ing the approaches and argue that these scientific
approaches are essentially the same. We begin
with what aerospace engineers do so that compar-
ison can be made with what they do and what
macroeconomists do.
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Candler: The Aerospace Engineer

I work in the field of aerodynamics, and specifi-
cally I try to predict what happens when a space-
craft enters the atmosphere of a planet. For
example, one of my current projects involves pre-
dicting how the Mars Science Laboratory capsule
will fly as it enters the Martian atmosphere. What
is the peak heat transfer rate to the spacecraft?
How much heat shield is required to protect it
from the extremely high temperature gas that sur-
rounds it during atmospheric entry? Will it pro-
duce enough lift so that it will fly along the
planned trajectory? Will the uncertain state of
the atmosphere cause the capsule to veer off
course? These questions must be answered to a
known level of accuracy before the spacecraft can
be designed. Failure to predict heating levels or
aerodynamic performance can result in a well-
publicized and expensive loss of the mission. At
the same time, excessive conservatism in the
design reduces the useful payload of the space-
craft and increases the cost of the mission.

How do we go about modelling this complex
problem? We cannot fly a statistical ensemble of
missions and empirically extrapolate to the flight
conditions of interest. Instead, we must rely on
ground-based wind-tunnel testing and theory-
based simulations. However, experiments have a
number of limitations: it is impossible to test the
full-scale capsule; it is usually impossible to pro-
duce the actual flight conditions; and we cannot
produce the actual intense heating levels for real-
istic periods of time. On the other hand, we can
use numerical simulations to predict the flow field
around the full-scale spacecraft at critical points in
the entry trajectory. In principle, these calcula-
tions can predict the heat transfer rates and aero-
dynamic forces, and provide accurate data for the
spacecraft designers. Of course, these simulations
are only as accurate as the underlying equations
being solved, and herein lies the problem. We
cannot rely on purely empirical measurements to
test a spacecraft design, yet simulations require a
set of governing equations that must be validated
by realistic flight experiments.

Interestingly, the basic set of governing equa-
tions that describes the flow over a spacecraft
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entering a planetary atmosphere is well
established. However, there are many parameters
in these equations that are the subject of intense
debate within my field. We do not have an accu-
rate understanding of the chemical reaction rates
in the flow field; we do not know how to model
transition to turbulence in the flow near the sur-
face; we cannot predict how much turbulent flow
enhances the heat transfer rate; and we do not
understand how the high-temperature gas inter-
acts with the spacecraft surface. A complete
model of the flow over a spacecraft entering the
atmosphere of Mars has well over 100 model
constants that must be determined before the
equations are fully specified. Clearly, with our
limited experience base and with the limitations
of the ground-based testing facilities, it is funda-
mentally impossible to determine these model
constants with the available data. Rather, we
must impose a rigorous theoretical basis for the
choice of these model parameters. Also, we must
understand the sensitivity of the critical results
(heat transfer rate and aerodynamic forces) to the
choice of the parameters. For example, there is no
sense in investing a lot of time and money to
accurately determine a model parameter that has
a one per cent effect on the lift at relevant
conditions.

So what do we do? We attack the problem from
two sides. First, we break the full problem into
well-defined parts and use theory and experiment
to determine specific parameters under controlled
conditions. For example, we might be concerned
with how high-temperature oxygen molecules
attack a particular heat-shield material. We
would commission experiments to address this
specific issue at conditions that are as close as
possible to the flight conditions. Typically, it is
impossible to exactly reproduce the conditions,
and we would then perform experiments in differ-
ent test facilities to help bound the parameters.
Theory would then be used to extrapolate from
the test conditions to those encountered in flight.
We always try to use a theoretical basis to provide
discipline to this process. We never perform
atheoretic variations of parameters to try to
match the data — if it is necessary to break the
laws of physics, there is usually something wrong!
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The second approach to modelling the flow field
is to determine what parameters really matter to the
design. A very useful approach is to use theory and
experience to bound the range of all parameters in
the model. Then a large number of simulations are
performed, sampling from the distribution of each
parameter. With enough simulations, it is possible
to determine the sensitivity of the spacecraft design
to each of the modelling parameters. Usually with
this parametric uncertainty analysis it is possible to
isolate several critical parameters that require par-
ticular attention. For example, Wright, Bose and
Chen (2007) determined that eight modelling
parameters out of several hundred were responsible
for 90% of the uncertainty in the design of a pro-
posed spacecraft. New experiments were then
designed and carried out to reduce the uncertainty
in these critical parameters.

Another engineering perspective is worth not-
ing. We fully recognize that our representation of
the world will never be 100% per cent accurate.
Rather, we must quantify the level of accuracy of a
given model and determine if we can fly a mission
with that implied level of risk. We must quantify
levels of uncertainty in a design and recognize that
a spacecraft that will never fail will be excessively
expensive or will carry so little payload as to be
worthless. Thus, there is a calculated risk associ-
ated with the uncertainty in our modelling param-
eters. Of course, we try to reduce this uncertainty,
but ultimately we are always forced to live with
some level of risk if we want to fly an interesting
mission.

Prescott: The Macroeconomist

The selection of parameters in quantitative theory
is not measurement. However, quantitative theory
is often useful in measurement. It is also useful in
making predictions and in accounting for obser-
vations. Some examples of successful application
are as follows.

The Lucas (1978) asset pricing model with the
Markov process on the growth rate of endow-
ments places restrictions on the joint behaviour
of asset returns and consumption given two
parameters that specify the stand-in household’s
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preference ordering. The first parameter is the
degree of risk aversion and the second parameter
is the degree of impatience. These restrictions
hold in worlds in which there are no transaction
costs, no taxes, and no intermediation costs.
Whether abstracting from certain factors is rea-
sonable or not depends upon the question.

Mehra and Prescott (1985) used this asset-
pricing model economy to estimate how much of
the historical equity premium is a premium for
bearing aggregate risk. We selected a Markov
aggregate endowment growth-rate process whose
first two moments matched the historical experi-
ence. We used observations and theory to restrict
the values of the two preference parameters,
including numerous observations on household
behaviour. This process of restricting these param-
eters is part of the calibration process. We found
that only a small part of the historical equity pre-
mium was a premium for bearing aggregate risk
for any value of the parameters in the restricted
range. This model economy is ill suited for mea-
suring the curvature and impatience parameter of
the stand-in household, but it was well suited for
determining how much of the historical equity
premium is for bearing aggregate risk.

I turn now to a case where a key economic
parameter was estimated accurately using a cali-
brated set of model economies. The neoclassical
growth model used to study business cycles was
used to estimate the leisure intertemporal elastic-
ity of substitution parameter. This parameter is
crucial for evaluating tax policies. Because the
income and substitution effects roughly offset
secularly, balanced growth observations say noth-
ing about the magnitude of this elasticity param-
eter. If the neoclassical growth model is accepted
as a good abstraction for studying business cycles,
business cycle observations tie down this param-
eter. But the profession was reluctant to accept this
theory as a useful one for studying business cycles
and therefore did not accept the business cycle-
based estimate of this elasticity.

This important parameter was tied down by
cross-country and cross-time observations on tax
rates and labour supply. Tax rates, broadly defined
to be those features of policy that affect the house-
holds’ budget constraint, account for virtually all
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the large differences in labour supply across the
large advanced industrial countries and across
time for France, Italy and Germany. That this
estimate is the same one found in the study of
business cycles gave confidence to the view that
business cycles are in major part optimal responses
to real shocks including productivity, taxes, and
terms of trade. As established theory and measure-
ment were used in this study, this is calibration.

I turn now to a specific application of the
neoclassical growth model to the study of the
aggregate value of the stock market, which also
entailed calibration. The study that began in late
1999 was motivated by the question of whether
the stock market was overvalued and about to
crash. At that time people did not know how to
use this theory to obtain an accurate answer to this
question and relied on historical relations such as
price—earnings ratios to answer the question.

To address this issue neoclassical growth theory
as developed in the study of business cycles was
used. The model economy had to be modified in
three important ways. First, there had to be at least
two production sectors, a corporate and a
non-corporate sector. To have a reason for having
two producing sectors, the outputs of the sectors
must be different and must be aggregated in some
way. McGrattan and Prescott (2005) use the stan-
dard procedure of introducing an aggregator of the
sector outputs that produces a composite final out-
put good. This aggregator has a share parameter
that must be calibrated to some observation. The
observation selected is the average relative outputs
ofthese two sectors. This is a crucial dimension for
the model to mimic reality, given the issue being
addressed. The conclusion turned out to be insen-
sitive to the elasticity of substitution between these
inputs, which was fortunate given there is not good
information on this elasticity. Second, the tax and
regulatory system had to be modelled explicitly.
For example, we set the model’s tax rate on corpo-
rate distributions equal to the average marginal tax
rates on distributions. This is calibration because
in the model world this tax rate is the same for all
individuals when in fact it is not. Third, we deal
with the fact that corporations have large stocks of
unmeasured productive assets and that these assets
are an important part of the value of corporations,
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being stocks of knowledge resulting from invest-
ment in research and development, organization
capital and brand capital. We figure out how to
estimate this stock of unmeasured capital using
national account data and the equilibrium condi-
tions that the after-tax return on measured and
unmeasured capital are equal.

A theory is tested through successful use. The
theory correctly predicts the great variation in the
value of the stock market in relation to GDP,
which varied by a factor of 2.5 in the United States
and by a factor of three in the United Kingdom in
the 1960-2000 period. Little of this variation is
accounted for by the obvious factors, namely
after-tax earnings in relation to GDP and the
debt—equity ratio, which varied little over time.
The secular behaviour of the stock market value,
with its large variation in relation to gross national
income, turned out to be as predicted by theory
and is not due to animal spirits.

Another example of successful calibration is
Hayashi and Prescott (2002), who examined why
Japan lost a decade of growth. The neoclassical
growth model used in their study is the one used in
the study of business cycles. The exogenous
parameter paths were working-age populations,
capital income tax rates, and total factor produc-
tivity parameters (TFP). The TFP parameters were
determined residually from the production func-
tion given the quantities of the factor inputs and
the output. Given these exogenous elements the
equilibrium path was computed. The finding is
that the Japanese economy behaved as predicted
by the theory. The reason for the lost decade of
growth was the failure of TFP to grow. This led to
the important question of why Japanese TFP
failed to grow as it did in western Europe and
North America in this period.

Similarities and Differences Between
Aerospace Engineering
and Macroeconomics

Both Candler and Prescott study and model aggre-
gate phenomena. Neither can find the answers
empirically through trial and error and both must
rely on theoretical computer simulations restricted
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by measurement. We both test for the robustness
of our predictions when making predictions as to
what will happen in situations never experienced.
In one case the prediction is what will happen to a
spacecraft that will be sent to Mars. In the other
case it is what will be the consequences of
implementing a proposed policy arrangement.
Both rely on established theory and measurement
to draw quantitative inference.

A difference is that the engineers have the
equations, while macroeconomists have state-
ments about preferences and technology. A con-
sequence of this is that macroeconomists have the
added step of determining the equilibrium equa-
tions of their model. Another minor difference is
that computational intensity is much greater in
aerospace engineering than in macroeconomics.

See Also

Financial Market Anomalies
Kydland, Finn Erling (1943-)
Lucas Critique

Real Business Cycles

Recursive Competitive Equilibrium
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Cameralism is the specific version of mercantil-
ism taught and practised in the German principal-
ities (Kleinstaaten) in the 17th and 18th centuries.
Becher (1635-82), von Justi (1717-71) and von
Sonnenfels (1732—1817) are the principal figures
who contributed to a vast cameralist literature of
about 14,000 titles (Humpert, 1935). The subject
matter of Kameralismus reflected the political and
economic phenomena and problems in the Ger-
man territorial states. As a branch of ‘science’ it is
a fiscal Kunstlehre, that is, the practical art of how
to govern an autonomous territory efficiently and
justly via financial measures designed to fill the
state’s treasury. Its subject matter includes eco-
nomic policy, legislation, administration and pub-
lic finance. While there is no unifying analytical
foundation of cameralism, it did develop in two
distinct phases (a younger and an older branch)
with varied emphasis on its different elements,
and since the rising state was, in theory and reality,
the focus and ultima ratio of political, economic
and ethical (occasionally promotive) speculation,
cameralism takes on a unitary form (Gestalf) only
when viewed in retrospect.

The term ‘cameralism’ itself originates in the
management of the state’s or prince’s treasure
(Kammer, caisse, camera principis), seen as the
principal instrument of economic and political
power. In the age of enlightened absolutism,
German—Austrian cameralism, based on a some-
what obscure natural-law philosophy, emphasized
the paternalistic character of the governments’
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centralized fiscal policy (not, as is sometimes
mistakenly thought, a Keynesian short-run instru-
ment but rather a regulator for development which
was to serve the general happiness of the subjects
(Untertanen), that is, an eudaemonistic utilitarian-
ism). English and French mercantilism, on the
other hand, stressed much more the wealth or
‘riches’ of the sovereign as an end.

The princely bureaucrats had been trained in
their own universities (for example, Halle, Frank-
furt/Oder, Vienna) in ‘fiscal jurisprudence’ (von
Stein) — a mixture of both formal budget and tax
‘principles’ —and a highly pedantic and descriptive
systematization of facts and definitions. Analytical
economics, insights into the laws of the market and
the study of the interaction between market and
state (or even of the bureaucratic and political
mechanism) are relatively unknown in the simple
textbooks of the cameralists, which show other-
wise sound common sense. Statistics, important
for census and grasping foreign trade, became a
new discipline of the cameral curriculum.

The practical policy of cameralism concen-
trated on the development of a country which
had been devastated and depopulated in the
30 Years’ War and impoverished by the discovery
of the sea route to India and the fall of Constanti-
nople. Under these abnormal circumstances a
political and bureaucratic monopoly attempted to
reconstruct the economic foundations of the coun-
try by an active population policy, the establish-
ment of state manufactures and banks, the
extension of infrastructure (canals, bridges, har-
bours and roads) and the promotion of moderni-
zation. It strictly regulated the still important
agricultural sector, as well as trade and commerce.

The state protected the trades (Gewerbe) by
means of high tariffs to restrict imports of unnec-
essary raw materials and it facilitated exports of
manufactures and import substitution. On the
other hand, the government removed internal
trade barriers by abolishing the medieval guild
organization and by unifying the law for munici-
palities. Mercantilist efforts to augment the state
treasure via trade surplus and money policy were,
of course, another main cameralistic aim. Finally,
it is notable that its monetary policy was incon-
sistent, in so far as the hoarding of precious metals
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as opposed to their circulating function was not
clearly distinguished.

To set cameralism in secular perspective, the
famous arguments of Smith and the Physiocrats
against the ‘mercantile system’ seem to be mutatis
mutandis valid for neo-mercantilism, which also
justifies both state intervention in the market and a
greater GNP government share and often reverts
to the regulatory rules and the principles of plan-
ning in this former epoch. However, neo-
mercantilism fails to prove seriously both the
state’s competence to ensure efficiency and equity
in the public sector and its ability to regulate the
market reasonably. Some writers tend to overlook
that in our times the basic conditions in the state
and the economy are radically different from those
of three centuries ago. For example, economic,
political and administrative conditions in the
German principalities differed strikingly from
Ludwig Erhard’s situation after the Second
World War. And the wide gap between the Great
Depression of the 1930s and the technologically
influenced stagflation of the 1980s was obviously
so fundamental that the regulatory Keynesian
budget and employment theory, with its then unre-
alistic assumptions, became rather obsolete. Thus
any attempt to revive the strict regulating prescrip-
tions of all-embracing cameralism, which lacks
sufficient analysis and empirical testing, would
apparently be a violation of both reason and expe-
rience. In this case we would use analytically poor
(and old) tools to repair the wrong (and modern)
machine.
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Abstract

This article surveys recent work aimed at eval-
uating the welfare effects of campaign finance
reform. The theoretical literature distinguishes
two types of contributor: those who desire
ideological policies and those who want per-
sonal favours. A series of models shows that
these different types of contributor have differ-
ent implications for campaign finance regula-
tion. The models also give some suggestions
about the sort of empirical evidence that would
argue for or against certain campaign finance
regulations. These suggestions have been
followed up by recent empirical work.
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Campaign finance is a contentious issue in Amer-
ican politics. Reformers charge that a system in
which interest groups provide the funds for cam-
paigns creates opportunities for corruption,
while others argue that restrictions on donations
would limit the provision of information to
voters. For an economist, the natural way to
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evaluate such arguments is to construct a model
that explicitly treats the preferences and beliefs
of the voters, to deduce the conditions under
which the model predicts welfare improvements
from regulation, and to check empirically if these
conditions hold in actual elections. This article
surveys a recent body of literature that does
just that.

First-Generation Models

Early work on campaign finance took a reduced-
form approach to the link between campaign
activity and votes (Austen-Smith 1987; Baron
1989, 1994; Grossman and Helpman 1996;
Snyder 1990). This literature identified two ideal
types of contributor: position-induced contribu-
tors, who help ideologically compatible candi-
dates win office, and service-induced
contributors, whose contributions are analogous
to purchasing contingent claims on favours pro-
vided to the buyer at the expense of citizens in
general.

This literature yielded several important
insights. For example, Baron (1989) finds that
trades of contributions for promises of favours
have interesting implications for the incumbency
advantage (see, for example, Gelman and King
1990, and Ansolabehere and Snyder 2002, for
empirical work on the incumbency advantage in
US elections). A candidate with an exogenous
advantage is more likely to be able to deliver the
promised favours, making the promise more valu-
able. Thus an advantaged candidate can raise
funds on more favourable terms, reinforcing the
advantage. Morton and Myerson (1992) show that
this mechanism can even lead to multiple equilib-
ria, where predictions that one candidate will win
become self-fulfilling because contributions flow
to the presumptive winner.

As the comprehensive survey of this literature
by Morton and Cameron (1992) emphasizes, this
approach cannot address the welfare gsts raised by
proposals for campaign finance reform. We now
turn to more recent research that ‘opens up the
black box’ and provides some welfare analysis.
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Microfounded Models

A bare-bones model illustrates the main points of
the literature. The game has four players: two
candidates, a voter, and an interest group.

Each candidate has some level of ‘quality’,
which could be either ability or ideological simi-
larity to the voter. The key is that quality is valued
by the voter. Candidate i’s ability is ;. It is com-
mon knowledge that ; = 1, and that 6, is equally
likely to be 0 or 2. Each candidate maximizes his
probability of winning.

At the start of the game, the candidates learn
0>, but the voter does not. At cost ¢ € (0, 1),
candidate 2 can truthfully reveal 0,. Candidates
have no funds of their own. The interest group has
sufficient funds to pay for the information trans-
mission, if it wants to.

Even without specifying the group’s payoffs,
we can derive two benchmarks. The no-campaign
solution. First, assume the interest group is pro-
hibited from funding candidate 2’s campaign.
Then the voter goes to the polls not knowing 0,.
Thus she is indifferent between the two candi-
dates, and gets expected payoff 1 no matter how
she votes. The natural voting rule is to have her
toss a fair coin. (This would be the outcome if
there were a mean-zero popularity shock prior to
the election.) In this case, each candidate gets
payoff 1/2.

The voter s optimum. Second, assume there is a
planner who can observe the true 0, and commu-
nicate it to the voter, paying for the communica-
tion with a lumpsum tax on the voter.

Announcing the true 6 in only one of the states
suffices for complete communication, and allows
for a cost savings compared with always
announcing the state. So the planner announces
0, if and only if 0, = 2, and the voter votes for
2 if there is an announcement and for 1 if not. Her
payoff is

in the
each

Thus the voter is better off than

no-campaign  solution.  Furthermore,
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candidate still wins with ex ante probability 1/2,
so the policy represents an ex ante Pareto
improvement over the no campaign solution.
This scheme would be hard to implement,
because it is vulnerable to collusion between the
regulator and candidate 1. Thus we are interested
in whether or not interest-group finance can
improve on the no-campaign benchmark.

Position-Induced Contributors

Now assume the interest group wants candidate
2 to win independent of 0, perhaps because it
shares the candidate’s ideology. Formally, the
group’s payoff is

bw — k,

where b > 0 is the payoff to the group from
having 2 win, w is an indicator variable equalling
1 if and only if candidate 2 wins, and £ is the
contribution to candidate 2. The timing is:

1. The candidates and the group learn 0,.

2. The group chooses a contribution k£ > 0.

3. If k£ > ¢, the candidate decides whether or not
to advertise 0.

4. The voter sees any ads purchased, and then
selects the winner.

Proposition 1 If b > c, then there is a perfect
Bayesian equilibrium (PBE) in which

* the group contributes c if and only if 0, = 2
and

* the voter chooses candidate 2 if and only if she
sees an ad certifying that 0, = 2.

The idea is simple. The group is better off if
2 wins. If 0, = 2, the group can ensure that
2 wins by funding a campaign informing the
voter of her true preference for 2. And if the
benefit from having 2 win (b) exceeds the cost
(c), the group wants to do this. Finally, the group
does not contribute to a low type of candidate 2 —
this cannot help the group because the candidate
cannot lie.



1240

If there are contributions in equilibrium, then
the voter gains over the no-campaign solution,
having a payoff of 3/2 > 1. Thus banning contri-
butions reduces the voter’s welfare. Furthermore,
the equilibrium without contributions is Pareto
dominated by the following matching fund policy.
Fix 7 strictly between 0 and b. If the group donates
y to candidate 2, then the regulator kicks in ¢ — 7,
paid for by a lump-sum tax on the voter. The
group’s ex ante payoff increases from 0 to
(b — 7)/2 and the voter’s payoff increases from
1 to 3/2 — (c — y)/2 > 1. The candidates are
indifferent at the ex ante stage.

Coate (2003) elaborates on this story in two
ways. First, the voter is uncertain about both ide-
ologies, and both candidates can receive contribu-
tions. Second, and more importantly, candidates
are selected by the party’s median member, who
has different preferences from the median in the
electorate. (Here quality is the inverse of distance
from the median.) The interest group prefers less
moderate candidates. However, the groups prefer
to fund more moderate candidates — campaign
ads are effective only when the ad reveals that
the candidate is more moderate than a
non-advertising candidate. This gives the party
an additional incentive to choose moderate candi-
dates, because moderate candidates can raise
funds and thus do well in the election. In equilib-
rium, the party mixes between moderate and
extremist candidates.

In this environment, simply banning contribu-
tions creates both winners and losers. Moderate
voters lose. First, they must make their choices
with worse information, as in the bare-bones
model above. Second, candidates are less likely
to be moderate. Members of the interest groups,
on the other hand, are better off. They save the
cost of the contributions, and policy is no worse in
expectation — the extra probability that policy is
extreme in the wrong direction is exactly offset by
the increased probability that policy is close to the

group.

Service-Induced Contributors

Now assume the group does not care directly who
wins the election. Instead, the group values trans-
fers from the winner. The group and candidate
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2 can sign a contract specifying that candidate

2 receives ¢ from the group, and, if he wins, he

transfers the amount # to the group. This transfer if

financed by a tax on the voter of (1 + 1)z, where A

represents the deadweight loss of the transfer.
The timing is:

1. The candidates and the group learn 6,.

2. Candidate 2 makes a take it or leave it offer of a
contract ¢ to the group.

3. The group accepts or not.

4. If the contract is accepted, the candidate
decides whether or not to advertise 6.

5. The voter sees any ads purchased, and then
selects the winner.

Proposition 2 I (1 + A)c < 1, then there is a
PBE in which the group funds the campaign if
and only if 0, = 2 and the voter selects candidate
2 if and only if she sees an ad certifying 0, = 2.

Again, the basic idea is simple. If the voter sees
an ad, she learns two things. First, she learns that
0, = 2, which improves her evaluation of candi-
date 2. Second, she learns that the group and the
candidate have made a deal, so electing candidate
2 costs her (1 + A)c. This tradeoff is acceptable if
1+ e <1,

In such an equilibrium, the voter’s payoff is

Lo— (1420 =2 - UEA

* 2 2

N —
NS}

This payoffis lower than the voter-optimal bench-
mark payoff by Ac/2.

Again, matching funds can help. Assume again
that the regulator pays ¢ — y of the cost. This
policy reduces the welfare loss compared with
the benchmark to Ay/2 < Ac/2.

Most papers in the literature introduce some
uncertainty in the voting stage. With this addition,
Prat (2002), Coate (2004) and Ashworth (2006)
show that the candidate might promise so much
that the voter actually loses from the campaign. To
see the intuition, consider the candidate’s incen-
tive to advertise. Without probabilistic voting, the
incentive to expand transfers is limited — once the
voter’s cost of transfers passes 1, the probability
of election changes discontinuously from 1 to
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0. With probabilistic voting, by contrast, small
changes in transfers have similarly small effects
on the re-election probability. In this case, candi-
dates have an incentive to expand transfers all the
way to the point where the voter is indifferent
between a high-quality candidate with transfers
and a low-quality candidate with no transfers. In
such a case, the voter actually loses from the
possibility of a campaign, and would be better
off if contributions were banned outright — the
likelihood of getting a high-quality winner is no
lower, and the voter escapes the cost of favours.

The key to the inefficiency here is that the
voter’s knowledge that ads imply favours to inter-
est groups makes the ads less effective at ensuring
a high-quality candidate is elected.

Again, matching funds might be a better solu-
tion. In Coate (2004), the scale of the campaign
can vary continuously. Greater spending increases
the fraction of the (large) electorate that is
informed. Matching funds come into play if the
benefit from winning is low enough that ads are
not rendered totally ineffective. In that case, a limit
on contributions reduces the amount of favours,
preserving the effectiveness of the ads. And the
matching funds allow the scale of the campaign to
be unchanged from the unregulated case.

So far, matching funds have seemed like a
great policy. But they have a cost in asymmetric
contests. In Ashworth (2006), the scale of cam-
paigns is fixed (as in the bare-bones model above),
but candidate 2 has an advantage independent of
advertising. For moderate levels of the advantage,
the advantaged candidate mounts a costly cam-
paign even though the value of the information to
the voter is less than the cost the voter pays ex
post. For greater values of the advantage, no cam-
paign takes place in equilibrium — the possible
increase in the voter’s evaluation is too small to
outweigh the promised favours. Matching funds
can increase the likelihood of an active campaign
in such cases, even though reducing their likeli-
hood would be efficient.

Hard vs. Soft Information

The literature focuses on two mechanisms that
make advertisements informative. The first is the
one we have relied on above, namely, the
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candidate may have verifiable information, infor-
mation that cannot be falsified. The second, stud-
ied by Gerber (1996), Prat (2002), and Potters
et al. (1997), is indirectly informative campaigns.
Interest groups observe the quality of the candi-
dates, but voters do not. If groups condition their
contributions on quality, then voters can learn
about quality by inverting the contribution sched-
ule. Gerber and Prat show that equilibria with
informative advertising exist, even thought the
ads have no direct informational content. As in
the case with hard information, service-induced
contributions imply that a ban on contributions
can benefit the median voter. On the other hand,
public financing would have no value with indi-
rectly informative advertising — there’s no signal if
the election regulator hands out funds to every-
one. Thus a non-trivial policy problem of public
financing arises only with directly informative
advertising.

Empirics

Do Contributions Buy Favours?

Contributors’ motivations played a key role in the
welfare conclusions above. What do the data say
about these motivations? The most direct
approach to this question looks at correlations
between donations from interest groups and
votes that those groups care about. For example,
we could regress votes in favour of increasing the
minimum wage on contributions from unions. Of
course, a positive correlation on its own does not
discriminate between the theories — are the union
contributions changing votes or do unions just
contribute to exogenously union-friendly candi-
dates? The many studies that try to disentangle
these forces affecting roll-call votes find only
weak evidence that contributions buy votes
(Ansolabehere et al. 2003). One interpretation is
that contributions are positioninduced rather than
service-induced.

However, focusing on roll calls misses much
Congressional activity (Hall 1996). Thus
researchers have also looked to more indirect evi-
dence. For example, Gordon and Hafer (2005)
find that firms making large donations are less
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monitored by agencies, suggesting that donations
induce members of Congress to interfere in regu-
latory oversight. Many papers have shown that
political action committees (PACs) direct their
contributions in ways more consistent with
service-induced motivations than with position-
induced motivations (Kroszner and Stratmann
1998; Romer and Snyder 1994; Snyder 1990).
Perhaps the most convincing is McCarty and
Rothenberg (1996), who document that individual
PACs made significant shifts in donations from
Democrats to Republicans after the Republicans
took control of Congress in 1994, suggesting that
the contributions were not ideological.

Attempts to directly estimate the impact of
contributions on policy have not reached a con-
sensus, except that the effects are smaller than
public outcry might suggest (Ansolabehere
et al. 2003). The next subsection turns to a more
theory-driven approach to evaluating the potential
for welfare gains from regulation.

Spending and Election Outcomes
A substantial empirical literature has tried to esti-
mate the effect of campaign spending on electoral
outcomes. Cross-sectional analyses that do not
condition on incumbent quality show that chal-
lenger spending is associated with better electoral
performance, but incumbent spending is unrelated
to success. (See the discussion in Jacobson 2001,
ch. 3, which summarizes the extensive empirical
work initiated by Jacobson 1978.) Of course,
interpreting these correlations is difficult because
of an endogeneity problem — candidates spend
more when they expect the race to be competitive.
Several researchers have tried to deal with this
endogeneity issue (Green and Kranso 1988; Levitt
1994; Gerber 1998; Erikson and Palfrey 1998;
2000). These papers all find that spending is
roughly equally effective for both incumbents
and challengers, but there is no consensus about
the size of the effects. (Looking across several of
the most prominent estimates, Gerber 2004, cal-
culates an implied cost for a House incumbent to
get one additional vote ranging from $15 to $367.)
Prat (2000) points out that, even when one
controls for candidate quality, there is an identifi-
cation problem in these regressions. Simply put,
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the functional relationship between spending and
election outcomes (with quality held fixed)
depends on the way funds are raised. To see this,
consider the models of service-induced contribu-
tions discussed previously. In all of the models, an
exogenous increase in quality has two effects.
First, the candidate raises more funds and informs
the voters of his high quality, which helps his
electoral chances. Second, the voter infers that
the funds were given in exchange for promises
of favours, which hurts his electoral chances.
Thus the regressions estimate ‘the effect on elec-
toral outcomes of an extra dollar of campaign
spending net of the political cost of persuading
lobbies to donate the extra dollar’ (Prat 2006,
p. 60).

In addition to providing an important critique
of the standard inpts of the empirical evidence, the
prediction that the effectiveness of advertising is
decreasing in the degree of service-induced con-
tributing provides a way to test empirically for the
possibility of welfare-improving policy. In partic-
ular, the theoretical models suggest that limits on
contributions and (perhaps) matching funds can
improve welfare precisely when campaign spend-
ing is ineffective. Thus the prediction of reduced
effectiveness speaks directly to the welfare impli-
cations of the models.

Stratmann and colleagues have been leaders in
testing these implications. Houser and Stratmann
(2006) carry out laboratory experiments modelled
after the theoretical set-up of Coate (2004) and
Ashworth (2006). High-quality candidates are
more likely to win in a public financing treatment
than in a privately financed treatment. They also
find that margins of victory are greater in the
public financing treatment. In a treatment with
caps on contributions, they find that voter welfare
goes up, but the probability of electing a high-
quality incumbent does not. These experiments
support the theoretical predictions, suggesting
that voters are capable of inferring that interest-
group financed ads imply that the candidate has
promised favours.

Stratmann (2006) exploits state-level variation
in campaign finance laws to see whether the the-
oretical predictions hold up in field data. He first
estimates standard vote-share/spending



Campaign Finance, Economics of

regressions for each state’s House elections. He
then examines the relationship between the effec-
tiveness of spending and the existence of limits on
contributions. As predicted by the theory, he finds
that effectiveness is lower when campaign finance
regulations are more liberal. These results hold for
all of incumbents, challengers, and open-seat can-
didates. Stratmann and Aparicio-Castillo (2006)
show that states that limit giving subsequently
have lower incumbent vote shares. This finding
is consistent with Baron’s (1989) and Ashworth’s
(2006) theoretical finding that the financing pro-
cess can exaggerate incumbency advantages.

See Also

Political Competition
Political Institutions, Economic Approaches to
Rent Seeking
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Abstract

In the first half of the 20th century, economics
in Canada was primarily economic history, and
its contribution was the staple theory of Cana-
dian economic development. After the Second
World War Keynesian macroeconomics swept
the nation and, despite its British origin, it
indigenized into a theory of primary product
export-based growth, and a Western Marxist
theory of the staple trap. In the last quarter of
the century, positivism, monetarism, and neo-
conservative new classical economics swept
north from the United States, leaving only the
specific domestic circumstances to which it
was applied as the distinctive thing about eco-
nomics in Canada.
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The pre-history of economics in Canada begins
with the description of the society and products of
New France by Pierre Boucher (1664), a former
governor at Trois Rivieres and the founding sei-
gneur of Boucherville, writing in the political
arithmetic tradition of Boisguilbert and Vauban.
The most notable of such descriptive works was,
after the British conquest, the vast, disorganized,
but often incisive Statistical Account of Upper
Canada by the political dissident Robert Gourlay
(1822), whose criticism of unrepresentative and
corrupt government led to his exile as an undesir-
able alien - on the grounds of his birth in Scotland
rather than England (Dimand 1992). Although,
apart from Boucher and Gourlay, early descriptive
writings about settlement and economic condi-
tions in Canada tended to have little economic
analysis, Boucher displayed an intuitive sense of
economies of scale, urging that policy should
encourage concentration of settlement in small
areas, where mutually beneficial exchange would
lead to a surplus product. Independently, Gourlay
later formulated a linear relationship between land
values and the number of inhabitants per acre. He
urged the government to borrow to fund increased
immigration and settlement, paying off the loan
by taxing the resulting increase in land value. The
influence of Gourlay’s theorizing about the appro-
priate structure of property rights to promote pop-
ulation density in a newly settled colony (such as
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limiting the size of land grants to avoid dispersion
of settlers) was acknowledged by Edward Gibbon
Wakefield, the English theorist of colonization
who wrote Appendix B on land policy for Lord
Durham’s report on Canada after the 1837 rebel-
lion and then served in the Canadian legislature
before taking a leading role in the settlement of
New Zealand (Wakefield 1968; Goodwin 1961,
ch. 1; Neil 1991, ch. 1). One Canadian topic, the
playing card currency of New France, so often
cited by later economic historians (for example,
Shortt 1987), attracted the attention of one of the
great early economists, the philosopher David
Hume, as British charge d’affaires in Paris after
the Seven Years War and then as Under-Secretary
of State; Hume negotiated the settlement of the
outstanding paper money of New France after the
British Conquest (Dimand 2005).

John Rae was an outstanding 19th-century eco-
nomic theorist who wrote his New Principles of
Political Economy (1834) while headmaster of the
Gore District Grammar School in Upper Canada
(now Ontario). Rae, although born and educated
in medicine in Scotland, eventually became a
district judge in the Kingdom of Hawaii before
dying in Staten Island. For decades, he was known
primarily through John Stuart Mill’s citation of his
statement of the infant industry argument for pro-
tection: although Sir John A. MacDonald,
Canada’s first prime minister, cited Rae in support
of his national policy of tariff protection for
manufacturing, he seems to have known of Rae
only through Mill (MacDonald, quoted in Neill
1991, pp. 85-91). C.W. Mixter’s new, rearranged
edition of Rae’s book in 1905 revealed Rae’s
analysis of ‘effective desire of accumulation’ as
a pioneering capital theory, and two years later
Irving Fisher dedicated The Rate of Interest ‘to the
memory of John Rae who laid the foundations
upon which [ have endeavored to build’, acknowl-
edging Rae for foreshadowing both time prefer-
ence and internal rate of return over costs. Rae has
since been celebrated for his discussions of con-
spicuous consumption, more than six decades
before Thorstein Veblen, and of endogenous tech-
nical change (James 1965; Hamouda et al. 1998).
University of Toronto mathematics professor John
Bradford Cherriman (educated at St John’s

1245

College, Cambridge, a few years before Alfred
Marshall) made another striking, but isolated,
contribution to economic theory: a ten-page
review article and exposition of Cournot’s essay
in mathematical economics of 19 years before,
endorsing the mathematical approach to political
economy, hailing Cournot’s work as more impor-
tant than Ricardo, and long antedating Joseph
Bertrand’s 1883 article that was long thought to
be the first review of Cournot’s 1838 volume
(Cherriman 1857; Dimand 1988, 1995). More
characteristic of this period than the theorizing of
Rae and Cherriman were the numerous practical
and descriptive discussions of economic affairs,
economics in the context of action (see Goodwin
1961; Neil 1991; Neill and Paquet 1993).

The Rise of Academic Economics
in Canada

Although a few courses had been offered previ-
ously, economics in Canadian universities began
in 1888 with the appointment of the English his-
torical economist W.J. (later Sir William) Ashley
as professor of political economy and constitu-
tional history at the University of Toronto and of
Adam Shortt (previously tutor in philosophy,
instructor in botany, and demonstrator in chemis-
try) as lecturer in political economy at Queen’s
University, Kingston (promoted to Sir John
A. Macdonald Professor of Political Science in
1891). Professorial appointments at the university
were then made by Order in Council by the pro-
vincial government, and candidates were
interviewed by the Premier of Ontario and by the
chancellor of the University. No classical or neo-
classical theorist would have been appointed, lest
they promote free trade in their lectures, but the
English Historical School was acceptable
(Drummond 1983). When Ashley departed in
1892 to become professor of economic history at
Harvard (and later dean of commerce in Birming-
ham), he was succeeded by James Mavor, Scottish
economic historian of Russia and friend to Tol-
stoy, Kropotkin, and the Doukhobors (see Mavor
1923), and until 1970 the Department of Political
Economy was led by a succession of distinguished
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economic historians (apart from one sociologist),
notably Harold Innis and William Easterbrook,
and the historian of economic thought Vincent
Bladen (see Drummond 1983; Bladen 1978).
Under Ashley’s sponsorship, the University of
Toronto published the first academic economic
writing by a Canadian woman, Jean Scott Thomas
(1889), ‘The conditions of female labour in
Ontario’. As in other disciplines and elsewhere
in the Dominions and the British Empire, several
carly professors of economics in English-
speaking Canadian universities, notably Ashley
and C.R. Fay in Toronto and A.W. Flux at McGill,
were British scholars who had finished their
careers in Britain, as was James Bonar, Deputy
Master of the Mint in Ottawa and authority on
Malthus. The British Association for the
Advancement of Science met in Montreal in
1884; in other years it met in Dublin, Cape
Town, or Sydney. The following year, the associ-
ation commemorated its meeting with Canadian
Economics, a volume of 27 papers by Canadian
and American authors that, according to
Goodwin (1961, p. 116), ‘marked the end of an
era when description and analysis were carried
out by interested persons in all walks of life and
before there were any professional economists in
government and the universities’ . The Canadian
Political Science Association met in September
1913, with Adam Shortt as president, and
published a volume of proceedings, but the
September 1914 meeting was cancelled when
the First World War broke out, and the associa-
tion lapsed until 1929.

Long after the social sciences separated in
Britain and the United States, they remained insti-
tutionally linked in Canada, sharing a single
Department of Political Economy at the Univer-
sity of Toronto until 1982 (the equivalent term at
McGill and the University of Saskatchewan was
Department of Economics and Political Science),
a single Canadian Political Science Association
and the Canadian Journal of Economics and
Political Science (first published in 1935) until
1966 (the sociologists and anthropologists
seceded in 1963), with the economists departing
only much later from the joint annual conferences
of the Learned Societies (now the Humanities and
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Social Science Congress). As Taylor (1960, p. 8)
remarks, ‘Shortt, Skelton, Mavor, and Leacock
throughout their careers could almost equally
well be described as historians or political scien-
tists.” While the economic historian Harold Innis
headed Toronto’s Department of Political Econ-
omy during the 1930s and 1940s, scholars in the
various disciplines there, not all of them within the
department, were linked by their historical
approach and by Innis’s influence, in historical
sociology (S.D. Clark), history of political
thought (C.B. Macpherson), history of economic
thought (Vincent Bladen), economic history (John
Dales, William Easterbrook), historical geogra-
phy (Andrew Hill Clark), history of communica-
tions (Marshall McLuhan), Canadian history
(Donald Creighton, Innis’s biographer). Formal
economic theory, in contrast, was conspicuously
absent, except that A.F.W. Plumptre, before join-
ing the public service, taught Keynes’s Treatise on
Money, having studied in Cambridge while that
book was being written. When the University of
Saskatchewan opened in 1910, economics was
taught by the professor of history, using texts by
Richard T. Ely, an American economist
influenced by the German Historical School, and
by Ashley, Archdeacon William Cunningham,
and J. Kell Ingram of the English Historical
School, but not Marshall or Jevons (Spafford
2000). One consequence of multidisciplinary
sharing of departments, association, and journal
was that after the humorist Stephen Leacock,
trained in political science and author of a suc-
cessful textbook in that field, succeeded Flux as
Dow Professor of Economics and Political Sci-
ence at McGill in 1908, he acquired public cred-
ibility for his economic pronouncements, such as
advocating a tariff union for the British Empire to
end the Great Depression.

Growing numbers of academics, and the gains
from division of labour in scholarly research and
publication as in other activities, led the social
sciences in Canada to become increasingly sepa-
rate after the Second World War, well in advance
of formal institutional separation. The British con-
nection and the emphasis on a historical approach
also faded in the same decades, as Canadian eco-
nomics became more grounded in formal theory
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and quantitative methods and more attuned to
intellectual developments in the United States.
The teaching of economics emerged later in
French Canada. The journalist Etienne Parent
(1846), an admirer of Adam Smith and Jean-
Baptiste Say, was unusual in declaring political
economy a science and urging the enlightened
publication of the principles it taught, notably
free trade and the respectability of commerce
and industry as occupations. Although Parent
became Under-Secretary of State when the
Dominion of Canada was created in 1867, his
views on the study of economics had little influ-
ence. Political economy was widely identified
with doctrinaire free traders (such as Parent) and
with the secular pursuit of material gain, and did
not often find a place in the curriculum of the
Jesuit classical colleges in Quebec, which steered
promising students towards law, medicine and the
Church. Attitudes toward social and economic
research in Quebec changed following papal
social encyclicals such as Rerum Novarum in
1891 (an influence that ceased to dominate intel-
lectual life in Quebec after the 1960s). The Ecole
des Hautes Ftudes Commerciales (HEC) was
established in Montreal in 1911, and its journal
Actualité Economique began publication in 1925.
Such HEC professors as Esdras Minville (1979),
Edouard Montpetit (1939-42), and Frangois-
Albert Angers were concerned with the economic
independence and distinctive cultural values of
French Canadian society, beyond the technical
aspects of the economics that Montpetit had stud-
ied under Charles Gide at the Sciences-Po in Paris,
and the concerns of French Canadian economists
were shaped by the uneasy relationship of their
intellectual milieu and society with the rest of
Canada and North America (see Falardeau 1944;
Angers 1961; Parizeau 1968; and the extensive
oral history in Paquet 1989 on the emergence and
evolution of francophone economics in Canada).

The Staples Thesis

The two outstanding figures of inter-war Canadian
economics, William A. Mackintosh (1923, 1939),
of Queen’s University, and Harold A. Innis (1930,
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1940, 1956), of the University of Toronto, devel-
oped a distinctive approach to understanding
Canada’s economic development, the staples the-
sis (see also Mary Quayle Innis 1935; Creighton
1937; Neill 1972). Rejecting the universal appli-
cability of neoclassical analysis of the market
determination of relative prices, the staples thesis
drew on a wide range of influences (including
American institutionalists, notably Veblen) to
argue that a newly settled, peripheral economy
could not be studied in the same way as the core
economies of the world economy. The keys to
analysing Canadian economic development were
the geographical setting (especially regional dif-
ferences and the transport routes such as the St
Lawrence Valley/Great Lakes) and the character-
istics of the staple commodities such as cod, fur
and wheat that successively dominated an export-
oriented peripheral economy. The core-periphery
distinction in the staples thesis was mirrored in the
structure of interwar Canadian economics disci-
pline: Mackintosh and Innis at the leading univer-
sities in the industrial and commercial heartland of
Ontario developed the dominant interpretation of
Canadian development as whole, while George
Brittnell (1939) and Vernon Fowke (1946) at the
University of Saskatchewan focused on the locally
dominant staple, wheat, and maritime economists
such as Stanley Saunders (1939) were concerned
with the maritime provinces as an economically
backward region within Confederation. This his-
torical and institutional approach, which had par-
allels in later Latin American dependency theory,
received considerable attention beyond Canada: at
the time of his death in 1952, Innis had been
elected president of the American Economic
Association, the only foreigner or non-resident
ever so honoured. Except for Creighton on the
merchant class, the staple literature paid little
attention to class until H. Clare Pentland’s Toronto
dissertation on the emergence of Canada’s indus-
trial working class, finished in 1961 and published
posthumously 20 years later, but largely written at
the University of Toronto before Innis’s death
(Pentland 1950, 1981). Canadian political econ-
omy influenced by Innis and Pentland continues to
flourish in the disciplines of political science and
sociology (and Innis 1951, is influential in
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communications studies in Canada), but has
largely disappeared from economics departments,
as Canadian economics has become part of an
international mainstream in which the old
(or original) institutional economics, widespread
in the interwar United States, has been
marginalized.

Economists in and on Government
in Canada

The Dominion Bureau of Statistics (now Statistics
Canada) became a leading centre of quantitative
research under Robert Coats, for 25 years the first
Dominion Statistician, an achievement recog-
nized internationally by the election of Coats as
president of the American Statistical Association
in 1938 (see Coats 1932; Keyfritz and Greenway
1961). Economists at Queen’s and McMaster Uni-
versities produced two volumes of Statistical
Contributions to Canadian Economic History in
1931. Economists became deeply involved in
other areas of government, more so than in many
other countries. After exploring Canada’s mone-
tary and banking history in a long series of articles
in the Journal of the Canadian Bankers Associa-
tion (reprinted as Shortt 1987), Adam Shortt, the
first economics professor at Queen’s University,
came to Ottawa to head the Civil Service Com-
mission and then to superintend the publication of
numerous documents on monetary history (see
Shortt 1976). His student and successor at
Queen’s, Oscar D. Skelton, winner of the Hart
Shaffner & Marx Prize for a study of socialism
(Skelton 1911), was Under-Secretary of State for
External Affairs from 1925 until his death in
1941, an especially important position because
the External Affairs portfolio was held by the
prime minister, so that Skelton was the prime
minister’s deputy minister. Skelton in turn
recruited another Queen’s economics professor,
W. Clifford Clark, as Deputy Minister of Finance
from 1932 until Clark’s death in 1952. Notewor-
thy anniversary surveys of the progress of eco-
nomic scholarship in Canada were written by the
Under-Secretary of State for External Affairs
(Skelton 1932) and the Deputy Minister of
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Finance (Taylor 1960), rather than by academics,
and economic research in Quebec was surveyed
by a future separatist Finance Minister and Pre-
mier of Quebec (Parizeau 1968).

The Great Depression of the 1930s, which was
especially severe in the Prairie provinces, and the
Second World War expanded the role of the gov-
ernment in the economy, and of economists in
government, notably with the creation of the
Bank of Canada in 1934 and of a system of
national accounts during the war. The extent of
popular dissatisfaction with existing economic
arrangements was shown in 1935 when Alberta
gave 56 of the 63 seats in its provincial legislature
(and, later that year, all 15 of its seats in the federal
House of Commons) to Social Credit, a move-
ment devoted to the heterodox monetary doctrines
of Major C.H. Douglas (Ascah 1999). Keynesian
macroeconomic policy offered a way to stabilize
the economy and avoid depressions without
recourse to central planning or inflationary Social
Credit (see Brecher 1957, on interwar monetary
and fiscal discussions in Canada). William
A. Mackintosh of Queen’s, nominally only a war-
time special assistant to Clifford Clark but de facto
head of the Economic Advisory Committee,
drafted the federal government’s 1945 White
Paper on post-war employment policy. The
White Paper made a commitment to macroeco-
nomic demand management to maintain full
employment that lasted in one form or another
for three decades, until in 1975 Bank of Canada
Governor, Gerald Bouey, announced the bank’s
conversion to targeting monetary aggregates to
control inflation.

Keynesian ideas reached Canada through
Keynes’s wartime visits to Ottawa en route to
and from the United States, and especially
through a group of leading civil servants including
some of his former students at Cambridge
(Granatstein 1982; Owram 1986). A.F. Wynne
Plumptre, who had studied with Keynes in the
late 1920s, headed the economics division of the
Department of External Affairs and then was
Assistant Deputy Minister of Finance (1954-65)
before returning to the University of Toronto.
Robert Bryce, after attending Keynes’s lectures
for three years while Keynes was writing The
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General Theory, was secretary to the Economic
Advisory Committee during the war, Secretary to
the Cabinet and Clerk of the Privy Council
(1954-63), and Deputy Minister of Finance
(1963-70). Keynesian macroeconomics reached
Canadian academic economists through Mabel
Timlin’s Keynesian Economics (1942). Timlin, a
secretary at the University of Saskatchewan,
began writing that remarkable book as a Ph.D.
dissertation for the University of Washington as
carly as 1935, before the publication of Keynes’s
General Theory, when Benjamin Higgins arrived
in Saskatoon with a copy of Robert Bryce’s sum-
mary of Keynes’s lectures, which Bryce had pre-
sented to Hayek’s seminar at the London School
of Economics, where Higgins was studying.
Timlin’s book, her first publication at the age of
50, led to a distinguished academic career at the
University of Saskatchewan, the presidency of the
Canadian Political Science Association, the exec-
utive committee of the American Economic Asso-
ciation, and being the first woman in the
humanities or social sciences elected to the
Royal Society of Canada (see Alexander 1995,
on the history of women in economics in Canada).
After the war, Timlin wrote a series of review
articles in the Canadian Journal ofEconomics
and Political Science on welfare economics and
the applicability of general equilibrium methods
to public policy analysis, helping introduce Cana-
dian economists to advances in economic theory
elsewhere.

Mabel Timlin was also an early academic critic
of the Bank of Canada for permitting inflation
during the Korean War by failing to pursue
Keynesian stabilization policy. A few years later,
many Canadian economists denounced the Bank
of Canada Governor, James Coyne, for being
more concerned about inflation than with expan-
sionary Keynesian policy to end a recession
(Gordon 1961). Economists at the University of
Western Ontario, notably David Laidler, Michael
Parkin, and Thomas Courchene, later brought to
Canada monetarist arguments that the Bank of
Canada should adopt a monetary policy rule
designed to combat inflation rather than pursuing
Keynesian discretionary stabilization policy
(Courchene 1975-80).
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After the Second World War

The Canadian economics profession expanded
along with the great expansion of Canadian uni-
versities that began in the 1960s and also with
the growing employment of economists in the
business community (Parish 1997). Along with
the growth of numbers came specialization, first
between the different Canadian social sciences
(previously sharing departments, conferences
and a journal), then between fields within eco-
nomics. Canadian economics became increas-
ingly theoretical and econometric, and
decreasingly historical, in line with changes else-
where, especially in the United States. Since the
rise of academic economics in Canada, Canadian
economists had studied in the United States (for
example, Innis had taken his Ph.D. at the Uni-
versity of Chicago, with a thesis on the Canadian
Pacific Railway) and taken part in American
associations, but increasingly Canadian econom-
ics, like the rest of Canadian intellectual life,
became more oriented towards the United States
than to Britain (except that Quebec academics
were very conscious of intellectual developments
in France). Post-war Canadian economists made
noteworthy contributions to economics, particu-
larly the economics of natural resources (Gordon
1954; Scott 1955; Easterbrook 1959; George
1989) and international economics (for example,
the effects of trade liberalization), but while
Canada’s position as a resource-based, small
open economy guided the choice of topics, the
analytical approaches taken were shared with the
international community of economists. Many
outstanding economics graduates of Canadian
universities pursued careers outside the country,
mostly in the United States, but among these,
Jacob Viner, John Kenneth Galbraith, Harry
Johnson, and Robert Mundell retained close ties
to Canada, paid attention to Canada’s distinctive
economic experience (very large capital inflows
relative to GDP before 1914, a floating exchange
rate from 1950 to 1962), and took part both in
Canadian policy debates and in influencing the
development of the Canadian economics profes-
sion (for example, Viner 1924; Johnson 1963,
1968).
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French mathematician and economist, Canard
was born in Moulins, near Vichy, around 1750,
and died there in 1833. Little is known about his
life other than the fact that he taught mathematics
at the Ecole Centrale de Moulins. His other inter-
ests included economics, jurisprudence and
meteorology.

Canard’s reputation as an economist rests on his
Principes d’économie politique (1801), a study of
the incidence of taxes, which, however, has drawn
more attention for its use of mathematics in eco-
nomic analysis. Written in the year of Cournot’s
birth, the Principes was honoured by the French
Institute, the same body that refused to recognize
the later efforts of Cournot and Walras. Cournot
(1877, p. 1) reviled Canard’s work as ‘false’, even
as he admitted that it provided him an important
starting point for his own researches. Other harsh
critics were Francis Homer, J.B. Say, Joseph
Bertrand, W.S. Jevons, and Léon Walras. Despite
this rejection by French and English economists,
Canard had considerable influence in Italy, where a
group of writers, led most conspicuously by
Francesco Fuoco, defended his method and
adopted some of his ideas. In the present century,
Seligman (1927, pp. 159-62) has credited Canard
with the diffusion theory of taxation, Schumpeter
(1954) has discounted his contribution completely,
while Theocharis (1983) has defended him.

The Principes was influenced by Cantillon and
to a lesser extent by the Physiocrats, whose doc-
trine Canard sought to refute. Cantillon’s influ-
ence is obvious in two major areas. First,
without using the terms, Canard advanced both
an ‘intrinsic’ and a ‘market’ conception of price.
He held that everything derives its value from the
quantity of labour bestowed upon it. Different
(unmeasurable) qualities of labour, however, ren-
der labour quantity an unsatisfactory measure.

Therefore, one must look to the market to
discover the determinants of price. Canard
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developed an equilibrium theory based on the
relative bargaining power of buyer and seller,
which he related to need and competition.
(Clearly recognizing the forces of monopoly
and monopsony, he nevertheless failed to
develop a bilateral monopoly model.) Second,
Canard revived Cantillon’s ‘three rents’, and
wove them into a general equilibrium conception
of the economy, which he used to trace the
effects of taxation (in the process, adumbrating
the Ricardian theory of land rent).

Canard argued that the imposition of a new tax
produces disequilibrium and sets in motion cer-
tain equilibrating adjustments which take time to
work themselves through the economy. Each per-
son who initially pays the new tax will attempt to
pass it on to the purchaser of the good, but his
success in doing so depends upon the ‘forces’
encountered; or as we would say today, the tax is
shifted in proportion to the elasticities of demand
and supply. Canard’s maxim that ‘every old tax is
good, every new tax is bad’, must be judged in this
context.
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Cannan, Edwin (1861-1935)

Murray Milgate

Cannan’s name is linked inextricably with two
great economic institutions: Adam Smith and the
London School of Economics. His edition of the
Wealth of Nations first appeared in 1904 and
remains in print today (1986). Before the publica-
tion of the Glasgow edition of Smith’s works in
1976, there was nothing that could even lay claim
to being its rival. His association with the LSE
began as a lecturer in 1895 (the year the School
was founded), and continued (in the role of Pro-
fessor from 1907) until his retirement in 1926.

Cannan was born on 2 February 1861 in
Madeira, his mother having gone there on medical
advice. Within three weeks of Edwin Cannan’s
birth his mother had died, and the family returned
to Bournemouth where Cannan spent his boy-
hood. In 1880 he went to Balliol College, Oxford,
and took his BA in 1884. He resided in Oxford for
the remainder of his life although he was only
once formally associated with that city’s univer-
sity when, in 1931, he held the Sidney Ball lec-
tureship. Having a private income from a
substantial family fortune, at no time in his life
did Cannan have to rely upon securing paid
employment for his living. Even after his appoint-
ment at the LSE, Cannan was in London on no
more than two or three days a week. Cannan was
twice President of Section F of the British Asso-
ciation (1902 and 1931), President of the Royal
Economic Society (1932—4), and held honorary
degrees from Glasgow (LL.D) and Manchester
(Litt.D).
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To Smith scholarship Cannan bequeathed not
only his edition of the Wealth of Nations
(1904) but also an edition of Smith’s Glasgow
lectures on jurisprudence (1896). Of the first of
these, it is perhaps sufficient to note that subse-
quent scholarship has modified Cannan’s editorial
speculations as to its origins in only one major
respect — concerning Smith’s acquaintance with
the work of Turgot — to demonstrate its value. The
only other peculiarity of Cannan’s commentary
concerns his view of the theory of distribution,
and it will be necessary to return to this point later.
The publication of Smith’s Glasgow lectures allo-
wed scholars to observe for the first time just how
many of Smith’s subsequent views were to be
found in his work on economics before his visits
to France.

Cannan’s original work in the history of eco-
nomic thought is presented in a number of works,
of which two call for separate attention: A4 History
of Theories of Production and Distribution in
English Political Economy 1776—1848 (1893)
and A Review of Economic Theory (1929). The
former is the more carefully considered and better
documented of the two, and although it would be
difficult to agree with Hugh Dalton who in 1927
claimed that ‘no one need ever do this particular
piece of work again’ (in Gregory and Dalton
1927, p. 11), it is nevertheless the case that both
books can be consulted with advantage even by
modern students.

It seems that Cannan worked full-time on The-
ories of Production and Distribution from 1890
onwards. In the process of preparing the manu-
script, he accumulated a personal library rich in
materials form the 18th and 19th century (a library
which was subsequently to contain, among other
things, a collection of tracts by those Cannan
called ‘currency cranks’ and all editions of
Smith’s Wealth of Nations down to 1900). Many
of Cannan’s original, if somewhat singular, views
gain expression therein. There are two that war-
rant mention here: the claim that a theory of dis-
tribution properly understood requires an
explanation of the shares of wages, profits and
rent in total production (and not an explanation of
their respective rates, which he calls pseudo-
distribution), and the implied definition of
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‘classical economics’ as the period between (and
including) Smith’s Wealth of Nations and the first
edition of John Stuart Mill’s Principles in 1848.

The former opinion is re-iterated in his intro-
duction to the Wealth of Nations where it is argued
that ‘the theory of distribution ... is no essential
part of the work and could easily be excised by
deleting a few paragraphs in Book I, chapter vi,
and a few lines elsewhere’ (1904, p. xxxix). On
Cannan’s reading, Smith was sidetracked from
what should have been his real target (a theory
of distribution proper) into a discussion of distri-
bution ‘as a mere appendage or corollary of his
doctrine of prices’ (1893, p. 186), so that ‘though
Adam Smith had declared that the whole of annual
produce is distributed into wages, profit, and rent,
obviously meaning thereby total wages, profits,
and rent, the last four chapters of Book I of the
Wealth of Nations deal with wages per head,
profits per cent, and rent per acre’ (p. 231). Quite
how Cannan felt that one might go about
explaining his ‘distribution properly understood’
without a theory about the rates of wages, profits
and rent, is impossible to determine from his
extant writings. Indeed, his tenacious adherence
to this peculiar conception introduces what is
perhaps the only real blemish into his editorial
introduction of the Wealth of Nations. As Higgs
observed in his review of that edition in the Eco-
nomic Journal for 1904, Cannan had not so ruth-
lessly abstained from introducing his own
opinions about economic theory as might have
been hoped.

Though Cannan does not use the epithet ‘clas-
sical’ to describe either the economics or the
economists with which he deals in Theories of
Production and Distribution, his implied defini-
tion of that school in terms of the work on eco-
nomics in the years between 1776 and 1848 runs
counter to the views of those historians of eco-
nomic thought who prefer to construct a definition
of classical economics in terms of some shared set
of analytical precepts (a procedure which does
not, of course, require that all classical economists
reached the same conclusions). It should be noted,
however, that Cannan did not subscribe to the
view then beginning to emerge that there was a
fundamental continuity in the history of
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economics from 1776 down to the present day.
Indeed, like most historians of thought at the time,
he was highly critical of Marshall’s attempt to
establish such continuity in Appendix I of his
Principles which discusses Ricardo; such views
were ‘in defiance of all evidence’ (1929, p. 177n)
as far as Cannan was concerned. There will be
cause to return to Cannan’s reaction to Marshall
later.

The Review of Economic Theory (1929) was
based on Cannan’s LSE lectures to second- and
third-year undergraduates (see 1929, p. v). Itis an
interesting book perhaps more because of what is
not said in it rather than what is. It contains no
formal presentation of the formula for the elastic-
ity of demand, the treatment of the theory of
marginal utility is exceedingly brief, there is no
discussion of equilibrium and no reference to the
work of Cournot, Pareto, Edgeworth or Wicksell.
These latter omissions are striking lacunae — the
more so for a book written in the late 1920s. They
take on even more significance when it is remem-
bered that this book was an explicit attempt to
supplement Theories of Production and Distribu-
tion with a consideration of work which
followed it.

Indeed, it seems that Cannan was no great
admirer of the mathematical school, and his opin-
ion of Marshall was to say the least somewhat
ambivalent (see, for example, Robbins 1935,
p. 396). On this latter point, one may take as an
indication his article in Economica for 1924
which expresses no great admiration for the quin-
tessentially Marshallian concept of consumer’s
surplus: it is a method which involves, not a single
hypothesis, but an indefinite number of different
hypotheses, each of which is inconsistent with all
the others as well as with the actual facts ...
inconsistent hypotheses which no one would
ever have thought of it if it had not been suggested
by the ‘space’ which happens to be included under
the curve of a demand schedule (pp. 23—4). Fur-
thermore, in An Economist’s Protest (1927)
Cannan imagines Adam Smith to comment as
follows on ‘modern’ economics:

The very ingenious speculations of Mr Jevons, Mr
Marshall, Mr Edgeworth and others, . . . have intro-
duced a sort of algebra or geometry into the science
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... The followers of that system are very numerous;
and as men are fond of appearing to understand
what surpasses the comprehension of ordinary peo-
ple, the cypher, as it may be called, in which they
have concealed, rather than exposed, their doctrine,
[they have] perhaps contributed not a little to
increases the number of its admirers (p. 334).

It is doubtful whether the designers of the main
doors of the new post-Cannan LSE building
understood the irony of their decision to inscribe
upon them the now familiar Marshallian demand-
and-supply cross diagram.

No account of these two books should omit to
mention the ample evidence they provide of
Cannan’s almost obsessive concern with the ety-
mology of the terms used by economists. Some-
times this propensity led to interesting points, on
other occasions it degenerated into farce.

Another of Cannan’s contributions to the his-
tory of economic thought which may be singled
out is his reprint of the Bullion Report (1810),
which he published under the title The Paper
Pound in 1919. The text of the Report runs to
72 pages, Cannan’s introduction to it occupies
49 pages. It is of interest not only as an account
of the debates which led up to the resumption of
specie payments in England with the Act of the
Elder Peel in 1819, but also as an indication of the
position Cannan was to adopt in the monetary
debates of the 1920s and 1930s.

This position was to lead him into head-on
collision with the views of Keynes on the question
of the advisability of Britain’s return to the gold
standard after the First World War at the pre-war
parity, and his adherence to it, in fact, helps to
explain why The Times obituary for Cannan was
headed ‘An Orthodox Economist’. Moreover, the
timing of its publication, as Cannan himself
observes (1919b, p. xxxix), brings out very clearly
the parallels between these two episodes in British
monetary history.

Put bluntly, Cannan was probably one of the
most strident advocates of the old-fashioned
quantity theory around at the time, his solution
to inflation being captured in his more than half-
serious motto: ‘Burn your paper money, and go on
burning it till it will buy as much gold as it used to
do’ (1919b, p. xli). The experience of the policies
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adopted to deal with the inflation of the post-
Napoleonic period were confirmation of the
soundness of the return to gold after World War
I. Cannan had no sympathy for the idea (still
perfectly admissable under the quantity theory)
of stabilizing the domestic price level through
the management of the domestic supply of
money, instead of fixing the exchange rate as the
return to gold required. Indeed, it is not always
clear from his writings that he understood that the
two possibilities were part and parcel of the theory
he so vigorously defended.

Nor, it seems, was Cannan prepared to admit
the seriousness of the short-run consequences of a
policy of deflation on the domestic distribution of
income, output and employment as a reason for
being cautious about the return to gold — a factor
which even someone like Pigou (the official
adviser to the Cunliffe Committee and therefore
no opponent of the return to gold) was more than
prepared to take into account. According to
Cannan the necessary adjustments ‘must be
regarded in the same light as those which a spend-
thrift or a drunkard is rightly exhorted by his
friends to face like a man’ (1919b, p. 105).

In addition to the works mentioned above (and
those listed in the accompanying bibliography),
Cannan contributed twenty-five entries to the
original edition of this Dictionary, including
those on ‘capital’ and ‘profit’. The latter was
cited by Friedman and Savage in their celebrated
application of utility analysis to risk. Edwin
Cannan was, it is said, a keen bicyclist; though
in Who’s Who he listed his recreation as work. He
died on 8 April 1935.
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Cantillon, Philip (fl. 1725-1759)

Henry Higgs

Author of ‘The Analysis of Trade, Commerce,
Coin, Bullion, Banks, and Foreign Exchanges:
... Taken chiefly from a Manuscript of a very

Cantillon, Philip (fl. 1725-1759)

ingenious Gentleman deceas’d, and adapted to
the present situation of our Trade and Commerce.
By Philip Cantillon, late of the City of London,
Merchant, London, 1759°. This Philip was the
eldest son of James Cantillon of the city of Lim-
erick, who was first cousin of Richard Cantillon,
author of the Essai sur la Nature du Commerce.
Philip carried on a banking business with David
Cantillon at Warnford Court, Throgmorton Street,
London, at least as early as 1725.In 1738 he was a
director of the Royal Exchange Assurance: in
1742 became bankrupt: in 1747 was trading
alone as insurance agent and policy broker: in
1753 was partner with one Thomas Mannock in
the same business: and in 1759 had retired. He
married, 14 July 1733, Rebecca, daughter of Wil-
liam Newland of Gatton, Surrey, by whom he had
two daughters. There is reason to think that he was
engaged for a short time at Richard Cantillon’s
bank in Paris, but that his litigious character made
him unamiable and brought about his speedy
return. On the death of Richard, Philip intervened
in the management of his estate, and thus obtained
possession of several papers, including probably
the English manuscript of the Essay, which pro-
fessedly served as the groundwork of the Analysis
of Trade. He must, however, have mutilated the
manuscript almost beyond recognition. Much of
the closely packed original is omitted, and much is
replaced by vague and general summaries, most
unskilfully made, with the result that little indeed
of the Analysis fairly represents the views of
Richard Cantillon. Philip added a preface on the
history and importance of commerce, some stric-
tures upon close corporations, new matter on
inland and foreign trade, bankers and banks, and
exchanges, interspersed with quotations from
Hume’s Essays, and from The Universal Mer-
chant, etc., concluding with a criticism of the
law relating to bills of exchange.

The book was reviewed in the Monthly Review
or Literary Journal for April 1759, London, vol.
xX. 309. Sir James Steuart (Works, 1805 edn, iii.
22) says, ‘Mr. Cantillon, in his Analysis of Trade,
which I suppose he understood by practice as well
as by theory, has the following passage,’ etc.

‘A small treatise of Arithmetic,” explaining the
foreign exchanges ‘vulgarly and decimally’



Cantillon, Richard (1697-1734)

without ‘unintelligible jargon,” was designed by
the author of the Analysis (p. 85), but does not
seem to have ever been published.

Selected Works

1759. The analysis of trade, commerce, coin, bul-
lion, banks, and foreign exchanges. London.
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One Richard Cantillon, son of Philip Cantillon of
Ballyheigue, County Kerry, was born in Ireland.
Joseph Hone argued convincingly that this was
the economist, on the ground that this Richard
married Mary Ann Mahony, daughter of Lady
Clare, and had with her a daughter Henrietta,
who married Lord Farnham (after the death of
her first husband, the Earl of Stafford). Earlier
writers had estimated Cantillon’s birth to have
been as many as 17 years earlier, but subsequent
scholars have tended to accept Hone’s evidence;
for example, Joseph J. Spengler (1954, p. 283)
and Anita Page (1952, p. xxiv).

Richard Cantillon’s close association with
France has often been noted, but certain facts
about his family go far to explaining this connec-
tion. An Anglo-Irish county family whose estab-
lishment in Ireland was Elizabethan or later would
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of course be Protestant, and the term ‘Anglo-Irish
Protestant ascendancy’ would then apply strictly.
But those families which came to Ireland in Nor-
man times were Catholics, and some of these
remained so for hundreds of years, in spite of
dungeon, fire and sword (to use an old phrase).
They often became Jacobites, and in that case
Europe was for them a place of refuge and sup-
port. These were the ‘Wild Geese’, who joined
foreign flags after one or other Irish rebellion
failed. Often educated in Europe, their ideas
were cosmopolitan, their eyes on Paris and
on Rome.

The Cantillons were established in Ireland in
Norman times and remained Catholics, although
not always very good ones. And in later centuries
they became, and long remained, devoted to the
Stuart cause. Roger Cantillon of Ballyheigue mar-
ried Elizabeth Stuart in 1556, and his grandson
Valentine fought for Charles I at Naseby, while his
great-grandson Richard was wounded at the
Boyne, went to France with James II and was
made a chevalier for his pains. The chevalier,
clearly more notable for gallantry than for
worldiness, is said to have become banker to the
Stuart Pretender in Paris (Spengler 1954, p. 284)
and died insolvent, a not unpredictable fate, in
1717. Our Richard appears to have come to the
rescue of his uncle’s honour, paying off most of
the poor old Jacobite soldier’s debts, many of
which, indeed, were to him. This was not the
end of the family’s Stuart involvement; a James
Cantillon, believed by Hone to be the young
future economist’s brother, followed King James
to France and was decorated for valour, while a
nephew, Thomas, mentioned in the economist’s
will, was with the Irish Brigade at Lauffelt. Migra-
tion to France and beyond was in the blood of
these wild geese. It should cause no surprise that
our Cantillon had houses in seven European cities,
or that he lived much in Paris.

He was there, active in banking, between 1716
and 1720. Brilliantly anticipating the fate of John
Law’s scheme, he was also daring enough to profit
immensely by it and, if the sources consulted by
W. Stanley Jevons can be believed, ‘made a for-
tune of several millions in a few days, but still,
distrusting Law, prudently retired to Holland’
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(Jevons 1881, p. 336). He appears again in Paris
between 1729 and 1732, and seems to have had to
engage in litigation with people who had lost
through the collapse of Law’s scheme, and
blamed Cantillon for his part in this. Henry
Higgs, after surveying the evidence, commented
that Cantillon appeared ‘to have triumphed in the
Courts over all his opponents’ (Higgs 1931,
p. 373). One gets the feeling as one reads of rather
ordinary people playing a game for stakes they
could not afford with a master they could not
match. Bankers fell like autumn leaves in Paris
between 1717 and 1720, and as Higgs remarks,
‘Their losses were probably very heavy in 1720
and much of them went into Cantillon’s pocket’
(1931, p. 370).

Back in London in 1734, Cantillon’s luck ran
out. At the height of his success and his brilliance,
he was robbed and murdered, left in the flames of
his townhouse in Albermarle Street, Mayfair, dur-
ing the early morning of 14 May. His precious
manuscripts, the Marquis de Mirabeau tells us,
perished with him (Higgs 1931, p. 382). Lady
Penelope Compton, who lived opposite, tells us
that ‘it burnt very feirce two houses intirely down
before they could get any water’ (1931, p. 374).
Given this furious blaze, the really remarkable
thing to the modern reader is that even despite
the primitive state of the forensic science of the
day, evidence of foul play was nevertheless found.
Higgs, who read the account of the subsequent
trial at the Old Bailey, observes that

it was soon evident that he had been murdered
before the house was set on fire. His body was
burned to ashes. The Journals for 6 June 1734 say
“Yesterday the refiners finished their search into the
ashes of the late Mr Cantillon’s house, when no
plate, money, or jewels had been found; an undeni-
able circumstance of a robbery previous to the
burning of the house’. (1931, p. 374)

Cantillon’s servants were tried for murder, but
quickly acquitted. Suspicion then fell on a French-
man, Joseph Denier, alias Lebane, who, we are
told by Higgs, had been Cantillon’s cook for
11 years, but apparently had been dismissed a
little more than a week before the murder. The
French chef, whether in fact guilty or not, fled to
Holland and thus evaded arrest.

Cantillon, Richard (1697-1734)

So it came about that we possess only one work
of Cantillon’s, and that in what it has been claimed
is a rough French translation. Even now its early
publishing history is shrouded in mystery. The
Essay on the Nature of Trade in General
(1755) is thought to have been written between
1730 and Cantillon’s death, but it was not
published in a complete version until 1755, and
then in the French translation, claiming on the title
page to have been printed in London by Fletcher
Gyles, a claim reasonably disputed by Jevons
(1881, p. 341). The Marquis de Mirabeau, who
revealed that the French translation was in his
possession for 16 years, insisted that Cantillon
‘never intended that the work should appear in
French and only translated it for a friend” (Higgs
1931, p. 383).

Yet, as we have seen, there would be nothing
odd in someone of Cantillon’s family background
and personal habits writing a book in French and
publishing it in Paris. It would appear, however,
that an English original must have existed, and
had been in the hands of Malachy Postlethwayt,
since the latter incorporated large parts of
Cantillon’s Essay in publications beginning in
1749. The first complete English translation
from the French text, which was printed alongside
it, was that of Higgs in 1931. Higgs, incidentally,
collated his English translation with parallel pas-
sages from Postlethwayt. In addition we now have
the scholarly French edition, edited by Alfred
Sauvy (1952) with a number of studies and
commentaries.

Since the ‘discovery’ of Cantillon by the
English-speaking world following Jevons’s
enthusiastic article (1881), no less than justice
has been done to the merits of the Essay on
those topics treated by Cantillon whose signifi-
cance can be expressed satisfactorily in broadly
neoclassical terms. Over these topics we may pass
quickly. Jevons himself noted that Cantillon had
presented a treatment of currency, foreign
exchanges, banking and credit which, judged
against the work of its period, he felt to be ‘almost
beyond praise’ (Jevons 1881, p. 342). This enthu-
siasm has proved infectious, and we find Joseph
Spengler, 73 years later, writing that Hume,
assuming he knew Cantillon’s work, missed ‘the
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import of Cantillon’s brilliant analysis (which
compares favourably with Keynes’s) of the
response of the price structure to changes in the
quantity of money’ (Spengler 1954, p. 283).
Spengler was not quite as impressed by
Cantillon’s treatment of the international specie
flow mechanism, but Joseph A. Schumpeter
found it a brilliant performance and insisted that
‘the automatic mechanism that distributes the
monetary metals internationally is ... almost
faultlessly described’ (1954, p. 223).

It was likewise recognized as early as Jevons
that Cantillon had set out the leading ideas of
Adam Smith’s ‘important doctrine concerning
wages in different employments’ (Jevons 1881,
p. 343), and that the Essay contained what Jevons
(somewhat exaggeratedly) called ‘an almost com-
plete anticipation of the Malthusian theory of
population’ (p. 347). Jevons, with remarkable
objectivity considering his own views on the for-
mation of value, also singled out Cantillon’s treat-
ment of ‘the whole doctrine of market value as
contrasted to cost value’ (1881, p. 345). It was
also customarily recognized by neoclassical
scholars later than Jevons that Cantillon made
important contributions to the founding of alloca-
tion theory.

To intellectual historians approaching the
Essay in terms of the neo-Walrasian class of
models for general equilibrium theory, it became
natural to construe Cantillon’s land and labour as
given resources. In the Essay, however, while land
is a given non-produced input, labour is a pro-
duced commodity available in return for subsis-
tence. A reproduction structure thus exists, and
surplus may be defined. Cantillon is largely
concerned with the allocation of surplus output.
This was understood by the first classical theorist
to read Cantillon, Frangois Quesnay. For all his
one-sided preoccupation with agricultural sur-
plus, Cantillon’s French successor picked up the
importance of the role of surplus, embodied it in a
formal model and passed it on to later classical
economists.

From a modern classical point of view
Cantillon made several important contributions,
which are not always stressed by traditional
scholars. For one thing, he offered an early
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analysis of the respective roles of produced and
non-produced inputs in a more than minimally
viable commodity reproduction structure. Devel-
oping Sir William Petty’s concept of a ‘par’
between land and labour, Cantillon investigated
the assumptions upon which a reduction of labour
to land is legitimate. But, of course, Cantillon was
reducing labour to the produce of land; that is, to
corn. He noted that ‘as those who labour must
subsist on the produce of the Land it seems that
some relation might be found between the value of
labour and that of the produce of the Land’
(Cantillon 1755b, p. 31; emphasis added).
Cantillon had entered an area which even today
bristles with problems, which would nowadays be
described as concerning the aggregation of het-
erogeneous objects. Cantillon was well aware of
some of them. He used a concept of subsistence,
that of the ‘meanest Peasant’ (p. 39), as his unit of
labour, but he was well aware that this differed all
over Europe, and had apparently offered statistical
material on this in the lost supplement. It is then
necessary to be able to express units of more
skilled labour in terms of common labour. He
argues that ‘it is easily seen that the difference of
price paid for daily work is based upon natural and
obvious reasons’ (p. 23). Even today not much
progress has been made on this problem, and
highly sophisticated models blithely assume it
out of existence by using a single homogeneous
labour input. Land is also heterogeneous, as
Cantillon was well aware; furthermore, any
given kind of land can be used to grow different
crops. But the analysis of heterogeneous land in
the case of a single crop was not developed until
Ricardo’s period, and the formal analysis of the
case where different crops are grown had to wait
for Piero Sraffa (1960, pp. 74—8), and more recent
work on the relations between produced and non-
produced means of production, such as that of
Alberto Quadrio Curzio (1980, pp. 218-40).
Leaving aside the difficulties of heterogeneous
labour and heterogeneous land with multiple uses,
the par is the quantity of corn needed for the
subsistence of a labourer and his family during a
given period. To get a consistent model, corn must
be treated as the only commodity strictly neces-
sary to the reproduction system (the only ‘basic’
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in the Sraffian sense). Other outputs have to be
treated as luxury goods (non-basics), so that one
can accommodate the changing modes and fash-
ions of Cantillon’s prince and landowners.
Cantillon in fact allowed even his meanest peasant
a number of commodities: ‘the married Labourer
will content himself with Bread, Cheese, Vegeta-
bles, etc., will rarely eat meat, will drink little wine
or beer’ (Cantillon 1755b, p. 37).

To accept this and retain the par, only two
options seem open. The poor peasant’s commodi-
ties other than bread (or other things made in the
household from corn, labour, and any free ingre-
dients) could be regarded as non-basic. Or one
could construct a composite commodity,
containing bread, cheese, vegetables, and so on,
in fixed proportions, and use this as the unit of
measurement for the par. Then, if one is to avoid
the problems of different crops, one must assume
that any parcel of the uniform land can produce
these commodities in the standard proportions.
Cantillon stressed how much even peasant con-
sumption varied from country to country in
Europe in his day. But it was not absurd to sup-
pose, as he did, that consumption habits were fixed
and traditional among the peasants of a particular
area. None of this is meant to deny the justice of
Marian Bowley’s claim that ‘the “par” between
land and labour could only be found under special
and unrealistic assumptions’ (1973, p. 105).

In a model where corn is the only basic, or
where a unit of composite commodity is always
consumed in fixed proportions, one can express
the surplus as corn output minus necessary corn
input (seed, subsistence, feed for animals), or
alternatively one can express surplus as net output
of the composite commodity. Passages such as the
following are then consistent with the measure-
ment of the surplus in terms of com (or units of the
composite commodity) as required for the par:

The Farmers have generally two thirds of the Pro-
duce of the Land, one for their costs and the support
of their Assistants the other for the Profit of their
Undertaking ... The Proprietor has usually one
third of the produce of his Land and on this third
he maintains all the Mechanicks and others whom
he employs in the City as well, frequently, as the
Carriers who bring the Produce of the Country to
the City. (Cantillon 1755b, pp. 43-5)

Cantillon, Richard (1697-1734)

Cantillon’s treatment of surplus strongly
implies that it arises only in agriculture. All
those in a state, we are told more than once,
subsist at the expense of the proprietors of land.
There are isolated passages where he seems to be
recognizing that profits (in the sense in which
these reflect the existence of surplus) can arise in
manufacturing. Perhaps the classic case is the
description of the master hatter, who, we are
told, besides his upkeep, ought also to find ‘a
profit like that of the Farmer who has his third
part for himself” (1755b, p. 203). Certainly
Cantillon believed (unlike the Physiocrats) that
farmers kept two-thirds of the total produce, one-
third representing their profit. But Cantillon used
his term ‘undertaker’ (entrepreneur) to cover
chimneysweeps and water-carriers, and Samuel
Hollander is probably correct in saying that, in
Cantillon, ‘profits and wages were said to have a
common source in, or to be dependent upon, the
property of landowners’ (1973, p. 40, n. 48). The
concept of surplus throughout industry, and the
dual concept of a rate of profit tending to equality
across all sectors, including industrial sectors,
would not be clearly and systematically expressed
until the mature work of Adam Smith (see Walsh
and Gram 1980, pp. 40-77).

Cantillon, however, did pioneering work in
developing the theory of the allocation of surplus.
His model is remarkably sophisticated. It is an
isolated economy — one might think of it as an
island — ruled by a prince or landowner. Cantillon
is perfectly clear that the prince’s significant free-
dom of choice concerns only that part of output
which constitutes the surplus he receives after
providing for necessary inputs. He remarks that
the prince, deciding on the use of the estate, ‘will
necessarily use part of it for corn to feed the
Labourers, Mechanicks, and Overseers who
work for him, another part to feed the Cattle,
Sheep and other Animals’ (Cantillon 1755b,
p. 59). The consumption pattern of workers is
fixed, just like fodder for the animals: ‘Labourers
and Mechanicks who live from day to day change
their mode of living only from necessity’ (p. 63).

Cantillon is far from assuming, however, that
the composition of surplus output is unchanging.
Indeed, changes in the allocation of surplus,
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dictated by changes in the demands of the prince
and any other landowners, are his explanation of
deviations of current market prices from natural
prices, or intrinsic values. In the original classics,
and indeed as late as Alfred Marshall
(as Pierangelo Garegnani has noted), natural
prices are centres of gravitation towards which
market prices tend (Garegnani 1976). This idea
is clearly present in Cantillon. The prince or land-
lord, who is assumed to have a third of the pro-
duce of each of the farms he owns, and is mainly
responsible for luxury consumption, is ‘the prin-
cipal Agent in the changes which may occur in
demand’ (Cantillon 1755b, p. 63). If a few pros-
perous farmers engage in some luxury consump-
tion, they will imitate the tastes of the prince. Thus
changes in fashion were the leading cause of ‘the
variations of demand which cause the variations
of Market prices’ (p. 65). Cantillon is well aware
that good or bad harvests, extraordinary consump-
tion resulting from foreign troops, and so on, can
disturb the gravitation of market prices towards
natural prices, but he eliminates such accidents ‘so
as not to complicate my subject, considering only
a State in its natural and uniform condition’
(p. 65). This is precisely the concept of a long-
period position common to all the great classical
economists.

Even more surprisingly, Cantillon shows that
he is quite aware that a planned economy directed
by the prince, and a system of prices, can each
achieve the identical allocation of surplus output —
a result whose formal proof had to wait until the
20th century, and which lay fallow after Cantillon
as classical political economy developed in other
respects.

Cantillon, of course, was by no means the first
to make some kind of distinction between market
and natural prices. The Schoolmen had distin-
guished between the price ruling at a given
moment on a market and the just price, sometimes
relating the latter to costs. But in Cantillon the
distinction between market and natural price is an
integral part of a whole economic model. The
natural price, or intrinsic value of a commodity
‘is the measure of the quantity of Land and of
Labour entering into its production’ (1755b,
p. 29). Labour is then reduced, through the par,
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to subsistence units, which, as we have seen, can
either be measured in corn or in quantities of a
composite commodity. These intrinsic values are
assumed to be invariant (p. 31). Market prices
may deviate from intrinsic values following a
change in demand, as we have seen, but the
actions of profit-maximizing capitalist farmers
will then lead to supply changes, initiating the
gravitation process. If the farmers ‘have too
much Wool and too little Corn for the demand,
they will not fail to change from year to year the
use of the land till they arrive at proportioning
their production pretty well to the consumption
of Inhabitants’ (pp. 61-3).

Notice that since we are considering a change
in demand for corn and wool, these goods are here
being used for luxury consumption. Corn can be
fed to servants and musicians, and wool makes
fine garments. What is more, Cantillon can allow
for the existence of a number of agricultural sec-
tors producing only luxuries: fine wines, silks,
blood horses, and so on. His model clearly implies
that there is a tendency towards a long-period
position in which capitalist farmers in each of
these sectors would receive profits at the uniform
rate of one-third of the intrinsic value of their total
output. Thus the extraction of surplus, and its
reflection in a uniform intersectorial rate of profit,
is certainly understood by Cantillon for those
sectors where capitalist production relations
were firmly established in his period. It remained
for Adam Smith to extend this analysis to the
newly widespread phenomenon of his time, capi-
talist production throughout industry.
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Capital as a Factor of Production

K. H. Hennings

The role played by capital in production has fre-
quently been in dispute: “When economists reach
agreement on the theory of capital they will
shortly reach agreement on everything else’
(Bliss 1975, p. vii). Disagreements are due as
much to divergent definitions, or uses, of the
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term ‘capital’ as to different views about what
should be considered a factor of production. But
above all there have been differing views about
whether, and in what sense, capital can be said to
be productive. In particular, there has been
disagreement about whether it can be said that a
more capital-intensive production method is
more productive than a less capital-intensive
one. Preclassical, classical, neoclassical and
neo-neoclassical economic theory have given dif-
ferent answers to these questions. These will be
considered below, but the discussion will be con-
fined to the role of capital as a factor of produc-
tion. It should be noted in particular that the
problem why capital earns its owner an income
depends as much on the social institution of own-
ership and the institutional organization of pro-
duction as on the role capital plays in production.
It is only the latter, in a sense technical, problem
which will be addressed here.

Terminology

Capital goods are produced commodities which
are required for production no matter how much
or how little they are subject to wear and tear.
A stock (at a point of time; see Fisher 1906) of
different capital goods is a capital; this concept is
to be taken in a vector sense. As long as they are
required in production, all capital goods can be
valued, even when they are not traded on markets,
as many of them are. Because of their heteroge-
neity, different capital goods cannot be aggre-
gated, but their values can. A capital value is
therefore the sum of the capital values of those
capital goods which constitute a capital. Note that
this is a book-keeping term, which depends on the
valuation of the capital goods involved; the capital
value can change although there is no change in
the stock of capital goods. The term money capital
will be used in a similar sense, but with a some-
what different connotation: it denotes the sum of
money necessary to buy a specified stock of cap-
ital goods. Real counterparts in a scalar sense to a
given capital value or money capital can be
constructed in principle (Hicks 1974, p. 151),
but not in an unambiguous manner.
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Production: Basic Notions

Production is the transformation of inputs into
outputs. Inputs are those things which need to be
increased in order to obtain more output by the
same method of production, where the latter is
defined as a blueprint which details what inputs
are required when and in which proportions to
produce a unit bundle of outputs. As there may
be more than one method to produce the same unit
bundle of outputs, a production process is defined
as a particular method of production to produce a
particular unit bundle of outputs. A production
process always uses inputs in fixed proportions;
variable proportions are represented by different
production processes. If there exist various differ-
ent production processes with which the same unit
bundle of outputs can be produced, they will differ
in the proportions in which they use various
inputs; but in general it will not be possible to
compare them from a purely technical point of
view. Different production processes are compa-
rable only if their costs are computed and related
to the value of the outputs obtained. In general,
however, any ordering obtained in this way need
not be unique: two different production processes
may have the same unit costs. Moreover, if the
prices of inputs change a given ordering need not
be preserved. Such difficulties affect the choice
between different production processes; they do
not, however, affect the role of capital in produc-
tion, or its status as a factor of production.

Production  typically is  roundabout,
i.e. proceeds in stages: what is produced as output
in one production process is used as an input
(alongside others) in another. If all these interme-
diate products (outputs which are used as inputs)
are specific in the sense that they have only one
possible use, all production processes required to
produce a particular bundle of outputs can be
strung together into a sequence of production
processes. Consolidating all stages, one can view
the sequence as transforming ‘primary’ inputs into
‘final’ outputs. Here primary inputs are these
which are not produced within the sequence of
production processes, if indeed they can be pro-
duced at all; final outputs are those which are not
used, or used up, within the sequence.

1263

Not all intermediate products are specific in the
sense that they have only one possible use. In this
case all interlocking sequences can be combined
into a production system which again can be
viewed as transforming primary inputs into final
outputs. Without loss of generality one can
assume that such a production system comprises
all production processes in operation in an econ-
omy. Consolidating them amounts to adopting a
‘black box’ view of production. Disregarding the
internal structure of the production system and of
the production processes which constitute it, one
links directly primary inputs to final outputs, and
disregards all inputs produced and used, or used
up, within the production system. The advantage
of this procedure is that it reduces the number of
inputs to be considered.

The definition of what is a primary input, or a
final output, depends on the level of aggregation as
well as the nature of the production processes
involved. Production on a barren island will require
many inputs as primary ones which are intermedi-
ate products in a production system comprising all
production processes operating in a continent rich
in resources. Similarly the final outputs produced
by the island economy’s production system may be
confined to what are intermediate products in the
production system of a continent.

By definition, an increase in output can only be
obtained by an increase in inputs in fixed propor-
tions. From this one can infer that all required
inputs together are productive, and have a
non-negative marginal production. This cannot,
however, be inferred for any single input. This
can only be done if either there are at least two
different production processes for the production of
the same unit bundle of outputs because then it is
possible to calculate the marginal net value product
of an input (Bliss 1975, ch. 5); or if there are
alternative uses for all inputs in production pro-
cesses which produce other unit bundles of outputs
(Uzawa 1958). Only when there exists only one
production process for a particular unit bundle of
outputs and there are no alternative uses for some
of the inputs it requires is it impossible to calculate
their marginal contribution to the outputs obtained
individually; it is of course still possible to calcu-
late their contribution as a group of inputs.



1264

Factors of Production

In modern usage, all primary inputs can be called
“factors of production’. Conventionally, however,
primary inputs are considered, following Senior
(1836), the services of agents or stocks, and the
term ‘factor of production’ is reserved for the
latter. If they are the services of natural agents or
human beings, they are called ‘original factors of
production’; they are called simply ‘factors of
production’ if they also include the services of
stocks of durable commodities. Factors of produc-
tion can therefore be defined as those agents or
durable stocks the services of which are primary
inputs in production processes.

Factors of production are productive and have
a non-negative marginal product if their services
are productive and have a non-negative marginal
product.

The definition of factors of production just
given is reasonably precise as far as natural agents
and human beings are concerned. Land and labour
have been considered factors of production at
least since Petty (1662). Land was often under-
stood, if tacitly, to include all beneficial powers of
nature; the term ‘natural agents’ was introduced
by Senior (1836). In preclassical theory durable
stocks were called simply ‘stocks’ (see, e.g.,
Barbon 1690), but usage of the term was often
confined to trade and commerce. When produc-
tion came to be seen as the dominant economic
activity, produced means of production, consid-
ered as a factor of production, came to be called
‘capital’. This term had been in use for a long time
(see Hohoff 1918-19; Salin 1930; Assel 1953),
but now acquired a new meaning, thus inviting
confusion and controversy. It will be useful, there-
fore, to trace historically the use made of that
term, and the notions attached to it.

Preclassical Theories of Capital
and Production

There is very little about production and its rela-
tion to capital in economic writings before the
mid-18th century. Barbon (1690) provides an
early, but singular, instance of an analysis in
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which a surplus is seen to arise from the use of
what he calls a ‘stock’ (of capital goods) in trade
as well as in the production of commodities. In a
similar vein, Hume used the term ‘stock’ some-
what indiscriminately to denote both a store of
commodities and a sum of money. But he did
distinguish, as had Barbon, between profits from
‘stock” and interest on money (1752, p. 313), thus
separating the investment of money from the pro-
ductive use of ‘stock’, e.g. capital goods, although
he is none too clear about the latter.

The Physiocrats were probably the first to
develop a clear view of production and the role
of capital in it. But they did not use the term
‘capital’. Cantillon (1755) strongly emphasized
the need for accumulated sums of money required
to buy stocks of goods in which to trade, or with
which to produce. But he called them ‘funds’ not
‘capital’. Thus he speaks of the farmer who needs
to have enough funds (assed de fond) to conduct
his business. Quesnay used the term ‘advances’
(avances) in a similar way in the sense of money
capital. Behind his usage is a clearly drawn picture
of agricultural production which uses land and
labour to produce output, and needs money capital
to finance the lag between the expenditure on
inputs and the sale of the output obtained. Proba-
bly deliberately, Quesnay eschewed the term ‘cap-
ital’. Where he used it (1766b), he spoke explicitly
of money capital (capital d’argent), but conceived
it as invested in buildings, implements, stores of
grain, cattle, and so on (1766a, pp. 172-3). These,
however, he clearly conceived as productive.
Moreover, his argument centres on the idea that
larger advances would permit more productive
production methods to be used (see Eltis 1984,
chs. 1 and 2).

Turgot (1770) was the first to develop a specific
theory of capital as a factor in production when,
possibly under the influence of Hume’s ideas, he
generalized Quesnay’s theory. Quesnay had
shown that advances were necessary for agricul-
tural production. Turgot, in an attempt to develop
Quesnay’s theory of a society dominated by agri-
culture into a theory of a commercial society,
places commerce and manufacture on an equal
footing with agricultural production, and empha-
sized that advances are required in all branches of
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economic activity. Such advances are paid out of
capital, which is defined as ‘accumulated values’
(1770, § LVIII). If account is taken of the various
degrees of risks involved, the rates of return on all
possible investments are equalized by competi-
tion between the owners of the various capitals
(Turgot uses the plural, capitaux) such that the
rate of interest can ‘be regarded as a kind of
thermometer of the abundance or scarcity of cap-
itals in a Nation, and of the extent of the enter-
prises of all kinds in which it may engage’ (1770,
§ LXXXIX). At the same time, Turgot argues
emphatically that some return on all these kinds
of investment is necessary in order to keep pro-
duction on the same level; if the rate of return were
lowered, capitals would be withdrawn, and pro-
duction could not be kept on the same level as
before (1770, § XCVI). Thus to Turgot ‘capitals’
are money capital. Money capital is required
because production is roundabout and thus needs
capital goods as well as original factors of pro-
duction. Like Quesnay, Turgot assumed that
larger amounts of money capital make possible
higher levels of production. One might be inclined
to argue that therefore money capital,
i.e. advances, are productive; but although Turgot
is not entirely clear on this point it seems that he
considered not so much advances as the capital
goods which represent them as productive.

The Classical Theory of Capital
and Production

The classical view of the role of capital in produc-
tion was worked out by Adam Smith. He began by
emphasizing the division of labour, but then
switched to a detailed consideration ‘Of the
Nature, Accumulation, and Employment of
Stock’ (1776, book II) in which he effectively
adopted the theory put forward by Quesnay and
Turgot. His attempts to integrate these two
approaches were not entirely successful (Bowley
1976); although the division of labour retained its
status as a device which enhances the productivity
of labour in classical economic theory, the empha-
sis was shifted to the accumulation of capital as
the prime force making for growth. This was of
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course linked to the idea that production needs
advances, and the proposition that labour was
the more productive the larger these advances.
Smith also changed the emphasis in another
respect: he formally defined ‘capital’ as that part
of a person’s stock of commodities which is
expected to yield an income. Smith described its
function as assisting labour in production: fixed
capital (machines, buildings, land improvements,
and ‘acquired and useful abilities’) ‘facilitates’
labour by increasing its effectiveness; circulating
capital (money, raw materials, goods in process
and goods in stock) ‘abridges’ by providing
(material) advances.

This distinction is ambiguous, but characteris-
tic for Smith’s position. Fixed capital, he argued,
yields an income, i.e. is productive, by being used
‘without changing masters’: while circulating
capital needs to be either given up (in trade) or
be destroyed (in production) in order to be pro-
ductive (1776, pp. 279-83). What is considered
are capital goods; but only money capital can
circulate in the way Smith described their circula-
tion. The two approaches can be reconciled; but
the way in which Smith expressed himself invited
confusion between money capital on the one
hand, and capital in the sense of capital goods on
the other. In fact, Smith needed both concepts.
James Mill (1821), Rae (1834) and other classical
writers often used the term ‘instrument’ when
emphasizing that they meant capital goods, and
continued to speak of capital in the sense of
money capital. Money capital played indeed an
important role in classical economic thought for it
permitted classical writers to argue, in a rather
loose way, that production methods were the
more productive, the more money capital they
required. It is for this reason that Hicks (1974)
called them ‘Fundists’. At the same time, how-
ever, they also considered the role of capital
goods in production processes (Sraffa 1960), and
thus maintained a ‘real capital doctrine’ (Corry
1962, p. 18).

The view that capital assists labour was
attacked by Lauderdale (1804), who pointed out
that capital could, and frequently did, supplant
labour when circulating capital was substituted
for fixed capital. This initiated the debate on the
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‘machinery question’, and confirmed the role of
capital as a factor of production: what can sup-
plant a factor of production surely must be con-
sidered as belonging to the same species.

Smith had separated a person’s stock of com-
modities into durable consumer goods and capital
by requiring that the latter be expected to earn an
income. This led to many attempts to show that
not only capital goods used in production are
expected to yield an income (i.e. Hermann 1832,
or Menger 1888). These discussions often con-
fused the role of money capital in investment
processes with the role of capital goods in produc-
tion processes, and contributed to the survival of
the concept of money capital as a factor of pro-
duction referred to above.

The view that production requires advances in
the form of capital goods was so dominant that the
role of fixed capital was often pushed into the
background. Thus Ricardo spoke of production
as ‘the united application of labour, machinery,
and capital’ (1817, p. 5), thus equating capital
with circulating capital. As Smith had subsumed
the consumer goods required for the maintenance
of labour under circulating capital stocks, this
particular part of the total stock of commodities
in an economy acquired, under the name of the
‘wages fund’, a pivotal role in all discussions of
the role of capital in production. Following a
precedent set by Smith, the wage fund was seen
to be derived from, and increased by, saving,
i.e. non-consumption or ‘abstinence’, as Senior
(1836) was to call it. Destined to supply the con-
sumption goods required as advances while pro-
duction processes continue, the concept was used
as a theory of wage determination on the assump-
tion that the wages fund was given at least in the
short run and thus determines the wage level when
workers compete freely for employment.

In spite of all the attention Smith gave to the
accumulation of capital as a factor making for
economic growth, he reserved a special role for
human labour as the prime factor of production,
expecially in those passages in which he set out
his conjectural history. This emphasis, which is
clearly based on the view that production requires
advances, remained a feature of the classical the-
ory of capital, and was a mainstay of the labour
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theory of value as developed by Ricardo and
others. It is symptomatic that from this point of
view the use of ‘machinery and other fixed and
durable capital” was considered no more than an
(admittedly considerable) modification of the
labour theory of value by Ricardo (1818, p. 30).
More radical writers, such as Hodgskin (1827)
emphasized the notion of capital goods as ‘stored-
up’ labour (i.e. outputs produced by past labour)
that had been worked out by James Mill (1821)
and Ricardo (1817) and on its basis denied fixed
capital the status as a factor of production.

The special role Smith has reserved for labour
did not prevent him from juxtaposing labour, stock
and land to parallel wages, profits and rent (1776,
p. 69). This juxtaposition was elaborated into a
strict parallelism between factors of production
and their earnings by Say (1814) which became
generally accepted by the middle of the 19th cen-
tury. Thus when J.S. Mill (1848) summarized the
classical theory of capital into his four proposi-
tions, he still adhered to the view that production
required advances in the form of capital goods.
But when he comes to discuss the laws of increase
of factors of production, he treats them on an equal
footing (though in exactly the order Smith had
listed them: and not the land-labour—capital
order which Say had made familiar). At the same
time, however, Mill often gives the impression
that he means money capital when he speaks of
‘capital’, especially in those passages in which he
argues that competition will establish a uniform
rate of return on capital because capital will be
transferred from one industry to another.

In a similar way Marx (1867) used the term
capital to mean both a stock of commodities, and a
sum of values. In addition, Marx insisted that
capital goods are capital only in a capitalistic
society, and thus used the term also to describe a
particular organization of production in society.

Finally, the view that production requires
advances in the form of capital goods which
Smith had expounded, and which most classical
writers accepted, was developed by a few of them
into a theory which strongly emphasized the time
element in production. There are some traces of
this in Ricardo (1817), especially in his recogni-
tion that all the difficulties he encountered in his
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theory of value are due to the temporal aspect of
production processes. The view was worked out
in detail by Rae (1834), by Longfield (1834), and
also by Senior (1836). Their work foreshadows
one aspect of the neoclassical theory of capital.

Classical economic theory considered three
factors of production: land, labour, and capital.
Each had its own dimension: land was a stock,
labour a flow, and capital was money capital in the
form of a stock of capital goods. In the original
conception their standing was not equal: labour
worked on land with the help of capital. Hence the
capital intensity of production mattered: the more
money capital was invested, the more productive
was labour in its efforts to work up the bounty of
nature into consumable output. These notions
were not, however, made very precise: that was
left for neoclassical theorists. Thiinen’s early dis-
cussion of the marginal productivity of capital
(1850) remained an exception.

The Neoclassical Theory of Capital
and Production

Neoclassical economic theory was not a coherent
construct: up to the 1930s there were different
versions of neoclassical theory as far as the treat-
ment of capital as a factor of production is
concerned (Stigler 1941).

Perhaps the most contentious version was the
Austrian one as worked out by Bohm-Bawerk
(1889). To some extent it had been foreshadowed
by Jevons (1871), even though Jevons had little to
say about production. But there is a clear picture
in Jevons of the necessity of money capital which
is ‘invested’ in the form of advances in time-
consuming production processes. What is more,
Jevons formulated, very much ad hoc, a temporal
production function which postulated that there
are diminishing marginal returns to the length of
investment of such advances: and used it to derive
the marginal product of an extension of that
length, which clearly is a measure for the capital
intensity of production.

Bohm-Bawerk, by contrast, consciously and
explicitly developed a theory of production. It
very much follows classical lines: production
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requires time, and hence needs advances in the
form of capital goods. Capital goods are seen as
produced means of production, and at the same
time as stored-up land-and-labour, even though
they derive their value not, as the classics had
maintained, from the fact that they represent land
and labour services spent in the past: but from
their prospective usefulness in the production
of future output. Nevertheless Bohm-Bawerk
emphatically denied that capital goods can be
productive, and insisted that only the production
processes which they make possible are produc-
tive. Although this could have meant that the
notion of productiveness was transferred from
factors of production to production processes,
Bohm-Bawerk did not take this step. He seems
to begin by saying that only land and labour
should be called productive, and ends by postu-
lating something very much like a productivity of
the length of the period of production. As in
Jevons (1871), this view is based on a temporal
production function in which the degree of round-
aboutness of production processes is explicitly
taken as a measure for the capital intensity of
the production processes in operation. Bohm-
Bawerk attempted to overcome in this manner
the difficulty of deriving any such measure
from diverse sets of capital goods. The round-
aboutness of production processes was turned
into a variable which was chosen by profit-
maximizing entrepreneurs subject to a given
amount of money capital.

The relationship of this construction to classi-
cal economic thought is obvious. Nevertheless
Bohm-Bawerk’s attempt to provide a temporal
theory of production based on the notion of capital
as a derived factor of production, or intermediate
good, turned out to be very contentious. The
theory of interest which he had been built upon
it was turned into what became the standard
(neoclassical) theory of interest by Fisher (1907,
1930) — but only after it had been cut loose from
its production-theoretic underpinnings: and after
Fisher had substituted instead an analysis of
investment opportunities based on the concept of
money capital. Various attempts to reformulate
Bohm-Bawerk’s theory of the role of capital in
production (Wicksell 1893; Strigl 1934; Hayek



1268

1940) generated much debate, but did not manage
to rescue it.

The Austrian theory of capital is much more
traditional than other versions of neoclassical the-
ory which gave up the ‘advances’ view of capital.
Thus Wicksteed (1894) placed all factors of pro-
duction on an equal footing, including all kinds of
capital goods, and postulated that ‘The Product
being a function of the factors of production we
have P=f(a, b, c, ...)’ (1894, p. 4) without even
mentioning whether production takes time or not.
Being considered akin to any other input in this
respect, capital goods are of course productive;
but nothing can be said about the capital intensity
of production. Marshall (1890) argued in a similar
way, although he kept to the classical tradition by
reserving a place for money capital alongside the
capital goods used in production. Taking up a
distinction first made, it seems, by Menger
(1888, p. 44), Marshall distinguished between
capital goods which earn quasi-rents, and money
capital which earns interest. In essence this is the
distinction between production and investment:
capital goods are used in production, and if used
productively, earn quasi-rents; money capital is
invested, and if invested successfully, earns inter-
est. Clark (1899) equally rejected the advances
view of production. In his view, production did
not require advances once production processes
were properly set up, or synchronized. As in
Wicksteed, capital is a factor of production on an
equal footing with land or labour. At the same
time, Clark separated clearly between material
capital goods or produced means of production,
on the one hand, and capital as a ‘quantum of
productive wealth’ (1899, p. 119), measured in
money, which is invested in capital goods.
Although Clark calls this ‘a material entity’
(1899, p. 119), his ‘capital’ is money capital, just
as it was in Marshall (or Menger for that matter).
Knight (1933) continued in this vein, but empha-
sized money capital, considered as a ‘material
entity’, so much that capital goods were almost
lost sight of. As a result, ‘capital’ came to be seen
more and more as a homogeneous mass which
was created by saving decisions, which could be
invested in one industry and transferred to
another, which was productive in the sense that
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is has a non-negative marginal product if used
properly, and which guaranteed higher productiv-
ity if employed in larger amounts in relation to
other factors of production. Not surprisingly, this
conception was attacked by the heirs to the Aus-
trian tradition in capital theory, especially Hayek
(1936, 1940), as a ‘mythology of capital’. But
their own position was so much bound up with
the deprecated notion of a period of production
that Knight’s conception (1933, 1934, 1935,
1936) became the dominant doctrine.

The notion of capital as a ‘material entity’ was
formulated rigorously by Pigou, who provided a
sophisticated definition of a capital stock,
consisting of heterogeneous capital goods, which
‘is capable of maintaining its quantity while alter-
ing its form’ (1935, p. 239). This was possible
only by making some rather strong assumptions
on the way the capital stock was maintained. Thus
Pigou assumed, among other things, that any item
of a constant capital stock that needs to be
replaced is replaced by another capital good yield-
ing equal quasi-rents at the time of replacement.
Later changes in quasi-rents are disregarded.
While such assumptions may be objected to,
they do make it possible in principle to give pre-
cise meaning to the notion of a capital stock as a
changing ‘material entity’ without aggregating
heterogeneous capital goods, i.e. without negating
its quality as a vector.

Walras (1874-7) and Pareto (1909) treated
capital very much as Wicksteed had done: as yet
another factor of production in a production sys-
tem which was fully synchronized and which was
not in need of advances. As they used production
functions and thus assumed, as Wicksteed had
done, that there always exist many production
processes for the production of the same unit
bundle of outputs, the productivity of capital
goods was no problem for them. But because
they espoused the black box view of production
they somewhat lost sight of the internal structure
of production, and hence of the character of cap-
ital goods as produced means of production: cap-
ital goods are in their conceptual scheme simply
part of the endowment which economic agents use
to maximize their satisfaction. Moreover they
could not form a notion of the capital intensity
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of production as they had no way of aggregating
capital goods in an unambiguous manner.

Wicksell, finally, in his later treatment of the
matter (1901) attempted to provide a synthesis of
neoclassical capital theory by combining the
general equilibrium framework of Walras and
Pareto with the Austrian view of production as a
time-consuming process. This led him to empha-
size capital goods and their productivity. But
when he came to close his system he took refuge,
as Bohm-Bawerk had done, in the idea of a given
fund of money capital. The importance of a given
fund of money capital which acted as a constraint
on entrepreneurial choices between different
degrees of roundaboutness of production pro-
cesses was also emphasized by Schumpeter
(1911) and Cassel (1918).

Neoclassical economists have in common that
they attempted to formulate a theory of produc-
tion; but they differed in their conceptions
(Hennings 1985). Bohm-Bawerk and those who
followed him made an attempt to formulate more
precisely what they saw as the gist of the classical
theory of the role of capital in production: but their
efforts were not generally accepted. All other neo-
classical writers except Wicksell jettisoned the
advances view of capital, and were in conse-
quence faced with the necessity of formulating a
measure for the capital intensity of production if
they wished to uphold the proposition that more
capital-intensive methods of production were
more productive. Wicksteed as well as Walras
and Pareto did not do so, and simply refrained
from making such statements. Marshall, Clark,
and Knight in one way or another attempted to
solve the problem by taking refuge in a concept of
capital which is in essence a notion of money
capital, and which cannot unambiguously serve
for that purpose. Only Pigou formulated an unam-
biguous concept of capital as a changeable ‘mate-
rial entity’.

The Neo-neoclassical Theory of Capital
in Production

The neo-neoclassical view of the role of capital in
production is based on the work of Viner (1930),
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Stackelberg (1932), Schneider (1934) and others,
who worked out the theory of production as well
as a theory of production costs, and the syntheses
later provided by Hicks (1939) and Samuelson
(1947) of the various neoclassical theories on the
basis of the Walras—Pareto theory of general equi-
librium (Arrow and Hahn 1971). Originally
strongly microeconomic in nature, capital goods
held and stage. But as this theory was essentially
static, little thought was given to dynamic consid-
erations (Hicks (1939) was the exception), and
hence to the problems that arise if concrete capital
goods are shifted from one industry to another.
Where such problems came up, refuge was taken
in the Clark—Knight conception of capital as a
fairly homogeneous and amorphous mass which
could take on different forms. With the growth of
macroeconomic one-sector thinking — Hicks
(1932) is one of the earliest examples in this part
of economic theory — this conception was more
and more resorted to. It received the seal of
approval in Samuelson’s textbook (1948), and in
numerous empirical studies based on the macro-
economic production function first proposed by
Cobb and Douglas (1928). It was of course real-
ized that capital consisted of capital goods: but
their aggregation into a more or less homogeneous
aggregate was considered an index number prob-
lem which could be solved in principle as well as
in practice. It was against these notions that oppo-
sition arose in the 1950s and 1960s.

Recent Debates

As Joan Robinson (1954, 1956) pointed out, the
Clark—Knight concept of capital cannot serve in a
macroeconomic  production function a la
Cobb-Douglas because it is essentially a mone-
tary measure. Surprisingly, this contention engen-
dered a major debate in capital theory. Essentially
two answers were given to Robinson’s objection.
On the one hand it was argued that one should
search for appropriate indices that can be used to
aggregate heterogeneous capital goods into a sca-
lar measure (Champernowne 1954).

This created a specialist literature on aggrega-
tion problems which demonstrates that in general
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conditions for consistent aggregation are rather
restrictive, although in many cases appropriate
indices exist (Green 1964). On the other hand, it
was argued that macroeconomic analyses should
be abandoned in favour of microeconomic ones if
heterogeneity (which after all exists in land and
labour as well as in capital goods) is the issue
(Swan 1962).

In the course of the debates referred to above it
was demonstrated that the value paradoxes Joan
Robinson had pointed out may invalidate the idea
that different production processes can be brought
into a continuous ordering which corresponds to
their respective capital intensities. While this
point was eventually accepted, its importance is
still under dispute (see Harcourt (1972) and Blaug
(1974) for summaries and evaluations from diver-
gent points of view). To some, such demonstra-
tions completely invalidate neoclassical and in
particular neo-neoclassical economic theory,
because both are considered to be founded on
the idea that marginal products of factors of pro-
duction need to be calculated on the basis of
technical data alone. Others accept such demon-
strations as exceptions to a general rule. What is
sometimes lost sight of in these assessments is the
fact that reswitching of production processes, cap-
ital revaluations, Wicksell effects, et hoc genus
omne do not invalidate all propositions in capital
theory (whether neoclassical or not). One can well
do without capital in the sense of capital value
(i.e. as a scalar magnitude) for some purposes
(see, e.g. Nuti 1970). Moreover, it should be
appreciated that Robinson’s objections do not
apply to Pigou’s notion of capital as a changeable
‘material entity’ even though it is not at all obvi-
ous that such a concept would serve well in a
macroeconomic production function.

Another attack on neoclassical capital theory
was made by Garegnani (1960, 1970, 1976). The
gist of his argument seems to be that the Walrasian
model of general equilibrium, if properly extended
to include the production of capital goods, cannot
generate equilibrium as well as a unique rate of
return on all capital goods for all possible initial
endowments. As Garegnani has not specified the
dynamic adjustment processes he envisages, his
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claim is difficult to adjudicate. Nor is it clear in
what respect, if any, it invalidates received notions
of the role of capital in production processes.
Recent debates (Hahn 1982; Duménil and Lévy
1985) have not thrown much light on these issues.

Conclusion

Capital always consists of heterogeneous capital
goods; indeed it is useful precisely because goods
are heterogencous and specific in the sense that
they cannot be used for all purposes. Attempts to
represent them by some kind of aggregate are
useful only if they preserve this aspect of capital
goods. In classical economic theory the notion of
advances was used as such an aggregate,
although in a rather loose fashion, with an aware-
ness of the heterogeneity of the capital goods that
assisted labour in time-consuming production.
Austrian neoclassical economic theory attempted
unsuccessfully to make this notion more precise
in the form of a temporal theory of production.
Non-Austrian neoclassical and neo-neoclassical
economic theory sacrificed the heterogeneity of
capital goods together with the time element in
production, and developed an atemporal theory
of production on the basis of a concept of capital
value, or money capital. Yet, as Wicksell pointed
out (1901, p. 149), the valuation of capital goods
in terms of prospective output is a ‘theoretical
anomaly’; it is nevertheless appropriate in view
of their character as produced means of produc-
tion. It is not surprising, therefore, that anomalies
result when such concepts are used. The alterna-
tive is obviously to analyse the role of capital
goods in a framework which admits their hetero-
geneity and permits them to be used for different
purposes, i.e. in a general equilibrium frame-
work. Such analyses have so far been mainly
confined to stationary states. Some of the essen-
tial characteristics of capital goods, however,
such as their specificity, are of importance only
in non-stationary states. Much remains to be
done, therefore, before the role of capital and of
capital goods as factors of production can be said
to be completely elucidated.
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Capital as a Social Relation

Anwar Shaikh

Taken by itself, a sharp stone is simply a relic of
some ancient and inexorable geologic process.
But appropriated as a cutting instrument, it is a
tool or, in a somewhat more murderous vein, a
weapon. As a stone, it is a natural object. But as a
tool or weapon, it is an eminently social object
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whose natural form is merely the carrier of the
social relations which, so to speak, happen to have
seized upon it.

Even any particular social object, such as a
tool, can enter into many different sets of social
relations. For instance, whenever a loom is used to
weave cloth, it is a part of the means of production
of a cloth-making labour process. However,
because any such labour activity is itself part of
the social division of labour, its true content can
only be grasped by analysing it as part of a greater
whole. For instance, the cloth-making process
may be part of the collective labour of a family
or community, in which the cloth is intended for
direct consumption. Alternately, the very same
people may end up using the same type of loom,
in a capitalist factory in which the whole purpose
of the labour process is to produce a profit for the
owners. In the case of cloth produced for direct
use, it is properties such as quality and durability
which directly concern the producers. But in the
case of cloth produced in a capitalist factory, the
salient property of the cloth is the profif it can
generate. All other properties are then reduced to
mere vehicles for profit, and as we know only too
well, the packaging of the product can easily
displace its actual usefulness. This at any rate
establishes that even two labour processes which
are technically identical can nonetheless have sub-
stantially different dynamics, precisely because
they exist within very different social frameworks.

The above result also applies to the tools of the
labour process. For instance, in both communal
and capitalist production, the loom serves as
means of production in a labour process. But
only in the latter case does it also function as
capital. That is to say, for its capitalist owners,
the significance of the loom lies not in its character
as means of production, but rather in its role as
means towards profit; while for the workers
labouring alongside it, the loom functions not as
their own instrument but rather as a proper capi-
talist tool. Indeed, if we look more closely at the
capitalist factory, we will see that not only the
loom, but also money, yarn, and even the capacity
to labour all serve at various points as particular
incarnations of the owners’ capital. This is
because capital is not a thing, but rather a definite
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set of social relations which belong to a definite
historical period in human development, and
which give the things enmeshed within these rela-
tions their specific content as social objects. To
understand Capital, one must therefore decipher
its character as a social relation (Marx 1894,
ch. 48; Marx 1867, Appendix, II-III).

Capital and Class

Human society is structured by complex networks
of social relations within which people exist and
reproduce. The reproduction of any given society
in turn requires not only the reproduction of its
people, but also of the things they need for their
existence, and of the social relations which sur-
round both people and things.

The things which people need for their daily
existence form the material base of society.
Although the specific character of these things,
and even of the needs they satisfy, may vary
according to time and circumstance, no society
can exist for long without them. Moreover, in all
but the most primitive of societies, the vast bulk of
the necessary social objects must be produced
through human labour. Production, and the social
allocation of labour upon which it rests, thus
emerge as absolutely fundamental aspects of
social reproduction. But social labour involves
acting on nature while interacting with other peo-
ple, in-and-through specific social relations. Thus,
the labour process ends up as crucial not only in
the production of new wealth, but also in the
reproduction of the social relations surrounding
this production, as well as of any other social
relations directly contingent upon them.

The preceding point assumes particular signif-
icance in the case of class societies. In effect, a
class society is structured in such a way as to
enable one set of people to live off the labour of
the others. For this to be possible, the subordinate
classes must not only be able to produce more
than they themselves appropriate, they must also
somehow be regularly induced to do so. In other
words, they must be made to work longer than that
required by their own needs, so that their surplus
labour and corresponding surplus product can be



1274

used to support their rulers. Thus, the very exis-
tence of a ruling class is predicated on the exploi-
tation of labour, and on the reproduction of the
social and material conditions of this exploitation.
Moreover, since any such process is a fundamen-
tally antagonistic one, all class societies are
marked by a simmering hostility between rulers
and ruled, punctuated by periods of riots, rebel-
lions, and revolutions. This is why class societies
always rely heavily on ideology to motivate and
rationalize the fundamental social cleavage upon
which they rest, and on force to provide the nec-
essary discipline when all else fails.

Capitalism is no different in this respect. It is a
class society, in which the capitalist class exists by
virtue of its ownership and control of the vast bulk
of'the society’s means of production. The working
class is in turn comprised of those who have been
‘freed’ of this self-same burden of property in
means of production, and who must therefore
earn their livelihood by selling their capacity to
labour (labour power) to the capitalist class. As
Marx so elegantly demonstrates, the general
social condition for the regular sale of labour
power is that the working class as a whole be
induced to perform surplus labour, for it is this
surplus labour which forms the basis of capitalist
profit, and it is this profit which in turn keeps the
capitalist class willing and able to re-employ
workers. And as capitalism itself makes abun-
dantly clear, the struggle among the classes
about the conditions, terms and future of these
relations has always been an integral part of its
history (Marx 1867, Part II and Appendix).

Capital as Individual Versus Dominant
Social Relation

In the preceding section we spoke about already
constituted capitalist society. But no social form
springs full blown into being. Instead, its constit-
uent elements must either already exist within
other societies, albeit in disassociated form, or
else they must arise and be nurtured within the
structure of its direct predecessor. This distinction
between elements and the whole is important
because it allows us to differentiate between
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capital as an individual social relation, and capi-
talism as a social formation in which capital is the
dominant social relation.

Capital as an individual social relation is
concerned most of all with the making of profit.
In its most general form, this means advancing a
sum of money M in order to recoup a larger sum
of money M'. The general circuit of capital is
therefore always attended by the two poles M and
M, and their span is always the overall measure
of'its success. Note that money functions here as
a means of making money (i.e. as money-
capital), rather than merely as a means of pur-
chasing commodities to be consumed (i.e. as
money-revenue). Marx draws many significant
and powerful implications from the above func-
tional difference between money-capital and
money-revenue.

Even within the circuit of capital, there are
three distinct routes possible between its two
poles. First, money capital M may be advanced
as a loan, in return for a subsequent repayment M’
which covers both the original advance and an
additional sum over and above it. This is the
circuit M—M' of financial capital, in which an
initial sum of money appears to directly beget a
greater sum, through the apparently magical
device of interest. Second, money capital M may
be utilized to buy commodities C, and these very
same commodities may then be resold for more
money M. This is the circuit M—C—C-M' of com-
mercial capital, in which the double appearance of
C as an intermediate term signifies that it is the
same set of commodities which first exists as the
object of purchase of the capitalist, and then later
as their object of (re)sale. Here, it is the acumen of
the capitalist in ‘buying cheap and selling dear’
which appears to generate the circuit’s profit.
Finally, money capital M may be advanced to
purchase commodities C comprising means of
production (materials, plant and equipment) and
labour power, these latter elements set into motion
as a production process P, and the resultant prod-
uct C' then sold for (expanded) money capital M'.
This is circuit M—C...P...C'-M of industrial
capital, in which the characteristic intermediate
term is that of the production process P. Now, it
is the capitalist’s ability to keep the productivity of
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labour ahead of the real wage which appears as the
fount of all profit.

The most prevalent early incarnations of capi-
tal are those of usurer’s capital M—M' and mer-
chant capital M—C-C'-M'. Both of these are
virtually as old as money itself, and have existed
over the millennia within many different civiliza-
tions. However, they almost always appear as
parasitic relations, either within a particular host
society or between two or more cultures. Often
despised and occasionally feared, these individual
activities were nonetheless generally tolerated as
long as they conformed to the overall structure of
the social formation within which they existed. It
is only in feudal Europe, particularly in England,
that these antediluvian forms of capital fused
together with industrial capital to form the entirely
new social formation that we call the capitalist
mode of production. Only then, on the foundation
of surplus labour extracted directly by itself and
for itself, do we find capital as the dominant social
relation and its individual forms as mere particular
moments of the same overall process (Marx 1858,
p. 266, 1867, Appendix).

General Laws of Capital

The social dominance of capital gives rise to cer-
tain patterns which are characteristic of the capi-
talist mode of production.

We have already encountered the first of these,
which is that the class relation between capital and
labour is a fundamentally antagonistic one,
marked by an intrinsic struggle over the condi-
tions and terms of the extraction of surplus labour.
Though ever present, this antagonism can some-
times erupt with a force and ferocity which can
shake the very foundations of the system itself.

Second, capitalism as a form of social organi-
zation pits each element against the other in a
generalized climate of conflict: capitalist against
worker in the labour process, worker against
worker in the competition for jobs, capitalist
against capitalist in the battle for market position
and sales, and nation against nation in the world
market. Like the class struggle, these other con-
flicts also periodically erupt into acute and open
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combat between the participants, whether it be the
battles of strikers against scabs, or capitalists
against their rivals, or even of world wars between
one set of capitalist nations and another. It is
precisely this real conflict which the bourgeois
notion of ‘perfect competition’ is designed to con-
ceal (Shaikh 1982).

Thirdly, the relations among people are medi-
ated by relations among things. This stems from
the very nature of capitalist production itself, in
which individual labours are undertaken solely
with the aim of making a profit on their product.
The various individual labours are thus articulated
into a social division of labour only under the
‘objectified husk’ of their products. It is the prod-
ucts which therefore step to the fore, and the pro-
ducers who follow behind. From this derives the
famous Fetishism of Commodity Relations,
i.e. exchangeability appears to be a natural prop-
erty of all objects, rather than a historically spe-
cific way of evaluating the social content of the
labour which produced them.

The fourth point follows directly from the
third. As noted above, under capitalist relations
of production individual labour processes are
undertaken in the hope of private gain, with no
prior consideration of a social division of labour.
But any ensemble of such labours can survive
only if they happen to collectively reproduce
both the material and social basis of their exis-
tence: capitalist society, like all society, requires a
particular pattern of labour in order to reproduce
its general structure. Thus, under capitalist pro-
duction, the various individual labours end up
being forcibly articulated into a moving social
division of labour, through a process of trial-
through-error, of overshooting and undershoot-
ing, of discrepancy, disruption and even occa-
sional ruptures in the process of reproduction.
This pattern of apparent anarchy regulated by
inner laws of motion is the characteristic form of
capitalist reproduction. Notice how different this
concept is from that of general equilibrium, where
the whole process is reduced to one of immediate
and perfect stasis.

The fifth point stems from the fact that capital-
ist production is driven by profit. Each capitalist is
compelled to try and widen the gap between the
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initial advance M and the final return M’; those
who are most successful prosper and grow, those
who fall behind soon face the spectre of extinc-
tion. Within the labour process, this shows up in
the tendency to stretch the length and intensity of
the working day to its social limits, while at the
same time constantly seeking to reshape the
labour process along lines which are ever more
‘rational’ from the point of view of capital. This
compulsion is directly responsible for capitalism’s
historically revolutionary role in raising the pro-
ductivity of labour to new heights. And it is the
associated capitalist rationality which is most per-
fectly expressed in the routinization of produc-
tion, in the reduction of human activities to
repetitive and automatic operations, and in the
eventual replacement of the now machine-like
human labour by actual machines. As Marx
notes, the so-called Industrial Revolution is
merely the signal, not the cause, of the advent of
capitalist relations of production. And whereas
earlier the tool was an instrument of labour, now
it is the worker who is an instrument of the
machine (Marx 1867, Parts I1I-1V).

The Conception of Capital Within
Orthodox Economics

Within orthodox economics, the term ‘capital” gen-
erally refers to the means of production. Thus cap-
ital, along with labour, is said to exist in every
society. From this point of view, social forms are
to be distinguished from one another by the manner
in which they ‘bring together’ the factors of pro-
duction, the capital and labour, at their respective
disposals. Capitalism is then defined as a system
which utilizes the market to accomplish this task, in
the context of the private ownership of the means of
production (Alchian and Allen 1983, chs 1 and 8).

By treating human labouring activity as a fac-
tor of production on a par with raw materials and
tools, hence as a thing, orthodox economics suc-
ceeds in reducing the labour process to a technical
relation between so-called inputs and outputs
(e.g. a production function). All struggles over
the terms and condition of labour thereby disap-
pear from view.

Capital as a Social Relation

Moreover, once labour is defined as a factor of
production, every (able-bodied) individual is an
owner of at least one factor. Of course, some may
be fortunate enough to also own large quantities of
capital. But that is a mere detail of the distribution
of ‘initial endowments’, and on such things ortho-
dox economics remains studiously neutral. What
matters instead is that under capitalism the notion
that everybody owns a factor of production
bespeaks of an inherent equality among individ-
uals. Any reference to the concept of class is
therefore blocked from the start.

Next, because labour is merely one of the fac-
tors of production which individuals are free to
utilize in any manner they choose, this labour-as-
thing cannot be said to be exploited. The exploi-
tation of labour thus drops out of sight, to be
replaced by the notion of the cooperation of Cap-
ital and Labour, each of which contributes its
component to the product and receives in turn its
commensurate reward (as in marginal productiv-
ity theories of distribution). With this, the sancti-
fication of capitalism is complete.

The Historical Limits of Capital
as a Social Relation

The last general point has to do with the historical
specificity of capitalist production. On the one
hand, capitalism is a powerful and highly flexible
social structure. It has developed its forces of
production to extraordinary heights, and has pro-
ved itself capable of dissolving or destroying all
previous social forms. Its inherently expansive
nature has led to the creation of vast quantities of
wealth, and to a dominion which extends all over
the globe. But on the other hand, this very same
progressive aspect feeds off a dark and enor-
mously destructive side whose nature becomes
particularly clear when viewed on a world scale.
The capital-labour relation is a profoundly
unequal one, and the concentration and centrali-
zation of capital which attends capitalist develop-
ment only deepens the inequality. The competitive
struggle of all against all creates an alienated and
selfish social character, imprisons each in an
atmosphere of suspicion and stress, and heaps its
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miseries precisely on those who are in the weakest
positions. Finally, as capitalism develops, so too
does its level of mechanization, so that it is pro-
gressively less able to absorb labour. In the devel-
oped capitalist countries, this manifests itself as a
growing mass of unemployed people at any given
‘natural’ rate of unemployment. In the Third
World, as the incursion of capitalist relations
lays waste to earlier social forms, the mechanized
processes which replace them are able to pick up
only a fraction of the huge numbers previously
‘set free’. Thus the rising productivity of capitalist
production is accompanied by a growing pool of
redundant labour all across the globe. The pres-
ence of starving masses in the Third World, as
well as of floating populations of unemployed in
the developed capitalist world, are bitter
reminders of these inherent tendencies.

The above perspective forcibly reminds us that
capitalism is only one particular historical form of
social organization, subject to deep contradictions
which are inherent in the very structure of its
being. Precisely because these contradictions are
built-in, any successful struggle against their
destructive effects must move beyond reform to
the rejection of the structure itself. In the 20th
century such efforts have taken a variety of
forms, ranging from so-called parliamentary
socialism to socialist revolution. Whatever we
may think of the strengths and weaknesses of
these various fledgling social movements, the
general tendency is itself part of an age-old
human process. History teaches us that no social
form lasts forever, and capital as a social relation
is no exception to this rule.

See Also

Class
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Capital Asset Pricing Model

M. J. Brennan

Abstract

Two general approaches to the problem of val-
uing assets under uncertainty may be distin-
guished. The first approach relies on arbitrage
arguments of one kind or another, while under
the second approach equilibrium asset prices
are obtained by equating endogenously deter-
mined asset demands to asset supplies, which
are typically taken as exogenous. The capital
asset pricing model (CAPM) is an example of
an equilibrium model in which asset prices are
related to the exogenous data, the tastes and
endowments of investors, although the CAPM
is often presented as a relative pricing model.
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If they are to be of practical use, equilibrium asset
pricing models must be parsimonious in their


https://doi.org/10.1057/978-1-349-95189-5_156

1278

parameterization of asset demands. To date this
parsimony has been achieved only by a choice of
assumptions which leads to universal portfolio
separation: this is the property that the asset
demand vector of every agent can be expressed
as a linear combination of a set of basis vectors
which may be thought of as portfolios or mutual
funds. The distinguishing feature of the set of
models which is collectively known as the capital
asset pricing model (CAPM) is that each of these
basis portfolios can be interpreted as the solution
to a particular constrained portfolio variance min-
imization problem.

Historical Perspective

The assumption that uncertainty about future asset
returns can be described in terms of a probability
distribution is at least as old as Irving Fisher
(1906), although Hicks (1934b) appears to have
been the first to suggest that preferences for
investments could be represented as preferences
for the moments of the probability distributions of
their returns, and to propose that, as a first approx-
imation, preferences could be represented by
indifference curves in mean-variance space. Von
Neumann and Morgenstern (1947) were the first
to place the theory of choice under uncertainty on
a rigorous axiomatic basis.

The story of modern portfolio theory really
begins, however, with Markowitz (1952, 1958)
who assumed explicitly that investor preferences
were defined over the mean and variance of the
aggregate portfolio return, related these parame-
ters to the portfolio composition and the parame-
ters of the joint distribution of security returns,
and for the first time applied the principles of
marginal analysis to the choice of optimal
portfolios.

Both Markowitz and Tobin (1958) showed that
mean-variance preferences can be reconciled with
the von Neumann—Morgenstern axioms if the util-
ity function is quadratic in return or wealth. This
assumption is objectionable since it implies neg-
ative marginal utility at high wealth levels. Tobin
also showed, however, that mean-variance prefer-
ences could be derived by restricting the
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C

Capital Asset Pricing Model, Fig. 1 The efficient fron-
tier and the CAPM

probability distributions over which choices are
made to a two-parameter family. After some initial
confusion it was recognized that, since portfolio
returns are weighted sums of security returns, the
two-parameter family must be stable under addi-
tion, and the only member of the stable class with
a finite variance is the normal distribution. Subse-
quently Merton (1969) and Samuelson (1970)
showed that mean-variance analysis is applicable
for a broad class of continuous asset price pro-
cesses if the trading interval is infinitesimal.

The major part of Tobin’s analysis deals with
the choice between a single risky asset and cash,
but he demonstrated that nothing essential is
changed if there are many risky assets, for they
will always be held in the same proportions and
can be treated as a single composite asset. This,
the first separation theorem in portfolio theory, is
illustrated in Fig. 1, which plots mean returns, ,
against the standard deviation, ¢. In this figure the
curved locus AMOVB corresponds to the set of
portfolios offering the lowest standard deviation
for each level of mean return: the positively
sloped segment is referred to as the efficient fron-
tier, for points along it offer the highest u for a
given o. In the absence of any riskless investment
opportunities, risk-averse mean-variance inves-
tors will select portfolios corresponding to the
points at which their indifference curves in (y, o)
space are tangent to the efficient frontier (Tobin
shows that the indifference curves of risk averters
will have the requisite curvature). Point C
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represents cash which has zero risk and return. By
combining cash with the portfolio of risky assets
corresponding to the tangency portfolio O, inves-
tors are able to attain the (i, o) combinations
along the line segment CO, and all investors
who find it optimal to hold cash will find it optimal
to combine their cash with the same risky portfo-
lio O: their portfolio decisions can be separated
into the choice of the optimal combination of risky
asset (O) and the choice of the cash—risky asset
ratio.

Six years elapsed before the equilibrium impli-
cations of the Tobin separation theorem were
exploited by Sharpe (1964) and Lintner (1965).
The reason for delay was undoubtedly the bold-
ness of the assumption required for progress,
namely, that all investors hold the same beliefs
about the joint distribution of security returns.
Nevertheless, this assumption of homogeneous
beliefs, combined with the further assumption
that all investors can borrow as well as lend at
the riskless rate, 7, leads to the powerful conclu-
sion that all investors hold the same portfolio of
risky assets, denoted by M in the figure. Then the
only risky assets that will be held by investors in
equilibrium are those contained in portfolio M,
and M must be the market portfolio of all
risky assets in the economy. This identification
of the tangency portfolio M with the aggregate
market portfolio is the essence of the
Sharpe—Lintner CAPM.

The interest of this result derives from the
restriction that it imposes on expected asset
returns: the excess of u;, the expected return
on any security j, over the risk-free rate 7,
must be proportional to the covariance of the
security return with the return on the market port-
folio, oy

p; — r = Oyojy for allj

ey

where 0,, is a measure of aggregate risk aversion.
The intuition behind this important result is that if
investors are content to hold portfolio M, the
marginal rate of transformation between risk and
return obtained by borrowing to invest in a risky
security must be the same for all risky securities.
Frequently the unknown risk aversion parameter,
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0,4, is eliminated and the relative pricing result is
obtained:

uj —r = f;(wy — r) for allj )
where u,, is the expected return on the market
portfolio and f; = g/0any is the ‘beta’ coeffi-
cient, which corresponds to the slope of the
regression line relating the return on the security
to the return on the market portfolio.

During the first half of the 1970s extensive
progress was made in relaxing the strong assump-
tions underlying the original model, and new sep-
aration theorems and models were obtained. At
the same time, extensive empirical investigations
made possible by the development of new stock-
price databases found results which were
interpreted as favourable to the model. The
model also has an influence on practical invest-
ment management and corporate finance.

A turning point was reached with the publica-
tion of a paper by Roll (1977); this argued that the
market portfolio of the theory, which includes all
assets, could never be empirically identified, and
that therefore the CAPM, which simply asserts the
efficiency properties of this portfolio, could never
be empirically tested. This argument had substan-
tial influence, and for some time played a major
role in shifting attention away from the CAPM to
the newly emerging arbitrage pricing theory
(APT) of Ross (1976). However, since the early
1990s growing acceptance of the empirical impor-
tance of time variation in investment opportunities
has led to a resurgence of interest in Merton’s
(1973) intertemporal version of the CAPM
which is formally similar to the APT but is able
to provide an economic interpretation of the return
factors that are priced in equilibrium.

The CAPM is of great historical significance,
not only because it was the first equilibrium model
of asset pricing under uncertainty, but also
because it showed the importance of portfolio
separation for tractable equilibrium models; and,
being derivable from assumptions of either qua-
dratic utility or normal distributions, it revealed
that the requisite separation properties could be
obtained by restrictions either on preferences or
on distributions. Cass and Stiglitz (1970) clarified
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the rather restrictive assumptions necessary for
preference-based separation, and equilibrium
models based on this have been constructed, for
example, by Rubinstein (1976). Ross (1978) has
identified the distributional assumptions required
for separation in the absence of restrictions on
preferences, and the arbitrage pricing theory is
based on a generalization of his separating distri-
butions. Chamberlain (1983) discusses spherical
distributions, the subclass of separating distribu-
tions for which the expected utility is a function of
the portfolio mean and variance. Both preference-
based and distribution-based models of capital
market equilibrium are lineal descendants of
the CAPM.

A pricing kernel is a non-negative weighting
function for asset returns under which the
expected returns on all assets are equal to the
risk-free interest rate; the kernel corresponds
roughly to the marginal utility of a representative
investor and the existence of a pricing kernel is a
necessary and sufficient condition for arbitrage
free security markets. Modern treatments of asset
pricing such as Cochrane (2005) treat the general
problem of asset pricing as that of specifying an
appropriate pricing kernel: the CAPM specifies a
class of pricing kernels that are linear in the aggre-
gate market return.

An unfortunate consequence of the one-period
nature of the CAPM was a concentration of atten-
tion on equilibrium rates of return, rather than on
prices, which are the fundamental variables of
interest. However, Merton (1973) placed the
CAPM in an intertemporal context, and his nec-
essary condition for equilibrium rates of return
forms one cornerstone (the other being an
assumption of rational expectations) for partial
differential equations for asset prices which, fol-
lowing Cox et al. (1985), has tended to unify the
pricing theories for bond and equity markets.

Formal Models
While a complete asset pricing model endo-

genizes the riskless interest rate as well as the
prices of risky securities, the CAPM adds nothing
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new to the theory of interest rate determination,
and we shall simplify by taking the interest rate
and current consumption decisions as given, con-
centrating our attention on portfolio decisions and
the pricing of risky securities.

In considering the various versions of the
CAPM we shall pay particular attention to the
implied demands of investors. It will be seen that
in all cases in which risks are freely traded asset
demands exhibit the separation property, and even
when there are restrictions on trading as in the
Mayers (1972) asset pricing model, an approxi-
mate separation property obtains.

The Sharpe-Lintner Model

Consider a setting in which each investor
i(i = 1,...,m) is endowed with a fraction z; of
security j(j = 1,...,n) and (a) investor utility is
defined over the mean and variance of end of
period wealth; (b) securities are traded in a com-
petitive market with no taxes or transactions costs;
(c) investors share homogeneous beliefs or assess-
ments of the joint distribution of payoffs on the
securities; there are no dividends; (d) there is an
exogenously determined interest rate = R — 1 at
which investors may borrow or lend without
default; (e) there are no restrictions on short sales.

Then define:

pjiexpected end of period value of security j;

Pjinitial value of security j;

wj covariance between end of period value of
jandk;

W,-,S,-z expectation and variance of end of period
wealth of investor i;

V;(W;, 87 )utility of investor i with

Vi = 3V1/8W5>0,V,~25 8V,/8S12<0

The investor’s decision problem may be writ-
ten as

max V;(W,, S,z) 3)

Zjj

st Wi=> ziPy —RY (24— Zj)Po 4
7 7
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Si = ZjZik W -
J k

&)

The first order conditions for an optimum are

Vi (Pj1 — RPj)
+2Vi) zawp =0, (j=1,...,n) (6)
k

and the second conditions are satisfied by virtue of
the assumption of risk aversion. Defining Q" as
the variance covariance matrix [w;] and using
boldface type to denote vectors, the vector of
fractional asset demands may be written
Z; = 01_19*71 (F] - RPQ) (7)
where Hil = —V;1/2Vis a measure of the inves-
tor’s risk tolerance. Equation (7) is a statement of
the Tobin separation theorem, that investor demands
for risky assets differ only by a scalar multiple.
Market clearing requires that Y ,Z;, = lwhere
1 is a vector of units. Then the equilibrium initial
price vector is obtained by summing (7) over i and
imposing the market clearing condition:

1 —
P, = i {P, - 0,01} 8)

where 0,, = (3,0;") . In this form the CAPM
expresses equilibrium asset prices in terms of the
exogenous variables, the distribution of end of
period prices, investor risk aversion parameters
and the interest rate, although it should be noted
that in general the market risk aversion parameter
0,,will depend upon the endogenously determined
distribution of wealth. This formulation corre-
sponds to that of Lintner (1965) and emphasizes
the one-period nature of the model and the exo-
geneity of the end of period prices. However, the
CAPM is most often written as a necessary con-
dition for the equilibrium rates of return, although
this obscures the distinction between endogenous
and exogenous variables.

In what follows we shall work with the rate of
return formulation; thus define x; = z;Pj, the
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amount invested in security j; y; = I_’jl /Pio—1,
the expected rate of return ando;, = wu/PioPro,
the covariance of the rates of return between secu-
rities j and k. Making these substitutions in (4) and
(5), the first order conditions (6) become

Vi (,uj —r)+2Vp inko'jk =0,
k 9

Then, defining € as the variance covariance
matrix of rates of return, the vector of asset
demands x; may be expressed as

x, = 07'Q7 (m—rl). (10)
This is an alternative statement of the Tobin sep-
aration theorem and the portfolio Q'(u — rl)
corresponds to the point of tangency in Fig. 1.
This portfolio itself may be decomposed into the
two portfolios Q' p and Q7 '1. The former is the
solution to the problem of finding the minimum
variance portfolio of risky assets with a given
expected payoff, and the latter is the solution to
the problem of finding the global minimum vari-
ance portfolio of risky assets; these two portfolios
plot at points O and V in the figure. As Merton
(1972) has shown, the whole locus may be
constructed from just these two portfolios.

Let Vm denote the aggregate market value of
all assets in the market portfolio and let v,,, denote
the vector of market proportions. Combining the
market clearing condition >_x; = V,, v,,, with (10)
yields

p—rl=0,V,Qv,. (11

This form of the CAPM expresses asset risk pre-
mia as proportional to the covariances of their
returns with the returns on the market portfolio;
this of course is no more than the condition for the
market portfolio to correspond to the tangency
point in Fig. 1. Equation (11) contains the market
risk aversion parameter 0,,. This can be elimi-
nated by pre-multiplying (11) by vy, and solving
for 0,, = (w,, — r)/a>, where um and o2 are the



1282

expected return and variance of return on the
market portfolio respectively. Then, substituting
for 0,, in (11) we have the equation of the ‘secu-
rity market line’:

i —r =B, —r) (12)
where f; = g/ 2. In this form the CAPM is a
relative pricing model which relates the risk pre-
mium on individual securities to the risk premium
on the market portfolio. The proportionality fac-
tor, f3;, often referred to as the ‘beta coefficient’, is
the coefficient from the regression of R ', the return
on security j, on R, the return on the market
portfolio:

Iéj:txj+ﬁjlém+€~_,‘ (13)
where ¢;is an orthogonal error term. Taking expec-
tations in the market model Eq. (13), the asset
pricing Eq. (12) is seen to imply the restriction
o; = (1 — ;). This restriction, and the existence
of a positive risk premium on the market portfolio,
are the major empirical predictions of the

Sharpe—Lintner model. They have been the sub-
ject of extensive empirical tests.

Taxes and Restrictions on Riskless
Transactions

The absence of short sales restrictions is not crit-
ical to the Sharpe-Lintner model, since in equi-
librium all investors hold the market portfolio,
which does not involve short sales. The assump-
tion is critical, however, for all the remaining
models we shall consider which involve more
than a single basis fund of risky securities.

Thus, following Black (1972) and Brennan
(1970), assume that there are no opportunities
for riskless borrowing or lending, and that each
security pays predetermined dividends which
are taxed in the hands of the investor at the
rate t{i = 1, ..., m). Denoting the dividend
yield by J;, and assuming that investor prefer-
ences are defined over the moments of after tax
wealth, the first order conditions corresponding
to (9) are
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Vit (1 — 607 — Zi) + 2V inko'jk =0,
X

G=1,....,n).

(14)

where A; is the Lagrange multiplier associated
with the constraint that all wealth be invested in
risky securities. The vector of asset demands may
be written as

x =070 'w— (07'2)Q7"1
- (07't) Qs (15)
Note first that if #; = 0 the optimal portfolio for any
preferences can be constructed from the two
mutual funds Q@ 'u and Q1. Heterogeneous
taxation of dividends introduces the third mutual
fund, which can be interpreted as the solution to
the problem of finding the minimum variance
portfolio with a given total dividend. Aggregating
the demand vectors, and imposing the market
clearing conditions, yields an asset pricing equa-
tion which contains three utility dependent param-
eters, Am, 0,, and t,,, corresponding to the three
funds in (15):
o= Il =0,V Qv,, + 1,0 (16)
t.., the market tax rate, is a weighted average of the
personal tax rates, and 4, the market shadow
interest rate, is referred to for historical reasons
as the zero beta return. When ¢,, = 0, (16) is just
the condition for the market portfolio to be the
tangency portfolio when the interest rate is 4,,.
Thus the Black model, which does not include
taxes, differs from the Sharpe—Lintner model
only in leaving unspecified the relevant
(shadow) riskless interest rate.

Non-marketable Assets

Mayers (1972) has considered the effect of intro-
ducing an extreme form of market imperfection,
namely, an absolute prohibition on trading certain
assets. This is important, for a substantial part of
total wealth is not held as part of well-diversified
portfolios, on account either of prohibitions on
trade (human capital), or of market imperfections
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such as transactions costs and information
asymmetries. Thus let /4; denote the expected
payoff on the non-marketable wealth (human cap-
ital) of investor 7, and let a]l:h denote the covariance
between the return on marketable security j and
the human capital of investor i. Then the expres-
sion for W, must be increased by /; and the variance
of end of period wealth becomes S D= 20> i
Oj + 23 X0}, + 0. The asset demand vector can
then be written as

X, =07'Q 7 (mw—r1) = b, (17)
where b; = Q'¢’ is the vector of coefficients
from the regression of the return on human wealth
on the marketable security returns. Definingx!{ =
x; + b; as the vector of effective asset demands,
we see from (17) that effective asset demands
exhibit the standard separation property. This
reflects the fact that, while the returns on human
capital are not directly marketable, the component
of the return which is linearly related to the returns
on the marketable securities is indirectly market-
able by appropriate offsetting positions in the
marketable securities. The asset holdings of the
individual may be represented as the sum of effec-
tive asset holdings x{ and an investment in the
component of human wealth whose return is
orthogonal to the returns on marketable assets.
We refer to this as approximate portfolio separa-
tion since the first component exhibits portfolio
separation, and the second component has no
effect on the relative demands for marketable
assets.

The Mayers model leads to an asset pricing
equation which is identical to that of the
Sharpe—Lintner model if the market portfolio is
defined as the sum of the effective investment
vectors x;.

Inflation and International Asset Pricing

Stochastic inflation has no effect on the foregoing
results, provided that a common inflation rate can
be defined for all investors and returns are restated
in real terms. However, the international asset
pricing models of Solnik (1974) and Stulz
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(1981) distinguish between nationalities precisely
on the basis of their price indices, which
may differ on account of either a violation of
commodity price parity or differences in tastes
and consumption baskets (see Adler and Dumas
1983).

Define 7; as the inflation rate in the numeraire
currency for investor i. Then, to a high order of
approximation, which becomes exact as the time
interval approaches zero, the mean and variance
of real wealth can be written as

W= Zx,-j(,uj —r)
J

+W0,‘(1 —|—r—?f,~+0'§m)

= it (18)
J
SIZ = Z injx,'ijk — 2W0i Z)C,‘j()';m

J k J

+ Wit (19)
where W), is the investor’s initial wealth.

The asset demand vector is then

x=0,"Q (mu—r1)+b; (20)

Whereb; = W, Q! o' is the vector of coefficients
from the regression at the individual’s aggregate
inflation risk, WT;, on security returns. If we
compare (20) with (17), it is apparent that this
international asset pricing model is isomorphic to
the Mayers’ non-marketable wealth model with
individual inflation risks playing the same role as
human capital.

Black (1974) has modelled segmentation in
international capital markets by introducing a tax
on foreign security holdings for residents of one
country. This model is isomorphic to Brennan’s
(1970) tax model, if the foreign securities are
thought of as paying dividends on which only
domestic residents are taxable. Stulz (1981)
extends Black’s model by prohibiting negative
taxes on short sales: as one might expect, this
causes some indeterminacy in the pricing relations
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since the marginal conditions of portfolio optimal-
ity are no longer always satisfied.

Intertemporal Models

Merton (1973) showed that the classical one-
period CAPM can be extended to an intertemporal
setting in which investors maximize the expected
utility of lifetime consumption. With continuous
trading and suitable restrictions on the stochastic
process of asset prices, the essential mean-
variance analysis is retained, the major innovation
being that at each instant the individual may be
represented as maximizing the expected utility of
a derived utility function, defined over wealth and
a set of S state variables describing the future
investment and consumption opportunity sets.
The state dependent derived utility function
induces (S + 1) fund separation in the risky asset
portfolio, and the vector of risky asset demands
may be written

0 =070 (=)= £ 5,07 @)

where & is the vector of covariances of asset
returns with the change in state variable S and v
depends on the utility function. Aggregation of
asset demands and the imposition of the market
clearing condition lead to an asset pricing equa-
tion in which asset risk premia are a linear func-
tion of covariances with aggregate wealth and
covariances with changes in the state variables
or factors that described the investment oppor-
tunity set. In the absence of prior information
about the relevant state variables this model is
empirically indistinguishable from the arbitrage
pricing theory. Breeden (1979) showed that if
consumption preferences are time separable this
‘multi-beta’ pricing model can be collapsed to a
single beta measured with respect to changes in
aggregate consumption, the ‘consumption’
CAPM(CCAPM), and much effort has been
expended on testing this form of the model
despite the difficulties of measuring consump-
tion flows.

Campbell (1993) developed a model with
recursive utility which, unlike the standard
time-additive utility function defined over
consumption, does not satisfy the von
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Neumann—Morgenstern axioms but does allow
the intertemporal marginal rate of substitution to
vary independently of risk aversion. This model
contains elements of both the CAPM and the
CCAPM in that expected returns depend on the
covariances of asset returns with both consump-
tion and the market return.

Recent Empirical Developments

During the 1990s renewed interest in Merton’s
(1973) “intertemporal’ CAPM (ICAPM) was gen-
erated by the empirical failures of both the CAPM
and the CCAPM, the increasing evidence of time
variation in investment opportunities, and the
empirical success of an atheoretical three-factor
model of security returns developed by Fama and
French (FF) (1992, 1993) to account for high
returns on small firms and the low returns on
growth stocks relative to value stocks. The FF
model could be interpreted as a version of either
the APT or the ICAPM if no restrictions were
placed on the types of factors that could enter
these models. However, the factors that are impor-
tant for pricing in the APT are those that explain
the covariance of (one-period) returns, while the
factors in the ICAPM are those that forecast future
returns. Merton (1973) had suggested the interest
rate as an example of an ICAPM state variable,
and Nielsen and Vassalou (2006) showed formally
that the only state variables that are relevant for
the ICAPM are those with information about the
current and future interest rate and the slope of the
capital market line which is shown as M in Fig. 1.
Brennan et al. (2004) constructed a version of the
ICAPM in which the interest rate and slope of the
capital market line follow a joint Markov process,
and showed that its empirical performance was at
least as good as that of the FF model. Brennan and
Xia (2006) used this framework to derive expres-
sions for the prices of cash flow claims which
depend explicitly on current capital market con-
ditions as measured by the interest rate and the
slope of the capital market line, as well as on the
characteristics of the underlying cash flow. This
implies that stock prices vary with discount rates
as well as cash flow expectations, and Campbell
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and Vuolteenaho (2004) showed that, if market
betas are decomposed into components due to
changes in cash flow expectations and to changes
in discount rates, then risk premia are associated
primarily with the cash flow component of beta.
These models attribute the low returns on growth
stocks to the greater proportion of their risk aris-
ing from discount rate changes.

The classic CAPM may hold even with time
variation in investment opportunities.
Constantinides (1980, 1982) has identified two
sets of sufficient conditions for the simple
CAPM to hold with a time varying interest rate.
In his models the social investment opportunity
set is stationary and consists only of risky invest-
ments: stochastic variation in the interest rate then
does not affect the CAPM relation if there is either
demand aggregation or full Pareto efficiency of
asset markets. Either condition is sufficient for
prices to be determined as though there existed a
single representative individual; for such an indi-
vidual stochastic variation in the interest rate is
irrelevant since the interest rate represents only a
shadow price and not a real investment opportu-
nity. Finally, the single period nature of the CAPM
is retained if individuals behave myopically,
ignoring stochastic variation in the investment
opportunity set: this occurs if and only if the utility
function is logarithmic.

Time variation in the distribution of asset
returns can affect tests of asset pricing models
even if the CAPM is true. For example, if betas
and risk premia are time varying, then average
returns need not be related to average betas as
predicted by the CAPM even if period by period
returns and betas are. Lettau and Ludvigson (2001)
argued that the predictive power of the CCAPM is
considerably enhanced by allowing the covari-
ances of asset returns to depend on a measure of
the aggregate consumption—wealth ratio. However,
Lewellen and Nagel (2006) argued that time vari-
ation in risk premia is unlikely to be sufficient to
account for the observed value anomaly.

See Also
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Capital Budgeting

Capital Budgeting

E. Solomon

A sub-field within economics and finance, the
principal concern of capital budgeting is the opti-
mal deployment of funds into capital expendi-
tures. The mainstream of the field, developed
essentially in the 1950s and 1960s, consists of
two threads of inquiry. (1) How should a company
measure the investment worth of a capital expen-
diture proposal? (2) How should a company set
the minimum required rate of return for a capital
expenditure proposal?

Historical Evolution

The concept of a capital budget, as opposed to an
operating budget, originated in public finance.
Many governments — the United States Federal
government is a notable exception — have long
maintained separate accounts for capital expendi-
tures; that is, expenditures on capital assets that
provide benefits over relatively long time periods.

In the private sector, separate budgeting for
capital expenditure has an almost equally long
history. The development, however, of the coher-
ent body of thought now known as capital
budgeting began only after World War II. Three
forces drove that development:

(1) A dramatic postwar increase in private capital
spending that led to increased interest in how
such expenditures should be made.

(2) The postwar development of national income
accounts which provided a vehicle for plausi-
ble economic projections, a necessary condi-
tion for rational choice.

(3) The publication in 1951 of two seminal
books: Capital Budgeting, by Joel Dean, and
The Theory of Investment of the Firm, by
Friedrich and Vera Lutz.
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Rational capital budgeting requires a correct
basis for measuring the investment worth of each
capital expenditure proposal.

Although capital expenditure decisions have
long been regarded as one of the critical respon-
sibilities of top-management (and, indeed, of
Corporate Boards of Directors), before the 1950s
the decisions themselves had been made on the
basis either of intuitive judgements or poorly
defined standards. Such inadequate approaches
have been supplemented and, in some companies,
supplanted by more robust and more quantitative
criteria.

The Pay-Back Period

One of the earliest quantitative yardsticks used
for assaying the investment worth of a capital
expenditure proposal (and one that is still in
use) is the project’s pay-back period — the number
of years required to recoup the initial outlay.
Because the measure ignores the size and dura-
tion of benefits beyond the pay-back period itself,
it is a poor proxy for ‘profitability’. Nonetheless,
it provides a quick screening device for rejecting
some proposals as well as for selecting among
alternative investment proposals that involve pur-
chases of equipment having approximately equal
lives.

The Average Rate of Profit

The earliest measure used for a project’s
expected profitability is the ratio of the average
annual flow of profit expected from the project to
the average investment dedicated to the
project — both measured in conventional
accounting terms. The measure has been increas-
ingly discarded because it is a poor proxy for true
profitability on two counts: (1) it ignores the
timing of expected benefits, and (2) it is subject,
both with respect to the numerator and the
denominator, to the vagaries of depreciation
accounting.
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The DCF Rate of Return

The discounted cash-flow rate-of-return measure
(hence DCF), which relates the incremental cash
inflows attributable to a project to the incremen-
tal cash outlays required by it, has gradually
supplanted the average-rate accounting measure.
In principle, the DCF rate of return (or internal
rate of return) is identical to the long-used finan-
cial measure for the effective yield to maturity on
a bond; that is, it is the rate at which the present
value of all incremental cash or equivalent
benefits expected from an investment is equal
to the incremental outlays required by that
investment.

Net Present Value

If a company has a correct estimate for the rate of
return that is required by the market on an invest-
ment with a given degree of riskiness, the DCF
return offered by that investment proposal pro-
vides an infallible guide to whether or not it
should be accepted. Exactly the same result can
be achieved by an alternative process: if the
present value of a project’s net cash flows,
discounted at its required rate of return, exceeds
the present value of the outlays it entails, then the
proposal should be accepted; that is, all proposals
that have a positive net present value should be
undertaken. Although both approaches yield the
same correct result for accept—reject decisions,
the net-present-value approach is a superior
one in two special situations. (1) Some invest-
ment proposals (especially those designed to
accelerate cash-inflows) have more than one
DCF rate of return solution. In such cases
(i.e. those with two or more positive solutions),
none is a correct measure of the project’s
expected profitability. (2) When more than one
proposal is acceptable by either standard, but
only one can be executed because the two are
mutually exclusive, the net-present-value
approach invariably provides a better answer to
the ‘which is better?’ question.
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The Required Rate of Return

Both the DCF approach and the Net-Present-
Value approach to investment decisions require
a correct estimate of the required rate of return
(or applicable discount rate) on the investment
outlay that is being assayed. A number of
increasingly sophisticated approaches to the
estimation of that rate (also known as the
appropriate ‘cost of capital’) have been devel-
oped. All such measures are now based on
observable rates of return demanded in the mar-
ketplace by holders of the debt and equity secu-
rities that jointly finance the assets of the
corporation. This rate, adjusted up or down for
any differential riskiness of the particularly pro-
ject that is being assayed, is now widely used as
the ‘hurdle’ that any proposal must pass in
order to be acceptable.

The rationale is a straightforward one. An
investment that yields a higher rate of return
than the market-determined cost of the funds it
requires, has a positive net present value; that
is, it creates wealth for the owners as well as
for society as a whole. That is how Adam
Smith’s ‘invisible hand’ gets translated into
practice.

See Also

Investment decision criteria
Present value
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Abstract

Capital controls can take many different forms
and are broadly defined as any restrictions on
the movement of capital across a country’s
borders. This article focuses on the debate on
the merits of capital controls for emerging mar-
kets and developing economies. It describes
the potential costs and benefits of capital con-
trols, focusing on the recent empirical literature
evaluating the impact of capital controls.
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Capital controls are any restrictions on the move-
ment of capital into or out of a country. Capital
controls can take a wide variety of forms. For
example, capital controls can be quantity-based
or price-based, or apply to only capital inflows,
only capital outflows, or all types of capital flows.
Capital controls can also be directed at different
types of capital flows (such as at bank loans,
foreign direct investment or portfolio investment)
or at different types of actors (such as at compa-
nies, banks, governments or individuals).

Most developed countries believe that the ben-
efits from the free movement of capital across
borders outweigh the costs, and therefore have
very limited (if any) capital controls in place
today. For emerging markets and developing
economies, however, there has been a long-
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standing debate on the desirability of capital con-
trols. Assessing the impact of capital controls is
complicated due to a number of factors, including
the various forms in which they can be structured.
This article discusses the recent debate on capital
controls, focusing on the theoretical arguments for
and against controls and the existing empirical
evidence on their impact.

History of the Debate

Throughout the 20th century, economists have
regularly expressed concerns about international
capital flows. For example, in the 1940s Ragnar
Nurkse worried about ‘destabilizing capital flows’
and in the 1970s Charles Kindleberger described
the role of capital in driving ‘manias, panics and
crashes’ (see Nurkse 1944; Kindleberger 1978).
When the world’s leading economies met at
Bretton Woods in 1944 to formulate rules
governing the international financial system, John
Maynard Keynes and other delegates debated the
role of capital controls. The resulting compromise
required that members of the International Mone-
tary Fund (IMF), one of the newly created interna-
tional monetary institutions, allow capital to be
freely exchanged and convertible across countries
for the purpose of all current account transactions,
but permitted members to implement capital con-
trols for financial account transactions. Most coun-
tries had capital controls in place at this time.
Over the following years, however, many
developed countries gradually removed their cap-
ital controls, so that by the 1980s most had few
controls in place. In the early and mid-1990s,
many emerging markets and developing countries
also began to lift their capital controls. The impact
initially appeared to be positive — capital flowed
into countries with liberalized capital accounts,
investment and growth increased, and asset prices
rose. In fact, support for lifting capital controls
was so widespread that in 19967 leading
policymakers discussed amending the rules
agreed to at Bretton Woods to extend the IMF’s
jurisdiction to include capital movements and
make capital account liberalization a goal of the
IMF. In mid-1997, however, a series of financial
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crises started in Asia and spread across the world,
appearing to disproportionately affect emerging
markets that had recently liberalized their capital
accounts. This series of crises sparked a
reassessment of the desirability of capital controls
for emerging markets and developing economies.

In a sharp sea change, many leading
policymakers and economists began to support
the use of capital controls for emerging markets
in some circumstances, especially taxes on capital
inflows. Much of this support was based on the
belief that controls on capital inflows could reduce
a country’s vulnerability to financial crises. From
2002 to 2005, several emerging markets (such as
Colombia, Russia and Venezuela) also
implemented new controls on capital inflows,
largely to reduce the appreciations of their curren-
cies. Over the same period, however, several large
emerging markets (such as India and China)
moved in the opposite direction and lifted many
of their existing controls.

Benefits and Costs of Capital Controls

The free movement of capital across borders can
have widespread benefits. Capital inflows can pro-
vide financing for high-return investment, thereby
raising growth rates. Capital inflows — especially
in the form of direct investment — often bring
improved technology, management techniques,
and access to international networks, all of
which further raise productivity and growth. Cap-
ital outflows can allow domestic citizens and com-
panies to earn higher returns and better diversify
risk, thereby reducing volatility in consumption
and income. Capital inflows and outflows can
increase market discipline, thereby leading to a
more efficient allocation of resources and higher
productivity growth. Implementing capital con-
trols can reduce a country’s ability to realise
these multifaceted benefits.

On the other hand, the free movement of cap-
ital across borders can also have costs. Countries
reliant on foreign financing will be more vulnera-
ble to ‘sudden stops’ in capital inflows, which can
cause financial crises and/or major currency
depreciations. Large volumes of capital inflows
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can cause currencies to appreciate and undermine
export competitiveness, causing what is often
called the ‘Dutch disease’. The free movement
of capital can also complicate a country’s ability
to pursue an independent monetary policy, espe-
cially when combined with a fixed exchange rate.
Finally, capital inflows may be invested ineffi-
ciently due to a number of market distortions,
thereby leading to overinvestment and bubbles
that create additional challenges. Capital controls
could potentially reduce these costs from the free
movement of capital.

Empirical Evidence on Capital Controls

Since capital controls can have costs and benefits,
evaluating the desirability and aggregate impact
of capital controls is largely an empirical question.
(See Eichengreen 2003, on the potential costs and
benefits of capital controls.) Not surprisingly, an
extensive literature has attempted to measure and
assess the effects of capital controls.

The most studied experience with capital con-
trols is the Chilean encaje — a market-based tax on
capital inflows from 1991 to 1998 so structured
that the magnitude of the tax decreased with the
maturity of the capital flow. Chile’s experience
with capital controls is generally viewed posi-
tively, largely due to Chile’s strong economic
performance during the period the controls were
in place. Empirical studies of the impact of Chile’s
capital controls, however, have reached several
general conclusions. First, there is no evidence
that the capital controls moderated the apprecia-
tion of Chile’s currency (which was the primary
purpose of the capital controls). Second, there is
little evidence that the controls protected Chile
from external shocks. Third, there is some evi-
dence that the controls raised domestic interest
rates (at least in the short term). Fourth, there is
some evidence that the controls did not affect the
volume of capital inflows, but did lengthen the
maturity of capital inflows. Finally, the capital
controls significantly raised the cost of financing
for small and medium-sized firms and distorted
the mechanisms by which Chilean companies
procured financing. The general conclusion from
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this work is that Chile’s strong economic perfor-
mance during the 1990s resulted from sound mac-
roeconomic and financial policies, not the capital
controls, and that the capital controls had both
costs and benefits. (See Forbes 2007, for more
information on this literature and the Chilean cap-
ital controls.)

A second major branch of literature examining
the impact of capital controls focuses on the
effects of lifting capital controls (that is, capital
account liberalization). The majority of this work
uses macroeconomic data, typically focusing on
how capital account liberalization raises eco-
nomic growth using cross-country growth regres-
sions. Prasad et al. (2003) is a detailed survey of
this literature and shows that, although several
papers find a robust, positive effect of capital
account liberalization on growth, other papers
find no significant effect, and most papers find
mixed evidence. This literature is generally read
as showing weak evidence that lifting capital con-
trols may have some positive effect on growth.

There are several explanations for the incon-
clusive results in this macroeconomic literature
assessing the impact of capital controls. First, it
is extremely difficult to measure capital account
openness and to capture the various types of cap-
ital controls in a simple measure that can be used
for empirical analysis. Second, different types of
capital flows and controls may have different
effects on growth and other macroeconomic vari-
ables. For example, controls on portfolio invest-
ment may be more beneficial than other types of
capital controls. Third, the impact of removing
capital controls could depend on a range of other
factors that are difficult to capture in cross-country
regressions, such as a country’s institutions, finan-
cial system, corporate governance or even the
sequence in which different controls are removed.
Fourth, capital controls can be very difficult to
enforce  (especially for countries with
undeveloped financial markets) so the same capi-
tal control may have different degrees of effec-
tiveness in different countries. Finally, most
countries that remove their capital controls under-
take simultaneously a range of reforms and
undergo structural changes, so that it can be diffi-
cult to isolate the impact of removing the controls.
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(For additional details on the challenges in mea-
suring the impact of capital controls, see
Eichengreen 2003; Forbes 2006; Magud and
Reinhart 2006; Prasad et al. 2003.)

Given these challenges in measuring the
impact of capital controls, it is not surprising that
the empirical literature has had difficulty
documenting their effects on growth at the mac-
roeconomic level. To put these results in perspec-
tive, however, the current status of this literature is
similar to the literature in the 1980s and 1990s on
how trade liberalization affects economic growth.
Economists generally believe that trade openness
raises growth, but most of the initial work on this
topic also focused on cross-country, macroeco-
nomic studies and reached inconclusive results.
At a much earlier date, however, several papers
using microeconomic data and case studies found
compelling evidence that trade liberalization
raises productivity and growth.

Similarly, recent work based on microeco-
nomic data has been much more successful
than the macroeconomic literature in docu-
menting the effects of capital controls. Forbes
(2006) surveys this new literature, which covers
a variety of countries and periods, uses a range
of approaches and methodologies, and builds on
several different fields. This literature has, to
date, reached five general results. First, capital
controls reduce the supply of capital, raise the
cost of financing, and increase financial
constraints — especially for smaller firms and
firms without access to international capital mar-
kets. Second, capital controls reduce market dis-
cipline in financial markets and the government,
leading to a more inefficient allocation of capital
and resources. Third, capital controls distort
decision-making by firms and individuals as
they attempt to minimize the costs of the con-
trols, or even evade them outright. Fourth, the
effects of capital controls vary across different
types of firms and countries, reflecting different
pre-existing economic distortions. Finally, capi-
tal controls can be difficult and costly to
enforce, even in countries with sound institu-
tions and low levels of corruption. Therefore,
this series of microeconomic studies suggests
that capital controls have widespread and
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pervasive costs, but has not yet provided signif-
icant evidence of the benefits of capital controls.

Conclusions

The debate on the effects and desirability of
capital controls is likely to continue and to
motivate new academic research. Most econo-
mists agree that countries should gradually lift
their capital controls as they grow and develop,
and that developed countries should have few
(if any) capital controls in place. Most econo-
mists also believe that the free movement of
capital can have widespread benefits, but that
in countries with weak financial systems, poorly
developed institutions, and vulnerable macro-
economies the free movement of capital can
also generate distortions and increase a
country’s vulnerability. As a result, emerging
markets and developing countries that currently
have capital controls should work to address the
shortcomings in their economies as they liberal-
ize their capital accounts. There continues to be
widespread disagreement, however, on the exact
sequencing of these reforms and the optimal
pace of capital account liberalization for emerg-
ing markets and developing economies.

See Also
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Capital Flight

Brendan Brown

This term describes the phenomenon of funds
fleeing across the national frontier in search of
greater safety. The driving forces behind capital
flight include actual or feared monetary instabil-
ity, confiscatory taxation, war and revolution.
Examples of the phenomenon can be found
through several centuries. A low level of liquidity
and high costs of international communication at
first limited the potential scope of capital flight.
The earliest ‘modern’ example was the largescale
movement of French funds to London during the
Franco-Prussian war. Capital flight has reached in
the twentieth century a frequency and importance
previously unseen.

The first major episode was the flight of capital
during World War 1 out of France, Italy and
the Central Powers, into the neutral countries —
principally Switzerland, the Netherlands, and
Sweden. The capital movements were ‘accommo-
dated’ to a large extent by speculators in the
neutrals buying the belligerent currencies at big
discounts to their theoretical gold pars in the hope
that large gains would be made once peace was
restored.

Defeat brought a new outpouring of capital
from Central Europe. Funds fled the Austro-
Hungarian crown out of fear that the Successor
States would ‘nationalize’ crowns on their own
territory — blocking a substantial share of private
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holdings and insisting on tax-registration before
converting the remainder into the new national
money. At first, buyers of the Austro-Hungarian
notes could be found in Italy’s new territories
(acquired from Austria—Hungary) in the expecta-
tion (correct) that the Italian authorities would
ultimately convert its new subjects’ holdings into
liras at a favourable rate. Then buyers appeared in
the form of tourists attracted in swarms to Vienna
during 1920-1921 by the cheap crown.

The flight out of the mark was at first driven by
fear that hurge taxes would be levied by the new
Republic to meet the internal and external costs of
defeat. After a brief respite in the last three-quarters
of 1920, capital flight got new impetus from the
gathering reparations crisis. The German govern-
ment was suspected of deliberately inflating to
demonstrate the ‘impossibility’ of paying repara-
tions, whilst the danger of a French invasion of the
Ruhr increased. Germany was again the source of
huge capital flight in the years 1929-1931, driven
this time by the spectre of political instability (from
mid-1929, the Nazi vote in elections rose strongly)
and of national bankruptcy.

The next major episode of capital flight was
from France. The fascist riots in February 1934,
then the prospects of a ‘Front Populaire’ govern-
ment coming to power (May 1935) and of a large
devaluation of the franc to reflate the economy,
unleashed a huge outflow of funds. The formation
of a Centre—Centre Right government under Dala-
dier in spring 1938 marked the turning point. In
the next 18 months, funds returned to France
despite the growing menace of war. For Britain
and the European neutrals (Holland, Belgium and
Switzerland), by contrast, spring 1938 marked the
start of a period of capital flight as funds sought
refuge in the USA. There were three great waves
and a final smaller wave between mid-1938 and
the end of 1939: autumn 1938 (Munich crisis),
spring 1939 (German occupation of Prague),
August 1939 (Nazi-Soviet Pact and invasion of
Poland) and November 1939 (feared invasion of
the Low Countries). The Bank of England
financed the outflows by undertaking massive
dollar sales.

Capital flight changed direction dramatically
as soon as France sued for an armistice (June
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1940). Investors in Axis Europe and in the
remaining European neutrals (particularly Swit-
zerland) feared that the USA would freeze their
funds and these were transferred into Swiss francs
or to Latin America. For the next decade, Swit-
zerland was the principal recipient of refuge
funds — which in the early post-war years came
largely from France. The USA was not regarded as
a safe-haven — not just because of its wartime
freeze of most foreign assets, but also because of
the cooperation of the US authorities with Euro-
pean governments in securing the repatriation of
flight capital.

In general, the postwar industrial world has
not been struck by the huge waves of capital
flight driven by political fears which marked the
years 1914-1940. The mid and late 1970s were a
period of large movements of flight capital, but
these were driven primarily by inflation. The
inflows to Switzerland from France, Italy and
Britain in 1976 reflected largely the high inflation
in these countries and the non-indexation of their
tax structures (particularly with respect to capi-
tal). During 1978, the spectre of high and rising
inflation in the USA caused international funds
to flee the dollar. Just when inflation fears began
to moderate following the turn in US monetary
policy of October 1979, a new fillip was given to
capital outflows from the USA by the freezing of
Iranian assets. Investors in much of the Third
World, particularly OPEC, feared that if revolu-
tion brought to power a government unfriendly
to Washington, their dollar assets might not
be safe.

In almost all the episodes of capital flight men-
tioned, foreign investors and creditors have
played a disproportionately large role. Foreign
capital is less tied down by ‘convenience factors’.
Domestic residents in general have less to lose
than foreigners from the introduction of exchange
restrictions. Whereas foreigners might not be able
to buy anything with frozen balances (except,
perhaps, tourist services), residents would be
able to use their funds freely on a normal range
of goods — albeit possibly curtailed by import
controls.

A general property of capital flight driven by
fears of future disaster is that it occurs in waves,
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not continuously. The wave-like motion reflects
discontinuous changes in the probability of the
possible ‘bad state of the world’ becoming reality.
News — a frequent cause of shifts in probability
assessments — is by its nature sudden. Alarming
new information causes investors to revise
upwards the share of hedge-assets (usually
foreign) in their portfolio. During the period of
portfolio-adjustment a wave of capital flight
becomes apparent. Once adjustment is complete,
the wave subsides. Under a floating exchange
rate system, the waves are sublimated into abrupt
fluctuations in currency values. The exchange
rate falls to a point where investors see sufficient
return on holding the ‘troubled’ money at
the margin to delay re-arranging their portfolio.
As trade flows respond to the exchange rate
change, the portfolio adjustment begins to take
place.

Capital flight can reach such a force as to cause
national bankruptcy (meaning that foreign credits
are frozen and exchange restrictions introduced).
For example, the official foreign exchange
reserves may have become exhausted; foreign
loans be impossible to obtain; interest rate rises
(which in principle might stem capital outflows)
be infeasible because they would intensify defla-
tion, increasing the risk of domestic political
tumult or bank failures; a downward float of the
currency be ineffective in strengthening the capi-
tal account because it gives rise to a wage—price
spiral or invites retaliation by other nations
concerned with ‘unfair’ competition in trade.
Governments sometimes pre-empt a forced bank-
ruptcy by coming to a ‘voluntary’ re-scheduling
arrangement with foreign creditors and imposing
a range of controls on domestic capital exports.
Such measures are costly. The country’s credit-
rating would be adversely affected for decades to
come. A tradition of economic and political liber-
alism might well be damaged irreparably. In some
respects, a liberal government which prevents its
citizens from protecting their wealth against the
coming to power of a dictatorship or against a
foreign invader is already in league with the
enemy.

The fear of forced bankruptcy is not the only
motive for government to seek to limit capital
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flight. Measures may be introduced as a ‘sop’ to
labour when economic policy is being tight-
ened. Alternatively, the authorities may hope
that the measures will raise the level of domes-
tic investment and employment of real wages.
A reduced degree of capital flight should mean
that interest rates can settle at a lower level. In
general, though, measures against capital flight
are largely ineffective, unless policed by
methods inconsistent with a liberal society.
Traffic in banknotes is one obvious loophole,
especially where the given country has land
frontiers and is a tourist centre. Other loopholes
include false invoicing in trade and compensa-
tion payments.

Such transactions often lie behind the large
negative ‘errors and omissions’ items in balance
of payments statistics for countries susceptible to
capital flight. They may also be responsible for
the positive ‘errors and omissions’ for the coun-
tries receiving flight capital. The positive errors
could reflect foreign hoarding demand for the
domestic currency (for example, Swiss franc
notes accumulated outside Switzerland) or
inflows of flight capital being hidden behind
domestic names for fear of freezing (for example,
much of the inflows to the USA in 1939-1940
were disguised behind US names and gave rise to
a large positive errors item in the US balance of
payments at that time).

Measures against capital flight might indeed
increase its extent. Domestic investors would real-
ize that they could not quickly raise the proportion
of foreign currency in their portfolio. Hence, if the
political and economic climate at home worsened,
they could be “‘underprotected’ for a long time. To
hedge this possibility, they might painstakingly
via available loopholes accumulate foreign hold-
ings to a level higher than justified simply by
present risks.
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Capital Gains and Losses

E. Malinvaud

Abstract

How capital gains and losses are distinct from
income raises subtle and unresolved issues.
Whereas national accountants measure income
as the sum of the value of production and net
current transfers, thus excluding stock revalua-
tions that change the level of wealth, Hicks’s
definition implies that expected stock revalua-
tions count as income. Such revaluations due to
inflation benefit net debtors but mean losses for
households. Irreversible environmental damage
and depletion of non-renewable resources are
often treated as capital loss, but great uncertainty
affects the estimation of consequences, render-
ing the emergence of an objective methodology
for economic decisions is particularly difficult.
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National accounting has made the definition of
capital gains and losses rather precise in practice,
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but fundamentally their distinction from income
raises quite subtle issues, about which great econ-
omists have long been wavering. Whenever it
becomes important, inflation gives to some of
these issues a fresh relevance. Much remains to
be learned, moreover, on how capital gains affect
economic behaviour and how the allocation of
resources ought to deal with the capital losses
resulting from current activity.

Definition

Although the reference books such as United
Nations (1969) are not explicit enough about this
basic notion, national accounting systematically
applies the following

AW =Y+CT+CG-C @)
where AW is the variation of wealth between the
beginning and end of the period under consider-
ation, Y is income, C7 the net capital transfer
received (gifts, bequests, capital taxes and subsi-
dies), CG the net capital gain and C consumption.
The identity applies to any agent or group of
agents. This identity may be taken as the de
facto definition of net capital gains (that is, gains
minus losses), to the extent that well- defined rules
are used for the flows ¥, C and CT, which appear in
the current accounts, and to the extent that wealth
is assumed to be unambiguously determined.

Looking carefully at the existing rules, one,
however, realizes that the distinction between
income and net capital gain is conventional to a
large extent. It is precisely on the choice of this
convention that some important questions about
the definition of incomes lie.

Chapter 7 of Fisher (1906) shows that defining
the concept of income was not an easy task for
economists. Fisher’s own preferred definition,
‘the services of capital’, may not seem quite
clear, but it can be identified with consumption.
This would make the whole of investment belong
to capital gains, a solution that was seriously
discussed by Samuelson (1961) but has hardly
any advocate today. At the other extreme, the
‘comprehensive definition of income’, also called
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the Haig—Simons definition, was proposed by
economists studying income taxes (Haig 1921;
Simons 1938); income would be equal to the
sum of consumption and wealth increase, thus
leaving neither capital gains, nor capital transfers
in Eq. 1. One now most commonly refers to the
definition introduced by Hicks (1939 p. 172), ‘A
man’s income is the maximum value which he can
consume during a week, and still expect to be as
well off at the end of the week as he was at the
beginning’.

National accountants, however, measure
income as the sum of the value of production
and net current transfers. Production is essentially
computed from physical outputs and inputs, val-
ued at current prices and aggregated. This means
that stock revaluations that explain part of the
change of wealth are not incomes but capital
gains or losses. Hicks’s definition, on the contrary,
implies that expected stock revaluations belong to
income. In Eq. 1 only windfalls would be true
capital gains. But whether the change of value of
an asset should be classified as expected or not is
most often not clear. (How long in advance should
it have been expected? Should an outside observer
be able to make sure that the asset holder had
expected the change?) The distinction between
expected and unexpected capital gains or losses,
however, remains essential in economic analysis.

Inflation

The most sizeable asset revaluations result from
changes of the price level. When inflation is
important, a good proportion of these revaluations
are, moreover, expected by all agents. Their
occurrence then plays a role in the determination
of the equilibrium of all exchanges and economic
operations, inducing in particular high interest
rates. On the other hand, the change of nominal
wealth becomes of little interest in comparison
with the change of real wealth; ‘real capital
gains’ should then be distinguished from nominal
ones. Hence, inflation perturbs the significance of
normal accounting rules; new measurements are
required for correct assessments of income flows
(Jump 1980).
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This applies first to business accounting, in
which reference to historical costs underestimates
physical assets and depreciation of fixed capital,
while it overestimates net returns from financial
assets. This explains the search for new or alter-
native accounting rules that would be better suited
in cases of fast inflation and would more correctly
draw the line between income and capital gains or
losses. This search went as far as the stage of
implementation in the United Kingdom (see
Walton 1978).

At the level of the whole economy, when the
rules of national accounting are applied, real cap-
ital gains and losses resulting from variations of
the general level of prices are important. Typically
they benefit enterprises and government, which
are net debtors, whereas they mean large losses
for households. When all these capital gains and
losses are imputed to incomes, on the ground that
they must have been expected, the current
accounts of firms and government appear substan-
tially more favourable, whereas sizeable redistri-
bution is also found as between groups of
households (see Bach and Stephenson 1974;
Babeau 1978; Wolff 1979).

The question has been considered whether
national account practices should not be revised
so as to better record true incomes in times of
inflation (see Hibbert 1982). A prerequisite is the
regular production of national balance sheets.
When this is done, important capital gains and
losses, due for instance to booms in real estate or
share prices, also appear beyond those due to
changes of the general price level.

Capital Gains in Economic Behaviour

Most econometric studies tend to neglect capital
gains as flows, although wealth and indebtedness
are often taken into account. The role of capital
gains on the consumption behaviour of house-
holds has, however, been studied. Up to now the
results have been rather inconclusive (Bhatia
1972; Peek 1983; Pesaran and Evans 1984).

In all likelihood the difficulty comes from the
fact that some capital gains are purely transitory,
whereas most of them have some degree of
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permanence, but this degree varies widely from
one to the other. A pure windfall is comparable to
an exceptional gift; accidental losses or war dam-
ages occur once for all, whereas capital losses due
to an inflation that is expected to last may appear
to be as permanent as interest incomes, even
sometimes as wage incomes. But to classify cap-
ital gains according to their supposed permanence
is far from being an obvious operation.

Gains on the value of corporate shares have a
permanent component following from the firms’
policy of retaining part of their profits. This is why
increases of retained earnings have been consid-
ered as likely to increase household consumption,
but not as much as an increase of permanent
income would, since the size of undistributed
profits varies a good deal with business conditions
(Feldstein and Fane 1973; Malinvaud 1986).

The problem becomes still more complex
when capital gains are correlated with cost
changes for items of household wealth. An
extreme case occurs when prices of residential
real estate increase: owners of houses make a
capital gain, but simultaneously the cost of hous-
ing increases by the corresponding amount;
whether houses are let or used by their owners, a
stimulating effect on real consumption is
doubtful.

Capital Losses, Conservation and
Welfare

The existence of capital gains and losses raises a
number of issues for the theory of allocation of
resources, for instance what should be the taxation
of capital gains (David 1968; Green and
Sheshinski 1978), or how best to organize insur-
ance against capital losses. But particular atten-
tion nowadays concerns the damages that
economic activity causes to the environment and
to reserves of exhaustible resources (Fisher 1981).

Not all environmental effects mean capital
losses; many of them are just externalities in the
normal course of economic activity. But irrevers-
ible damages to the forests, the soil or even the
climate must also be recognized and are usually
not recorded as consumption or as inputs to
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production. Depletion of non-renewable reserves
is similarly often treated as capital loss.

The detrimental effects of many of these losses
will appear mainly in a rather distant future.
Whether or not losses should be accepted — what
for instance should be the optimal speed of deple-
tion of natural resources — raises difficult ques-
tions of intergenerational equity, on which
economists have uncomfortably to enter the field
of social philosophy.

The problem cannot be discarded here on the
ground that proper discounting makes the distant
future negligible. Indeed, in the purest case, the
shadow discounted price of an exhaustible
resource is as high in the future as it is now, for
as long as the resource will remain used (Hotelling
1931). The remote future must then be taken into
account for present decisions.

It is moreover notorious that enormous uncer-
tainties affect the purely physical estimation of the
consequences involved. Neither the effects of car-
bon dioxide emission on the climate, nor the
existing reserves of fossil fuels, nor the future
emergence of appropriate technologies for the
wider use of renewable energy can be securely
assessed. Under such circumstances, the emer-
gence of an objective methodology for economic
decisions is particularly difficult.
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Capital Gains Taxation

William Gentry

Abstract

Capital gains taxation is the taxation of gains or
losses from owning assets, usually as part of an
income tax. Typically, tax systems measure
capital gains or losses upon realization so that
capital gains are taxed only when assets are
sold. These realization-based tax rules create
a number of behavioural incentives. Investors
have an incentive to maximize the value of tax
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deferral by delaying the sale of assets. Capital
gains taxes can also affect incentives for
investing in risky assets. The realization-
based tax rules also complicate the estimation
of the revenue consequences of changing the
tax rate on capital gains.

Keywords

Capital gains and losses; Capital gains taxa-
tion; Inflation; Tax base; Tax incentives for
saving; Tax planning; Taxation of corporate
profits
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Capital gains taxation involves the taxation of
changes in asset values, usually in the context of
an income tax rather than as a separate tax. Under
a pure income tax, these gains or losses would be
measured on a periodic basis (for example, annu-
ally) and would be adjusted for inflation. How-
ever, actual tax systems tend to deviate in several
important ways from this hypothetical treatment.
The most important of these deviations is that
capital gains are typically measured upon the real-
ization of the gain or loss rather than under accrual
accounting. The taxation of capital gains creates a
wide variety of incentive issues, especially given
the deviations between their tax treatment under a
pure income tax and their treatment under actual
tax rules.

Administrative Issues

While the concept of a capital gain or loss from the
ownership of an asset is straightforward, admin-
istering a tax on capital gains is a complicated part
in the income tax codes of most countries. The
primary difficulty arises from the challenge of
measuring the size of a capital gain or loss over
a specified period of time. This difficulty has led
to most capital gains being taxed upon realization
rather than as they accrue. The exceptions to this
general rule tend to be for relatively sophisticated
investors (for example, brokers) on assets that are
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relatively liquid and easily valued (for example,
publicly traded equities). Realization-based taxa-
tion means that taxpayers keep records of the
purchase price of assets, known as the basis in
the asset, and calculate the gain or loss as the
difference between the sales price and this basis
when the asset is sold. The basis in an asset can be
adjusted over time, with the most common type of
adjustment being for the depreciation allowances
accorded to depreciable assets.

An important issue in measuring capital gains is
whether the gain is adjusted for changes in pur-
chasing power created by inflation. Countries vary
in their treatment of capital gains created by infla-
tion. Most countries include the portion of the gain
that is due to inflation in the tax base, but a few
countries allow the asset’s tax basis to be adjusted
for inflation so that the tax base includes only the
real portion of the capital gain. A pure income tax
would allow for an adjustment for inflation, but
such an adjustment would be part of a system that
adjusted all forms of capital taxation for inflation.

In many countries, capital gains face lower
marginal tax rates than other sources of income.
Two rationales motivate these lower tax rates.
First, policymakers may want to encourage
investment in activities that generate capital
gains. Second, the preferential tax rates provide
an ad hoc method of adjusting tax burdens for
inflation in tax systems that do not index the
measurement of capital gains for inflation. These
preferential rates, which can include the exemp-
tion of capital gains from income taxation, often
depend on meeting a minimum holding period
(for example, preferential rates apply to ‘long-
term’ capital gains that are earned on assets held
for longer than one year) and may apply only to
specific types of assets (for example, gains on
corporate stock qualify for preferential tax rates
but gains on collectibles do not).

Another cumbersome feature of capital gains
taxation is the specific rules dealing with how
gains and losses offset each other. Typically,
these loss-offset provisions limit a taxpayer’s abil-
ity to use capital losses to offset other sources of
income. The motivation for these limitations is
that realization-based taxation provides taxpayers
with the option of deferring the tax on gains but
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accelerating the deductions for losses through a
strategy of holding on to appreciated assets but
selling assets with losses.

In terms of administration, Auerbach (1991)
and Auerbach and Bradford (2004) propose tax
systems that allow for realization-based tax rules
that would mimic the incentive and revenue
effects of accrual taxation of capital gains. Such
tax reforms would eliminate many of the compli-
cated incentive effects created by current admin-
istrative rules for capital gains taxation.

Incentive Effects

Taxing capital gains creates a variety of incentive,
or disincentive, effects. Since taxing capital gains
is typically part of a broader regime to tax capital
income, the tax on capital gains can affect incen-
tives to save. As a tax on capital income, the
capital gains tax reduces the return to saving,
which can have a theoretically ambiguous effect
on the level of savings in the economy. Of course,
since many countries provide preferential tax
treatment for capital gains compared with other
forms of capital income, tax policy towards capi-
tal gains often increases the return to saving by
reducing the effective tax rate on savings com-
pared with a regime without preferential tax rates
for capital gains.

Capital gains taxation can also affect incen-
tives for taking risk. A tax on capital gains from
risky investments reduces the expected return to
these investments, which one might expect would
discourage investment in risky assets. However,
the tax on capital gains also reduces the variance
in the payoffs to investing in risky assets and this
reduction in variance may encourage investors to
increase their investments in risky assets. The net
effect of the reduction in both the expected return
and the variance in returns may actually imply that
the theoretical effect of a higher tax rate on capital
gains is an increase in the amount of risk taking
(see Domar and Musgrave 1944). This result,
however, rests on the symmetric tax treatment of
gains and losses. When loss offset rules are imper-
fect, such that gains face a higher marginal tax rate
than losses, then the theoretical predictions are
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much more complicated and it becomes more
likely that the capital gains tax reduces the amount
of risk taking in the economy because gains face a
higher tax rate than losses.

The relative tax treatment of capital gains and
other forms of capital income can also affect
investors’ portfolio choices (see Poterba 2002;
Poterba and Samwick 2002). If capital gains face
lower effective tax rates, due to either preferential
tax rates or the ability to defer taxes by deferring
realization of income, investors may prefer to
invest in assets that are likely to generate capital
gains rather than assets that generate interest or
dividend income. In addition to affecting portfolio
decisions, the relative tax treatment of different
forms of capital income may also affect relative
asset prices and expected returns (see Klein 1999).

The realization-based feature of capital gains
taxation creates several tax planning incentives
(see Stiglitz 1983). By not selling an appreciated
asset, an investor can postpone paying the tax
liability on the associated capital gain. This defer-
ral of taxation reduces the discounted value of the
tax (assuming that the statutory tax rate will
remain constant in the future). This incentive to
delay the realization of capital gains is known as
the ‘lock-in’ effect since the tax liability that
would be triggered by selling an asset reduces
the incentive for investors to sell appreciated
assets and locks them into holding assets. In the
United States, the incentive to defer the realization
of capital gains is compounded by tax rules that
allow heirs to step-up the basis of appreciated
assets that they inherit, which eliminates the
income tax on capital gains on bequeathed assets.

In addition to incentives to delay the realization
of capital gains, realization- based taxation also
creates an incentive to accelerate the realization of
capital losses since these losses can reduce taxa-
tion on other types of income (though this offset is
possibly limited by loss offset rules) or capital
gains on other assets (see Constantinides 1983;
Poterba 1987; Auerbach et al. 2000). This pattern
of selective realization leads to the tax planning
advice that taxpayers should sell their losers and
hold their winners. In essence, realization-based
taxation provides taxpayers with an option of
whether to pay taxes, and it is typically more
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advantageous to exercise this option for assets that
have lost value.

While most of the incentives discussed above
deal with decisions made by investors, the tax
treatment of capital gains can also affect the sup-
ply of different assets. For example, corporations
may alter their payout policies in response to the
relative tax treatment of dividends and capital
gains. To the extent that capital gains face a
lower effective tax rate than dividends at the
investor level, corporations have an incentive to
retain earnings so that investors can recognize
income as capital gains rather than distribute earn-
ings as dividends. Retaining earnings due to this
tax rate differential does not necessarily imply that
it leads to an increase in corporate investment.
Instead of increasing investment, corporations
that eschew dividends can repurchase shares as
an alternative mechanism to distribute cash to
shareholders (see Green and Hollifield 2003).
These share repurchases allow investors to time
their tax liabilities since the decision to sell shares
back to the firm is discretionary and, for the share-
holders who sell, the income associated with the
transaction faces capital gains tax rates rather than
dividend tax rates.

Revenue Consequences

One of the more contentious issues surrounding
capital gains taxation is the effects of capital gains
taxes on government revenues. From the govern-
ment’s perspective, the incentive effects discussed
above create opportunities for lost revenue. While
the overall revenue effect of capital gains taxation
depends on the whole myriad of incentives
discussed above, much of the empirical literature
on this issue has focused on the capital gains real-
ization decisions of individuals. An important
empirical issue has been separating how capital
gains realizations respond to short-run fluctuations
in the tax rate (or anticipated changes in tax rates)
from how long-term realizations behaviour
responds to the tax rate (or the ‘permanent’
response to tax changes). Auerbach (1988) exam-
ines the time series evidence in the United States
and documents a large timing response of capital
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gains to anticipate tax rate changes but finds limited
evidence of a permanent response of capital gains
realizations to tax rates. Burman and Randolph
(1994) examine a panel of US household taxpayers;
their results also point towards a much larger tran-
sitory response than permanent response to changes
in capital gains tax rates. Taken together, these
studies cast doubt on the claim that reductions in
capital gains tax rates can be self-financing.

See Also
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Individual Retirement Accounts
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Taxation of Income
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Capital Goods

Harald Hagemann

Capital goods are a series of heterogeneous com-
modities, each having specific technical charac-
teristics. Outside the hypothetical case where real
capital consists of a single commodity, it is impos-
sible to express the stock of capital goods as a
homogeneous physical entity. As a consequence
of capital’s heterogeneous nature its measurement
has become the source of many controversies in
the history of economic thought.

The function of capital goods is production.
Unlike labour (‘in the raw”) and (non-cultivated)
land, capital goods are not given, they are them-
selves produced. Being an output as well as an
input, the size and variation of the capital stock are
intra-economic phenomena. Because real capital
is not an ‘original’ factor of production but is the
result of economic processes in which it partici-
pates as one of the determinants, the formation of
real capital or investment is the central channel
through which all other determinants, be they
technical progress, changes in labour supply or
the exploitation of natural resources, influence the
long-run development of an industrial system.

A distinction is normally made between dura-
ble or fixed capital, including not only plant and
machinery but also buildings and other essential
parts of the industrial infrastructure which are
used up only partially during the year, and circu-
lating capital, consisting of stocks of raw mate-
rials, semi-finished goods, etc., capital which is
fully used up during the production period and
must therefore be replaced in full.

Capital has at least two different aspects: cap-
ital as goods and capital as value. From a
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technological point of view, produced means of
production are a condition for the operation of any
social and economic system, once Smith’s early
and rude state of society is overcome. It was Marx
who emphasized that these necessary physical
instruments of production become ‘capital’ only
under the capitalistic rules of the game when the
means of production are separated from the
labourers and owned by the capitalists. Thus the
means of production possess a double aspect in
capitalistic societies: on the one hand ‘capital’ is
understood to mean the total of heterogeneous
goods and equipment designed for specific uses
(productive concept), on the other hand it is
regarded as a homogeneous fund of value and
source of “‘unearned’ income in the form of profits
(portfolio concept).

The value of the capital goods corresponding
to each system of production, even with a constant
technique, will change with income distribution
whichever the unit in which they are measured.
Current relative prices change when the rate of
profits or the real wage rate changes, so that the
same physical capital represents a different value
whereas different stocks of capital goods can have
the same value. Furthermore, only in long-run
equilibrium will a given stock of capital goods
have the same value whether it be determined as
the accumulated sum of past investment expendi-
tures or as the expected future net returns
discounted back to the present at the ruling rate
of profits.

Another way of measuring capital goods is in
terms of labour time directly and indirectly
required to produce them, the appropriately
dated quantities of labour compounded at the var-
ious given rates of profits. As the analyses of Joan
Robinson (1956), who called it ‘real capital’, and
Sraffa (1960) show, it is impossible to get any
notion of capital as a measurable quantity inde-
pendent of distribution and prices.

Whereas the individual is concerned with the
extent to which he owns capital goods as a store of
wealth and a source of income, society as a whole
is never faced with problems of buying or selling
capital goods against money or credit. Greater
output unambiguously requires a greater amount
of capital goods, given the degree of capacity
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utilization and technology. These additional capi-
tal goods can be provided only by a process of
accumulation or net investment.

Emphasis on the strategic role of the capacity
to produce capital goods in the domestic economy
plays a decisive role in the analyses of Fel’dman
(1928) and Lowe (1955, 1976). Both authors
take as their starting point Marx’s famous
two-departmental scheme of expanded reproduc-
tion, modifying it in an adequate way to include
all activities that increase the capacity of an econ-
omy to produce output in one sector. During the
Soviet industrialization debate in the late twenties,
Fel’dman formalized the notion that investment-
priority for the capital-goods sector was a precon-
dition for attaining a higher growth rate. Structural
incapacity to supply enough capital goods will
prevent a rise in the saving ratio from being fully
transformed into the desired level of investment.
But it has to be taken into account that a one-sided
preoccupation with this ‘Fel’dman constraint’ on
the investment capacity side may bring the ‘Pre-
obrazhenski constraint’ on the consumption side
into action. If the initial capacity of the capital
goods industry is just sufficient to replace the
worn-out machines, growth can only take place
as a result of a temporary reduction in the output
of consumer goods which may be impossible for
subsistence reasons. In this case a circulus vitiosus
will emerge.

The strategic role of the machine tools sector
and the compulsion to enlarge first the equipment
in capital goods industries were also dealt with by
economists discussing the growth and planning
problems of underdeveloped countries in the
Fifties and Sixties (see, for example, Dobb 1960
and Mathur 1965). Countries like India which
lack a self-sufficient machine tools sector can
speed up their transformation process by foreign
trade. The Fel’dman constraint would be binding
only if the domestic output of machine tools could
not be supplemented with imports.

The perception that there is a group of fixed
capital goods which hold the strategic position in
any industrial system like seed corn for agricul-
tural production, led Lowe to the conclusion that it
is useful to split up the capital goods sector in the
Marxian scheme of reproduction into two
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subsectors. In his ‘tripartite’ scheme of three ver-
tically integrated sectors, the first produces pri-
mary equipment goods or ‘machine tools’ which
are directly used for production in sectors I and
II. Sector II produces the secondary equipment
goods which are used as inputs only in sector II1
producing consumer goods, which means that the
capital stock in the latter is not transferable. Thus
sector I is the only one capable not only of pro-
ducing machines for other sectors but also for
itself; it is therefore a self-reproducible sector. In
Sraffa’s terminology, sector I represents the ‘basic
system’.

The sub-division of the capital goods group is
relevant for investigating the structural conditions
for steady growth and, even more, in addressing
questions of ‘traverse analysis’, when the problem
of structural change is moved to the centre of the
stage. The decisive problem that the economy
faces upon departing from a steady growth path
is the inadequacy of the old capital stock. The
dynamic traverse from one steady growth path to
another necessarily involves a change in the
whole quantity structure, especially the rebuilding
of the capital stock. The economy cannot change
output unless it first changes inputs, i.e. the capital
goods group must provide the commodities
demanded for changing the inputs to produce the
new output pattern. The production of machine
tools is the bottle-neck which any process of rapid
expansion must overcome. The key to a higher
growth rate lies in increasing the shares of sector
I. The same logic requiring that the system as a
whole first has to change inputs before it can
change output makes such an increase dependent
on the prior expansion of the capital stock of this
sector. Whereas in the two-sectoral Fel’dman
model this is only possible by a policy of putting
a larger proportion of new machine tools into the
production of more machine tools, in the Lowe
model an additional ex post transfer of machine
from sector II to sector I is possible, thereby
shortening the time of adjustment. Both models
come to the same result, namely that in order to
increase the growth rates of total output and con-
sumption output in the long run, at first a tempo-
rary fall in the growth rate of consumption output
is necessary.
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The neo-Austrian theory developed by Hicks is
characterized by a completely different treatment
of the durable means of production. In his
neo-Austrian model, a stream of labour inputs is
converted into a stream of final outputs
(consumption goods). ‘Capital goods are simply
stages in the process of production’ (Hicks 1973,
p. 5), i.e. they are regarded as intermediate prod-
ucts which don’t appear explicitly but are implied
and produced within each process of ‘maturing’ of
original inputs into the final product. Thus the
intertemporal aspect of production and consump-
tion is placed into the forefront of the analysis;
time is the essence of capital in the Austrian view.
By treating fixed capital as if it were working
capital, Hicks does not recognize the need for a
special machine-tools sector. There is no basic
product in this model. Hence, the production pro-
cess is not ‘circular’; the neo-Austrian approach
turns out to be a further variant of the production
theoretic paradigm of marginalist analysis, which
conceives of the production process as a ‘one-way
avenue that leads from “Factors of production” to
“Consumption goods™” (Sraffa 1960, p. 93).

It is precisely the focus on the adjustment
problems caused by the impact of technical inno-
vations that has led Hicks to his vertical represen-
tation of the productive structure. In contrast to
Leontief—Sraffa—Lowe systems, in Hicks neither
intersectoral transactions, nor therefore the effects
of innovation upon industrial structure, are
shown. Hicks sees the decisive advantage of the
Austrian method in its ability to cope with the
important fact that process innovations nearly
always involve the introduction of new capital
goods. This would lead to insurmountable diffi-
culties in the traverse analysis if capital goods
were physically specified because ‘there is no
way of establishing a physical relation between
the capital goods that are required in the one
technique and those that are required in the
other’ (Hicks 1977, p. 193). A similar explanation
is given by Pasinetti who develops his theory of
structural change in terms of vertically integrated
sectors. While conceding that the input—output
model gives more information on the structure of
an economic system at any point in time, he points
out that because of the change of input—output
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coefficients and the ‘breaking down’ of the inter-
industry system over time, the vertically inte-
grated model is superior for dynamic analysis
(see Pasinetti 1981, pp. 109—17). Measuring cap-
ital goods in units of vertically integrated produc-
tive capacity of the final commodity ‘has an
unambiguous meaning through time, no matter
which type of technical change, and how much
of it, may occur’ (p. 178).

Whilst it is true that a sectorally disaggregated
approach encounters difficulties when the effects
of innovations connected with the introduction of
new capital goods are studied, the price that
Austrian-type models have to pay for their linear
‘imperialism’ is rather high. Technical change
takes place at the industry level, a characteristic
which is completely washed out in vertically inte-
grated models. The industry-specific nature of
technical change also implies that, contrary to
Pasinetti’s assumption, rates of productivity
growth in the different vertically integrated sec-
tors cannot be thought of as being independent of
each other. How could the new capital goods be
produced without the old ones existing at the
beginning of the traverse? Thus the existence of
a basic system remains relevant, even when the
basic product(s) is(are) changing its(their) quality.
Innovations introducing new consumption goods
cannot be dealt with in a satisfactory way. All this
does not imply that the concept of vertically inte-
grated sectors is meaningless, on the contrary, it
can be very helpful as a complementary perspec-
tive. But it illustrates that input—output models
emphasizing intersectoral interdependencies
retain conceptual priority.

Fixed capital has two other important dimen-
sions: its degree of capacity utilization, and its
durability. Thus the choice of cost-minimizing
technique involves the choice of the ‘planned’
degree of capital utilization and the choice of the
economic lifetime of a fixed capital good. The
latter can best be dealt with on the basis of a von
Neumann—Sraffa treatment of fixed capital goods
(which contains Hicks’s neo-Austrian model as a
special case) as a joint part of the gross output,
thus identifying machines of different ages as
different commodities. To every technically pos-
sible lifetime corresponds a specific w-r relation



1304

which may slope upwards over some range for a
given truncation (in which case the prices of partly
worn-out machines become negative and prema-
ture truncation is advantageous), whereas the w—r
frontier is always downwards sloping. The analy-
sis of the choice of the optimal lifetime or trunca-
tion period shows that with constant or increasing
efficiency the maximum technical lifetime will
always be chosen, independently of income dis-
tribution. With decreasing or changing efficiency,
however, premature truncation may become prof-
itable (see Hagemann and Kurz 1976). A change
in the wage rate (rate of profits) will generally lead
to changes in the optimal economic lifetimes of
fixed capital goods. With more complex patterns
of the time profile of efficiency, the return of the
same truncation period at different intervals of the
rate of profits is possible, a phenomenon closely
linked to reswitching of techniques (see also
Schefold 1974).

See Also

Accumulation of Capital
Capital as a Factor of Production
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Capital Measurement

W. Erwin Diewert and Paul Schreyer

Abstract

Capital measures provide an indicator of wealth
and of capital services, the contribution of assets
to production. The wealth stock is the market
value of assets, whereas capital services are
measured in proportion to the quantity of past
investment, adjusted for the relative efficiency
of different vintages and capital goods in pro-
duction. Although the two measures of capital
are different, they are derived from a single
theoretical framework whose centrepiece is a
fundamental equilibrium relationship between
stocks and flows of capital. Index number the-
ory is used to guide the empirical implementa-
tion of stock and flow measures.
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Capital measures are constructed for two main
purposes: (1) to measure wealth (the market
value of assets) and (2) to analyse the role of
capital in production. Because capital is durable,
the value of using it in any given year is not the
same as the value of owning it. There are thus
different measures of capital depending on the
purpose of accounting. However, these different
measures should be consistently derived from a
single framework.

The scope of the discussion below is restricted
to fixed assets and land; we do not deal with
financial or intangible assets, inventories or envi-
ronmental assets.

Fundamental Relations Between Stocks
and Flows of Capital

In equilibrium, the stock value of an asset is equal
to the discounted stream of future rental payments
for capital services that the asset is expected to
yield, an insight that goes at least back to Walras
(1874) and Bohm-Bawerk (1888).

Let the price of an n-period old asset purchased
at the beginning of period ¢ be P!,. When prices
change over time, it is necessary to distinguish
between the observable rental prices for the asset
at different ages in period ¢ and future expected
rental prices. Let f! be the rental price of an
n-period old asset at the beginning ofzperiod .
Then the fundamental equation relating the stock
value of an asset, P!, to the sequence of rental
prices by age, {f;, :n =0, 1, 2,...}is:

Py =f, +1(1+)/(1+)f
FIL /(0 + )P,

. 3
+ A+ /A +M] s+
n=0,1, 2,...

ey
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where the i/, are expected rates of change of rental
prices that are formed at the beginning of period z.
For simplicity, it has been assumed that, does not
depend on the asset’s age. The term 1 + # is the
discount factor that makes a dollar received at the
beginning of period ¢ equivalent to a dollar
received at the beginning of period ¢ + 1. Thus,
the 1!, are one-period nominal interest rates where
the assumption has been made that the term struc-
ture of interest rates is constant. However, as the
period ¢ changes, # and i’ can change. The
sequence of stock prices {P,} is not affected by
general inflation provided that it affects the
expected asset inflation rates i/, and the nominal
interest rates 7/, in a proportional manner.

The rental prices {f/} are potentially observ-
able. In producer equilibrium, the ratio of any pair
of rental prices equals the relative marginal pro-
ductivity of the corresponding capital goods; see
Hulten (1990).

By successive insertion for different P!, (1) can
be transformed into:

Po=f+A+0)/A+MP, @
or
fo= 4 PO+ = (L4 )P ]
=[P, = (1+ )P, /A +)]; n
~0.'1, 2, 3)

Christensen and Jorgenson (1969) derived a
version of (3) for the geometric depreciation
model and end-of-period rental payments. Other
variants are due to Christensen and Jorgenson
(1973), Diewert (1980, 2005), Jorgenson (1989),
Hulten (1990) and Diewert and Lawrence (2000).

(3) represents the rental price or user cost of an
n-year old asset: the cost of using it during a
period is given by the difference between the
purchase price at the beginning of the period P,
and the value of the depreciated asset (1 + i')P!,_
= P!} at the end of period . Since this offset to
the initial expense will be received only by the end
of the period, it must be divided by the discount
factor (1 + 7).
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Depreciation, Asset Prices and User
Costs

Depreciation is typically defined as the decline in
asset value as one goes from an asset of a partic-
ular age to the next oldest at the same point in
time; see Hicks (1939), Hulten and Wykoff
(1981a, b), Hulten (1990), Jorgenson (1996)
and Triplett (1996). Define the depreciation
rates &', for an asset that is n periods old at the
start of period t as:

O, =1—[P,/P]; n=0,1,2,... 4

Thus, given {P'}, the period ¢ sequence of
{4!} is determined. Conversely, given {5/} and
the price of a new asset in period ¢, {P } is
determined.

1—dp)(1=0Y)...(1

( _5;71)1365 n
0, 1, 2,...

®

With expressions (5) and (3), the sequence of user
costs {/, } can be expressed in terms of the price of
a new asset at the beginning of period ¢, Pj,, and

{9,

Fr=4r) 7 (1=0h) . (1-0))

(147 = (1 +r)(1 = 9,)]P

=1+ [F+8,0+i)—iP,n=0,1, 2,...
(6)

Thus, given any one of these sequences, all of
the other sequences are completely determined.
This means that assumptions about depreciation
rates, the pattern of user costs by age or the pattern
of asset prices by age cannot be made indepen-
dently of each other. This point was first explicitly
made by Jorgenson and Griliches (1967, 1972).

Aggregation

Asset prices are relevant for the construction of
wealth measures of capital, and the user costs are
relevant for the construction of capital services
measures. Let there be N different types of assets
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and let the quantity of period ¢ investment in asset
i bel! with a sequence of asset prices {P;, ; } Then

the value of the period 7 wealth stock is:

Wi= Py 1P I P I
4+ .00
=1, 2,...,N. (N

To turn to capital services (we set aside issues
of capital utilization), the flow of services that an
asset of a particular age delivers is proportional to
the corresponding quantity of past investment.
The value of capital services for all ages of a
given asset class i during period ¢ using the

sequence of user costs {f; l} is:
9

Eff),i I +ft1,i 1572 +ff2,i 1§73

+...d
=1, 2,...,N. 8)

The value aggregates W! and S! can be
decomposed into separate price and quantity com-
ponents by standard index number methods, if
each new unit of capital lasts only a finite number
of periods, L. Define the period ¢ price, user cost
and quantity vectors, P!, f% and K} respectively, as
follows:

:|:01’ Iz"' thi|7ff
= |:f,1’ fl i’ "fzfl,ii|;K;
— ] —1 Il‘ 2 If—L—l], l
= , sl ;
1,2, )

Fixed base or chain indexes may be used to
decompose value ratios into price-change and
quantity-change components. The values of W}
and S relative to their values in the preceding
period, W', S™! have the following index
number decomposition:

Wi /wi 1=P,W(Pf L, P, KI', KY)
o’ (P LOPL KL KD
i: B ’ 7N'

(10)
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/S = PG, i KiL K)
(" fh KT KD
i=1,2,...,N.

(1)

where PV, P§ and QIV, OF are bilateral price and
quantity indexes respectively. In particular, Qf
measures the service flow of type i assets into
production. It is thus an appropriate measure of
capital input.

A functional form has to be chosen. For empir-
ical work, Diewert (1976, 1992) has shown that
the Fisher (1922) ideal price and quantity indexes
appear to be ‘best’ from the axiomatic viewpoint,
and can also be given strong economic justifica-
tions. The above index number approach to aggre-
gating over vintages of capital was first suggested
by Diewert and Lawrence (2000) and it is more
general than the usual aggregation procedures for
homogenous assets, which essentially assume that
the different ages of the same capital good are
perfectly substitutable so that linear aggregation
techniques can be used.

However, most researchers use an index num-
ber approach to form price and quantity aggre-
gates across different types of assets. The overall
values of the period ¢ wealth stock and capital
services are respectively:

Wt = PII)V,thl/V,t +P1£V,1QI2/V,1 +PgV,thV,t
+... (12)

S'=PYOY +PY'OY + PYIOY + . (13)

Akin to (10)—(11), the value aggregates W' and
S’ can be decomposed into separate price and
quantity components. Define the period ¢ price
and quantity vectors, P, PS' and K", K>
respectively, as follows:

Wt — W,t W, it Wit|. pS,t — Syt Syt Syt .
] L AN A T R S
KW = [KZV”, kY Kﬂ"];/«*" = [K‘f*’, K K}f,"}

(14)

The values of W and S’ relative to their values
in the preceding period, W' and §"', have the
following index number decomposition:
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W[/wt—l — PW(PW,I—l, PW’t, KW,[—I’ KW,I)
QW(PW,tfl PW,I KW’[71 KW,[),
(15)

St/St71 —_ PS(PS,tfl’ PS’I, KS,rfl’ KS,I)
QS(PS,tfl’ PS,I, KS,tfl’ KS,I);
(16)

where P”, P® and 0", 0° are bilateral price and
quantity indexes respectively. In particular, O°
measures the overall service flow of capital into
production.

Empirical Determination of Rates
of Return and Asset Price Changes

Rates of return # can be based either on a
balancing procedure or on market interest rates.
The balancing procedure postulates that the
value of capital services is equal to the value
of gross operating surplus as shown by the
national accounts plus the capital income of the
self-employed. A rate of return is then chosen so
that this equality holds. If market interest rates
are used, there is still a choice between ex ante
and ex post rates. Most empirical work on cap-
ital services has relied on an ex post balancing
procedure based on Jorgenson and Griliches
(1967, 1972) and Christensen and Jorgenson
(1969). However, empirical problems arise
when these methods yield highly volatile and
sometimes negative user costs of capital. The
debate has therefore continued — see Harper
et al. (1989), Diewert (1980, 2005) and
Schreyer (20006).

Possibilities for the choice of the asset infla-
tion rates i’ include using the ex post asset price
changes (consistent with the ex post, balancing
procedure for rates of return), forecasting ex ante
rates on the basis of ex post rates and assuming
that expected asset price changes are equal to
general inflation. The latter implies that the
term # — i in the user cost expression (6)
becomes a real rate of return that is simple to
measure and typically not too volatile. At the
same time, the procedure may induce a bias in
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user costs and capital measures if the prices of
different assets move with different trends and/or
if asset prices move very differently from general
inflation.

Empirical Determination of Rates
of Depreciation

Possibilities for determining depreciation rates
include a number of approaches. First, informa-
tion on market prices of assets of different age at
the same point in time can be used to derive
measures of depreciation. Empirical studies
include Hall (1971), Beidelman (1973), Hulten
and Wykoff (1981a, b) and Oliner (1996). The
literature has been reviewed by Hulten and
Wykoff (1996) and Jorgenson (1996). The second
approach uses rental prices for assets where they
exist, along with information on the rate of return
and on asset prices to solve the user cost Eq. (6)
for the rate of depreciation; for a review see
Jorgenson (1996). The third approach is based
on production function estimation where output
is regressed on non-durable inputs and past invest-
ment. The estimated coefficients of the investment
variable can be used to identify a constant rate of
depreciation. Empirical studies using this
approach include Epstein and Denny (1980),
Pakes and Griliches (1984), Nadiri and Prucha
(1996) and Doms (1996). The fourth method
relies on insurance and other expert appraisals.

The fifth method makes assumptions about the
relative efficiency sequence {f%/f}} and the ser-
vice life of assets, and then derives, via (1) and (5),
a consistent measure of the rate of depreciation.
For example, the one-hoss shay model of effi-
ciency states that an asset yields a constant level
of services throughout its useful life of L years:
fo/fo=1forn=0,1,2,...,L — 1 and zero
forn =L, L+ 1,L+2,.... Another example is
a model of linear efficiency decline, where the
sequence {f%/f¢} is given by f%/fo = [L — n]/
L for n=0,1,2,...,L — 1 and zero for
n=LL+1,L+2,....

The sixth method makes direct assumptions
about the depreciation sequence {P!,/P}}. The
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most frequent approaches are the straight line
depreciation model and the geometric or declining
balance model. Under the former, there is a con-
stant amount of depreciation between every vin-
tage: P\ /P, =[L—n]/L forn=0,1,2,...,L
and zero for n > L. Under the latter, which dates
back to Matheson (1910), there is a constant rate
of depreciation &, =6 forn =0, 1, 2, .... The
geometric model greatly simplifies the algebra of
capital measurement and has been supported
empirically through studies on used asset markets;
see Hulten and Wykoff (1981a, b). When there is
only information on the average asset life L, the
double declining balance method determines the
rate of depreciation as § = 2/[L + 1].

See Also

Capital Asset Pricing Model
Capital Theory
Depreciation

Total Factor Productivity
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Capital Perversity

Tatsuo Hatta

Neoclassical capital theory regards the interest
rate as the market price of the composite factor
‘capital’. In this theory the interest rate is equal to
the marginal product of capital, since the demand
curve for capital is its marginal productivity
schedule. Moreover, the theory assumes that cap-
ital obeys the law of diminishing returns just like
any other factor, so that its demand curve is
downward-sloping. In an economy where labour
is the only primary factor and constant returns to
scale prevail, this implies the following postulate:
as the interest rate falls, the capital — labour ratio
increases, which plays an important role in neo-
classical growth theory and in comparative static
analyses of interest rate determination.

Neoclassical capital theory also makes another
closely related postulate: as the interest rate falls,
the output-labour ratio increases. This postulate
does not explicitly use the concept of aggregate
capital. However, it too implies that ‘capital’
obeys the law of diminishing returns. For the
output—labour ratio can be raised only when
some input other than labour is increased behind
the scenes, and in this economy capital is the only
such input available.

Both postulates necessarily hold if output is
produced by labour and a single capital input in
a linear homogeneous production function, as in
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the Clark—Ramsey production function. Cam-
bridge economists, led by Robinson (19534,
1956), Champernowne (1953—4) and Sraffa
(1960), criticized these postulates, however, for
economies with heterogeneous capital goods, thus
kindling the so-called Cambridge controversies in
capital theory as surveyed by von Weizsédcker
(1971), Harcourt (1972), Blaug (1974), and
Burmeister (1980). Eventually, counter-examples
that appeared in Pasinetti et al. (1966) showed
irrefutably that both postulates can fail to hold in
such economies. These paradoxical phenomena
are called capital perversities. They showed very
clearly that ‘capital’ is different from other factors
in that diminishing returns do not hold for it even
in contexts quite free of aggregation problems.

In order to examine the first postulate for econ-
omies with heterogeneous capital goods, one has to
aggregate heterogeneous capital goods into a single
dollar value of capital. Such a measure could well
be specious, however, due to the index number
problem involved in the aggregation, the interest
rate affecting the prices of capital goods with dif-
ferent gestation periods differently. Since the sec-
ond postulate does not depend on a particular
aggregate measure of capital, it may appear a
more robust characterization of diminishing returns
from roundabout processes than the first. In fact,
the following proposition due to Burmeister and
Dobell (1970, Corollary 7.2) implies that the two
postulates are equivalent once a proper price index
is chosen for evaluating capital.

Suppose than an exogenous increase in interest rate

shifts one stationary-state production equilibrium to

another. Then, as long as the interest rate is positive,

the ratio of output to labour moves in the same

direction as the ratio of ‘constant-price capital’ to

labour, where the ‘constant-price capital’ is the

dollar value of the new capital input vector mea-
sured at the initial input price vector.

For this reason we will examine only the fail-
ure of the second postulate to hold.

Reswitching

Capital perversity was demonstrated via examples
of the so-called reswitching phenomenon; the
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simplest and most illuminating is Samuelson’s
(1966). He assumes that output this year is pro-
duced by applying labour inputs in three preced-
ing years according to the following production
function:

Y = y(x1,x2,x3), (1)
where Y is this year’s output level and x,, x,, and
x5 are labour inputs one, two and three years ago,
respectively. Let p, be the present value of the
wage rate ¢ periods prior to the production year.
Producers chose the cost-minimizing input vector
(x1, x5, x3) for the given output level under the
input price vector (p1, p», p3). Samuelson also
assumes free entry, so that maximized profit is
zero.

Now consider a steady-state economy where Y
is produced every year and prices are constant.
Then we have

pr=w-r', @

where w is the (constant) wage rate and 7 is 1 plus
the interest rate. Input and output variables for
each year may be shown as in Table 1. Each
column shows the total amount of labour
L applied in the entire production process that
year as

L:X1+X2+X3. (3)

As the macroeconomist sees it, this economy
as a whole produces Y every year by applying
capital inputs in the form of goods-in-process
and an amount L of labour.

Samuelson considered the case where the tech-
nology (Eq. 1) consists of only two techniques o
and f: o’s input vector (x;, x,, x3) for producing a
unit output is (0, 7, 0) and f’s (6, 0, 2). He showed

Capital Perversity, Table 1

1986 | 1985 | 1984 | 1983 1982 1981 1980
y X1 X2 X3
y X1 X2 X3
Yy X1 X2 X3
X X2 X3
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that # minimizes cost when the interest rate lies
between 50 and 100 per cent year, while o does so
otherwise. As the interest rate increases from zero,
therefore, the cost-minimizing technique switches
first from « to 3, and then back to . This phenom-
enon, that as the interest rate increases, a once-
abandoned technique becomes re-employed, is
called the reswitching of techniques. It is obvious
that when it happens capital perversity necessarily
occurs. In Samuelson’s case, for example, when
the interest rate is increased past 100 per cent,
technique f with Y/L = 1/8 is switched to o with
1/7, falsifying the second postulate. It can readily
be shown that at this switching interest rate the
first postulate also fails, even after the index num-
ber problem is removed.

What Causes Perversity?

Examples of reswitching had to be given for econ-
omies with discrete technologies, since it occurs
with probability zero in a smoothly substitutable
production function. But neither reswitching nor a
discrete technology is necessary for perversity
itself. Indeed, Hatta (1976) constructed an exam-
ple of a smoothly substitutable and linear homo-
geneous function of type (Eq. 1) that behaves
perversely.

To see how this might work, consider a gener-
alized version of (Eq. 1):

Y:y(-xl’x27-"7-xn)) (4)

where y is quasi-concave, linear homogeneous,
and differentiable. Then we have the following
proposition due to Hatta (1976), which was inde-
pendently hinted at by Solow (1975, p. 52):

For capital perversity to occur in Eq. 4 it must
have at least one complementary input pair. (A)
Equivalently, if all input pairs in Eq. 4 are
(Hicksian) substitutes, perversity cannot occur.

According to a standard Hicksian demand
rule (1946, ch. 3), (net) complementarity among
inputs can occur in Eq. 4 only if # is greater than 2.
Thus Proposition (A) implies that for perversity to
occur in Eq. 4, n must be greater than 2. When
n = 2, on the other hand, the economy has only
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one capital good, i.e., the one produced by the
labour input applied in the previous year. Propo-
sition (A) therefore implies that:

Heterogeneity of capital is necessary for per-
versity in Eq. 4. (B)

We now prove (A) for the case n = 3. The cost-
minimizing input vector for output level Y under
the input price vector (p1, p2, p3) is given by the
following set of input demand functions:

Xy = as(p1,prrp3.Y) s=1,2,3.

We assume that the interest rate is positive, i.e.,
r> 1. 5)
Noting Eq. 2 and the zero-degree homogeneity of
a, in the prices, the following must hold when cost
is minimized:
Xy = as(l,r,rz,Y) s=1,2,3.

In view of Eq. 3, therefore, the total labour move-
ment requirement in this stationary economy is

L=a (l,r,rz,Y) + az(l,r,rz,Y)
+ as (1, r,rz, Y)
By definition perversity occurs if the L necessary
to produce a constant Y every year is lowered
when the interest rate is raised, i.e., if

oL/0r < 0. 6)

Carrying out this differentiation, we obtain

OL
5 = (r—1apn+ 2(1’2 — 1)a3
+ (1‘2 — I‘)Clz3 @)
where
ay = day/ Op,.

This and Eq. 5 imply that OL/Or is positive if all
a,’s (i.e. Hicksian cross-substitution terms) are
positive. This in turn implies that for perversity



1312

to occur, there must be at least one complementary
input pair. Q.E.D.

For general n, Proposition (Eq. 6) is proved
similarly, since Eq. 7 generalizes to

n—1 n

r%zzz(;—s)(p,—ps)-ast.

s=1t=s+1

Now look at Samuelson’s example in the light of
(A). Assume that for given Yand given prices, f3 is
cost-minimizing. Now let p; increase, keeping p,
and p; constant. Eventually this will make f§ more
costly than o, so & will be employed. But o uses less
x3 than f5 in order to produce the same output, so the
rise in p; has caused a reduction in x3, i.e. pair (1, 3)
is complementary. Thus Samuelson’s discrete
model is consistent with our Proposition (A),
obtained for the neoclassical production function.

Hence perversity is simply one of the many
paradoxes caused by complementarity. The rea-
son why the Clark—Ramsey production function
always behaves well is now clear: it has only two
inputs, which must be substitutes.

Why Complementarity?

Why does complementarity cause perversity? Note
first that when n = 3 perversity cannot occur if
either the input pair (1, 2) or the pair (2, 3) is
complementary. Indeed, when n = 3 the following
stronger version of (A) holds: For perversity to
occur in Eq. 1, a;3 must be negative, i.e., the spe-
cific input pair (1, 3) must be complementary. (C)

Just as a complementary pair of consumption
goods can be regarded as a composite good, a
complementary pair of inputs (e.g. truck and
garage) may be treated as a composite input.
When a neighbouring input pair is complementary
in the production function (Eq. 1), therefore, that
function can be regarded as containing just two
inputs: one (composite) labour and a (composite)
capital. For example, when (1, 2) is complemen-
tary, the pair (1, 2) can be regarded as composite
labour. In such cases the production function is
essentially of Clark—Ramsey form and so
behaves well.

Capital Perversity

When (1, 3) is complementary, on the other
hand, the technology’s two (composite) inputs
(1, 3) and 2 cannot be ranked in terms of their
gestation periods. The two inputs can interchange
the roles of capital and labour for different levels
of interest rate, which explains why perversity can
occur in this situation. Observe that (1, 3) is also
complementary in Samuelson’s model with a dis-
crete technology, and the above explanation is
applicable to his model.

Proposition (C) can be extended in various
ways to the case where n > 3. For example, per-
versity never occurs if the structure of complemen-
tarity is such that the » inputs can be classified into
one composite labour and one composite capital.
Thus perversity occurs only if complementarity
creates a composite input that cannot be unequiv-
ocally ranked with another (composite) input
vis-a-vis their gestation periods. As Hatta (1976)
argues, Bruno et al.’s (1966) non-reswitching con-
dition can be interpreted in this spirit.

The proof of (C) is straightforward. Noting that
all+ra12+r2a13:03nda31+ra32+r2
ay; = 0, from the homogeneity property of the
input demand functions in prices, we can rewrite
(Eq. 7) as:

OL
&'5:(1—")'011-#("3—") a3
+ (1‘3 — r4) - ds3.

This implies that a;3 must be negative if perversity
occurs, since 7 is greater than 1 and a;; and a3; are
negative from the Hicksian demand rule. Thus
(C) is proved.

Conclusion

To construct models of growth and the interest rate
in an economy with heterogeneous capital— good
inputs, the concept of ‘capital’ is not at all neces-
sary: microeconomic production functions can be
specified directly in terms of the physical units of
those inputs. The main focus of the Cambridge
controversies in capital theory was rather on the
question of how well the simple Clark—Ramsey
production function can approximate the
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qualitative properties of a production economy
with heterogeneous capital-good inputs.

It was established through these controversies
that the monotonic relationship between
output—labour ratio and interest rate, a basic prop-
erty of the Clark—Ramsey production function,
fails to hold in a world of heterogeneous capital
inputs. Since this relation has nothing to do with
the index number problem, the fact that it breaks
down in a general model clearly contradicted that
part of neoclassical capital theory which was
based upon the Clark—Ramsey production func-
tion. This was a genuinely new finding that came
out of the capital controversies. As we have seen,
however, it is fully explicable within neoclassical
theory, being no more (and no less) than one of the
many intractable problems caused by the presence
of complementarity.

See Also

Capital Theory (Paradoxes)
Reverse Capital Deepening
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Capital Theory

Robert A. Becker

Abstract

Capital theory examines the special role played
by time in resource allocation studies. The
determination of the interest rate and func-
tional distribution of income as well as how
rational agents invest are analysed within
single- and multi-sector general equilibrium
frameworks. Here, agents exercise perfect
foresight over alternative consumption and
capital accumulation programs. Efficient pro-
grams are characterized. Representative and
multi-agent infinitely lived households are
studied. Equivalence principles link the
equilibrium programs and optimal paths. Het-
erogeneous agent models with borrowing con-
straints are reviewed. A behavioural model of
intertemporal choice is also compared to its
constant discounting counterpart.
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Introduction

Capital theory examines the special role played by
time in resource allocation studies. The determi-
nation of the rate of interest and the functional
distribution of income are considered along with
the development of criteria for evaluating invest-
ment decisions. Contemporary capital theory
focuses on the intertemporal choices undertaken
by rational actors within a general equilibrium
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setting where all prices and allocations are deter-
mined by market clearing. The central role played
by time is that producing goods and services to
supply future consumption requires withdrawing
some output from current consumption in order to
create the produced means of production, or cap-
ital goods, which enable future production to be
undertaken in conjunction with other factors such
as labour and land. That agents seek to make their
investment decisions rationally is taken as a fun-
damental premise of capital theoretic models. The
rationality hypothesis is implemented by assum-
ing that agents maximize a utility function over
paths of future consumption and that producers
maximize the present discounted value of their
profits. A specification of the degree of foresight
must be postulated together with an assumption
on which spot and futures markets are open for
trade. Consumption and investment decisions are
realized in a market equilibrium.

Dated Commodities and Prices

The classical general equilibrium model developed
over the last half of the 20th century by Arrow,
Debreu, McKenzie and their followers was suffi-
ciently abstract that it could model any number of
different economic activities by the device of
named goods: a commodity was specified by its
physical characteristics, date of availability, contin-
gent events upon which its availability depended,
as well as its location. For example, a consumption
good available now was differentiated from the
same physical commodity available at a different
date even if the location or contingent events were
the same at both dates. Capital theoretic models
focused on the pure role of time assume certainty
(no contingent events) and the same location. The
simplest models assume that there is just one con-
sumption good and that its characteristics are the
same at each point of time. Only the date of its
availability differentiates goods. These are the
deterministic models. Agents are supposed to exer-
cise perfect foresight over the paths of all relevant
variables in this case. Other models treat both time
and uncertainty by way of dated goods and contin-
gent events. Rational expectations about the future
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probability distributions of variables are assumed
to describe agents’ behaviour. The basic principles
and issues in capital theory are most easily
reviewed in the deterministic setting with risk and
uncertainty treated as a non-trivial extension of the
basic theory.

The classical general equilibrium model
assumes a finite number of commodities. In the
deterministic intertemporal setting this means
there are a finite number of dated commodities.
Consumers have a finite planning horizon; time
unfolds in discrete periods, =1, 2, ..., T. A finite
number of goods are available at each date,
indexed by i = 1, 2, . . ., N. This makes for NT
commodities. Consumers’ preferences are defined
over a commodity space contained in an
NT-dimensional Euclidean space. Similarly, pro-
ducers’ technology sets were defined in the same
commodity space. Competitive prices are
established through a market mechanism on the
presupposition that markets operate for all NT
commodities. The classic existence of equilibrium
and welfare theorems apply under appropriate
assumptions on the consumption and production
sectors as well as the relations between them. This
formal connection between intertemporal and
atemporal static general equilibrium theory offers
little that is new or special to capital theory. It is
the recognition that time places restrictions on
preferences and technologies that specialize the
abstract Walrasian model to the type more suited
to answering capital theoretic questions about
interest rate determination and the corresponding
division of the model’s output among its partici-
pating consumers and resource owners.

The distinguishing feature of capital theoretic
models is their focus on infinite horizon decision
problems. The motivation for this lies in the open-
ended nature of the economic problem. Econo-
mies do not have foreseeable ends and the prob-
lem of saving and investing for future
consumption seemingly goes on for ever, even
though all the decision makers know that our
planet’s time is limited. But that terminal date is
so far in the future that we might as well act today
as if an infinite horizon is a good approximation to
a very long but finite horizon. The theoretical
advantage of the infinite horizon is that it allows
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us to draw a sharp formal distinction between the
short and the long runs. The short run represents
the transitional time that model solutions follow,
whereas the long run constitutes the solutions’
properties as time runs towards infinity. The clas-
sical focus on the stationary state, or ‘long period’,
presumes there is a long run and that the economy
evolves towards it.

Frank Ramsey (1928) modelled infinite hori-
zons in a seminal article on optimal growth. He
argued that discounting by the planner was ethi-
cally indefensible. Ramsey’s modern followers
from Paul Samuelson to the present day have
studied both undiscounted and discounted
models. Von Neumann’s (1937) celebrated
model of capital accumulation at a maximum bal-
anced growth rate implicitly assumed an infinite
horizon. A balanced program occurs when each
type of capital good grows from one period to the
next at the same constant rate. By focusing atten-
tion on balanced growth paths, it would seem
reasonable that von Neumann understood those
programs might correspond to that model
economy’s long-run position. The infinite horizon
assumption has a long tradition in capital theory
and finance (for example, the consol bonds issued
by the United Kingdom; see Goetzmann and
Rouwenbhorst, 2005, for other examples).

This article concentrates entirely on the
discounted case and its connection to general
competitive analysis. The primary focus is taken
to be the one-sector discounted Ramsey model.
Capital theory is viewed as a branch of general
equilibrium theory. The masterful surveys by
McKenzie (1986, 1987) lay out the undiscounted
as well as discounted models for many capital
goods and multiple sectors in great generality.
His surveys also provide details on how those
models can evolve over time (the so-called turn-
pike theorems) as well as general comparative
dynamics results.

Ramsey (1928) formulated his seminal model
in continuous time. The models presented here are
cast in discrete time with periods r =1, 2, . . . .
This turns out to have some technical advantages
over continuous time modelling as well as expo-
sitional advantages as economic concepts are
more readily grasped by readers unschooled in
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the calculus of variations and its modern develop-
ment, optimal control theory.

Neoclassical Capital Theory: The
One-Sector Model

The Discounted Ramsey Optimal Growth
Model
Neoclassical capital theory is illustrated by the
properties exhibited in the discrete time
one-sector discounted Ramsey optimal growth
model (Ramsey, 1928). This model encapsulates
the fundamental consumption—investment trade-
offs that a decision maker considers when choosing
a consumption plan over time to achieve a maxi-
mum lifetime utility. The model is simplified in
many ways. There is a single decision maker, or
planner, acting over an infinite horizon. There is no
uncertainty or shocks that would make output
available in the future look like a random variable
when viewed from the present. The model exam-
ines an aggregated economy. There is a single
all-purpose consumption good produced using
capital goods (carried over from the previous
period) and fixed labour. The capital and consump-
tion goods available at each time are physically
identical and can be costlessly converted from con-
sumption to capital (and vice versa) at a one-to-one
rate. The planner decides how much to consume in
the current period and how much to save for next
period’s production. Capital depreciates entirely
within the period. It is circulating as it is used up
within the production period. Extensions to include
durable capital that depreciates at a fixed rate are
straightforward. The planner’s exogenously given
initial stock of capital produces goods available in
the first period. The planner obtains utility from
consumption at each time and maximizes the
discounted sum of future utilities. The discount
factor on future utility is a given constant.

The planner’s intertemporal optimization prob-
lem is:

sup > 6" 'u(c,) bychoiceof {c;, k11, (1)

t=1

subject to:
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ke <flkimy) fort=1,2,...; ¢, >0,
ki—y > 0allt; ko <k,
wherek > 0 is given.

@)

Feasible programs are sequences {c, ki—1 }
which satisfy (2). Assume u : [0, o0) — [0, 00)
is strictly concave, increasing, twice continuously
differentiable, u(0) = 0, and satisfies the Inada
condition: lim, _, ¢4#'(c) = co. The production
function f*: [0, co) — [0, o0) is strictly concave,
increasing, twice continuously differentiable,
f (0) = 0, satisfies limy _, o.f'(k) = 0o, and
lim; _, ..f"(k) < 1 (also called Inada conditions).
There is a maximum sustainable stock, b > 0, with
f(b) =band 0 < k < b. The discount factor, J,
satisfies 0 <8 < 1;6 = 1/(1 + 71), where i > Ois
the pure rate of time preference (or rate of impa-
tience). There is a unique optimal program,
{E,,E_l}foil. Its discounted utility sums, Y o,
0" 'u(z,) < oo. The optimal growth problem has
a time consistency property: The optimal
sequence {¢,,k_1},, has the property that
{EIH’E—IH}?; solves the optimization pro-
blem with objective starting at time
7, 30 0 u(e, ) , subject to ¢, 4o+ koo
<flky_ 1+ fort=1,2,...and k, = k. Calen-
der time is irrelevant: if the planner’s objective is
moved forward t periods and the initial capital
stock is maintained at the new starting time, then
the optimal capital and consumption sequence are
identical to the ones initiated at time t© = 0. The
reason for this is 7, 6 u(c, ) = ° 3%,
0" u(c,4.), which is multiple of (1) and the set of
feasible programs is unchanged. Hence, the opti-
mal solution is unchanged from the same initial
condition even though time has simply been reset
to start at .

The optimal program satisfies (Et,%,_l) >0
for each #. The Kuhn—Tucker necessary condi-
tions for an optimum, known as the Euler, or
no-arbitrage conditions, are:

3

for each r.

of’ (E,)MI(EHO =u'(c,),

If the planner’s horizon is a finite period, 7,
then (3) and the complementary slackness
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condition &' 'w/ (¢r)kr = 0 obtain. The latter
condition states capital’s terminal value is zero.
For the infinite horizon case of interest, it is natu-
ral to conjecture the transversality condition holds
as a necessary condition for optimality:

lim (37—7114/(57')%7' =0.
T—o0

“
This condition’s necessity can be formally
demonstrated in many problems. The conditions
(3) and (4) are also sufficient conditions for opti-
mality under the maintained hypotheses
governing the concavity of the single period
return function, u, and the production function, f.
Equation (3) expresses the unprofitability of
the ome-period reversed arbitrages developed
below. An arbitrage represents a feasible change
in the optimal path. Reversed arbitrages perturb
the optimum for finitely many consecutive
periods. Unreversed arbitrages change the optimal
path permanently from some given time on to
infinity. A necessary condition for an optimal
path is that no arbitrage increase the discounted
sum of future utilities above the optimal
discounted utility. The necessity of the trans-
versality condition can be interpreted as a type
of no-arbitrage condition for unreversed arbi-
trages which never return to the optimal path.
Suppose that the consumption and capital
sequences (E,,E_l) > 0 (for each f) are optimal
for the given initial capital stock. Then, the plan-
ner cannot increase utility by undertaking the
following activity: at time ¢ marginally increase
the capital stock to be carried to time ¢ + 1. This
costs the planner u'(c,) utils on the margin. Now
invest this extra capital to obtain f’ (E) additional
units of goods in period ¢ + 1 from the production
sector. Convert this additional income into con-
sumption at ¢ + 1 worth #/(¢,;1) utils on the
margin. This implies the marginal benefit of this
incremental investment measured at 7 + 1 isf’ (k)
' (Cr41). Now discount this by the utility discount
factor ¢ to place the marginal benefit at time ¢ +
1 and marginal cost at time ¢ in comparable utility
units. The marginal benefit cannot exceed the
marginal cost along an optimal solution to the
household’s problem. This is formally expressed
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by the inequality 9" (k,)u' (Cr+1) < ' (c;), for each
t. Since the capital stock at time ¢ is positive, then
this arbitrage calculation can be repeated for an
increase in consumption at time ¢ paid for by lower
consumption at time ¢ + 1. In this case, the
inequality is reversed and (3) holds.

This model has one special solution: it is
the stationary optimal program (c’, k), with
¢ =fik) — k" and Of'(K") = 1. By concavity
of f; this program has the property that k"~ solves
the problem max;o[df(k) — k]. This is a form of
the dynamic non-substitution theorem: the sta-
tionary optimal capital stock is independent of
the planner’s felicity function and depends only
on technology and the planner’s discount factor.
The equation Jf (k") = 1 is also the Euler equa-
tion for the programc; = c¢*andk; | = k” for each
t > 1. That is, if the initial capital stock is k*, then
it is optimal to maintain that capital stock for ever.
The program {c;,k;_, }Zl is constant, or station-
ary, over time. Hence the name: the stationary
optimal program (also called the steady state). In
the case 0 = 1 the steady state maximizes station-
ary consumption over all feasible stationary con-
sumption levels (it is the optimal stationary
consumption path) and is called the golden-rule
consumption level while the corresponding sta-
tionary capital stock is the golden-rule capital
stock. For the discounted case, 0 < 6 < 1, the
steady states are also known as the modified
golden-rule consumption and capital stock.

The optimal path of the infinite horizon prob-
lem with initial stocks k # & converges mono-
tonically to the stationary optimal program
(c", k), with ¢" = fik) — k" and of' (k") = 1.
For example, if 0 < k < k", then the optimal
capital sequence, {k_ }zl /k* . Moreover,
paths do not cross: if 0 < k < k' < k', then &,

— — ]
< k,, where {kH}H

stocks, &'. The convergence of the optimal path
implies it is bounded, and the transversality con-
dition holds as a necessary condition for optimal-
ity in this model. Conversely, a feasible program
satisfying the Euler equations and transversality
condition is an optimal program. The convergence
property of the optimal capital sequences is also
known as the turnpike theorem: the optimal

is optimal from initial
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capital sequence from any initial starting stock
converges to the modified golden-rule capital
stock. The corresponding consumption sequences
likewise converge (monotonically) to the golden-
rule consumption level. The turnpike theorem’s
conclusion suggests that there is a distinction
between the economy’s long-run steady state
and the short-run transitional dynamics that
describe how the economy approaches that sta-
tionary optimal program. One consequence of the
turnpike theorem is that optimal programs spend
infinitely many periods in any neighborhood of
the steady state. In that sense, the steady state is a
good approximation for the transitional dynamics
over long periods of time. The choice of the ana-
lyst lies in determining how small that
neighbourhood is, and hence how many periods
the economy is not ‘sufficiently close’ to the
model’s long-run solution.

The Canonical Example

The logarithmic utility, Cobb—Douglas produc-
tion economy 1is an important example of
Ramsey’s optimal growth problem. Many writers
refer to it as the canonical example of the
one-sector model since its solution is explicitly
found. The planner’s single period utility function
is u(c,) = In ¢, and the production function has
the Cobb-Douglas form f(x) = x* where 0 <
p < 1 is a technology parameter (it is capital’s
constant share of total income in a competitive
equilibrium setting). The Ramsey optimal growth
problem for this specification (and no deprecia-
tion) can be solved explicitly by a variety of
techniques (see Becker and Boyd, 1997, for one
such approach based on symmetry techniques).
The solution is described by the consumption
policy functiong(k) = (1 — 6,)k” and the capital
policy functionh(k) = opk”. At each date, the pol-
icy functions tell the decision maker how much to
consume and how much to save given the current
level of the capital stock, k. The optimal capital
and consumption sequences are given by iterating
the policy functions. Carrying out that iteration for
example leads to the explicit solution for the cap-
ital sequence:
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x() = (3,)" e s)

The capital and consumption policy functions
in this example have constant marginal propensi-
ties to save and consume, respectively. Solow’s
(1956) growth model postulated savings and con-
sumption functions of this type within a
one-sector framework with a Cobb—Douglas pro-
duction function in order to model the process of
economic growth. Solow also assumed exoge-
nous technological progress in the form of labour
augmenting technical change, whereby each
worker becomes more productive at an exponen-
tially growing rate. Solow aimed his model at
describing stylized facts of economic growth.
The model was not formally set up to reflect
microeconomic based optimizing behaviour at
the level of individual consumption—saving deci-
The canonical version of Ramsey’s
discounted model provides such a micro-
foundation for Solow’s descriptive theory in case
there is no exogenous technical progress.

Let k;, = x(k). The policy functions satisfy the
no arbitrage condition. Let ¢, = (1 — dp)k, ; and
cri1 = (1 — dp)k?, where k, is the capital stock at
time ¢. The no arbitrage condition is:

sions.

T Sp)kf
dcimr S(1—=6p)kt

= pk;Fl =f'(k:).

This solution can also be shown to satisfy the
transversality condition, which takes the form
here:

p—1gt—1
lim M =0.

t—00 Cy

Therefore, the policy functions tell us how to
find the optimal solution to this optimal growth
problem. The optimal policy functions have the
time consistency property as well.

The qualitative features of the optimal solution
also follow from the policy functions. The most
important observation is that the optimal capital
sequence is monotonic as can be shown by iterat-
ing the capital policy function. Notice that each
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optimal path converges to the unique positive
fixed point of the capital policy function, &,
where h(k") = k", which implies that:

K = (3p)T7.

This is the model’s modified golden-rule capi-
tal stock. If the positive initial capital is below the
modified golden rule, then the economy accumu-
lates capital and the sequence of optimal capital
stocks increases and converges to the modified
golden-rule capital stock. Similarly, the optimal
capital stocks decrease and converge to the mod-
ified golden rule when the starting stock is larger
than the positive fixed point. If the initial capital
happens to equal the modified golden-rule stocks,
then it will be optimal to maintain those stocks in
every period. Thus, the modified golden rule is a
steady state of the dynamical system:

kir = hik,) = opk?.

The corresponding consumption sequence is
also monotonic since the consumption policy
function is increasing in capital. The resulting
consumption sequence converges to the modified
golden-rule consumption level defined by:

"= (1—0op)(k")".

The convergence of the optimal capital and
consumption sequences illustrates the turnpike
theorem. The monotonicity property for optimal
capital sequences can also be viewed as a non-
crossing property: if k < K are two different
starting stocks, then h(k) =k, <k} =h(k') .
Continuing in this way we see that, when two
starting stocks are compared, the lower one
always provides less capital than the higher one
at any time along the optimal program.

The steady state’s sensitivity to the discount
factor is readily shown for 0 < ¢ < 1 for the
general discounted one-sector model. Let
k" = k'(9) denote the steady state capital stock
as a function of the discount factor. The condition
8f'(k"(8)) = 1 implies upon differentiation that
dk’/dd > 0. This comparative steady state result
means that a more patient planner (there is a
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marginal increase in discount factor) produces a
larger stationary optimal capital stock. Some
writers on capital theory call this the capital deep-
ening response to a change in the discount factor.
The corresponding result for the consumption
path ¢ () = fk"(9)) — k' (9) states dc’/dd > 0
as well. This is called non-paradoxical consump-
tion behaviour. Note that this comparative steady
state exercise does not compare the optimal pro-
gram starting from kK given the new discount
factor to the optimal stationary plan k~ for the
old discount factor. Comparative steady state
exercises merely compare the steady states before
and after a parameter change without evaluating
the economy’s transition path from one steady
state to another.

Comparative dynamics results are available for
the one-sector model which include studying the
transition from one steady state to another in
response to a parameter change. The planner con-
siders all feasible plans in response to a change in
one of the economy’s deep taste or technology
parameters. In particular, it is possible to compare
the optimal programs before and after the param-
eter changes. For example, if the planner’s dis-
count factor increases (or, equivalently, the pure
rate of time preference declines), then the planner
becomes more patient. If the planner’s discount
factor increases from ¢ to o/, with 0 <
0 < &' < 1, then the optimal capital paths starting
from the same initial capital stock satisfy the
conditions E/t >k, for each time — there is a
generalized capital deepening response because
the economy’s capital stock is increased at each
time. Indeed, the discount factor’s initial impact is
to increase the first period’s capital stocks at the
expense of first period consumption since the
initial capital stocks and first period output are
unchanged after the discount factor increases. As
the new consumption program converges mono-
tonically to a larger modified golden-rule con-
sumption level, ¢'("), it follows that eventually
(that is, in finite time) ¢,(0’) > ¢,(J) must obtain.
These comparative dynamics results are easily
verified for the canonical example with log utility
and Cobb—Douglas production.

It is interesting to note that the monotonicity
and non-crossing properties of the one-sector
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model are robust. For example, the concavity of
the production function can be relaxed while pre-
serving these qualitative properties. The produc-
tion function is non-classical provided there is an
inflection point, 0 < k; < b such that f”(k) > 0 for
k < kyand f"(k) < 0 for k > k;. Non-classical
production functions can arise in fishery models
when representing the production of a new gener-
ation of fish from the existing population. See
Becker and Boyd (1997, Chap. 5) for details on
the non-classical production extensions.

Generalizations of the one-sector model’s turn-
pike property (the convergence of optimal capital
sequences to the modified golden-rule stock) are
also available for some multi-capital goods
models, as found in McKenzie’s surveys. The
original turnpike theorem for many capital goods
models was conjectured by Dorfman et al. (1958)
in the von Neumann model framework without an
explicit consumption criterion. Radner (1961)
provides the first rigorous proof of a turnpike
theorem for a von Neumann style model with a
unique maximum balanced growth path and a
finite planning horizon. Radner’s theory evaluated
alternative programs from a given initial vector of
capital stocks according to a criterion based on the
value of those stocks in the program’s final time
period. As with Dorfman, Samuelson and Solow’s
model, Radner’s theorem did not apply to a
Ramsey-style planner with an objective based on
discounted utility. Radner’s value loss technique
for demonstrating the turnpike theorem did turn
out to apply to undiscounted Ramsey models as
well as some forms of the discounted model, as
summarized in McKenzie’s survey articles.

Another generalization focuses on the repre-
sentation of the intertemporal utility function.
Some recursive utility functions, which generalize
the time consistency property of the time additive
utility function, can be specified for concave pro-
duction models while retaining the qualitative
properties of optimal paths, such as capital mono-
tonicity. The basic notion of a recursive utility
function is illustrated below. The general theory
of recursive utility functions is exposited by
Becker and Boyd (1997).

Flexible time preference underlies many clas-
sic writings on capital theory — the agents discount
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factor depends on the underlying consumption
stream. Recursive utility functions are one family
of utilities that allow the steady state consumption
stream to influence the corresponding discount
factor. The brief development of recursive utility
theory given here is grounded in a re-examination
of the time consistency property of the planner’s
optimal choice in the one-sector discounted
Ramsey model.

The discounted additive utility function,
U, over infinite consumption streams ¢ =
{c1, ¢, ...} is defined by the formula:

o0

Ule) = Z 0 tu(e,)

t=1

where u is a bounded, strictly increasing, and
strictly concave function on [0, co) with 0 <
0 < 1 as before. The time consistency property
discussed above reflects the property that U is
recursive: the behaviour embodied in this additive
representation of utility has a self-referential prop-
erty, that is, the behaviour of the planner over the
infinite time horizon ¢z = 1, 2,. .. is guided by the
behaviour of that agent over the tail horizon t = T,
T+ 1, T+ 2,.. (for each T) hidden inside
the original horizon. For this additive utility func-
tion, recursivity means the objective from time 7+
1 to +oo has the same form as the objective
starting at time 7' = 0 (except for some time shifts
in consumption dates). Formally, U may be
rewritten as:

00 T
> 0 ule) =Y 6 u(cr)
=1 t=1

+6" > 8 ulenr),
t=T+1

where the last sum gives the utility of the stream
{¢r+1, ¢+ 2, -..}. The utility of the consump-
tion stream ¢ can be written as the function:

U(c) = u(cy) + 6U(Sce),
where S is the shift operator: S¢c = {cs, c3, ...}.

Let the projection operator, w, be defined by the
formula e = ¢,. The general notion of a recursive
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utility function is that the utility function U can be
written in the form:

U(e) = W(u(re), U(Sc))

for an appropriate real-valued function W defined
on [0, 00) x U, where U is the range of U. W is
called the aggregator function. For the additive
function, W(c, y) = u(c) + oy for y € U. There
are other examples of recursive utility functions.
The Epstein—Hynes utility function developed
below is generated by the EH aggregator
W(c, y) = (—1 +y) exp (—v(c)), where v is a
strictly concave, increasing function of ¢ with
v(0) > 0.

The general theory of recursive utility func-
tions provides a way to recover the utility function
U from specification of the aggregator. Intuitively,
U can be found by recursively substituting it into
the equation U(c) = W(u(me), U(Sc)). This sub-
stitution is performed by the recursive operator
Ty defined by:

(Tw (U°) (¢) = W (u(re), U°(Se)),

where U° is considered the initial seed in this
recursive substitution. For example, if v = 0,
the zero function that annihilates all consumption
streams, then the N — iterate of TW is:

(TH0) = W(ci,W(ca,...,W(cy,0) ).

The recursive utility function is the unique fixed
point of the operator 7y: The general theory pro-
vides conditions under which 7 has a unique fixed
point and the successive iterates TIVVV converge to
that fixed point independently of the choice of the
initial seed function, U°. Lucas and Stokey (1984)
first proposed the specification of utility functions
via aggregators and provided the basic theory of the
recursion operator for bounded aggregators when
consumption streams were elements of the set of all
real-valued non-negative bounded sequences.

The basic ideas in recursive utility theory are
readily illustrated for the case of the EH aggregator.
This yields an example where the planner’s utility
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function has flexible time preference and a recur-
sive structure. A planner whose preferences
over consumption streams is defined by the
EH aggregator can be shown by recursive substi-
tution to have the utility function U, which takes
the form:

Ule) = — i exp ( 3 v(co) ©)
=1 1

§=

where v : R, — R, is strictly concave, increas-
ing, and satisfies v(0) > 0. Equation (6) is known
as the Epstein—Hynes (EH) utility function after
the continuous time analogue from Epstein and
Hynes (1983); (6) was also studied in Epstein
(1983). The EH utility from the consumption
sequence’s tail, (c7+ 1, ¢+ 2, - - .), appears in the
last term of the following expression breaking
down the utility over the entire consumption
path into segments for the first 7 periods and the
subsequent periods:

Hence, the utility of the tail of the program is
just a time-shifted form of the utility of the orig-
inal program — this is the identifying characteristic
of a recursive utility function based on stationary
preferences.

The steady state conditions for this economy are
found by working out the no arbitrage conditions
for the optimal growth problem which maximizes
(6) subject to (2) and letting the consumption and
capital sequences be constant sequences. Then the
steady state conditions become:
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F1(6) = 1 /exp(v(c), ™
where k* is the aggregate steady state capital
stock. Since exp(v(0)) > 1 and ik :f(k*) ,
one can solve (7) for a unique long-run capital and
consumption level. The capital monotonicity
property holds for the optimal solution to the
problem of maximizing (6) subject to (2) when
the neoclassical production function satisfies the
concavity and Inada conditions for the discounted
Ramsey model (see Becker and Boyd, 1997,
Chap. 5, for a detailed proof and Beals and
Koopmans, 1969, for the seminal article on recur-
sive utility in optimal growth theory). In particu-
lar, if the initial capital stock is smaller than the
steady state stock, then the economy’s capital
stock increases at each time and converges to the
steady state; likewise, an initial capital stock
above the steady state leads to a declining capital
stock over time which converges to the steady
state stock. The non-crossing property also
obtains.

Equilibrium Equivalence Principles
The optimal growth model connects to the central
questions of the determination of prices, including
the rate of interest, and the functional distribution
of income, by way of reinterpreting the optimal
program as a competitive equilibrium for a fully
specified dynamic general equilibrium model.
This relationship is obtained by proving a version
of the fundamental welfare theorems for this econ-
omy. The traditional welfare theorems based on
finitely many goods must be adapted to the case of
infinitely many dated commodities. There is more
than one way to interpret the equilibrium model.
The first interpretation is one with perfect fore-
sight and a sequence of budget constraints, one for
each time. Prices are reckoned in units of current
consumption. The second interpretation links the
neoclassical model with Irving Fisher’s theory of
interest rate determination and emphasizes his
famous separation principle. The Fisherian equi-
librium model is also one where agents act with
perfect foresight.

At the core of either equilibrium model’s inter-
pretation is what Christopher Bliss (1975) called
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the orthodox vision of capital theory: an economy
accumulating capital will generate rising wages
and a falling rate of interest. Since capital
increases over time, labour—capital complemen-
tarity implies workers are more productive and
their wage rises. Diminishing returns set in and
the rental rate falls as so many early writers on
capital theory hypothesized in their verbal
models. One of Ramsey’s great contributions
was to provide a consistent mathematical model
of this story.

The PFCE Equivalence Principle

The competitive economy consists of an infinitely
lived representative household, or consumer sec-
tor, and a production sector. The representative
household’s preferences coincide with the Ram-
sey style planner introduced above. The represen-
tative household is derived for an economy with a
continuum of identical infinitely lived households
whose preferences coincide with the Ramsey style
planner. These households’ preferences and
endowments are identical. The total labour supply
of all households has unit mass. In a symmetric
equilibrium each household will take the same
action given the same endowment, so it is suffi-
cient to examine the decisions undertaken by a
representative household who is also taken as
supplying the economy’s labour services to the
production sector. The production sector’s pro-
duction function is the same as the one in the
corresponding optimal growth model.

The representative consumer forecasts
sequences of rental and wage rates to maximize
lifetime utility subject to a sequence of budget
constraints, one for each period. Formally, the
household sector solves for given {r,, w,},-, the
problem:

sup Z O u(c,)
P

by choice of the non-negative sequences
{ki—1,¢:},2, subject to:
ct+ki=w+ (1 +r)k-y forr=1,2,...
(3)
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and ky < k. Here k is the initial capital stock (the
same one as in the Ramsey optimal growth prob-
lem), 7, is the one-period rental rate on capital, and
w, is the wage rate earned by inelastically supply-
ing one unit of labour in each time period. The
prices r; and w; are reckoned in units of consump-
tion available at time .

The consumer’s problem has a no arbitrage
condition analogous to the one obtained in the
optimal growth problem:

o(1 +r)u'(cre1) = t/(c;) foreach t.

The transversality condition is necessary for
equilibrium programs as defined below. The com-
bination of the transversality condition and the no
arbitrage equation is also sufficient for a
consumption—capital sequence to solve the con-
sumer’s problem for a given profile of wages and
rental factors.

Producers take the rental rate as given and
solve the following myopic maximization prob-
lem for the production sector’s capital demand at
each time period:

supf(x) — (1 +r/)x.

x>0

Here, x denotes a level of aggregate capital; the
profit maximizing solution is denoted %, ;, the
planned capital demand at time ¢. It only depends
on the current rental rate, 7, The problem’s point
input—point output structure reflects the absence of
adjustment costs or other structural production
lags and the fact that all forward-looking
consumption—investment decisions reside in the
household sector. The necessary and sufficient con-
dition for a positive capital stock to solve the pro-
duction sector’s optimization problem at time ¢ is:

fd(ka) =147,
which uniquely determines k;_, in terms of 1 + r,.
The total capital income is (1 + r)k,_, = f'(k,_))

k1.
The wage bill is the residual ‘profit’ given by:

wy = fki—1) — (L4 ro)k,—y.
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Notice that w, = flk,_1) — f'(k,_1)k,—;. In the
Cobb-Douglas case with flk) = k°, then this
economy labour’s share of the total output or
national product, k¥, is 1 — p and capital’s
share is p. The total supply of goods in period t
is flk,_;) as a result of one-period profit
maximization.

Sequences {1 + r,, ws, ¢;, ki—1 },-, constitute a
perfect foresight competitive equilibrium (PFCE)
provided that:

(PFCE-1) {c; k—1},2, solve the consumer’s
problem given {1 + r,, w;},°;;

(PFCE-2) f'(k,_\) = 1 + r,, and

(PFCE-3) w, = flk,_) — (1 + r)k,_; for each
time ¢.

These three conditions yield via Walras’s Law
the materials balance condition, ¢, + k, = flk,_1)
for each ¢ and ky = .

The equivalence principle tells us that for this
dynamic economy the PFCE allocation is the
same as the Ramsey planner’s solution. Hence, a
PFCE allocation is an optimum and vice versa.
The argument is the no arbitrage conditions for the
equilibrium and optimal growth problems coin-
cide, and the respective transversality conditions
hold as necessary conditions in their respective
problems. The sufficiency of these conditions is
used to finish the proof.

A PFCE determines the functional distribution
of income as the payments to each productive
factor at each point in time. Labour receives its
wage and capital is paid its capital income. The
share of income received by each factor is a con-
stant and time independent when production is
Cobb—Douglas. The functional distribution of
income at each time also yields the representative
agent’s personal income by adding the two
source’s income at each time. Multi-agent models
differentiate the personal income an agent enjoys
at each time from the corresponding functional
distribution of income.

The Fisher Competitive Equilibrium Equivalence
Principle

The capital theoretic foundation for the present
value investment criterion is the Fisher separation



1324

principle derived from Fisher’s ‘second approxi-
mation’, which portrays the intertemporal
consumption—investment decision of agents as a
two-stage process. In the first stage, investment
opportunities are exploited to realize a maximum
value of initial wealth. The solution to the first-
stage problem is found by maximizing the net
present value over all feasible projects. Given com-
petitive prices (and implicit discount rates), all
agents whose intertemporal utility functions satisfy
a mild non-satiation requirement will be led to
choose the same wealth maximizing investment
projects. In the second stage, those agents take
their maximized wealth and access perfect capital
markets to borrow and lend in order to obtain the
most preferred lifetime consumption pattern.

The Fisher competitive equilibrium is the infi-
nite horizon analogue of the Fisher separation
principle. There is a single lifetime budget con-
straint; the savings—investment decision is sepa-
rated from the consumption decision. Consumers
maximize utility given their maximized wealth
obtained as residual claimants to the production
sector’s discounted profit streams. Discounted
profits are maximized within that sector. Letting
{r,} be the sequence of interest rates and
¢, =TI'_ (14+r,)"" the discounted price of
time ¢ consumption, define the profit function by
n(k,{re}) =max {337, q,[f (k1) — (14 70k ]
k() =k }

A sequence {r;, ¢;, k;}forms a Fisher competi-
tive equilibrium (FCE) if:

(FCE-1)  n(k,{r/}) = max{>_2, q,[f (ki-1)—
(14 k1]t ko = k};

(FCE-2) Consumers maximize . 6 'u(c;)
subject to  the  budget  constraint
Yot 4 = n(k {r}) + ks

(FCE-3) The market clearing condition ¢, =
fki—1) — k.1 holds.

Once again, by matching first-order conditions
and transversality conditions the sufficiency condi-
tions for the agents’ optimization problems imply
that the allocation {c, k;}in a FCE {r, ¢, k;}is an
optimum, and vice versa: given the optimal alloca-
tion {c, k;}, there is a sequence of interest rates
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such that the triple {r,, ¢, k,}forms a FCE. The
result is the Fisher equivalence theorem.

The twin equivalence theorems for the PFCE
and FCE models connect Ramsey’s theory of
optimal growth in an aggregate economy to Fish-
er’s theory of consumption and investment in an
intertemporal choice market model as well as to
Solow’s descriptive growth theory (the logarith-
mic utility, Cobb—Douglas production function
example has a constant marginal propensity to
save, as assumed in Solow’s growth model). The
qualitative properties of the optimal growth model
carry over to the two formulations of dynamic
competitive economies. In the case where the
initial capital stocks are smaller than the modified
golden-rule stocks, the capital monotonicity prop-
erty of the optimal program implies that the con-
sumption sequence increases, the sequence of
wage rates is increasing, and the sequence of
interest rates/ rental rates is decreasing. The ortho-
dox vision of capital theory holds for the
one-sector optimal growth model once the
dynamic equilibrium is interpreted by way of the
PFCE and FCE equivalence principles.

Many Agents
The equivalence principles for the discounted
Ramsey model postulate a representative agent.
The orthodox vision of capital theory carries over
to some forms of neoclassical capital theory when
many distinct agents replace the assumption of a
representative infinitely lived household. The intro-
duction of many distinct consumers raises interest-
ing questions concerning the determination of
equilibrium prices and the distribution of personal
(and factor) income both in short and long runs.
Frank Ramsey’s seminal contribution to opti-
mal growth also addressed the long-run, or steady
state, distribution in a competitive economy. He
conjectured that, with households having different
rates of impatience, the steady state equilibrium
would have very unequal income and wealth dis-
tributions. The most patient household would
enjoy the maximum sustainable consumption
(‘bliss’ in his conception) and all other households
would consume at a minimal level necessary to
sustain their lives. This was not a particularly new
idea at the time his paper was published. The
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notion that time preference differences operating
in a market economy might promote long-run
differences in income and wealth can be found
in the writings of such eminent economists as
John Rae in 1834 and in several books by Irving
Fisher beginning with his great work on the rate of
interest first published in 1907. The Ramsey con-
jecture can be examined in two distinct neoclassi-
cal settings. The first deals with a natural
extension of the optimal growth model to one of
Pareto optimal growth. Agents are allowed to
borrow and lend. The equilibrium version is anal-
ogous to the FCE set-up. Households have a sin-
gle budget constraint expressed in present value
terms. Here, long-run income distribution can be
extreme if individuals have different discount
factors — the relatively impatient ones receive
NO income. The second formulation is one of
temporary equilibrium where markets are
incomplete — households are forbidden to borrow
against their future labour income (each person’s
capital stock is constrained to be non-negative at
each time) and face a sequence of budget con-
straints, as in the PFCE model. In this setting, the
relatively impatient households consume their
wage income and the most patient household con-
sumes wage and capital income — a modern for-
mulation of Ramsey’s two-class society.

Pareto Optimal Growth with Many Agents
Suppose there are H households (2 =1,
2, ..., H) with one-period return functions u;, of
the type met in the optimal growth setting. Let ¢/
denote agent 4’s consumption at time ¢ and sup-
pose that each agent’s discount factor is the same
0 = oh with 0 < § < 1. Introduce welfare weights
A=, A ..., Ag) > 0and 27:1 A, = 1. Given
a weight vector A, the Pareto optimal growth
problem is to solve:

o0 H
sup Z Z o [(Yfluh (cf)] 9)
=1 h=1

H
wwmﬁo(§:¢>+h§f“ﬁﬂJ—L2ww

h=1

Cﬁl,kt,1 Zo,ko Sk,h: 1,2,
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The planner seeks a path of consumption for
each person and an aggregate capital path satisfy-
ing the constraints with the maximum weighted
discounted future utility. This problem can be
rewritten in an interesting manner.

Given a weight vector A, define on R, the real-
valued function u; as the following program’s
optimal value function:

c,ch > O}.

(10)
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If u;, is a concave, continuous, increasing func-
tion on [0,00), and twice continuously differentia-
ble function on (0,00), then u; 1is concave,
increasing in ¢, and continuously differentiable.
Note that the Inada condition u},(0) = 400 and
A, > 0 imply ¢" > 0 in the solution to (10) when-
ever ¢ > 0. This also implies u;/(0) = +oo holds.
Of course, if A, = 0, then ¢" = 0 in the solution to
(10).

The Pareto optimal growth model is then given
by the classic discounted Ramsey model:

sup Z 8 u(cr) (11)
P

subject to ¢tk <flk_),t=1,2,...,
¢ ki1 20,k <k

This problem has a unique solution under our
basic assumptions. The neoclassical optimal
growth model’s properties obtain for this Pareto
optimal growth model: the optimal aggregate con-
sumption and capital sequences are monotonic
and converge to the modified golden-rule con-
sumption, ¢, and capital, k". Notice that the
steady state capital stock and aggregate consump-
tion levels are independent of the welfare weights.
However, given ¢, the steady state allocations to
the various households do depend on those
weights by way of the solution to (10) with ¢ =
¢". Different weights will distribute the steady
state aggregate consumption differently. Con-
sumption is equally distributed in the steady
state if and only if the welfare weights are equal
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with Ah = 1/H. Along dynamic equilibrium paths
aggregate consumption growth also implies each
household’s consumption grows provided that
agent’s welfare weight is positive.

The preservation of the capital monotonicity
property in this Pareto optimal growth problem
suggests that the orthodox vision applies to its
equilibrium counterpart. It turns out that with
many agents the form of the equivalence principle
is more subtle than with a single, representative,
agent. The essential issue is the same problem that
arises with the classical welfare theorems in finite
dimensional commodity spaces — a Pareto opti-
mum may only be a competitive equilibrium with
transfer payments. Once this problem is handled,
the basic equivalence principles carry over to the
many agent case provided all households discount
future utility at the same rate. The orthodox vision
prevails.

The orthodox vision’s realization in the Pareto
optimal growth problem with equal discount fac-
tors does not extend to a model with heteroge-
neous agents and distinct discount factors. In this
case, the household with the largest discount fac-
tor is the most patient one. The modified golden-
rule capital stock, k*, is still well-defined. How-
ever, Le Van and Vailakis (2003) prove the Pareto
optimal capital sequence initiated at £~ converges
to it in the long-run — but it is not a constant
sequence: if the economy starts with the stocks &,
then it is optimal for the planner to deviate from
those stocks and only return to them asymptoti-
cally. The resulting optimal capital sequence can-
not be monotonic, although the authors show it
can be eventually monotonic. In part, this reflects
the fact that the households enjoy timevarying
consumption along their optimal path. The aggre-
gate consumption levels change over time, but the
first household emerges as the dominant con-
sumer in the limit. The heterogeneous agent
extension of the neoclassical representative agent
theory does not exhibit the orthodox vision.

The Ramsey Equilibrium Model

The Ramsey equilibrium developed in Becker
(1980) and reviewed in Becker (2006) interprets
Ramsey’s original long-run steady state conjec-
ture with heterogeneous agents in a modern
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fashion. The basic model is developed for the
case of agents with time additively separable util-
ity functions with fixed discount factors. Each
agent has a different discount factor, so one house-
hold is more patient than all the others. The tech-
nology is specified by a one-sector model with a
single all-purpose consumption—capital good as
before.

The general complete market competitive
one-sector model treats budget constraints as
restricting the present value of an agent’s con-
sumption to be smaller than or equal to the agent’s
initial wealth defined as the capitalized wage
income plus the present value of that person’s
initial capital. This allows us to interpret the
choice of a consumption stream as if the agent
were allowed to borrow and lend at market-
determined present value prices subject to repay-
ing all loans. Markets are complete — any
intertemporal trade satisfying the present value
budget constraint is admissible at the individual
level. The Ramsey equilibrium model changes the
budget constraint from a single one reckoned as a
present value to a sequence, one for each period.
Agents are forbidden to borrow against their
future labour income, so they cannot capitalize
the future wage stream into a present value. Mar-
kets are incomplete. It becomes crucial to track the
evolution of each person’s capital stock. This is
unnecessary in the complete market models when
all values entering the budget constraint are pre-
sent values.

The incomplete market structure shows itself
in an individual’s budget constraint. At each time,
a household’s available income is derived from
rental returns on its capital stocks, and its wage
rate (all labour is alike and inelastically supplied).
Expenditure at each time is for consumption
goods and for capital goods to be carried over to
the next period in order to earn rental income. The
borrowing constraint takes the form of a
non-negativity constraint on the capital stock
holdings in each time period. The formal con-
straint is analogous to (8) with superscripts
attached to individual consumption and capital
holdings.

The heterogeneous discount factor, incomplete
market economy, differs in another important
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respect: the operation of a borrowing constraint in
the individual household problems also breaks the
possibility of an equilibrium allocation arising as
the economy’s optimal allocation. The welfare
maximization approach favoured in the complete
market theory is inapplicable.

The Ramsey model has a unique stationary
equilibrium in which only the most patient house-
hold has capital. That agent also enjoys a labour
income. All other households consume their
wages and own no capital. The model’s dynamics
have some distinctive features when compared
with the capital and consumption monotonicity
characteristic of the representative agent neoclas-
sical model. The main results for the Ramsey
equilibrium model appear in a series of papers
beginning with Becker and Foias (1987). The
survey article by Becker (2006) reviews those
results as well as others in detail. Here, it is
enough to note that the Ramsey equilibrium
aggregate capital starting from an arbitrary distri-
bution of initial capital stocks eventually has the
capital monotonicity property in the case where
the production function’s elasticity of substitution
is greater than or equal to 1, a condition satisfied
by the Cobb—Douglas production function. In this
case, the orthodox vision of capital eventually
holds. If that elasticity of substitution condition
fails, then Becker and Foias showed it was possi-
ble for a two-period equilibrium cycle to exist; the
orthodox vision necessarily fails.

Behavioural Economics and Quasi-Geometric

Discounting

The discounted Ramsey model where the planner
discounts future utilities at a constant rate is the
fundamental dynamic model in macrodynamics
and economic growth theory. The time consis-
tency of the optimal plan, based on the stationarity
of the planner’s utility function (even in the gen-
eral recursive case) has been questioned by
behavioural economics researchers on the basis
of experiments and empirical evidence. For exam-
ple, Ainslie (1991, p. 334) states that a majority of
adults report they would rather have $50 immedi-
ately rather than $100 in two years, but almost no
one chooses $50 in four years instead of receiving
$100 in six years. If these individuals have
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stationary preferences, the mere passage of four
years calendar time should not change the ranking
of $50 in year four to $100 in year six if $50 was
preferred in the present to $100 in two years.
Thus, Ainslie concludes these individuals are
time-inconsistent in their intertemporal preference
ranking. Ainslie, as well as many others (notably
Laibson, 1997; also see the survey by Frederick
et al. (2002), for detailed summaries of the evi-
dence and related references based on works by
psychologists and economists) argue a different
discounting function that describes real human
behaviour better than the constant discounting
model. The quasi-geometric discounting model
developed below illustrates the simplest form of
an alternative discounting function that these
researchers argue better describes real human
intertemporal choices. The quasi-geometric
discounting function is an important example of
the hyperbolic discounting functions appearing in
behavioural discussions of time preference. The
time preference reversals reported by Ainslie can
be thought of as a criticism of standard discounted
utility models in much the same way as the Allais
paradox in risky choice experiments provides evi-
dence against the expected utility model.

The standard constant discounting model’s
discounting function is D(r) = 6’ ~ ', where 0 <
0 < 1is the discount factor and ¢ > 1. The function
D is also called the exponential discount function.
The quasi-geometric discounting model posits a
discounting function of the form d(f) = &’ ~ ',
where f > 0 is a parameter. The case
f = 1 corresponds to the exponential discount
function. If f < 1, there is short-run
impatience — the decision maker is willing to
save in the future, just not in the present. If
f > 1, then there is short-run patience — the deci-
sion maker is more willing to consume in the
future rather than the present. It is known from
the fundamental paper by Strotz (1955) that, if a
dynamic optimizing planner’s discount factor
does not have an exponential form, then the
resulting optimal solution found from maximizing
utility discounted to the present date will be time
inconsistent. Thus, a planner solving the problem
of maximizing the quasi-geometric utility
function:
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U(e) = u(cr)

+ Blou(cs) + 8%u(cs) +- -] (12)

subject to (2) will exhibit time inconsistency. The
solution {E,, ki1 }zl so found will change if the
planner is able to re-optimize at time 2. That new
o0

solution {E# %#,_1 }t s will have the property that
ky # E#z when k; = El# expresses the initial
condition for the second period’s optimization
problem. Put differently, unless the planner can
credibly commit to implementing the solution
found in the first period, the planner will
make another choice of optimal plans once period
2 is attained than the one originally found at
time 1. The time inconsistent solution found in
period 1 is really not an optmium as the planner
would not implement it when called on to do so
in the absence of a credible commitment to
that plan.

Phelps and Pollak (1968) proposed a different
way to arrive at a solution to the problem of
maximizing (12) subject to (2). Their approach
recognizes the planner must correctly anticipate
future actions. The choice of ¢, at some future date
t alters the planner’s capital stock and impacts the
choices of consumption levels for all times past ¢.
These impacts must be somehow considered by
the planner in the present when the optimal plan is
determined.

Phelps and Pollak imagined the planner as
really infinitely many planners, each a generation
that lives, saves and consumes over just one
period. The discount factor, J, measures impa-
tience; the parameter f reflects the degree to
which the current generation values future gener-
ations’ utility relative to their own utility. Perfect
altruism corresponds to the case f = 1 whereas
imperfect altruism arises whenever < 1. Later
writers, following Laibson (1997), interpreted the
generations as different selves, one for each time
period. In either interpretation, the planner acts as
if there are really infinitely many selves in the
infinite-horizon ~ Ramsey-styled  optimization
problem. Phelps and Pollak go on to argue the
Ramsey optimal growth problem should be con-
sidered as a game with the many selves as the
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players. A Nash equilibrium of this game consti-
tutes a solution to the planner’s problem in the
sense that no self (or generation) can improve its
payoff given the actions taken by future selves
(generations). Modern game theory research
published after Phelps and Pollak’s article sug-
gests that such a game might have many equilib-
rium points. One possibility is the Markov perfect
equilibrium concept. A Markov perfect equilib-
rium is time consistent. At time ¢, no histories of
past choices or measurement of the capital stock
are assumed to matter for outcomes beyond the
current value of the aggregate capital stock that is
presented to the self active at that moment. Other
equilibrium notions can be formulated to reflect
the game’s history as play unfolds over time.
Trigger strategies provide one way to do this. Of
course, a fundamental equilibrium existence ques-
tion arises for Markov perfect equilibrium as well
as those equilibrium concepts derived from the
selves adopting trigger strategies.

A Markov perfect equilibrium is represented
by a time independent capital policy function,
g(k), that the current self expects to govern all
future selves’ saving and capital accumulation
decisions. In this way, the aggregate capital
stock is expected to evolve according to the
dynamical system k;, = g(k,_;) with kg = k, the
capital stock endowment available at time 0. Note
that this function depends only on the currently
available capital stock. To solve the planner’s
quasi-geometric utility optimization problem is
to find such a policy function. Recall that a policy
function of this type characterized the solution to
the canonical version of the discounted Ramsey
model and reflected the underlying time consis-
tency property of the planner’s stationary utility
function. It is also a Markov perfect equilibrium in
the quasi-geometric case where ff = 1 and
u(c) = In ¢ with f (k) = £”. Of course, a major
technical problem is to show a Markov perfect
equilibrium exists in models where f§ # 1.
For the log utility, Cobb—Douglas production
model, a Markov perfect equilibrium has been
constructed in the quasi-geometric case with
B < 1 by Krusell et al. (2002). They showed that
there is a Markov perfect equilibrium with policy
function:
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K = g(k) = hou

_1fmufmw’

13)

a functional form that agrees with the canonical
example’s capital policy function when ff = 1.
Iteration of this capital policy function (13) from
the given initial capital stock produces a mono-
tonic aggregate capital sequence. The qualitative
properties of this particular Markov perfect equi-
librium in this parameterized quasi-geometric
model is the same as the qualitative properties of
the canonical discounted Ramsey model, even
though the two models’ quantitative properties
differ. For example, the two models have different
steady states. The similarity was noted in Barro’s
(1999) continuous time model; he dubbed this
similarity an observational equivalence result as
the two models could not be distinguished empir-
ically on the basis of their qualitative features
alone.

Efficient Programs

Programs which are optimal for the discounted
Ramsey model as well as its more general recur-
sive utility formulations have an important effi-
ciency property: there is no other feasible
consumption sequence that provides more con-
sumption in at least one period and as much in
any other when compared with the optimal con-
sumption path. This efficiency property can be
studied in capital accumulation models in its
own right as a minimal requirement for any rea-
sonable objective function. Considered on its
own, the efficiency criterion does not do much to
single out a specific course of action for the plan-
ner. However, it can be used to eliminate some
candidate optima without further reference to a
specific welfare function. Moreover, examining
efficient programs of consumption and capital
accumulation can be undertaken in models with
infinitely lived agents as well as models with
finitely lived, overlapping generations where the
economy evolves over an infinite horizon.

The interest in intertemporal efficiency stems
from Malinvaud’s (1953) seminal paper. He pre-
sented the first extension of Koopmans’ activity
analysis of efficient allocations in a static produc-
tion world to an open-ended economy with a
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recursive technological structure, such as the
aggregative one-sector model. He was also the
first to recognize that the analog of Koopmans’
profit conditions for characterizing an efficient
program had to be supplemented in an infinite
framework. This new terminal condition, the
transversality condition (seen in the above discus-
sion of the optimal growth model) was shown to
be sufficient for an efficient program satisfying the
profit conditions for an appropriate set of shadow
prices.

Efficient programs are discussed below for the
aggregative one-sector model. A sequence {c,}
satisfying (2) for some capital stock sequence is
inefficient if there is an alternative consumption
program {c| } satisfying (2) for some capital stock
sequence that offers at least as much consumption
in every period and more consumption in at least
one period. A sequence {c,}satisfying (2) for
some capital stock sequence is efficient if it is
not inefficient. The efficiency criterion ranks pro-
grams as either efficient or inefficient. The plan-
ner’s objective is to select an efficient program.
The efficiency criterion presumes that consump-
tion may never be satiated in any period. An
infinite number of efficient programs exists in
the discounted Ramsey model — for a fixed, finite,
time period 7, define a feasible program by con-
suming nothing for periods t =0, 1,...,7—1, and
letting the capital stock accumulate according to
the difference equation k; = f'(k;_1), with ky = k.
At time 7, consume the resulting f'(k7_ ;) and set
k7 = 0. For each time after 7, consume zero and
accumulate no capital. Such a path is efficient.
Since 7 'is arbitrary, there are infinitely many effi-
cient paths.

Efficient programs providing consumption in
every period also exist. One important example is
the path found by first solving for the combination
of consumption and capital stock which maxi-
mizes stationary (or, sustainable) consumption.
This program solves the problem max
{flx) —x :x € [0, b]}. The solution, denoted
k8, satisfies f'(k¥) = 1 and called the golden-rule
capital stock; the corresponding golden-rule con-
sumption, ¢®, is defined by the relation ¢ =
fk®) — k®. The interpretation is that if the
economy’s initial capital stock happens to equal
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the golden-rule stock, then it is efficient for the
planner to choose this stock for all time and main-
tain the largest possible stationary consumption.

The golden-rule pair (¢, k%) has an important
relationship to the problem of characterizing effi-
cient programs. The specific result is called the
Phelps theorem (see Phelps, 1966, p. 59). Itis a
sufficient condition for an attainable path to be
inefficient. A {c, k;} satisfying (2) also satisfies
the Phelps condition if there is an ¢ > 0 and a
natural number 7(g) such that for all 7>
T(e) , k, > k® + ¢. The Phelps condition is equiv-
alent to liminf, _, .k, > k°. Phelps’ theorem
states that a feasible program satisfying the Phelps
condition is inefficient. In particular, the path of
pure accumulation found by iterating k, = f'(k,_;)
for all ¢ with ky = k is inefficient as this program
converges to the maximum sustainable capital
stock. Any feasible program for which the capital
stocks converge to a stock larger than the golden-
rule stock is also inefficient. Note that such
a program would have the own rate of return,
f'(k—1) — 1 < 0 for all ¢ sufficiently large. In
particular, this would imply I f’(k,—1) — Oas
T — oo. It turns out that this is a general property
of inefficient programs, as shown by Cass (1972).
Intuitively, these inefficient programs have
shadow interest rates, r, = f'(k,_;) — 1 that are
negative (no market mechanism is identified
in this discussion, so the interpretation of
f'(k,_1) — lis provisionally made as a shadow
price). It is reasonable then to presume that pro-
grams with positive shadow interest rates for all
time are efficient. The precise criterion that is
necessary and sufficient to characterize inefficient
programs was identified by Cass (1972). He pro-
ved his result with additional curvature assump-
tions on the production function (which restrict
the rate of change of capital’s marginal product as
capital accumulates, or decumulates) as well as
assumed f'(0) < oc. His theorem states that a
feasible path is inefficient if and only if:

00

> |:51_111f/(ks—l):| < 0.

t=1

Notice that if a path satisfies this Cass condi-
tion, then IT,_,f"(k,—1) — 0 as ¢t — oo, which is
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the Phelps sufficient criterion for inefficiency.
Cass interpreted his condition as saying that the
term IT,_, ' (ks_1)goes to zero ‘sufficiently fast’.
The term IT!_,f'(ks—1) represents the shadow
future value of a marginal unit of capital in period
0. The Cass criterion’s necessity then asserts that
for an inefficient program, the future value of a
marginal unit of capital at time 0 is bounded from
above. This implies that the terms of trade from
present to future never become very favorable
(Cass, 1972, p. 207). General forms of the Cass
criterion for one-sector models are discussed in
the survey by Becker and Majumdar (1989) as
well as additional applications to overlapping
generations models and interpretations of these
conditions for decentralized planning mecha-
nisms. The survey by Tirole (1990) focuses on
the connection between the Cass criterion for
inefficient programs and the potential for the
shadow prices associated with efficient programs
to exhibit a type of bubble whereby the shadow
market price of a unit of capital differs from its
present discounted value of future shadow rental
returns.

Controversies and Critiques

Neoclassical capital theory has long been contro-
versial. The famous Cambridge Controversies
about whether or not the one-sector neoclassical
model’s properties were either sensible, or could
be generalized, produced a substantial literature.
See Birner (2002) for a thorough review of both
sides’ positions. Earlier references include
Harcourt (1972), Bliss (1975), and Burmeister
(1980). A few key points are noted here.

The debates centred on whether or not there
really is something called aggregate capital,
whether or not it could be measured indepen-
dently of the establishment of an equilibrium
interest rate, and whether or not an increase in
the steady state interest rate necessarily reduced
steady state capital.

Bliss (1975) argued that aggregating capital
was not more difficult than aggregating any
other collection of commodities. It was enough
to place a partial order on a vector of capital goods
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defining one vector of capital goods to be at least
as much as another vector. Standard utility func-
tion existence theorems would imply the exis-
tence of a continuous, real-valued, order
preserving functional representation that could
be interpreted as an aggregate capital good.
Burmeister (1980) gave conditions under which
a generalized steady state regularity condition
applied to a many capital goods model permitted
theorists to construct an aggregate capital stock
and aggregate production function with the
desired neoclassical properties (at least across
steady states). It should also be noted that there
are models where there is a natural measure of an
aggregate capital stock in physical terms. For
example, the capital stock in renewable resource
theories such as ones arising in fishery models
measures the fish population as a biomass: the
mass of living organisms present in a population
at a particular point of time. Biomass can be
measured as either a weight or as so many calo-
ries. Its measurement does not depend on any
prices or other quantities that might be established
only in an equilibrium. Of course, this is a special
situation.

One practical way of arriving at a measure of
aggregate capital is to compute its capital value.
This can be done by multiplying the prices of the
various underlying capital goods times their
respective quantities. Presumably, these prices
represent these capital goods’ discounted future
returns (for example, monetary or cash flows).
Capitalization of future payments requires an
interest rate (or a term structure of interest rates
in case the rate of interest varies over time). It
follows that capital value cannot be computed
independently of the determination of prices.
Critics of neoclassical theory stressed this issue.
Modern equilibrium models establish the determi-
nation of capital goods prices and interest rates in
an equilibrium configuration, for both the short
and the long runs (this is one task solved by
equivalence principles in many capital goods
models, when those results are available).

The comparative steady state result for the
one-sector neoclassical model is that the steady
state capital stock, k(d), viewed as a function of
the discount (long-run interest) factor 6 ', has the
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property dk/dd > 0. The famous reswitching con-
troversy attacks the generality of this result. In
multi-sectoral models (even with aggregate capi-
tal) the choice of steady state production tech-
niques can give rise to a particular capital-labour
ratio arising from two different long-run interest
rates.

The Cambridge controversies highlight the
special features of the one-sector neoclassical the-
ory. Those arguments concentrated on comparing
steady states and either ignored or downplayed the
role for transitions from one steady state to
another in response to an exogenous change in
an economy’s deep taste or technology parame-
ters. The debate also largely ignored the accumu-
lation programs that flowed from the planner’s
decision when starting with initial capital other
than the steady state level. The more dynamic
view of modern capital theorists emphasizes the
full dynamic possibilities open to the planner.

The orthodox vision applied to an aggregative
economy portrays saving and consumption activ-
ities undertaken within the private sector as pro-
moting a path of accumulation tending towards a
steady state. When the economy’s capital stock is
initially smaller than its stationary level there is
growth, and the rate of return on capital falls over
time. This portrait of capital accumulation is con-
sistent with the dynamics of the one-sector Ram-
sey optimal growth — perfect foresight equilibrium
model provided there is a representative house-
hold whose preferences are taken as the planner’s
objective.

Bliss (1975) criticized the orthodox vision for
models with many distinct capital goods as a
single rate of interest could not be defined, and
therefore the idea that growth accompanied a
declining rate of interest made no sense. Subse-
quent research has shown that, even in aggregate
capital Ramsey optimal growth models with a
well-defined interest rate, the economy might not
follow the orthodox vision provided there were at
least two sectors producing a consumption good
distinct from the capital good. The problem was
that optimal cycles or even chaotic trajectories
could emerge with a sufficiently impatient planner
(see Boldrin and Woodford, 1990). Heteroge-
neous discount factor models also turn out to
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differ fundamentally from the representative agent
theory, even in the classical one-sector case. The
orthodox vision will only apply to some econo-
mies when there are heterogeneous discount
factors.

The Cambridge controversy focuses on the
difficulties of aggregating different types of capi-
tal and consumption goods. There are also diffi-
culties inherent in interpreting results obtained for
representative agent economies. The failure of the
orthodox vision noted above is one such example.
There is another, perhaps more fundamental, crit-
icism of representative agent-based capital theo-
ries. The conditions under which the many
different individuals populating a model
economy’s preferences might be aggregated so
that the economic theorist can study the model as
if there is a single, stand-in, representative agent
are so restrictive as to make conclusions drawn
from single agent models flawed on logical
grounds alone. See Hartley (1997) for a detailed
discussion of the representative agent controversy.

The idea of a representative agent economy
such as the Ramsey model is that the aggregate
activity in the economy generated by many dif-
ferent consuming and producing actors can be
understood as the activity of a single entity, the
representative agent, which acts exactly like each
of the consuming and producing actors. By study-
ing the microeconomic behaviour of those indi-
viduals we can also find the behaviour of the
representative agent, and vice versa. However,
the argument is made that, even if the micro-
foundations of each agent are well understood, it
does not follow that their aggregate behaviour is
explained by the representative agent that behaves
exactly like them. Micro-behaviour need not
translate into macro-behaviour of the same type.
For example, the representative agent Ramsey
model’s capital monotonicity property holds up
in the welfare optimum version of the many agent
theory when agents have the same discount fac-
tors, but different one-period utility functions and
possibly different initial capital stocks. The plan-
ner whose preferences are represented by the wel-
fare function (11) does not give rise to the exact
same behaviour as that of each of the individual
agents’ preferences underlying it — individual
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consumption sequences differ from the aggregate,
although they behave qualitatively the same (for
example, they are monotonic). This distinction is
even more pronounced in case agents also have
different discount factors — the impatient agents’
consumption tends to zero while the most patient
one’s consumption remains positive for all time.
The aggregate consumption evolves over time in a
very different manner from that of individual con-
sumption streams.

Capital Theory with Many Sectors
and Capital Goods

Controversies surrounding the neoclassical capi-
tal theory of the one-sector model are partly atten-
uated by studying models with many sectors and
types of capital goods. This general form of the
theory emphasizes a disaggregated viewpoint,
although it also applies to aggregative models. It
should also be noted that specifying a multisector
model need not be the same as formulating a many
capital good model. There are two-sector models
with aggregative capital and single-sector models
with joint production of many distinct capital and
consumption goods.

Pricing and the Portfolio Equilibrium
Condition

The major conceptual difference between the
one-sector and multisector perfect foresight equi-
librium models lies in the form taken by the
no-arbitrage condition. This is readily seen in the
two-sector model. Suppose there are two sectors
consisting of a consumption goods sector and a
capital goods sector. The capital and consumption
goods are aggregate commodities, as in the
one-sector model, but are conceived as distinct
goods in the two-sector framework. Suppose that
i1 1s the one-period interest rate measured in
units of a numeraire commodity, 7, is the rental
rate on a unit of capital measured in the
numeraire’s units, and ¢, is the unit purchase
price for a unit of capital as measured in the
numeraire’s units. Suppose that the purchase of a
unit of capital at time ¢ entitles its owner to receive
the rental flows from the next period on as long as
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the unit remains in service. Assume further that
capital does not depreciate. One requirement for a
perfect foresight equilibrium is that there are no
one-period reversed arbitrage opportunities.
Let an equilibrium path obtain with the prices
{is1, T'e+1> qr+1}- Suppose the household decision
maker acquires another unit of capital at time ¢.
This costs the household ¢, units of the numeraire.
The opportunity cost of this action in the
numeraire’s units is i,+1q,, the interest charge that
could have been earned otherwise. To reverse this
capital acquisition at time ¢ + 1 the household will
sell that unit of capital for ¢, units of the
numeraire. This gives the capital gain (loss)
equal to ¢, — ¢, The household also gets to
keep the one-period rental, #,.;. This
one-period reversed arbitrage is unprofitable if
the marginal revenue equals the marginal cost
reckoned in units of the numeraire. That is,

+1q; = Tl + Gy — G- (14)
This equation reflects the absence of arbitrage
opportunities in a perfect foresight competitive
equilibrium. This perfect foresight equation is
also called the portfolio equilibrium condition
because it expresses the absence of arbitrage
opportunities in the manner in which the agent’s
wealth is held. Rearranging this equation yields

. L S
iy = —— + =,
t q;

5)

which says that the one-period interest rate,
i1, €quals the capital good’s own rate of return,
r1/q,, plus the capital gain yield, (q+1 — 4.)/q..
Note that ¢, = 1 holds in the one-sector model.
This is the price of the consumption good in units
of the numeraire commodity (chosen to be current
consumption) since the capital and consumption
goods are identical. Hence, there is no capital gain
yield in that case and
Iyl = Fegt- (16)
The interest rate equals the rental rate for cap-
ital goods. Thus, even if there is a single capital
good, the portfolio equilibrium condition differs
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when the one-sector and two-sector models are
compared.

Next, consider an aggregate model with an
exhaustible resource. Suppose there are neither
extraction nor storage costs. The aggregate capital
stock at the end of time period ¢ that is available
for consumption at time ¢ + 1 is denoted by &, and
is interpreted as the amount of the resource
remaining at the end of time ¢.

Consumption at time ¢, ct, represents a with-
drawal from the stock k,_;. Then the materials
balance condition is ¢, + k, = k, _;. The initial
size of the resource stock is k. There is no rental
return in this model; the resource owner’s returns
are entirely capital gain yields. The perfect fore-
sight equation takes the form

_ 91 — 4
q;

41 a7)

If the rate of interest is a constant: i,y =7 > 0,
then (17) is a linear difference equation with solu-
tion g,+1 = (1 + r)qo, where g is the resource’s
initial price. This implies Hotelling’s r-per cent
rule (Hotelling, 1931) holds in a perfect foresight
equilibrium — the equilibrium (current) price of
the resource, ¢, increases over time at rate of
interest, r.

In models with several distinct capital goods
the portfolio equilibrium condition applies to each
capital good separately. If there are m capital
goods, then the portfolio equilibrium condition
takes the form:

J _
t t
=1,2,...,m. (18)

Here, the superscript j labels capital good ;.
With many capital goods households have a vari-
ety of options for holding their wealth. The rates
of return on any portfolio of capital stocks must be
equalized or there will be a one-period reversed
arbitrage opportunity. Hence, eq. (18) is the equi-
librium condition expressing the absence of such
arbitrage opportunities.
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The major pricing differences between the
one-sector and multisector models concern the
form of the portfolio equilibrium condition. It is
possible to develop equivalence principles for
multisector models along the lines of the
one-sector theory by making appropriate adjust-
ments in the pricing of capital goods to reflect
their multiplicity in the budget constraints and
production sector while also recognizing the port-
folio equilibrium form of the no-arbitrage condi-
tions in the PFCE and FCE settings.

Establishing the formal equivalence between
optimal accumulation models and their equilib-
rium counterparts in many capital good models
requires the equilibrium economy to impose a
transversality condition on itself, just as in the
one-sector case. The general question is how is
the initial price determined so that the equilibrium
price profile satisfies the conditions for achieve-
ment of a Ramsey-styled central planning solu-
tion. This is the crux of the Hahn problem. The
modern perfect foresight interpretation is that this
problem is solved whenever a transversality con-
dition obtains as necessary for an equilibrium.
This requires the household sector to be forward
looking over the infinite horizon, and markets to
operate on all dates and for all commodities. Some
writers on capital theory take a critical view of
these conditions and argue that markets cannot be
relied on to set the correct initial prices, and so the
resulting equilibrium path is inefficient. On the
other hand, a comparison of idealized markets
with idealized planning, as embodied in the equiv-
alence principles, suggests that at the most theo-
retical level the Hahn problem is resolved when
rational, forward-looking agents conduct their
economic activities in a complete market setting
over an infinite horizon.

Final Comments

The constraints of the neoclassical one-sector
model can be used to substitute for con-
sumption in the felicity function by noting u(c,) =
u(ftk; —_ 1) — k), where ¢, > 0 if and only if
fk; _ 1) — k; > 0. The current period’s payoff
depends only on the stocks of capital at the
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beginning and end of the period. This observation
results in a reformulation of the one-sector model
focused on the capital stock sequences. Let u (0) =
0 to simplify the exposition. Let D =
{x, ) € Ry x Ry : flx) —y > 0}. Note that
(0,00 € D. The felicity function v(x,y) =
u(flk, _ 1) — k;) has domain D and v(0, 0) = 0.
The properties of « and fimply that v is increasing
in its first argument and decreasing in its second
argument. The concavity of u and falso imply that
v is a concave function defined on the convex set D.
The planner continues to discount future utility by
the factor J, 0 < § < 1. This alternative representa-
tion of the neoclassical model, called the reduced
form model, gives rise to an optimal growth problem
with the planner choosing the sequence {k;},-to
achieve

sup Zét’]v(k,,l, k:); (ki—1, k;) €D for each,
{kl}[)io t=1

al‘ldOSk()Sk.

(19)

This form of the one-sector model is just one
realization of the general reduced form model.
A complete exposition of this general structure’s
properties is found in McKenzie’s surveys. The
reduced form model can accommodate many vari-
eties of capital theoretic problems including
multisector and multi-capital good models, von
Neumann’s model of economic growth, exhaust-
ible and renewable resource models, as well as
individual firm investment theory when there are
costs of adjusting the firm’s capital stocks. The
capital stocks of the one-sector model are replaced
by a vector of capital stocks where each compo-
nent represents a particular capital good; the set
D is then contained in a multi-dimensional Euclid-
ean space. Schefold (1997) is a recent treatment of
multisector models derived from Sraffa’s (1960)
perspective on capital accumulation models that
also revisits the reswitching controversy in a
dynamic equilibrium setting. Also see Burmeister
(1980) for a critical exposition of Sraffa’s contri-
bution. Burgstaller (1995) reviews models from
the Sraffa tradition as well as neoclassical models
in continuous time in order to find their common
ground and connections to earlier capital theories.
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The full scope of capital theoretic problems in
deterministic, continuous time can be found in
Weitzman (2003). The monograph by Becker
and Boyd (1997) addresses the analogous prob-
lems in discrete time. Conrad and Clark (1987)
covers natural resource models from a dynamic
perspective. Stokey et al. (1989) provide an excel-
lent introduction to stochastic dynamic models
along with development of the discrete time the-
ory using dynamic programming techniques.
Chang (2004) presents basic continuous time sto-
chastic calculus and optimal control theory with
economic applications including the classical
tree-rotation problem.

See Also

Capital Theory (Paradoxes)

Dynamic Programming

Intertemporal Equilibrium and Efficiency
Neoclassical Growth Theory (New
Perspectives)

Present Value
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Capital Theory (Paradoxes)

Luigi L. Pasinetti and Roberto Scazzieri

Abstract

Capital theory has led economists to discover
relationships that look ‘paradoxical’ or
counter-intuitive, as they run counter widely
accepted ‘parables’. The transformation of
microeconomic diminishing returns relations
into a macro-social law induced the mistaken
belief of an inverse, monotonic relation
between the interest rate (and profit rate,
taken as the ‘price of capital’) and the quantity
of capital per head. Subsequent work alerted
economists to the difficulty of finding aggre-
gate measures of heterogeneous capital goods,
and to the possibility that a falling rate of
interest (and of profit) may be associated with
a decrease not an increase) of the quantity of
capital per head.
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The idea that capital theory might lead economists
to discover forms of ‘paradoxical’ behaviour
emerged in the economic literature of the 1960s
largely as an outcome of developments in the field
of production theory (linear production models
leading to enquiries into discrete and discontinu-
ous relations). What happened in capital theory is
in fact a special instance of a more general phe-
nomenon. Economists sometimes tend to examine
a large domain of economic phenomena by
adapting theoretical concepts that had originally
been devised for a much narrower range of special
issues. The discoveries of ‘paradoxical’ relations
derive from the fact that their process of general-
ization often turns out to be ill-conceived and
misleading, if not entirely unwarranted.

For a long time, in capital theory it had been
taken for granted that there is a unique, unambigu-
ous profitability ranking of production techniques in
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terms of capital intensity, along the scale of varia-
tion of the rate of interest. The discovery that this is
not necessarily true has induced many economists
to speak of ‘paradoxes’ in the theory of capital. But
the roots of apparently paradoxical behaviour are to
be found, not in the economic phenomena them-
selves, but in the economists’ tendency to rely on
too simple ‘parables’ of economic behaviour.

Traditional beliefs about capital are deeply
rooted in the history of economic analysis, and
may be traced back to pre-classical literature. As
will be shown in the next section, a long post-
classical tradition was then developed on that
basis. The length of ancestry might explain the
survival of conventional beliefs.

The Emergence of the Conventional
View

The notion of ‘capital’ was associated for a long
time with investible wealth and its income gener-
ating power, and was largely independent of
detailed consideration of the function of invested
wealth in the production process. The earliest
development of capital theory took place within
the accounting framework of a pre-industrial econ-
omy (William Petty, John Locke, Richard
Cantillon). Within this perspective, capital was
often associated with purely financial transactions
(lending and borrowing) and the relationship
between capital and rate of interest came quite
naturally to be conceived as the relationship
between loanable funds and their price (see Cannan
1929, pp. 122-53). The origin of the belief in an
inverse monotonic relation between the demand for
capital and the rate of interest may be traced back to
this phase of the literature. The distinction between
capital as a fund of purchasing power and capital as
a ‘sum of values’ embodied in physical assets
remained in the background (see Hicks 1977,
p. 152), but was bound, in time, to generate tension
‘between the physical and financial conceptions of
capital’ (Cohen and Harcourt 2005, p. xli).

The association of capital with the process of
production did not come to the fore until quite
late, in spite of certain isolated anticipations.
(John Hicks 1973, p. 12, even quotes Boccaccio’s
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Decameron on the issue.) The description of cap-
ital as a stock of means of production became
common with the Physiocrats and the classical
economists. In this period, Cesare Beccaria
(1804, ms 1771-72) presented what Jean-Baptiste
Say considered to be the first analysis of ‘the true
functions of productive capitals’ (Say 1817,
p. xliii). Soon after him, Adam Smith (1776)
built upon the distinction between ‘productive’
capital and ‘unproductive’ consumption his the-
ory of structural dynamics and economic growth.
Finally, David Ricardo gave a definite shape to
classical capital theory by examining the relation-
ship between capital accumulation and
diminishing returns and by considering in which
way different proportions of capital in different
industries might influence the relative exchange
values of the corresponding commodities
(Ricardo 1817, ch. 1, sections 4 and 5).

Classical capital theory is characterized by lack
of interest in the purely financial dimension of
investment. As a result, the relation between cap-
ital accumulation and the rate of interest recedes
into the background and is substituted by the
relation between real capital accumulation and
the rate of profit. In this way, the foundations of
capital theory shifted from the exchange to the
production sphere, and the demand-and-supply
mechanism was confined to the process by
which the rate of interest is maintained equal to
the rate of profit in the long run. However, a
number of economists (starting with Johann
Heinrich von Thiinen, Mountifort Longfield and
Nassau William Senior) continued to be interested
in the income-generating function of capital at the
level of the individual investor, and tried to com-
bine this approach with the emphasis on the pro-
ductive function of capital that had emerged in the
classical literature. The marginal productivity the-
ory of capital and interest was developed as an
answer to this conceptual problem. The essential
features of that theory may be clearly seen in
Thiinen, who suggested a relationship between
the rate of interest (i) and the rate of profit (r)
quite different from the one found in Ricardo.
The reason for this is that Ricardo had taken » to
be fixed for the individual entrepreneur, so that
equality between 7 and » was brought about by
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adjustment between the supply and demand for
loans in the financial markets. Thiinen suggested a
different adjustment mechanism by taking r to be
variable for the individual entrepreneur, so that the
attainment of the long-run equality between the
rate of profit and the rate of interest came to
depend on the change in the physical productivity
of capital as much as on adjustment in the finan-
cial markets (see Thiinen 1857).

This view is founded upon a thorough trans-
formation of the Ricardian theory of diminishing
returns and provided the logical starting point for
the later marginalist theory of diminishing returns
from aggregate capital. The analytical and histor-
ical process leading to this outcome is a rather
complex one, and it is best understood by
distinguishing two separate stages. In the first
stage, the law of diminishing returns, which
Ricardo considered to hold for the economy as a
whole in the long run, was applied to the short-run
behaviour of the individual entrepreneur. As
result, the change in input proportions within
any given productive unit is associated with the
change in the physical productivity of capital.
Here the variation of the capital stock is unlikely
to influence the system of prices, so that the
decrease (or increase) in the return from the last
‘increment of capital’ could be unambiguously
associated with an increase (or decrease) in the
physical capital stock. The second stage consisted
in extending the above result to the variations in
the aggregate quantity of capital available in the
economic system as a whole.

The process which we have described made it
possible to transform the classical conception of
diminishing returns from a macro-social law into a
microeconomic relation derived from the law of
variable proportions. This new type of
diminishing returns was then extended to the
‘macro-social’ sphere once again. As a result, it
became possible to think that the rate of interest
and the rate of profit (tending to be equal to each
other) are associated with the physical marginal
productivity of aggregate capital: an increase in
the relative quantity of capital with respect to the
other inputs would be associated with lower mar-
ginal productivity of capital and thus with a lower
equilibrium rate of interest and rate of profit. This
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inverse monotonic relation between the rate of
interest (and the rate of profit) and the quantity
of capital per head eventually became an
established proposition of capital theory. The rel-
evance of this relation can be seen from the
attempts by William Stanley Jevons (1871),
Eugen von Bohm-Bawerk (1889) and John
Bates Clark (1899) to found on the theory of the
marginal productivity of factors the explanation of
the distribution of the social product among fac-
tors of production under competitive conditions.

Further light on the conceptual roots of the
marginalist view of capital is shed by the contri-
butions of Jevons and Bohm-Bawerk. In their
theories, profit is considered as the remuneration
due to the capitalist as a result of the higher pro-
ductiveness of ‘indirect’ or ‘roundabout’ pro-
cesses of production than of processes carried
out by ‘direct’ labour only. The generalization of
the marginal principles which they carried out is
thus associated with the description of the produc-
tion process as an essentially ‘financial’ phenom-
enon in which final output, like interest in
financial transactions, could be considered as
‘some continuous function of the time elapsing
between the expenditure of the labour and the
enjoyment of the result’ (Jevons 1879, p. 266).
The subsequent discovery of ‘anomalies’ in the
field of capital accumulation was possible when
economists started to question this extension of
capital theory from the financial to the productive
sphere, and when the technical structure of pro-
duction was examined on its own grounds inde-
pendently of the ‘“financial’ aspect which might be
considered to be characteristic of ‘the typical busi-
ness man’s viewpoint’ (Hicks 1973, p. 12).

Anticipations of Debate

It has just been shown that microeconomic
diminishing returns provided the foundations for
a theory of the diminishing marginal productivity
of social capital, which was extended from the
microeconomic sphere by way of logical analogy.

The pitfalls of this approach did not take long
to emerge, as economic analysis came to grips
with the full complexity of the production
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process. Knut Wicksell, discovered that, in the
case of an economic system using heterogeneous
capital goods, it might be impossible to describe
diminishing returns from aggregate capital. The
reason for this is that a variation in the capital
stock might be associated with a change in the
price system that would make it impossible to
compare the quantities of capital before and after
the change (see Wicksell 1901-6, pp. 147 ff. and
180). Wicksell also recognized that this difficulty
is characteristic of capital because ‘labour and
land are measured each in terms of its own tech-
nical unit ... capital, on the other hand, ... is
reckoned, in common parlance, as a sum of
exchange value’ (1901-6, p. 149).

The special difficulty associated with hetero-
geneous capital goods is in fact an outcome of a
particular procedure by which the fundamental
theorems concerning capital and interest had
been formulated with reference to the idealized
setting of an isolated producer, and then extended
by analogy to the case of the ‘social economy’.
The drawbacks of this methodology were perspi-
caciously noted by Nicholas Kaldor in the late
1930s, when he complained that capital theory
had been developed starting with ‘a
specialised set-up, with the picture of Robinson
Crusoe engaged in net-making’ rather than with
the ‘general case’ of ‘a society where all resources
are produced and the services of all resources
co-operate in producing further resources’
(Kaldor 1937, p. 228.) Kaldor also noted that,
had the analysis started with the ‘general case’,
‘a great deal of the controversies concerning the
theory of capital might not have arisen’ (Kaldor
1937, p. 228).

It is remarkable that so many ‘paradoxical’
results of modern capital theory were subse-
quently discovered precisely as an outcome of
the procedure here described by Kaldor.

The stage of modern controversy was set by the
consideration of two distinct problems: (a) the mea-
surement of ‘aggregate capital’ in models with
heterogeneous capital goods; and (b) the discovery
that production techniques that had been excluded
at lower levels of the rate of profit might ‘come
back’ as the rate of profit is increased (this phenom-
enon is known as reswitching of technique).
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Joan Robinson started the discussion by calling
attention to the difficulties inherent in any physical
measure of aggregate capital (Robinson 1953—4).
She also pointed out the ‘curiosum’ that the degree
of mechanization associated with a higher wage
rate and a lower rate of profit might be lower than
the degree of mechanization associated with a
lower wage rate and a higher rate of profit. (She
attributed this ‘curiosum’ to Miss Ruth Cohen, but
later on she attributed it to her reading of Sraffa’s
Introduction to Ricardo’s Principles.)

Immediately afterwards, David Champernowne
discovered that, in general, we must admit ‘the
possibility of two stationary states each using the
same items of equipment and labour force yet
being shown as using different quantities of capital,
merely on account of having different rates of
interest and of food-wages’ (Champernowne
1953-4, p. 119). Champemowne also admitted
that the inverse monotonic relation between the
rate of profit and the quantity of capital per head
(as well as the inverse monotonic relation between
the rate of profit and capital per unit of output)
might not be generally true: ‘it is logically
possible that over certain ranges of the rate of
interest, a fall in interest rates and rise in food-
wages will be accompanied by a fall in output
per head and a fall in the quantity of capital
per head’ (Champernowne 1953-4, p. 118).
Champernowne’s explanation of what appeared to
be perverse behaviour from the point of view of
traditional theory was that changes in the interest
rate can be associated with changes in the cost of
capital equipment even if the physical capital stock
is unchanged. As a result, perverse behaviour was
attributed to pure “financial’ variations and a phys-
ical measure of capital was still thought to be
possible. This Champernowne tried to obtain by
introducing a chain index method for measuring
capital (Champernowne 1953-4, p. 125). A few
years later, Joan Robinson again took up the same
issue in her Accumulation of Capital (1956,
pp- 109-10). The reason she gave for the ‘Ruth
Cohen curiosum’ is quite different from the one
proposed by Champernowne. She explicitly recog-
nized that ‘financial’ factors such as a higher wage
rate and a lower rate of interest would have ‘real’
consequences by influencing the actual choice of
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technique. (In the ‘perverse’ case a lower rate of
interest would be associated with the choice of the
less mechanized technique.)

When a few years later Michio Morishima
attempted a multi-sectoral generalization of Joan
Robinson’s simple model he confirmed the possi-
bility of a positive relationship between the rate of
interest and the degree of mechanization of a
technique (Morishima 1964, p. 126). Finally
John Hicks came up with the same problem
when examining ‘the response of technique to
price changes’ in the framework of a simple econ-
omy consisting of a consumption good ‘industry’
and a net investment good ‘industry’, and in
which the same capital good is used in both indus-
tries (see Hicks 1965, pp. 148-56).

But, in spite of all these anticipations, it must
be admitted that the issue of technical
reswitching was not given an important place in
economic theory before the publication of Piero
Sraffa’s Production of Commodities by Means of
Commodities (1960). It is with Sraffa’s work that
the phenomenon took a prominent place. Sraffa
was able to show that heterogeneity of capital
goods and of ‘capital structures’ (different pro-
portions between labour and intermediate inputs
in the various processes of production) would
normally give rise, with the variation of the rate
of profit and of the unit wage, ‘to complicated
patterns of price-movement with several ups and
down’ (Sraffa 1960, p. 37). This phenomenon
would in turn bring about changes in the ‘quan-
tity of capital’ that are not generally related to the
rate of profit in a monotonic way. Reswitching of
technique and reverse capital deepening are thus
derived from a general property of production
models with heterogeneous capital goods. (See
reswitching of technique and reverse capital
deepening.)

Neoclassical Parables and the Capital
Controversy

Following the publication of Sraffa’s book, a
lively debate on capital theory suddenly flared
up in the 1960s, and the way it did is itself an
interesting event.
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It has already been pointed out that, when
propositions derived from individual behaviour
are applied to the more complex case of the ‘social
economy’, the extension is admittedly possible on
condition that the social economy has a number of
special features making it identical, from the ana-
lytical point of view, to the case of the isolated
individual. To test these features, the social econ-
omy is often described in terms of a ‘parable’ in
which those particular conditions are satisfied.
This ‘parable’, though unrealistic, is taken to be
useful, from an heuristic or a persuasive point
of view.

In this vein Paul Samuelson attempted to con-
struct a ‘surrogate production function’ by anal-
ogy with microeconomic behaviour (Samuelson
1962). His work can be considered as the first
explicit attempt to get rid of the complexities of
an economic system with heterogeneous capital
goods by constructing a model in which that sys-
tem is described in terms of an ‘aggregate parable’
with physically homogeneous capital. After intro-
ducing the assumption that ‘the same proportion
of inputs is used in the consumption-goods and
[capital-] goods industries’ (Samuelson 1962,
pp. 196-7), Samuelson was able to prove that
‘the Surrogate (Homogeneous) Capital ... gives
exactly the same result as does the shifting collec-
tion of diverse capital goods in our more realistic
model’ (1962, p. 201). In particular, ‘the relations
among w, 1, and Q/L that prevail for [the] quasi-
realistic complete system of heterogeneous capital
goods’ could ‘be shown to have the same formal
properties as does the parable system’ (1962,
p. 203). This result was taken to be a justification
for using the surrogate production function ‘as a
useful summarizing device’ (1962, p. 203). In
fact, Pierangelo Garegnani, who was present at a
discussion of a draft of Samuelson’s paper, did
point out that Samuelson’s result is crucially
dependent on the assumption of equal proportions
of inputs (see Garegnani 1970). Samuelson
acknowledged Garegnani’s criticism in a footnote
to his paper and admitted that it would be a ‘false
conjecture’ to think that the ‘extreme assumption
of equi-proportional inputs in the consumption
and machine trades could be lightened and still
leave one with many of the surrogate
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propositions’ (Samuelson 1962, p. 202n). But
Samuelson and various other economists contin-
ued to look for conditions that would ensure a
monotonic relation between the rate of profit and
the choice of technique even in presence of a
nonlinear relation between w and r.

The outcome appeared a few years later. David
Levhari, a Ph.D. student of Samuelson’s, in his
dissertation and then in a paper for the Quarterly
Journal of Economics, claimed he had proved that
reswitching of the whole production matrix would
be impossible if this matrix is of the ‘irreducible’
or ‘indecomposable’ type (Levhari 1965). This
property — Levhari claimed — would exclude
reswitching and thus make it possible to extend
the use of a ‘surrogate production function’ to the
nonlinear case with production technologies for
basic commodities.

However, Levhari’s theorem was disproved by
Luigi Pasinetti in a paper at the Rome First World
Congress of the Econometric Society in 1965.
Pasinetti’s final draft of his paper was published
in the November 1966 issue of the Quarterly
Journal of Economics (Pasinetti 1966) together
with papers written in the meantime by David
Levhari and Paul Samuelson (1966), Paul Samu-
elson (1966), Michio Morishima (1966), Michael
Bruno et al. (1966) and Pierangelo Garegnani
(1966). This set of papers was called by the jour-
nal editor ‘Paradoxes in Capital Theory:
A Symposium’, thereby originating the term.
Paul Samuelson concluded the discussion with a
‘Summing up’ in which he admitted that ‘the
simple tale told by Jevons, Bohm-Bawerk,
Wicksell, and other neoclassical writers’,
according to which a falling rate of interest is
unambiguously associated with the choice of
more capital-intensive techniques, ‘cannot be uni-
versally valid” (Samuelson 1966, p. 568).

The various contributions to this discussion
showed that reswitching might occur both with
‘decomposable’ and ‘indecomposable’ technol-
ogy matrices. This result was proved in different
ways by Pasinetti (1965, 1966), Morishima
(1966), Bruno et al. (1966) and Garegnani
(1966). Samuelson stated in his summing up that
‘reswitching is a logical possibility in any tech-
nology, indecomposable or decomposable’ (1966,
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p. 582). He then called attention to the associated
phenomenon of reverse capital deepening and
concluded that ‘there often turns out to be no
unambiguous way of characterizing different pro-
cesses as more “capital-intensive”, more “mecha-
nized”, more “roundabout’” (1966, p. 582).

Although the logical possibility of reswitching
was admitted by all participants in the discussion,
Bruno, Burmeister and Sheshinski raised doubts
as to its empirical relevance: ‘there is an open
empirical question as to whether or not
reswitching is likely to be observed in an actual
economy for reasonable changes in the interest
rate’ (Bruno et al. 1966, p. 545n). The same
doubt was expressed in Samuelson’s summing
up (Samuelson 1966, p. 582). Bruno, Burmeister
and Sheshinski also mentioned a theorem, which
they attributed to Martin Weitzman and Robert
Solow, according to which reswitching of tech-
nique may be excluded, in a model with hetero-
geneous capital goods, provided at least one
capital good is produced by ‘a smooth neoclassi-
cal production function’, if ‘labour and each good
are inputs in one or more of the goods produced
neoclassically’ (Bruno et al. 1966, p. 546). This
theorem is based on the idea that ‘setting the
various marginal productivity conditions and sup-
posing that at two different rates of interest the
same set of input—output coefficients holds, the
proof follows by contradiction’ (Bruno et al.
1966, p. 546).

It is worth noting that Weitzman—Solow’s the-
orem is simply a consequence of the idea that, in
the case of a commodity produced by a neoclas-
sical production function, each set of input—output
coefficients ought to be associated in equilibrium
with a one-to-one correspondence between mar-
ginal productivity ratios and input price ratios. No
ratio between marginal productivities would be
associated with more than one set of input prices,
and this is taken to exclude the possibility that the
same technique be chosen at alternative rates of
interest, and thus at different price systems. The
Weitzman—Solow theorem is at the origin of a line
of arguments that has been followed up by a
number of other authors, such as David Starrett
(1969) and Joseph Stiglitz (1973). These authors
have pursued the idea that ‘enough’
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substitutability, by ensuring the smoothness of
the production function, is sufficient to exclude
reswitching of technique. However, non-
reswitching theorems of this type involve that,
for each technique of production, the capital
stock may be measured either in physical terms
or at given prices. For in a model with heteroge-
neous capital goods, if we allow prices to vary
when the rate of interest or the unit wage are
changed, there is no reason why the same physical
set of input—output coefficients might not be asso-
ciated with different price systems: even in the
case of a continuously differentiable production
function, the marginal product of ‘social’ capital
cannot be a purely real magnitude independent of
prices. Once it is admitted that ‘in general mar-
ginal products are in terms of net value at constant
prices, and hence may well depend upon what
those prices happen to be’ (Bliss 1975, p. 195),
it is natural to allow for different marginal pro-
ductivities of the same capital stock at different
price systems. It would thus appear that
reswitching of technique does not carry with it
any logical contradiction even in the case of a
smoothly differentiable production function.

But Pasinetti also pointed out that the concept
of neoclassical substitutability is itself a very
restrictive concept indeed, as it requires the possi-
bility of infinitesimal variations of each input at a
time. In fact, Pasinetti noted that it is possible to
have a continuous variation of techniques (that is,
continuous substitutability) along the w—r relation
and yet wide discontinuities in the variation of
many inputs between one technique and another,
thus making reswitching a quite normal phenom-
enon (see Pasinetti 1969). Moreover, and even
more significantly, a non-monotonic relation
between the rate of profit and capital per man
may well be obtained even in the absence of
reswitching (Pasinetti 1966; Bruno et al. 1966).
This last possibility calls attention to the phenom-
enon that lies at the root of the various ‘paradoxes’
in the theory of capital: the fact that, unless special
assumptions are made, a change in the rate of profit
and in the unit wage at given technical coefficients
is associated with a change of relative prices.

This debate continued for a few years in the
late 1960s and early 1970s, with a series of journal
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articles (see for example Robinson and Naqvi
1967) and books (see for example Harcourt
1972). In particular, John Hicks presented a
‘Neo-Austrian’ model in Capital and Time
(1973), concluding that reswitching of technique
can be excluded only in the special case in which
all the techniques have the same ‘duration param-
eters’, which means the same ‘construction
period’ and ‘utilization period’ (1973, pp. 41-4).
In the end, numerous details were added. Yet
the basic essential results remained those that had
come out of Sraffa’s book and of the symposium
on ‘Paradoxes in Capital Theory’. It is instructive
to see that, in a recent exchange of views that has
appeared in the Journal of Economic Perspectives
(2003, Spring and Winter issues), Franklin Fisher
(2003), Geoff Harcourt in Cohen and Harcourt
(2003) and Luigi Pasinetti (2003), when asked to
succinctly summarize the issues at stake, have
essentially restated their original positions.

Aftermath and Ways Ahead

The discovery of paradoxes in capital theory has
had a number of important repercussions, mostly
beyond its original context. For it stimulated a
large amount of analytical and empirical research
on some of the issues that had been discussed in
the controversy, without pressing the attention
towards the fundamentals, as had been the case
with the original debates. In many instances, the
recent developments have been motivated by the
need to face the problem of measuring the stock of
capital goods in economic systems subject to
advances of technical knowledge and structural
change, or some of the associated issues in the
theory of economic dynamics. In this section we
shall refer to some of these developments without
pretending to give a complete picture, but with the
purpose of identifying the main lines of inquiry.
A first area of research has been the analysis of
the necessary conditions for the empirical mea-
surement of aggregate capital. Franklin Fisher
elaborated a research line he had himself started
in an earlier contribution (Fisher 1969) and called
attention to the fact that the aggregation of out-
puts, as well as that of productive factors,
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‘requires separability in each firm’s production
function’ (Fisher 1987, p. 55). He also noted
that, under constant returns, the two highly restric-
tive assumptions of no specialization and gener-
alized capital augmentation are necessary,
whereas, in most cases of non-constant returns,
aggregation would not be allowed even when
assuming the same production function for all
firms (Fisher 1987, p. 55). Robert Gordon pro-
posed to measure collections of heterogeneous
capital goods, under condition of embodied tech-
nical change, by considering the associated ‘net
revenue at a given set of prices (w) of variable
inputs’ (Gordon 1993, p. 106; see also Gordon
1990). Edward Denison did find Gordon’s pro-
posal objectionable and proposed instead to
‘equate’ new capital goods with the old ones by
‘what their relative costs would be if both were
produced at a common date’ (Denison 1993,
pp. 89-90). An interesting link between this liter-
ature and the capital controversy debate has been
suggested by Charles Hulton, who has called
attention to the advantages of a ‘recursive descrip-
tion of the production possibility set’, in which the
assumption of capital as an original input is
dropped, and ‘capital and labour are assumed to
produce gross output and capital which is one
period older’ (Hulten 1992, p. S15). Hulten’s for-
mulation highlights the central role of knowledge
advances embodied in new capital goods and sug-
gests the relevance, for distinct purposes, of gross
outputs and net outputs ‘as indicators of capacity
and economic welfare’ (Hulten 1992, p. SI1).
Alexandra Cas and Thomas Rymes have specifi-
cally addressed the issue of whether ‘knowledge
of the constant-price aggregate stock of capital
would, for the comparison of economies, permit
one to “predict” certain variables’ (Cas and
Rymes 1991, p. 7; emphasis added). In particular,
they investigated capital measurement issues
brought about by embodied technical change,
and proposed a set of ‘new measures’ aimed at
taking the fact into account that ‘the net capital
stocks of each industry and at the aggregate are
themselves being produced with increased effi-
ciency when the capital goods industries are
experiencing advances in technical knowledge’
(Cas and Rymes 1991, p. 67). The same authors
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relate their measures of changing capital stocks
under conditions of structural change to
‘Pasinetti’s concepts of vertically integrated sec-
tors and productivity aggregated by end use’ (Cas
and Rymes 1991, pp. 90-1). This point of view
highlights the common ground behind recent
attempts to measure stocks of heterogeneous cap-
ital goods in terms of an aggregate concept of
productive capacity, be it Pasinetti’s ‘unit of ver-
tically integrated productive capacity’ (Pasinetti
1973, 1981), Cas and Rymes’ ‘new measures of
multifactor productivity’ (Cas and Rymes 1991),
or Hulten’s ‘accounting for capacity’ (Hulten
1992). In all these cases, the producibility of
capital goods is emphasized, as is the close
connection between advances of technical knowl-
edge and the reshuffling of inter-industry relation-
ships (particularly those affecting intermediate
goods). Philippe Aghion and Peter Howitt have
commented on recent discussions about capital
measurement for an economy subject to
advances of knowledge by recalling Joan
Robinson’s view that the real issue is not so
much about the measurement of capital as rather
about the meaning one wishes to assign to any
given collection of capital goods (Aghion and
Howitt 1998, p. 435).

Another line of investigation has concerned the
attempt to assess the empirical (or computational)
relevance of capital paradoxes, as distinct from
their theoretical possibility. In this connection,
Stefano Zambelli has used computer simulations
in order to investigate the ‘realism’ of capital
paradoxes in artificial economies (Zambelli
2004). This author has found a significantly
higher likelihood that the capital-labour ratio be
positively related to the rate of profit, contrary to
the conventional belief of a negative relationship
between these two variables. This result is consis-
tent with the empirical investigation carried out by
Zonghie Han and Bertram Schefold (2006). These
authors have compared pairs of techniques from
the OECD input—output database, and have found
that ‘observed cases of reswitching and reverse
capital deepening are more than flukes’ (Han and
Schefold 2006, p. 22), even if we are far from
observing what has been called an ‘avalanche of
switchpoints’ (Schefold 1997, pp. 278-80).
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A third line of research has carried the discus-
sion of capital paradoxes into the field of dynamic
economic theory. The literature relevant in this
connection is itself quite differentiated. For exam-
ple, Frank Hahn (1966) called attention to his
earlier discovery of zones of instability in econo-
mies with heterogeneous capital goods, and
pointed out that reswitching should be considered
as one amongst the multiple causes of instability
in capital markets (Hahn 1982). It is interesting
that this line of argument, while maintaining that
reswitching is a special case of a larger class of
phenomena, at the same time and rather surpris-
ingly also makes reswitching to be more general
than was the case with earlier treatments of the
same phenomenon. For capital paradoxes are no
longer mainly associated with an economy with
heterogeneous capital goods and a uniform rate of
profit, but are © extended’ to the case of multi-
sectoral economies with many different capital
goods and a multiplicity of rates of interest (and
rates of profit). Luigi Pasinetti followed a different
approach, and examined the analytical features of
a dynamic economy in which market interactions
are not explicitly examined (Pasinetti 1981). In
this case, too, there are reasons to think that
reswitching and reverse capital deepening would
not represent exceptional cases, and would not be
limited to the institutional framework of a per-
fectly competitive economy. Other authors have
examined the relationship between capital para-
doxes and dynamic stability, and have argued that
reswitching of technique and reverse capital deep-
ening are neither necessary nor sufficient condi-
tions for the economic system to show lack of
stability and irregular behaviour (Mandler 2005).
It has also been emphasized that ‘reswitching’
adds an important element of instability, the
importance of which depends on the process of
adaptation, but also on the utility function’
(Schefold 2005, p. 467).

More generally, the discovery of capital para-
doxes has stimulated a deeper understanding of
the features of continuity and discontinuity in the
dynamics of economic systems. This line of
research has its point of departure in a phenome-
non detected by Luigi Pasinetti shortly after the
climax of the controversy (Pasinetti 1969). In
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Pasinetti’s more recent words, ‘the vicinity, even
the infinitesimal vicinity, of any two techniques
on the scale of variation of the rate of profits does
not entail at all vicinity of such techniques ...
discontinuities in input use.” (Pasinetti 2000,
p. 409). John Barkley Rosser Jr. has picked up
such suggestions and has investigated the discon-
tinuities in order to identify the implications of
capital paradoxes for the analysis of the optimal
dynamic path followed by an economy character-
ized by ‘an infinite, differentiable technology’
(Rosser 1983, p. 182). This author acknowledges
that it may sometimes be impossible to directly
observe reswitching along optimal adjustment
path (as maintained, for example in Burmeister
and Hammond 1977), but he notes that this would
only happen ‘at the price of dynamic discontinu-
ities’, that is, on the condition that the economic
system be able to ‘jump over’ the zone associated
with intermediate techniques. The above result
has been interpreted as showing that ‘in a world
of infinite and smooth technologies, reswitching
is to be “observed” by observing discontinuities in
optimal dynamic paths’ (Rosser 1983, p. 183; see
also Rosser 2000, pp. 213-20). This point of view
emphasizes the analytical importance of capital
paradoxes as characteristic instances of the dis-
continuities that may be generated by the non-
linearity of certain structural relationships. In
this way, the propositions discovered during the
capital controversies of the mid-20th century are
found to be consilient with much later develop-
ments in the economic analysis of nonlinear
dynamic systems.

Synthesis

The source of most of the difficulties that have
emerged in capital theory may be traced back to
the fact that ‘capital’ may be conceived in two
fundamentally different ways: (a) as a ‘free’ fund
of resources, which can be switched from one use
to another, without any significant difficulty: this
is what may be called the ‘financial’ conception of
capital; (b) as a set of productive factors that are
embodied in the production process as it is carried
out in a particular productive establishment: this is
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what may be called the ‘technical’ conception of
capital.

The idea that there exists an inverse monotonic
relation between the rate of interest and the
demand for capital was born in the financial
sphere. The parallel idea of an inverse monotonic
relation between the rate of profit and the ‘quan-
tity of capital” employed in the production process
is the outcome of a long intellectual process of
extensions and generalizations reviewed earlier in
this essay. But the recent debate on capital theory
has conclusively proved that such extensions and
generalizations are devoid of any foundation. It is
logically impossible to make the ‘financial’ and
the ‘technical’ conceptions of capital coincide,
except under very restrictive conditions indeed.
More precisely, there is no unambiguous way in
which a decreasing rate of profit may be related to
the choice of alternative techniques, in terms of
monotonically increasing capital intensity, be this
considered in terms of capital per unit of output or
of capital per unit of labour.

These analytical results are hardly in dispute by
now. But their ultimate significance and relevance
for economic theory have been, and remain,
controversial.

A group of economists have been so
impressed by the new discoveries in capital
theory, concerning the relations between rate of
profit, capital per head, capital per output, and
technical progress, as to become convinced that
these discoveries are calling for a reconstruction
of economic theory from its very foundations. It
is stressed that the traditional beliefs are due to
mistaken generalizations from the theory of
short-run microeconomic behaviour, and it is
argued that the economic theory (‘marginal eco-
nomic theory’) that led to mistakes and incon-
sistencies should be abandoned. It is also
pointed out that the obvious alternative is a
resumption and development of the more com-
prehensive approach to value, distribution and
growth of the classical economists (see
Garegnani 1970, 2005, and, in a different con-
text, Pasinetti 1981).

A second line of interpretation maintains that
economic theorists should be prepared to give up
the analytical tools of equilibrium analysis and
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concentrate much more on the actual historical
dynamics of economic systems. In this vein,
reswitching of technique is acknowledged as a
logical possibility but doubts are expressed on its
importance in actual economic history (see
Robinson 1975, pp. 38-9; Hicks 1979, p. 57).

A third line of interpretation is taken by more
traditionally minded theoretical economists. It is
argued that the discovery of ‘anomalies’ in the
field of capital theory does point to an important
deficiency in ‘marginal’ economic theory, which
leads to the inevitable abandonment of the con-
cept of ‘aggregate capital’. However, it is also
argued that there is a way of overcoming this
deficiency without giving up the basic premises
of traditional theory, and in particular without
rejecting the application of the demand-and-
supply framework to the study of production.
This way induces to concentrating the analysis
either on the study of ‘short-run’ (‘temporary’)
equilibria, in which the physical stocks of capital
are given, or on the equilibrium of an
intertemporal economy, in which goods are
described by taking their dates of delivery into
account. In either case, the logical possibility
(or ‘existence’) of an equilibrium price vector is
studied without explicitly considering the move-
ment of ‘free’ capital from one use to another. In
this approach, the importance of ‘capital para-
doxes’ is explicitly recognized, but the associated
difficulties are transferred either to the field of
stability analysis or to the theory of the long-
period supply of saving as financial capital (see,
respectively, Hahn 1982; Bliss 2005).

A fourth line of interpretation has been pursued
by many empirically oriented economists. It is
acknowledged that the notion of ‘aggregate’ tech-
nical capital is untenable in terms of theory, but it
is also argued that the utilization of aggregate
production functions may be justified on prag-
matic terms, due to supposedly satisfactory
econometric fit (see, for example, Fisher 1971;
Fisher et al. 1977). This view however, is by no
means widely accepted. It has in fact been vigor-
ously challenged by Paolo Sylos Labini (1995),
who has reviewed the estimates that have emerged
from using the Cobb—Douglas production func-
tion and has shown that such a ‘production
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function, when estimated econometrically, tends
to yield, in general, poor results’ (Felipe and
Fisher 2003, p. 251; see also McCombie 1998;
and Felipe and Adams 2005). In a recent evalua-
tive essay on aggregation in production functions,
Jesus Felipe and Franklin Fisher have sharply
criticized the continued use of aggregate parables.
In particular, they maintain that ‘the revival of
growth theory during the last two decades no
doubt has produced important discussions, and
seemingly interesting empirical results’ but
authors do not realize that they are using a tool
whose lack of legitimacy was demonstrated
decades ago’ (Felipe and Fisher 2003,
pp- 250-1). The same economists emphasize that
‘the impossibility of testing empirically the aggre-
gate production function’ is ‘substantially more
serious than a mere anomaly’, and that ‘macro-
economists should pause before continuing to do
applied work with no sound foundation and ded-
icate some time to studying other approaches to
value, distribution, employment, growth, techni-
cal progress etc., in order to understand which
questions can legitimately be posed to the empir-
ical aggregate data’ (Felipe and Fisher 2003,
pp. 256-7). It is interesting that the theoretical
and empirical researches that have taken up this
challenge have devoted attention to the construc-
tion of a ‘capacity measure’ of the stock of tech-
nical capital that would allow comparisons across
different states of technology without having
recourse to the traditional ‘parables’ (see, for
example, Pasinetti 1973, 1981; Cas and Rymes
1991; Hulten 1992).

Finally, let us note how the discovery of ‘par-
adoxes’ in capital theory has contributed to stim-
ulating research into the dynamic properties of
economic systems outside the world of steady
state comparisons. In particular, some economists
have attempted the theoretical investigation of
regularities in the long-run dynamics of economic
systems by suggesting a reformulation of the clas-
sical theory of structural change in a
disaggregated framework (see Pasinetti 1981,
1993; Hagemann et al. 2003). Others have inves-
tigated the complex interaction of behavioural
patterns along a dynamic trajectory, and have
called attention to increasing returns and other
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nonlinear phenomena in structurally adaptive eco-
nomic systems (see Anderson et al. 1988; Arthur
et al. 1997).

Whatever the view that is taken, the major victim
of the debate has been the Bohm-Bawerk—Clark—
Wicksell theory of capital that was so patiently
constructed towards the end of the 19th century.
This theory relied on a conception of ‘aggregate
capital’ that was taken as measurable indepen-
dently of the rate of profit and of income distribu-
tion. Such a conception of ‘capital’ has had to be
jettisoned, which has stimulated reformulations of
the pure theory of capital. There has been on the
one hand a return to the Walrasian general equi-
librium theory in its intertemporal formulation,
and on the other hand a remarkable revival of
classical political economy. The controversy had
also a number of less striking but perhaps longer-
term consequences. The consideration of para-
doxes has alerted economists to the richness and
complexity of economic relationships, and to the
need to avoid a process of generalization from the
consideration of special cases. In any case the
debate seems to have compelled theoretical econ-
omists to be more rigorous about the nature and
limits of their assumptions. In many important
cases, it has also brought about a change in the
main focus of their analysis.

All this leads one reasonably to expect as
unlikely that the next generation of economists
will leave the issue of capital theory at rest.

See Also

Reswitching of Technique
Reverse Capital Deepening
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Capital Theory: Debates

Heinz D. Kurz

Capital theory is notorious for being perhaps the
most controversial area in economics. This has
been so ever since the very inception of systematic
economic analysis. Much of the interest in the
theory of capital lies in the fact that it holds the
key to the explanation of profits. Since the notion
of ‘capital’ is at the centre of an inquiry into the
laws of production and distribution in a capitalist
economy, controversies in the theory of capital are
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reflected in virtually all other parts of economic
analysis.

We can distinguish between debates within
different traditions of economic analysis and
debates between them. In what follows our con-
cern will be mainly with the latter. At the cost of
severe simplification, the various traditions in the
theory of capital and distribution may be divided
into two principal groups, one rooted in the sur-
plus approach of the classical economists from
Adam Smith to Ricardo and the other in the
demand and supply approach of the early
marginalist economists. The so-called ‘Cam-
bridge controversies’ (cf. Harcourt 1969), trig-
gered off by a seminal paper by Joan Robinson
(1953), consisted essentially in a confrontation of
these two radically different traditions. The debate
is still continuing. Currently, the discussion
focuses on some of the neoclassical authors’
claim that the classical theory, as it was
reformulated by Sraffa (1960), is a ‘special case’
of modern general equilibrium theory. We shall
come back to this questionable proposition
towards the end of the entry.

The Surplus Approach

The general method underlying the classical econ-
omists’ approach to the theory of capital and dis-
tribution was that of ‘normal’ or ‘long-period’
positions. These were conceived as centres around
which the economy is assumed to gravitate, given
the competitive tendency towards a uniform rate
of profit. Because of the assumed gravitation of
‘market values’ to the ‘normal’ levels of the dis-
tributive and price variables, the former were
given little attention only, being governed by tem-
porary and accidental causes, a proper scientific
analysis of which was considered neither neces-
sary nor possible. Emphasis was on the persistent
or non-temporary causes shaping the economy.
Accordingly, the investigation of the permanent
effects of changes in the dominant causes was
carried out by means of comparisons between
‘normal’ positions of the economic system.

The development of a satisfactory theory to
determine the general rate of profit was thus the
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main concern of the classical economists. As
regards the content of this theory, profits were
explained in terms of the surplus product left
after making allowance for the requirements of
reproduction, which were conceived inclusive of
the wages of labour (Ricardo 1817, vol. 1, p. 95).
As Sraffa (1951, 1960) emphasized, the determi-
nation of the social surplus implied taking as data
(i) the system of production in use, characterized,
as it is, by the dominant technical conditions of
production of the various commodities and the size
and composition of the social product; and (ii) the
ruling real wage rate(s). In accordance with the
underlying ‘normal’ position the capital stock was
assumed to be so adjusted to ‘effectual demand’
(Adam Smith) that a normal rate of utilization of'its
component parts would be realized and a uniform
rate of return on its supply price obtained. Thus the
classical authors separated the determination of
profits and prices from that of quantities. The latter
were considered as determined in another part of
the theory i.e. the analysis of accumulation and
economic and social development.

The rate of profit was defined by the ratio
between social surplus and social capital, i.e. two
aggregates of heterogeneous commodities. Thus
the classical theory had to face the problem of
value. Ricardo’s ingenious device to solve this
problem consisted in relating the exchange values
of the commodities to the quantities of labour
directly and indirectly necessary to produce them.
This led to the first formulation of one of the key
concepts in the theory of capital ever since — the
inverse relationship between the real wage and the
rate of profit (Ricardo, vol. 8§, p. 194).

It was not until Marx that additional important
steps in the development of the surplus approach
were taken. In particular, in Marx the analytical
role of the ‘labour theory of value’ in the determi-
nation of the general rate of profit was brought
into sharp relief. According to him the explanation
of profits in terms of the surplus approach would
have been trapped in circular reasoning if the
value expression of either aggregate (surplus and
capital) were to depend on the rate of profit. The
measurement of both aggregates in terms of
labour values, which themselves were seen to be
independent of distribution, was considered a
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device to circumvent this danger and provide a
non-circular determination of the rate of profit,
r=s/(c+v), where r is the general rate of
profit, s the ‘surplus value’, ¢ the value of the
means of production or ‘constant capital’, and
v the wages advanced or ‘variable capital’.
A central message of Marx’s Capital reads that
the rate of profit is positive if and only if there is
‘exploitation of workers’, i.e. there is a positive
‘surplus value’.

In Marx’s opinion it was only after the rate of
profit had been determined that the problem of
normal prices, or ‘prices of production’ as he called
them, could be tackled. Marx dealt with it in terms
of a multisectoral analysis of the production of
commodities by means of commodities; the devia-
tions of relative prices from labour values are sys-
tematically traced back to sectoral differences in
the ‘organic composition of capital’, i.e. the pro-
portion of ‘constant’ to ‘variable’ capital (cf. the
so-called ‘transformation’ of values into prices of
production; Marx 1959, Part II).

Yet Marx did not fully succeed in overcoming
the analytical difficulties encountered by the clas-
sical economists in the theory of capital and dis-
tribution. He was particularly wrong in assuming
that the determination of the rate of profit is log-
ically prior to that of normal prices. Given the
system of production and the real wage the rate
of profit and prices can be determined only simul-
taneously. This was first demonstrated by
Bortkiewicz (1907). For a rigorous and compre-
hensive formulation of the classical surplus
approach see Sraffa (1960), whose contribution
will be dealt with in more detail below.

The Neoclassical Approach

The abandonment of the classical approach and
the development of a radically different theory,
which came to predominance in the wake of the
so-called ‘marginalist revolution’ in the latter part
of the 19th century, was motivated (apart from
ideological reasons ever present in debates in cap-
ital theory) by the deficiencies of the received
(labour) theory of value. Since the new theory
was to be an alternative to the classical theory, it
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had to be an alternative theory about the same
thing, in particular the normal rate of profit. Con-
sequently, the early neoclassical economists,
including, for example, Jevons (1871), Walras
(1874), Bohm-Bawerk (1889), Wicksell (1893,
1901), and Clark (1899), adopted fundamentally
the same method of analysis: the concept of ‘long-
period equilibrium’ is the neoclassical adaptation
of the classical concept of normal positions.

The basic novelty of the new theory consisted
in the following. While the surplus approach con-
ceived the real wage as determined prior to profits
(and rent), in the neoclassical approach all kinds
of incomes were explained simultaneously and
symmetrically in terms of the ‘opposing forces’
of supply and demand in regard to the services of
the respective ‘factors of production’, labour and
‘capital’ (and land). It was the seemingly coherent
foundation of these notions in terms of functional
relationships between the price of a service
(or good) and the quantity supplied or demanded
elaborated by the neoclassical theory that greatly
contributed to the latter’s success.

As regards the supply side of the neoclassical
treatment of capital, careful scrutiny shows that its
advocates, with the notable exception of Walras
(at least until the fourth edition of the Eléments),
were well aware of the fact that in order to be
consistent with the concept of a long-period equi-
librium the capital equipment of the economy
could not be conceived as a set of given physical
amounts of produced means of production. The
‘quantity of capital’ in given supply rather had to
be expressed in value terms, allowing it to assume
the physical ‘form’ best suited to the other data of
the theory, i.e. the technical conditions of produc-
tion and the preferences of agents. For, if the
capital endowment is given in kind only a short-
period equilibrium, characterized by differential
rates of return on the supply prices of the various
capital goods, could be established by the forces
constituting demand and supply. However, under
conditions of free competition, which would
enforce a tendency towards a uniform rate of
profit, such an equilibrium could not be consid-
ered a ‘full equilibrium’ (Hicks 1932, p. 20).

Thus the formidable problem for the neoclas-
sical approach in attempting the determination of
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the general rate of profit consisted in the necessity
of establishing the notion of a market for ‘capital’,
the quantity of which could be expressed indepen-
dently of the ‘price of its service’, i.e. the rate of
profit. If such a market could be shown to exist,
profits could be explained analogously to wages
(and other distributive variables) and a theoretical
edifice erected on the universal applicability of the
principle of demand and supply.

Now, the plausibility of the supply and demand
approach to the problem of distribution was felt to
hinge upon the demonstration of the existence of a
unique and stable equilibrium in the market for
‘capital’. (On the importance of uniqueness and
stability see, for example, Marshall, 8th edn,
1920, p. 665n.) With the ‘quantity of capital’ in
given supply, this, in turn, implied that a mono-
tonically decreasing demand function for capital
in terms of the rate of profit had to be established
(see Fig. 1). This inverse relationship was arrived
at by the neoclassical theorists through the intro-
duction of two kinds of substitutability between
‘capital’ and labour: substitutability in consump-
tion and in production. According to the former
concept a rise in the rate of profit relatively to the
wage rate would increase the price of those com-
modities, whose production is relatively ‘capital
intensive’, compared to those in which relatively
little ‘capital’ per worker is employed. This would
generally prompt consumers to shift their demand
in favour of a higher proportion of the cheapened
commodities, i.e. the ‘labour intensive’ ones.
According to the latter concept a rise in the rate
of interest (and thus profits) relatively to wages
would make cost-minimizing entrepreneurs in the
different industries of the economy employ more
of the relatively cheapened factor of production,
i.e. labour. Hence, through both routes ‘capital’
would become substitutable for labour and for any
given quantity of labour employed a decreasing
demand schedule for capital would obtain. In
Fig. 1 the demand schedule DD’ corresponding
to the full employment level of labour L"
(determined simultaneously in the labour market)
together with the supply schedule SS” would then
ensure a unique and stable equilibrium £ with an
equilibrium rate of profit 7. Accordingly, the
division of the product between wages and profits
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is expressed in terms of the ‘scarcity of factors of
production’, including ‘capital’ conceived as a
value magnitude that is considered independent
of the rate of profit.

Let us now briefly look more closely at some of
the characteristic features of neoclassical capital
theory and point out differences between the main
versions in which it was presented.

To define ‘capital’ as an amount of value
requires the specification of the standard of value
in which it was to be measured. A rather common
procedure was to express capital in terms of con-
sumption goods or, more precisely, to conceive of
it as a ‘subsistence fund’ in support of the ‘origi-
nal’ factors of production, labour and land, during
the period of production extending from the initial
expenditure of the services of these factors to the
completion of consumption goods. This notion
corresponded to the view that capital resulted
from the investment of past savings, which, in
turn, implied ‘abstention’ from consumption.
Thus it appeared to be natural to measure ‘capital’
in terms of some composite unit of consumption
goods. However, there was a second dimension of
capital contemplated by these authors: the time for
which capital is invested in a process of produc-
tion. The idea was that capital can be increased
either by using more of it or by lengthening the
period of time for which it is invested.

The first author to use time as a single measure
of capital was Jevons (1871). The gist of his
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argument consisted in the concept of a ‘produc-
tion function’ y = f{T), where output per unit of
labour, y, is ‘some continuous function of the time
elapsing between the expenditure of labour and
the enjoyment of results, 7. this function is
assumed to exhibit diminishing returns (1871,
pp. 240-41). Jevons showed that in equilibrium
r = f'(DIAT).

Jevons’s contribution was the starting point of
the Austrian theory of capital and interest with
Bohm-Bawerk and Wicksell as its main represen-
tatives. Bohm-Bawerk’s concern was with
establishing a temporal version of the demand
and supply approach. This involved the appropriate
reformulation of the data of the theory. The central
elements of his analysis were the concepts of ‘time
preference’ and the ‘average period of production’,
used in describing consumer preferences and tech-
nical alternatives, respectively. As in Jevons social
capital was conceived as a subsistence fund and
was seen to permit the adoption of more productive
but also more ‘roundabout’, i.e. time-consuming,
methods of production. It was to the concept of the
‘average period of production’ that the marginal
productivity condition was applied in the determi-
nation of the rate of interest.

Among the older neoclassical economists it
was perhaps Wicksell who understood best the
difficulties related to the problem of a unified
treatment of capital in terms of the demand and
supply approach. In particular, Wicksell was
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critical of attempts to work with the value of
capital as a factor of production alongside the
physically specified factors of labour and land in
the production function of single commodities.
This implied ‘arguing in a circle’ ([1901] 1934,
p. 149), since capital and the rate of interest enter
as a cost in the production of capital goods them-
selves. Hence the value of the capital goods
inserted in the production function depends on
the rate of interest and will change with
it. Moreover, Wicksell expressed doubts as to the
possibility of providing a sufficiently general def-
inition of the ‘average period of production’ that
could be used to represent capital in a way that is
not threatened by this kind of circularity. In the
Lectures he tried to overcome these difficulties by
introducing production functions in terms of
dated services of the ‘original’ factors labour
and land.

While Wicksell shared Bchm-Bawerk’s proce-
dure of conceiving the ‘capital endowment’ of the
economy as a value magnitude, he become
increasingly sceptical whether it was admissible
to identify it with some unspecified stock of sub-
sistence goods, which, in turn, was seen to provide
some measure of ‘real’ capital. With capital as a
value magnitude Wicksell showed that the rate of
interest is generally not equal to the marginal
productivity of ‘capital’. This discrepancy is due
to the revaluation of the capital stock entailed by a
change in distribution. The phenomenon is known
as the “Wicksell effect’ and was regarded by Joan
Robinson as the key to a criticism of the marginal
productivity theory of income distribution.

Authors like J.B. Clark and Marshall appear to
have been less aware of the fact that the conditions
of production of single commodities cannot be
defined in terms of production functions that
include ‘capital’ among the factors of production.
Obviously, the criticism levelled against these
versions applies also to the concept of the ‘aggre-
gate production function’, which boomed in the
late 1950s and throughout the 1960s in conjunc-
tion with neoclassical growth theory.

Alternative views of the fundamentals of cap-
ital theory were expressed in a controversy
between Bohm-Bawerk and J.B. Clark around
the turn of this century (cf. in particular Béhm-
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Bawerk 1906-7; Clark 1907). Bohm-Bawerk crit-
icized Clark’s attempt to differentiate between
‘true capital’, a permanent abiding fund of pro-
ductive wealth, and ‘concrete capital goods’, each
of which is destructible and has to be destroyed in
order to serve its productive purpose; in B6hm-
Bawerk’s view this is ‘dark, mystical rhetoric’.
Furthermore, Bohm-Bawerk refuted Clark’s
claim that no concept of ‘waiting’ or ‘abstinence’
is needed to explain interest in stationary equilib-
rium. Without some concept of time preference,
and thus a theory of saving, the determination of
the rate of interest is left hanging in the air.

Irving Fisher (1930) extended general equilib-
rium theory to intertemporal choices. However, he
proceeded as if there were a single composite
commodity to be produced and consumed at dif-
ferent dates. In his discussion of the theory of
interest all prices, wages and rents are assumed
to be fixed. Hence the interrelationship between
the rate of interest, prices and the remaining dis-
tribution variables is set aside. The ‘investment
opportunities’ available to an individual and to
society as a whole are summarized in
intertemporal production possibility frontiers.
Due to the assumption of diminishing returns
Fisher arrived at a decreasing demand function
for saving with respect to the rate of interest. As
Keynes noted, this is equivalent to his ‘marginal
efficiency of capital’ schedule (Keynes 1936,
p. 140). Because of ‘impatience’ the supply of
saving is considered to be positively related to
the rate of interest. The market equilibrium
between the supply of, and the demand for, saving
gives the rate of interest, which is equal to the
marginal rate of return over the cost of the mar-
ginal increase in the capital stock. (For an attempt
to generalize Fisher’s rate of return approach see
Solow 1967. For a critique of Fisher and Solow
see Pasinetti 1969; Eatwell 1976).

The 1930s brought a further controversy on the
theory of capital (cf. Kaldor 1937). This was trig-
gered off by a series of articles by F.H. Knight
(e.g. Knight 1934), in which he launched an attack
on the concept of the ‘period of production’ revived
a few years earlier by Hayek, among others. In
particular, Knight argued that there is no need to
refer to a ‘quantity of capital” and that therefore the
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‘vicious circle’ disappears. The rate of interest
could be ascertained with reference to the instanta-
neous rate of investment and the present value of
the additional stream of future income generated by
it, However, Knight’s proposed solution to the
problem of circularity in terms of a ‘theory of
capital without capital’ is illusory, since if the accu-
sation of circularity applies at all (because the value
of capital goods cannot be ascertained indepen-
dently of the rate of interest), it applies both to the
stock variable ‘capital’ and the corresponding flow
variable ‘investment’.

Finally, some recent attempts to revive and
reformulate basic elements of the doctrines of
the older neoclassical and Austrian authors should
be noted, in particular: Weizsédcker (1971), Hicks
(1973), and Faber (1979) on the Austrian theory,
Morishima (1977) on Walras, and Hirshleifer
(1970) and Dougherty (1980) on Fisher. (For a
critical assessmenty of the older theories see espe-
cially Garegnani 1960).

The Recent Critique of Neoclassical
Theory

Sraffa (1960) deserves the credit for having elab-
orated a consistent formulation of the classical
surplus approach to the problem of capital and
distribution. His analysis provided the fundamen-
tal basis for a critique of the prevalent neoclassical
theory during the so-called ‘Cambridge contro-
versies in the theory of capital’ (see Harcourt
1969; Kurz 1985).

Sraffa starts from a given system of production
in use in which commodities are produced by
means of commodities. If wages are assumed to
be paid at the end of the uniform production
period, then, in the case of single-product indus-
tries (i.e. circulating capital only) and with gross
outputs of the different products all measured in
physical terms and made equal to unity by choice
of units, we have the price system

p=(14+r)Ap+ wi,

where p is the column vector of normal prices, A4 is
the square matrix of material inputs, / is the vector
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of direct labour inputs and w is the wage rate.
Under certain economically meaningful condi-
tions, for any given feasible wage rate in terms
of a given standard the above equation yields a
unique and strictly positive price vector in terms
of the standard and a unique and non-negative
value of the rate of profit. The investigation of
the ‘effects’ of variations in one of the distribution
variables on the other one and on the prices of
commodities, assuming that the methods of pro-
duction remain unchanged, yields the following
results. First, the system possesses a finite maxi-
mum rate of profits R > 0 corresponding to a zero
wage rate. Second, the vector of prices in terms of
the wage rate p/w (prices in terms of quantities of
labour commanded) is positive and rises mono-
tonically for 0 < » < R, tending to infinity as
r approaches R. Third, at the maximum level of
wages corresponding to » = 0 relative prices are
in proportion to their labour costs, while at » > 0
relative prices generally deviate from relative
labour costs and vary with changes in 7 (or w); it
is only in the special case of uniform ‘proportions’
of labour to means of production in all industries
that prices are proportional to ‘labour values’ for
all levels of » (w). (For a discussion of joint pro-
duction, fixed capital and land, see Pasinetti
1980.)

While earlier authors were of the opinion that
the capital-labour or capital-output ratios of the
different industries could be brought into a rank-
ing that is independent of distribution, this is
generally not possible: ‘the price of a pro-
duct. . .may rise or it may fall, or it may even
alternate in rising and falling, relative to its
means of production’ (Sraffa 1960, p. 15). This
result destroys the foundation of those versions
of the traditional theory that attempted to define
the conditions of production in terms of produc-
tion functions with ‘capital’ as a factor. More-
over, as regards the concept of the ‘capital
endowment’ of the economy conceived as a
value magnitude, the same ‘real’ capital may
assume different values depending on the level
of . Sraffa concludes that these findings ‘cannot
be reconciled with any notion of capital as a
measurable quantity independent of distribution
and prices’ (1960, p. 38).
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Samuelson (1962), in an attempt to counter Joan
Robinson’s (1953) attack on the aggregate produc-
tion function, claimed that even in cases with het-
erogeneous capital goods some rationalization can
be provided for the validity of simple neoclassical
‘parables’ which assume there is a single homoge-
neous factor called ‘capital’, the marginal product
of which equals the rate of interest. But, alas, Sam-
uelson based his defence of traditional theory in
terms of the construction of a ‘surrogate production
function’ on the assumption of equal input propor-
tions (cf. 1962, pp. 196-7). By this token the ‘real’
economy with heterogeneous goods was turned
into the ‘imaginary’ economy with a homogeneous
output, i.e. the ‘surrogate production function’ was
nothing more than the infamous aggregate produc-
tion function. (For a critique of Samuelson's
approach see particularly Garegnani 1970).

Implicit in the above system of price equations
is the inverse relationship between the wage and
the rate of profit, or wage curve, of the given
system of production, w = w(r). We may now
turn to the hypothesis that for one or several
industries alternative technical methods are avail-
able for the production of the corresponding com-
modity. The technology of the economic system
as a whole will then be represented by a series of
alternative techniques obtained from all the pos-
sible combinations of methods of production for
the various commodities. Expressing w and p in

RB Ra

terms of a commodity produced in all the alterna-
tive systems, we obtain as many different wage
curves as there are alternative techniques. In Fig. 2
it is assumed that only two techniques, o and f
exist. Clearly, at any level of the wage rate (or rate
of profit), enterpreneurs will choose the cost-min-
imizing system of production. It can be shown
that, whichever the system initially in use, the
tendency of producers to switch to the cheaper
system will bring them to the one giving the
highest rate of profit (wage rate), whereas systems
giving the same r for the same w will be indiffer-
ent and can coexist. Thus, in the example of Fig. 2,
in the two intervals 0 < w < wy and w, < w <
W, technique o will be chosen, while in the inter-
val w; < w < W, technique f turns out to be
superior; at the two switch points P and Q both
techniques are equiprofitable. It follows that with
a choice of technique the relationship between
w and r, or wage frontier, will be represented by
the outermost segments or envelope of the
intersecting wage curves.

Figure 2 shows that the same technique (o)
may be the most profitable of a number of tech-
niques at more than one level of the wage rate
even though other techniques (here f§) are more
profitable at wage rates in between. The implica-
tion of this possibility of the reswitching of tech-
niques is that the direction of change of the input
proportions cannot be related unambiguously to
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changes of the so-called ‘factor prices’. The cen-
tral element of the neoclassical explanation of
distribution in terms of supply and demand is
thus revealed as defective. This element consisted
in the proposition that a rise of » must decrease the
‘quantity of capital’ relative to labour in the pro-
duction of a commodity because of the assumed
substitutability in production and consumption.
The demonstration that a rise in » may lead to
the adoption of the more ‘capital intensive’ of
two techniques clearly destroys the neoclassical
concept of substitution in production. Moreover,
since a rise in » may cheapen some of the com-
modities, the production of which at a lower level
of r was characterized by a relatively high ‘capital
intensity’, the substitution among consumption
goods contemplated by the traditional theory of
consumer demand may result in a higher, as well
as in a lower, ‘capital intensity’. It follows that the
principle of substitution in consumption cannot
offset the breakdown of the principle of substitu-
tion in production. Finally, it is worth mentioning
that reswitching is not necessary for capital-
reversing cf. Symposium 1966, p. 516).

The negative implication of reverse capital
deepening for traditional theory can be illustrated
by means of the example of Fig. 3, in which the
value of capital corresponding to the full
employment level of labour is plotted against
the rate of profit. Obviously, if with traditional
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analysis we conceived the curve KK’ as the
‘demand curve’ for capital, which, together
with the corresponding ‘supply curve’ SS', is
taken to determine the ‘equilibrium’ level of r,
we would have to conclude that this equilibrium,
although unique, is unstable. With free competi-
tion and perfectly flexible distributive variables a
deviation of 7 from ~ would lead to the complete
extinction of one of the two income categories.
According to the critics of traditional theory, the
finding that the quantity of a factor demanded
need not be related to the price of the factor
service in the conventional, inverse manner dem-
onstrates the failure of the supply and demand
approach to the explanation of normal distribu-
tion, prices and quantities.

Neoclassical Responses

Neoclassical economists tried to counter the attack
in various ways. At first it was claimed that
reswitching is impossible. When this claim was
shown conclusively to be false (cf. Symposium
1966), doubts were raised as to its empirical impor-
tance (see, for example, Ferguson 1969), thereby
insinuating that neoclassical theory was a simpli-
fied picture of reality, the basic correctness of
which would not be endangered by ‘exceptions’
of the kind analysed in the capital debate. Other
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advocates of the neoclassical approach were con-
scious of how defective the attempt was to play
down the importance of reswitching and capital-
reversing using the ‘empirical’ route. Since the
phenomenon was irrefutable it had to be absorbed
and shown to be compatible with the more sophis-
ticated versions of the dominant theory.

Perhaps the first move in this direction was
made by Bruno et al. (1966), who drew an anal-
ogy between reswitching and the long-known
possibility of the existence of multiple internal
rates of return. However, whereas the latter phe-
nomenon is a discovery within the partial, “fixed-
price’ framework of microeconomic theory of
investment, reswitching presupposes a total, gen-
eral framework. Moreover, we are not told how
traditional theory was both able to cope with
reswitching and yet preserve its basic structure.

A more interesting challenge came from
authors such as Bliss (1975) and Hahn (1982).
They contended that because of its concern with
a uniform rate of profit Sraffa’s analysis can be
considered a ‘special case’ of general equilibrium
theory. According to these authors the criticism of
traditional neoclassical capital theory implicit in
Sraffa is correct but has no bearing upon modern
general equilibrium theory. Since in the latter the
distribution of income is explained in terms of
given physical endowments of agents, there is no
need to find a scalar representation of the capital
stock. The uniformity of profit rates is taken to be
‘a very special state of the economy’ (Hahn 1982,
p- 363) which, for given preferences and produc-
tion sets, presupposes a particular composition of
initial endowments. In general, there will be as
many own rates of return as there are different
assets in the endowment set.

The first thing to be noticed is that the preser-
vation of the basic supply and demand approach
to the explanation of prices, distribution and quan-
tities in modern general equilibrium theory is
effectuated at the cost of the abandonment of the
traditional long-period method. As we have seen,
this method was shared by all ‘forerunners’ of this
theory, including, most notably, Walras and von
Neumann (1936). Indeed, the change in the notion
of equilibrium involved expresses a fundamental
break with the analytical method used by all
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economic theory up to the 1930s, when partly
because of a growing perception among neoclas-
sical economists that the whole approach was
threatened by the difficulties concerning the
notion of capital a drastic methodological
reorientation was advocated (cf. Garegnani
1976; Milgate 1979). Most influential in this
move away from the traditional method was
apparently Hicks’s Value and Capital (1939; sec-
ond edition 1946). Interestingly enough, Hicks
himself appears to have become increasingly
sceptical as to the usefulness of the ‘temporary
equilibrium method’ then suggested by him (see,
for example, Hicks 1965, pp. 73-4).

The second observation concerns Hahn’s
attempt to interpret Sraffa’s analysis as a special
case of general equilibrium theory. Since the latter
takes as data (i) the preferences of consumers,
(i) the technical conditions of production, and
(iii) the physical endowments, Hahn’s view nec-
essarily leads to the question of which constella-
tion of these data is compatible with a uniform rate
of profit. Clearly, to superimpose the latter speci-
fication on an ordinary general equilibrium sys-
tem would render it over-determined, as some of
the older neoclassical authors were well aware
of. Hence, following the interpretation under con-
sideration, (i), (ii) or (iii) cannot be taken as inde-
pendent variables. Now it is Hahn’s contention
that at the basis of Sraffa’s price equations there
must be a special proportion between the initial
endowments; i.e. (iii) is tacitly assumed to be
specified accordingly. However, as we have seen
there is no evidence in support of this presuppo-
sition. The surplus approach does not require
given endowments of produced means of produc-
tion in order to determine distribution and normal
prices. In fact, looking at classical analysis as a
whole the quantities of the capital goods available
may be considered as dependent rather than inde-
pendent variables. In analysing the problem of
value, capital and distribution the classical econ-
omists took the capital stocks installed in the
different industries as exactly adjusted to given
outputs, such that the latter could be produced at
minimum costs. The tendency towards normal
capital utilization and a uniform rate of profit
was seen to be the outcome of the working of
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the persistent forces of the system reflected in the
competitive decisions of producers.

Since the opinion entertained by Hahn that
Sraffa’s analysis can be subsumed as a ‘special
case’ under modern neoclassical theory has to be
rejected, the question remains, which of the two is
the more powerful instrument of analysis. There
does not seem to exist a ready-made answer at
present. The following remarks on the dominant
neoclassical theory must suffice.

Obviously, to take the capital endowment as
given in kind implies that only ‘short-period’
equilibria can be determined. Because firms ‘pre-
fer more profit to less’ (Hahn 1982, p. 354) the
size and composition of the capital stock will
rapidly change. Thus, major factors which general
equilibrium theory envisages as determining
prices and quantities are themselves subject to
quick changes. This, in turn, makes it difficult to
distinguish them from those accidental and tem-
porary factors, which, at any given moment of
time, prevent the economy from settling in the
position of equilibrium. More important, the fast
variation in relative prices necessitates the consid-
eration of the influence of future states of the
world on the present situation.

This can be approached in two different ways.
First, if there were complete futures markets the
analysis could be carried out in terms of the con-
cept of intertemporal equilibrium. However, the
assumption that all intertemporal and all contin-
gent markets exist, which has the effect of col-
lapsing the future into the present, can be rejected
on grounds of realism and economic reasoning
(see, for example, Bliss 1975, pp. 48 and 61).
Moreover, there is the following conceptual prob-
lem (see Schefold 1985). If in equilibrium some of
the capital stocks turn out to be in excess supply
these stocks assume zero prices. This possibility
appears to indicate that the expectations entrepre-
neurs held in the past when deciding to build up
the present capital stocks are not realized. Hence,
strictly speaking we are faced with a disequilib-
rium situation because otherwise the wrong stocks
could not have accumulated. Therefore, the prob-
lem arises how the past or, more exactly, possible
discrepancies between expectations and facts
influence the future.
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Since the notion of intertemporal equilibrium
cannot be sustained the theory is ultimately
referred back to the introduction of individual
price expectations concerning future deliveries
of commodities for which no present markets
exist. This leads to the temporary equilibrium
version of modern neoclassical theory. The basic
weakness of the theories of temporary equilibrium
concerns the necessarily arbitrary choice of
hypotheses about individual price expectations.
Indeed, as Burmeister stresses, ‘all too often
“nearly anything can happen” is the only possible
unaqualified conclusion’ (Burmeister 1980,
p. 215). Moreover, the stability properties of this
kind of equilibrium are unclear, since small per-
turbations caused by accidental factors may entail
changes in expectations, which define that very
equilibrium.

The danger of lapsing into empty formalism
and of depriving the theory of clear-cut results
was of course recognized by several supply and
demand theorists and considered a fundamental
weakness. In view of it some of them were pre-
pared to dispence with the alleged generality of
general equilibrium theory and return to some
version of traditional neoclassical analysis. After
the recent debate in capital theory this involved
ruling out reswitching and other ‘perverse’,
i.e. non-conventional, phenomena in terms of suf-
ficiently bold assumptions about available tech-
niques. It comes as no surprise that given these
assumptions the central neoclassical postulate of
the inverse relation between the capital-labour
ratio and the rate of profit should re-emerge as
‘one of the most powerful theorems in economic
theory’ (Sato 1974, p. 355). However, in order to
be clear about this move it deserves to be stressed
that it was motivated, as one author expressly
admits, by the fact that ‘regular economies’
have ‘desirable properties’ (Burmeister 1980,
p. 124).

See Also
Accumulation of Capital

Marginal Productivity Theory
Reverse Capital Deepening
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Capital Utilization

Roger Betancourt

Abstract

Utilization of capital can take place through var-
iations in the duration of working time, given
intensity, or through variations in the intensity
of working time, given duration, or both. This
article focuses on the economic factors determin-
ing duration and discusses the issues affecting
and affected by variations in intensity. The latter
can take the form of variations in speed or in the
use of inputs that are complements to capital
relative to some maximum or optimum. We pro-
vide a historical perspective, discuss modern the-
ory, its main applications and links to the issues
of speed and capacity, and identify important
implications.
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Capital utilization is given different interpreta-
tions in the economic literature. If a machine is
available for use during, say, a day, then various
levels of utilization can be obtained by varying the
duration of operations within the day. For any
fixed duration within the day, however, it is also
possible to vary the machine’s rate of utilization
by varying its speed. In each case there is variation
in capital utilization, but both physical and eco-
nomic characteristics differ widely in the two
cases. Moreover, even with duration and speed
constant within the day, some writers define var-
iations in capacity utilization via variations in the
variable inputs employed with a given machine
per day relative to some maximum or optimum
daily output. Unfortunately, these as well as other
writers frequently use the terms ‘capital utiliza-
tion’ and ‘capacity utilization’ interchangeably.

The discussion here will focus on the analysis
of variations in the duration of operations. A brief
historical perspective sets the stage for a presen-
tation of modern theory and applications, includ-
ing links to the issues of speed and capacity.
A succinct conclusion provides implications for
closely related economic issues.

Historical Perspective

Concern with the duration of operations dates to
the late 18th century and the spread of the factory
system in England. Early writing emphasized the
appropriate length of the working day relative to its
social consequence for workers and its economic
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consequence for capitalists. Positions on these
issues were developed in the context of debates
over the various Factory Acts in England. These
discussions usually assumed the length of the
working day to be the same for capital and labour.

Marx provides a most interesting example of
the development of economic thinking on dura-
tion up to his time. The length of the working day
is given substantial attention in his work (1867,
ch. 10); indeed, it provides the cornerstone for his
theory of exploitation (see, for example,
Morishima 1973, ch. 5); yet Marx pays only
minor attention to the separation of capital’s
work day from labour’s work day which is at the
centre of modern analysis.

Marshall, like his predecessors, was interested
in duration because of its implications for the well-
being of workers and the viability of the economic
system. But he saw the separation of the work day
of labour from the work day of capital inherent in
shift-work systems as an opportunity for resolving
the conflicting interests of workers and capitalists
with respect to the length of the work day. Thus he
becomes an advocate of the adoption of multiple
shifts early in his professional career (1873) and
maintained his interest in the topic throughout his
career (see, for example, 1923, p. 650).

Marshall’s emphasis became the basis for the
work of Robin Marris (1964), who treats capital
utilization as a synonym for shift-work. Interest-
ingly enough, the other modern pioneer,
Georgescu-Roegen (for example, 1972), stresses
the choice of the daily duration of operations,
acknowledges Marx’s emphasis on the topic, but
overlooks Marshall as well as Marris. Both view
the choice of duration at the plant level, either
directly or through the selection of a shift-work
system, as a long-run or ex ante decision, that is,
before the plant is built. Moreover, both assume
the ex post elasticity of substitution to be zero, that
is, within the day no variations in choice of tech-
nique are allowed once the factory is built. How-
ever, while Marris uses discrete techniques of
production and discrete systems of utilization to
describe the structure of the firm’s optimization
problem, Georgescu-Roegen uses a continuous
production function and a continuous index of
the daily duration of operations; these differences
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of method do not generate substantial differences
in results.

Both economists use their analyses to argue
against anachronistic social legislation and draw
implications from their work for an important
contemporary economic problem, namely, the
improvement of economic conditions in develop-
ing countries.

Before presenting the modern theory and its
applications it is useful to note a few salient facts.
Thanks to Foss’s efforts (1981) there are reliable
estimates of the average workweek of capital (plant
hours) in US manufacturing for 1929 and 197667
and 82 hours, respectively. These estimates can be
compared to an average workweek for labour of
50 hours in 1929 and 40 hours in 1976. Further-
more, Foss views the rise in capital’s workweek
between 1929 and 1976 as an underestimate of the
increase in shift-work, because of the decrease in the
number of days worked per week during this same
period. The most thorough update of this data work
is Beaulieu and Mattey (1998). It generates an aver-
age workweek of capital for manufacturing during
the period 1974-92 of 97 hours per week. These
‘facts’ underlie interest in the topic and the frequent
identification of capital utilization with shift-work.

Modern Theory and Applications

A number of contributions have incorporated the
choice of duration into the neoclassical theory of
the firm. This work is most concisely exposited
using a model which relies on duality theory to
generate the main results available in this litera-
ture (see Betancourt 1986).

The firm’s optimization problem is viewed as a
two-stage procedure. In the first stage the
decision-maker generates a cost function for
each given level of duration; in the second stage
the decision-maker selects from these cost func-
tions that one which leads to least total cost. The
end result in the two-input case is:

*

C de(W*,r*,x*). €))

. . . *
For a given reference unit of duration, w rep-
* .
resents the average wage rate, r the price of
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capital services, x the level of output, while
d represents an index of duration of operations,
Cis a classical cost function, and C" represents the
total cost of operations at the optimal level of
duration.

For example, if an eight-hour shift starting
during normal hours is the reference unit of dura-
tion, as duration increases beyond this reference
period: the average wage rate (w') increases
because of shift differentials due to workers’
preferences for normal hours or social legisla-
tion; and the price of capital services per eight-
hour shift decreases, although there will be two
opposite tendencies in this case. The daily price
of a unit of capital increases due to the additional
wear and tear created by the longer duration, but
this price is now spread over a greater number of
hours, and the price of capital services per eight-
hour shift (") decreases. Betancourt and Clague
(1981, ch. 2, sect. 2) provide a detailed discus-
sion of why the second effect predominates.
Finally, as duration increases, the same daily
output is spread over a greater number of hours,
and the level of output per eight-hour shift (x")
decreases.

The formulation in (1) yields the main insights
about capital utilization or shiftwork at the plant
level offered by the early literature that followed
Georgescu- Roegen and Marris. A brief listing of
these results is as follows: (i) high shift differen-
tials or overtime rates discourage capital utiliza-
tion by increasing w'; (ii) technologies with high
degrees of returns to scale discourage utilization
by raising the costs of operating at low levels of
output (x"); (iii) technologies with high degrees of
capital intensity encourage capital utilization
because the consequent fall in the relevant cost
of capital (+) affects a higher percentage of
costs; and (iv) technologies with abundant ex
ante substitution possibilities encourage utiliza-
tion because they lower the costs of taking advan-
tage of the consequent fall in the cost of capital
(") through the building of a more capital inten-
sive factory. These four factors are the main long-
run determinants of optimal duration on the
cost side.

In addition, two other characteristics of the
utilization decision are worth stating. First,
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factories built to operate at high levels of utiliza-
tion will be designed to use capital-intensive tech-
niques. Second, how exogenous changes in input
costs affect duration depends critically on the ex
ante elasticity of substitution. For instance, if this
elasticity is greater than unity, under constant
returns to scale an exogenous fall in the price of
capital lowers the costs of building the plant to
operate longer hours.

One application of the model is as the theoret-
ical basis for empirical studies of the choice of
duration at the plant level. The model’s implica-
tions were consistent with several different bodies
of plant level data (see Betancourt and Clague
1981, chs 4-8) across non-continuous process
industries. Recent work using more detailed
plant level data for specific industries, for example
automobiles, confirms the role of the number of
shifts as a long-run margin of adjustment and it
stresses the importance of changes in duration
through overtime and daily closings as short-run
margins of adjustment in the United States
(Bresnahan and Ramey 1994). Detailed studies
of the auto industry for Europe and Japan (Anxo
et al. 1995, chs 12 and 13, respectively) are also
consistent with this long-run role for the number
of shifts. Mayshar and Halevy (1997) develop a
model that allows for ex post substitution possi-
bilities as a short-run margin of adjustment. The
above studies imply that there is a choice of dura-
tion, even in the short run, but in some industries
continuous processes dominate and the choice is
really to operate or not operate the process.
A major extension of the model that captures
this feature is provided by Das (1992), who
develops and estimates a discrete dynamic pro-
gramming model for the cement industry at the
kiln level. In this context a plant is basically an
additive collection of kilns and Das allows for
three decisions, namely, operate, retire or keep
idle a kiln in any plant.

Alternative approaches to the non-convexities
that arise at the plant level have been developed
by looking at the industry as the unit of analysis.
Prucha and Nadiri (1996) provide an insightful
and sophisticated example of this option applied
to the US electrical machinery industry by making
endogenous the capital utilization decision in the
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context of dynamic factor demand models. In a
similar industry setting, Cardellichio (1990) uses
the assumption of Leontief production functions
at the mill level to analyse utilization for the
lumber industry as a whole.

From a theoretical perspective an application
of the model in (1) has been as the basis for the
choice of duration in standard two-sector general
equilibrium models. In the context of the interna-
tional trade literature, Betancourt et al. (1985), for
example, use the specific-factors model with var-
iable utilization to reconcile the dual scarcity
explanation of Anglo-American trade in the 19th
century with the empirical evidence on observed
utilization levels. In the context of the public
finance literature Coates (1991) generalizes the
standard analysis of the incidence of the corporate
profits tax by allowing for variable utilization. He
concludes that overestimates of the burden of the
tax in the order of 10—-60 per cent are most prob-
able as a result of ignoring this long-run margin of
adjustment in a general equilibrium context.
A more abstract general equilibrium approach
allowing for firm’s decisions over duration and
starting times as well as for worker’s preferences
over these work schedules has been developed
recently by Garcia Sanchez and Vazquez Mendez
(2005). Its main substantive result replicates one
partial equilibrium result noted above, namely,
that high capital intensity in the form of a high
capital-labour ratio leads to an increase in
utilization.

A short-run perspective has played an impor-
tant role in dramatizing the policy implications of
high levels of utilization for employment and
output, since in this perspective a doubling of
utilization implies a doubling of employment
and output. Nevertheless a long-run perspective
(see Betancourt and Clague 1981, chs 9-11) pro-
vides a far less optimistic view about the likeli-
hood of these outcomes. Ironically the evaluation
of a shorter workweek for labour in Europe, which
is analytically similar, has been carried out pri-
marily from a short-run perspective (for example,
Anxo et al. 1995, ch. 14). Garcia Sanchez and
Vazquez Mendez (2005), however, suggest this
topic as one for potential application of their
long-run model.
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Related Issues: Speed and Capacity

The relations between duration, speed and capac-
ity are difficult to analyse and provide an oppor-
tunity for confusion. To start, consider a dual
representation of the cost function in (1). Namely,

x=dF(K,L) 2)
where x is the level of daily output, that is, x = dx
= dF; F is a neoclassical production function
defined over the reference period of duration;
K represents both the level of the capital stock
employed and the rate of capital services, which
implies that the speed of operations (v) is constant
and set at unity; and L represents labour services
per reference period of duration. Alternatively,
those who analyse variations in utilization
through choice of speed represent the productive
process as follows:

x=F(K,L) 3)
where all variables have been previously defined.
In (3) duration is set at unity.

Writers who employ (3) assume that the price
of the capital stock is an increasing function of
speed or utilization (for example, Smith 1970).
Since costs are defined as

C = r(v)K + wL, where ¥/ (v) > 0, the cost of a
unit of capital services obtained by increasing
speed is an increasing function of v. While in the
duration model the price of the capital stock r(d) is
an increasing function of duration (¥'(d) > 0), the
cost of a unit of capital services obtained by
increasing duration is a decreasing function of
duration, that is, * = r(d)/d and r"'(d) < 0. This
difference implies that models with one utilization
variable to describe the productive process can
generate nonsensical economic results if this var-
iable is interpreted as representing either duration
or speed, because the behaviour of costs can rep-
resent only one of the two interpretations. To
illustrate, a recent body of literature relates capital
utilization, economic growth and the speed of
convergence (for example, Chatterjee 2005), by
assuming depreciation to increase with utilization
at an increasing rate. This makes sense if one
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justifies increases in utilization as a result of
increases in speed. Yet this literature justifies
increases in utilization as a result of increases in
duration through increases in the average work-
week of capital.

Another interesting feature of the ‘speed’
model stems from the first-order conditions for
cost minimization, which can be used to show
that, if v, K and L are treated as choice variables,
at the optimum, r(v) = #(v)». When duration and
speed are endogenous this characteristic general-
izes to r(v, d) = r(v, d) v and optimal speed is
determined by optimal duration (Madan 1987).
This is consistent with the finding by Bresnahan
and Ramey (1994) for the auto industry that line
speed and the number of shifts are long-run mar-
gins of adjustment.

Consider now the representation of the produc-
tive process underlying the typical definitions of
capacity utilization. Namely,

x=F(K,L) 4)

where all variables are defined as before and speed
and duration set at unity. Using (4), Panzar’s
(1976) definition of capacity becomes:

hK) = mLaxF(K,L) Q)

where A(K) is an increasing function of K. This
definition leads to an output-based definition of
short-run capacity utilization; that is:

CU = x/x max 6)
where x max is given by (5).

When capital equipment is capacity-rated in
terms of output units, as in electricity generation,
one can measure directly the denominator of (6)
and short-run capital and capacity utilization coin-
cide (cf. Winston 1982, ch. 5). In general, how-
ever, the denominator in (6) is not well defined.
An alternative procedure is to define the denomi-
nator in (6) as the optimal level of output, x°. For
instance, in the literature on dynamic factor
demand models x° is defined as the optimal level
of output when the capital stock is endogenous
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(for example, Morrison 1985; also see Prucha and
Nadiri 1996, for a generalization). Since ‘optimal’
output varies with the specification of the optimi-
zation problem, one can generate a variety of
reasonable definitions of capacity utilization
which measure different concepts. Not surpris-
ingly, the corresponding empirical definitions
fail to move together (de Leeuw 1979) or with
the average workweek of capital (Beaulieu and
Mattey 1998).

Implications

Perhaps the most important economic implication
of the analysis of capital utilization above is for
our understanding of technical change at the
aggregate level. Ignoring increases in duration
understates the contribution of capital services to
output growth and, thus, overstates the estimates
of technical change or the Solow residual in stan-
dard sources of growth analysis. Beaulieu and
Mattey’s estimate of the annual rate of growth in
the average workweek of capital for manufactur-
ing over the 1974-91 period is 0.17. They use
employment per shift as weights, which are the
appropriate ones, and find that only 25 per cent of
the variation in growth can be accounted for by
overtime.

Macroeconomists have pursued this issue but
emphasized its business cycle implications. That
is, when the Solow residual is adjusted for the
workweek of capital it ceases to be pro-cyclical.
For instance, Shapiro (1993) made this point in a
widely cited paper. His results continued to hold
in Beaulieu and Mattey’s more recent data and
they have given rise to a substantial literature
that we will not explore here. One implication of
this finding noted by Shapiro is that it casts doubts
on alternative explanations of the behaviour of the
residual stressing market power when there are
substantial costs to adjusting the workweek of
capital, for example through the shift differential.

There is an early literature on the human costs
of shift-work which may be captured through the
shift differential. Betancourt and Clague (1981,
ch. 12) conclude from their review of this litera-
ture that observed shift differentials of four to five
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per cent in the United States substantially under-
estimate the human costs of shift-work. This con-
clusion is consistent with estimates in an
unpublished paper by Shapiro (1995) that the
marginal shift premium is 25 per cent. A strand
of literature in labour economics on compensating
differentials has considered shift-work.

Kostiuk (1990) obtains estimates of the shift
differential of well above ten per cent in the
unionized sector for both 1979 and 1985. He relies
on Census of Population Survey data for his
analysis.

An issue neglected in the recent literature is the
role of obsolescence in capital utilization. Marris
(1964) argued that an increase in the rate of obso-
lescence should strengthen the economic incentive
for shift-work, since it ameliorated disincentive
effects of wear and tear depreciation. In the last
few decades we have observed systematic shifts
from mechanical technologies to electronic technol-
ogies, which diminish wear and tear costs and
increase the rate of obsolescence. This shift should,
thus, have provided an incentive for increased cap-
ital utilization. Yet, to my knowledge, the economic
literature has not addressed this issue explicitly.

Finally, an important reason for interest in
capital utilization as an economic variable is the
existence of transaction costs and market imper-
fections. These frictions make ownership of cap-
ital equipment and structures attractive relative to
rentals for instantaneous capital services. Of
course these rental markets do not exist in most
cases. A substantial recent literature in industrial
organization investigates the effect of transaction
costs, including incompleteness of contracts and
agency costs, on incentives and the evolution of
institutions. With one exception, it has not
addressed the impact of changes in transaction
costs and market imperfections on capital utiliza-
tion. The exception is the work of Hubbard (2003)
on the trucking industry. He shows that improve-
ments in monitoring technology in the form of on
board computers increase capacity utilization,
which in this industry coincides with short-run
capital utilization just as in the electricity genera-
tion industry. Issues of long-run capital utilization
and relevance for other industries, however,
remain unexplored in this context.
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Capital, Credit and Money Markets

Benjamin M. Friedman

The markets for money, credit and capital repre-
sent a fundamental dimension of economic activ-
ity, in that the many and varied functions of the
modern economy’s financial markets both reflect
and help shape the course of the economic system
at large. Financial markets facilitate such central
economic actions as producing and trading, earn-
ing and spending, saving and investing, accumu-
lating and retiring, transferring and bequeathing.
Development of the financial system is a
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recognized hallmark of economic development
in the broadest sense.

Neither the important role played by the finan-
cial side of economic activity nor economists’
awareness of it is a recent phenomenon. Eco-
nomic analysis of the roles of money, credit and
capital constitutes a tradition as old as the disci-
pline itself. Nevertheless, in comparison with
other equally central objects of economic analysis
this tradition is as remarkable for its continuing
diversity as for the richness of the insights it has
generated. A century after Marshall and Wicksell
and Bagehot, a half-century after Keynes and
Robertson and Hicks, and a quarter-century after
the initial path-breaking work of Tobin and Modi-
gliani and Milton Friedman, there is still no firm
consensus on many of the more compelling ques-
tions in the field: What are the most important
determinants of an economy’s overall level of
capital intensity? How does risk affect the alloca-
tion of that capital? Do leverage and intermedia-
tion of debt matter for aggregate economic
outcomes? Does money matter — and, if so, what
is it?

The absence of universally accepted answers to
these and other fundamental questions does not
signify a failure to develop conceptual under-
standing of how the markets for money, credit
and capital function, or of the basic elements of
these markets’ interactions with non-financial
economic activity. The persistent diversity of
thought on these unresolved questions has instead
reflected the inability of empirical analysis, hin-
dered by the continual and at times rapid evolution
of actual financial systems, to provide persuasive
evidence on issues characterized both by a multi-
plicity of plausibly relevant determining factors
and by the inherent unobservability of some of the
most important among them — for example, ex
ante perceptions of risks as well as rewards.

The Market for Capital

The essential reason for having a capital market in
any economy stems from the nature of the pro-
ductive process. In all economies anyone has ever
observed, and the more so in the more developed
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among them, production of goods and services to
satisfy human wants relies on capital as well as
labour. If capital is to exist to use in production,
someone must own it; and in economies in which
this ownership function lies with individuals or
other private entities, the primary initial role of the
capital market is to establish the terms on which
capital is held. In market-oriented economies the
terms on which capital is (or may be) held provide
incentives affecting the further accumulation of
new capital, so that over time the capital market
plays an additional, logically consequent role in
determining the economy’s existing amount of
capital and hence its potential ability to produce
goods and services.

In conceptualizing how the market mechanism
sets the terms on which an economy’s capital is
held, economists have traditionally paired the role
of capital as an input to the production process
with the role of capital as a vehicle for conveying
wealth — that is, ultimate command over goods
and services — forward in time. The capital market
is therefore the economic meeting place between
the theory of production, often in the derivative
form of the theory of investment, and the theory of
consumption and saving. Different assumptions
forming the underlying theory on either side in
general lead to differing characterizations of how
the capital market establishes the terms on which
capital is held, and consequently differing charac-
terizations of how the market affects the
economy’s accumulation of capital over time and
hence its capital intensity at any point in time.
Among the critical features of production theory
and consumption-saving theory that have featured
prominently in this analysis of their intersection
are the substitutability of capital for other produc-
tion inputs, the source and nature of technological
progress, and the interest elasticity of saving. In
most modern treatments, these specifics in turn
depend on more basic assumptions like the
respective specifications of the production func-
tion constraining producers and the intertemporal
utility function maximized by wealth-holders.

Notwithstanding the central importance of this
basic economic role of the capital market, as well
as the insight and ingenuity with which econo-
mists over many years have elaborated their
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understanding of it, what gives the modern study
of capital markets much of its particular richness
is the focus on one particular factor that could, in
principle, be entirely absent from this economic
setting, but that is ever present in reality:
uncertainty.

The essential feature of capital from this per-
spective is its durability. Because capital is
durable — that is, its use in production does not
instantly consume or destroy it — it provides those
who hold it with not just the ability but the neces-
sity to convey purchasing power forward in time
in a specific form. Precisely because of this dura-
bility, capital necessarily exposes those who hold
it to whatever uncertainties characterize both the
production process and the demand for wealth-
holding in the future.

Not just reward but risk too, therefore, are
inherent features of capital that must accrue to
some holders, somewhere in the economy, if the
economy is to enjoy the advantages of production
based in part on durable capital inputs. The intro-
duction of risk has profound implications for
consumption-saving behaviour. In addition,
when the absence of perfect rental markets leads
producers who use capital to be also among the
holders of capital, the introduction of risk in this
way affects production-investment behaviour too.
Hence via at least one side of the capital market
nexus, and via both sides under plausibly realistic
assumptions, the risk consequent upon the dura-
bility of capital alters the determination of the
terms on which capital is held, and thereby alters
the determination of the economy’s capital accu-
mulation. Increasingly in recent years, the study
of capital markets by economists has focused on
the market pricing of this risk. The context in
which this risk pricing of function matters, how-
ever, remains the consequences, for wealth-
holding and for investment and production, of
the terms on which capital is held.

The implications of the risk inherent in durable
capital depend, of course, on many aspects of the
capital market environment. Two prominent fea-
tures of existing capital markets in particular have
importantly shaped the explosive development of
the capital markets risk-pricing literature during
the past quarter-century. First, durable capital is
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not the only available form of wealth holding.
Other assets may be risky too, but at least some
assets exist which do not expose holders to the
risks, involving unknown outcomes far in the
future, that are consequent on the durability of
typical capital assets. Second, even capital assets
are not all identical. Heterogenous capital assets
expose their holders to risks that not only are not
identical but also, in general, are not independent.

Following Markowitz (1952) and Tobin
(1958), the investigation of the allocation of
wealth-holding between a single risk-free asset
and a single risky asset readily establishes the
terms on which (risky) capital is held, in the
form of the excess of its expected return over the
known return on the alternative (presumed risk-
free) asset. In the simplest case of a single-period-
at-a-time decision horizon, for example, the max-
imization of utility exhibiting constant relative
risk aversion in the sense of Pratt (1964) and
Arrow (1965), subject to the assumption that the
uncertain return to capital is normally distributed,
leads to the result that an investor’s demand for
capital, expressed in proportion to the investor’s
total wealth, depends linearly on the expected
excess return:
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where W is the investor’s total wealth, A% is the
quantity demanded of the risky asset, p is the
coefficient of relative risk aversion, E(r) and o%
are respectively the mean and variance of the ex
ante distribution describing assessments of the
uncertain asset return, and 7 is the known return
on the alternative asset. (This simple result is both
convenient and standard, but it can be only an
approximation because normally distributed
asset returns are strictly incompatible with utility
functions exhibiting constant relative risk
aversion.) If it is possible to represent the
economy’s aggregate asset demands in a form
corresponding to Eq. 1 for individual investors,
then the requirement that the existing amount of
each asset must equal to the amount demanded
leads to the result that the expected excess return
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on capital depends linearly on the composition of
the existing wealth:

E(rg) =T+ pog ~% )
where Ak is the actual existing quantity of the
risky asset. If the market equilibration process
works via changes in the price of the risky asset,
rather than its stated per-unit return, then both A4z
and W are jointly determined with E(rx) and the
resulting relationship is analogous though no lon-

ger linear:

E(rg) =7 + po* - —
(k) PR A+ PIEG)] - Ax
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where A is the existing quantity of the risk-free
asset (taken to have unit price), 4 ¢ is the quantity
of the risky asset in physical units, and P is the
price of the risky asset with [dP/dE(rx)] < O.
(If capital is infinitely lived, P = 1/E(rx).) The
addition of this element of the theory of risk pric-
ing thus allows the capital market, in the context of
a general economic equilibrium, to establish the
terms on which durable capital is held — and hence
the incentive to capital accumulation — when other,
non-durable assets are also present.

The second major aspect of actual capital assets
motivating the development of the economic anal-
ysis of capital markets is heterogeneity. Capital
assets differ from one another not only because of
actual physical differences but also because, with
imperfect rental markets, the application of identi-
cal capital items to different uses in production has
some permanence, so that ownership of a particular
capital asset typically implies ongoing participation
in a specific production activity. In general, each
kind of capital asset, categorized not only by phys-
ical characteristics but also by production applica-
tion, exposes those who hold it to a unique set of
uncertainties. Moreover, in general the different
risks associated in this way with different capital
assets are not independent.

The elaboration of the single-risky-asset model
in Egs. 1, 2, and 3 due to Sharpe (1964) and
Lintner (1965) readily represents the determina-
tion of relative returns in the capital market, in this
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context of heterogeneous capital assets with
interdependent risks, and hence enables the out-
comes determined in the capital market to affect
not just the aggregate quantity but also the alloca-
tion of the company’s capital accumulation. The
multivariate analogues of Egs. 1 and 2 are simply

1 1
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where A2, Ay and r are vectors with individual
elements respectively corresponding to AR, Ay and
rx, € is the variance-covariance structure associ-
ated with expectations E(ry), and 1 is a vector of
units. In Eq. 4 the demand for each specific capital
asset depends linearly on the expected excess return
over the risk-free rate not only of that asset but of all
other capital assets as well, with the substitutability
between any two assets — that is, the response of the
demand for one asset to the expected return on
another — determined by the investor’s risk aversion
as well as by the interdependence among the
respective returns on all of the risky assets. In
Eq. 5 the equilibrium expected excess return on
each capital asset at any time therefore depends
(linearly) on the existing quantities of all assets
expressed as shares of the economy’s total wealth.
Under conventional models of investment behav-
iour, the accumulation of each specific kind of
capital over time depends in turn on the entire set
of equilibrium returns determined in this way.

Moreover, this role of the capital market in
guiding the allocation of capital does not depend
in any fundamental way on the presence of an
alternative asset with risk-free return. If all assets
bear uncertain returns, either because capital
assets are the only existing assets, or because
even the returns on other assets are uncertain
(because of uncertain price inflation, for exam-
ple), the analogue of Eq. 4 is

1 1 )
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The second term in Eq. 6 represents the com-
position of the minimum-variance portfolio,
which in the absence of a risk-free asset is a
unique combination of risky assets, expressed as
a vector of asset shares adding to unity. The first
term in Eq. 6 expresses the investor’s willingness
to hold a portfolio different from this minimum-
variance combination. The transformation of Q
contained in the first term maps what is in general
a variance-covariance matrix of full rank into a
matrix of rank reduced by one, as is implied by the
balance sheet constraint emphasized by Brainard
and Tobin (1968). Because the resulting matrix is
of less than full rank, however, no exact analog of
Eq. 5 then exists.

Combining the description of asset demands in
Eq. 6 with the requirement of market clearing
therefore determines the relative expected returns
among all assets — in other words, determines the
absolute expected returns on all assets but one,
given the expected return on that one — but cannot
determine absolute expected returns without at
least some reference point fixed outside the risk
pricing mechanism. This result is in fact analo-
gous to the implication of Eq. 5 (or Eq. 3), in that
Eq. 5 determines the expected return on each risky
asset only in relation to the fixed benchmark of the
known return on the alternative risk-free asset. In
either case the analysis of risk pricing alone is
insufficient to determine absolute returns without
something else, presumably grounded in the fun-
damental interrelation between the respective
roles of capital in production and in wealth-
holding, to anchor the overall return structure.

Actual capital markets perform these functions
of pricing risk and thereby guiding the accumula-
tion and allocation of new capital, in essentially all
advanced economies with well developed finan-
cial systems. In most such economies, the most
immediately visible focus of the risk pricing
mechanism is the trading on stock exchange of
existing claims to capital in the form of equity
ownership shares in ongoing business enterprises.
Equity shares are composite capital assets not
only in the sense that each business firm typically
owns a variety of different kinds of physical cap-
ital but also because the value of most firms con-
sists in part of intangible capital in the form of
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existing knowledge, organization and reputation.
In the context of what are often very large costs of
establishing new enterprises, together with highly
imperfect secondary markets for physical capital
assets, even in principle the prices of equity secu-
rities need not correspond in any direct way to the
liquidation value of a firm’s separate items of
plant and equipment. Given transactions costs
and imperfect secondary markets, the existing
enterprise itself is just as much an aspect of an
advanced economy’s long-lived production tech-
nology as is the sheer physical durability of
capital.

Markets in which existing equity shares are
traded also present the opportunity for the initial
sale to investors of new equity shares issued by
business enterprises in order to augment their
available financial resources. In addition to guid-
ing capital accumulation and allocation by
establishing the relevant risk pricing, therefore,
capital markets also play a direct role in facilitat-
ing capital accumulation by offering firms the
opportunity to raise new equity funds directly.
Even so, given firms’ ability to increase their
equity base by retaining their earnings rather
than distributing them fully to shareholders —
and also given the availability of debt financing
(see the discussion of credit markets immediately
below) — the extent to which firms actually rely on
new issues of equity varies widely from one econ-
omy to another. In the United States, for example,
well established firms typically do not issue new
equity shares in significant volume, and the mar-
ket for new issues is primarily a resource for new
enterprises of a more speculative character. (The
aggregate net addition to equity in the US market
each year is typically negative, in that equity
retirements and repurchases exceed gross new
issues.) In most other economies, too, new issues
of equity shares provide only small amounts of net
funds for business.

Even when new equity additions via new
shares issues are small, however, the risk pricing
function of the capital market still guides an
economy’s capital accumulation and allocation
process. Internal additions to equity from retained
earnings are by far the major source of equity
funds for the typical business in most economies,
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and — at least in theory — the retention or distribu-
tion of earnings by firms reflects in part consider-
ations of expected return and associated risk as
priced in the capital markets. Firms in lines of
business in which new investment is less profit-
able (after allowance for risk) than the economy’s
norm not only cannot issue new equity shares on
attractive terms but also must either distribute
their earnings or face undervaluation of their out-
standing shares by market investors. Conversely,
firms with unusually profitable prospects at the
margin of new investment can favourably issue
new shares or can retain their earnings to fund
their expansion.

Finally, two further features of actual modern
capital markets bear explicit notice. Each, appro-
priately considered, is consistent with the notion
of capital markets serving the basic function of
pricing risk, and thereby guiding an economy’s
capital accumulation and allocation.

First, highly developed capital markets are
characterized by enormous volumes of trading. In
principle, the risk-pricing mechanism could func-
tion with little trading of existing securities, and
under the right conditions it could function with
none at all. If investors all agreed on the appropri-
ate set of price relationships, there would be nei-
ther the incentive nor the need to effect actual
transactions. The agreed-upon set of prices might
fluctuate widely or narrowly, depending upon
changes in assessments of risk and return, but as
long as the assessments were universally shared
there would be little if any trading.

The huge trading volumes typical of actual
modern capital markets therefore suggest that, in
fact, investors do not share identical risk and
return assessments. Annual trading volume on
the New York Stock Exchange, for example, is
normally near one-half the total value of listed
existing shares. Although the continually chang-
ing circumstances of both individual and institu-
tional investors no doubt play some role, it is
difficult to explain this phenomenon except in
the context of substantial heterogeneity in the
response of investors’ risk and return assessments
to the flow of new information.

The possibility that investors’ opinions differ is
only a minor complication for the theory of risk



Capital, Credit and Money Markets

pricing as sketched above. Lintner (1969) showed
that competitive capital markets with heteroge-
neous investors determine outcomes for the pric-
ing of risky assets that just reflect an appropriately
constructed aggregation over all individual inves-
tors’ differing assessments (as well as their differ-
ing preferences), weighted by their respective
wealth positions. The question remains, however,
why investors’ assessments differ. One line of
analysis, initiated by Grossman (1976), has
emphasized systematic differences in assessments
due to underlying differences in information
available to different investors. By contrast,
Shiller (1984) suggested the importance of
unsystematic differences not readily explainable
within the conventional analytic framework based
on rational maximization. The question remains
unsettled but important nonetheless.

The second additional feature of actual modern
capital markets that bears explicit attention is the
proliferation of increasingly complex securities,
including options, warrants, futures, and so forth.
Given heterogeneity among investors, this devel-
opment fits naturally in the context of the capital
markets’ basic economic role of establishing the
terms on which the risks inherent in a capital-
intensive production technology are to be borne.
When investors differ among themselves in age,
or wealth, or preferences, or risk and return assess-
ments, in general the most efficient allocation of
those risks does not consist of all investors’ hold-
ing portfolios embodying identical risks and pro-
spective returns. Instead, different investors will
hold differing portfolios, and a further role of an
economy’s capital markets is to allocate the bear-
ing of specific risks across different investors.

Heterogeneity among different kinds of physi-
cal assets would itself facilitate such specializa-
tion, and heterogeneity among the business
enterprises whose equity shares constitute the
asset units in actual capital markets typically
does so to an even greater extent. Still, even this
resulting degree of feasible specialization in risk
bearing apparently falls well short of what would
be fully consistent with the existing extent of
investor heterogeneity.

Complex securities enable the capital markets
to achieve a more efficient allocation of risk across
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heterogeneous investors by more finely dividing
the risk inherent in an economy’s production tech-
nology. Options, for example, permit an investor
not merely to hold a (positive or negative) position
in the equity of a specific firm but to hold positions
corresponding only to designated parts of the dis-
tribution describing the possible outcomes for that
firm’s performance as reflected in the price of its
equity shares. While the existing array of complex
securities presumably does not approach the set of
contingent claims necessary to span the space of
possible outcomes in the sense of Arrow (1964)
and Debreu (1959), developments along these
lines in recent years have presumably rendered
risk bearing more efficient. Moreover, following
Merton (1973a) and Black and Scholes (1973),
the analysis of the market pricing of risk has
extended to explicitly contingent claims the cen-
tral features of market equilibrium. The analysis is
richer, therefore, and the outcome more efficient,
but the end result of the economic process remains
the pricing of the risk associated at any time with
the existing stock of capital, with consequent
effects on the total accumulation and allocation
of capital over time.

The Market for Credit

The presence of heterogeneity among different
participants in a market economy also provides
an economic rationale for credit markets. The
primary initial role of the credit market is to facil-
itate borrowing and lending — that is, the transfer
of purchasing power by the issuing and acquiring
(and trading) of money-denominated debts. In
establishing the terms on which such transfers
take place, the credit market plays a role in guid-
ing the allocation of the economy’s resources that
is parallel to that played by the capital market.

If all market participants were identical, such a
market could establish terms on which the repre-
sentative agents would be willing to borrow or
lend, but no actual borrowing or lending would
take place. Under those circumstances the credit
market would be of little economic importance.
By contrast, actual economies consist of an almost
infinite  variety of differently positioned
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participants. Individuals differ from business
enterprises, and private-sector entities differ
from governments. Even just among individuals,
there are old and young, rich and poor, highly and
weakly risk-averse, favourably and unfavourably
taxed, home-owners and renters, and so on in ever
more dimensions and ever greater detail. As a
result, the credit market does not just establish a
putative price for strictly hypothetical trades. It
facilitates transfers that in turn make possible
resource allocations which could not otherwise
come about.

At the most basic level, economists since
Fisher (1930) have emphasized the role of bor-
rowing and lending in achieving a separation
between production and consumption decisions.
Here the function of the credit market is to enable
individuals to shift purchasing power forward or
backward in time, so as to free the timing pattern
of consumption streams from the corresponding
timing pattern of earnings from production (while
still preserving, of course, the relevant constraint
connecting the appropriately discounted totals).
The overall result of this intertemporal separation
is, in general, to achieve more efficient resource
allocations in the sense both of greater production
from given available inputs as well as higher
utility from given available consumption. Without
such a separation it would be impossible to con-
strue the intertemporal theory of consumption and
saving as in any way distinct from the theory of
production and investment. Even the limited het-
erogeneity between firms and households is suffi-
cient to give rise to borrowing and lending along
these lines.

Nevertheless, the question of why money-
dominated debts should serve this intertemporal
transfer function — rather than having all obliga-
tions take the form of direct ownership claims to
capital, for example — opens up a whole series of
further important issues. Following the analysis of
capital markets immediately above, the most read-
ily apparent answer is that debt obligations isolate
the specific risks associated with the purchasing
power of the unit of denomination (in other words,
inflation risk) and risks associated with the bor-
rower’s ability to meet the stated obligation
(default risk), and that this conventional
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compartmentalization is evidently convenient for
a variety of reasons. Inflation risk and default risk
are in general not independent, however. In addi-
tion, it is just as easy to imagine alternative con-
ventions that might be just as convenient, like the
predominant use of debts denominated in
purchasing-power units.

Given the conventional monetary denomina-
tion of debt obligations, the function of the credit
market in most modern economies is to redistrib-
ute immediate claims to purchasing power, in
exchange for future claims, along three major
dimensions of heterogeneity: between individuals
and firms, between the private sector and the
government, and between domestic and foreign
entities. In addition, redistributions among indi-
viduals (and, to a lesser extent, among firms) are
often a further important credit market function.

Business firms typically apply to investment
not only their equity additions from retained earn-
ings and any new share issues but also funds
raised by borrowing. Modigliani and Miller
(1958) set forth conditions under which the
firm’s reliance on debt versus equity financing
would be a matter of indifference, in that it
would not affect the firm’s total value, but condi-
tions prevailing in actual economies and their
capital and credit markets do not meet these con-
ditions closely. Business reliance on debt financ-
ing is typically large, and it varies systematically
across countries and across industries within a
given country. Prominent aspects of the diver-
gence of actual economies from the Modigliani-
Miller irrelevance conditions which the ensuing
voluminous literature has emphasized, include tax
structures, risks and costs of bankruptcy by the
firm, differential borrowing rates for firms and
individuals (due to, for example, risks and costs
of bankruptcy by individuals), monitoring costs
required to minimize risks, and restrictive features
of debt contracts intended to reduce risks due to
moral-hazard effects of imperfectly compatible
incentive structures.

The resulting substantial reliance on debt
financing by business means that credit markets,
like capital markets, play a major economic role in
guiding an economy’s accumulation and alloca-
tion of capital over time. When any or all of the
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factors cited above lead business enterprises to
finance a new investment with some combination
of additional equity (from retained earnings or
new share issues) and additional debt, the appro-
priate calculation of investment incentives
involves the cost to the firm in both the capital
market and the credit market. In circumstances in
which the financing margin corresponding to mar-
ginal new investment is a debt margin — as is often
the case in the United States, for example, where
firms’ reliance on external funds is typically syn-
onymous with issuance of debt — the relevant cost
at the margin is the cost in the credit market.

Use of the credit market to finance government
spending is among the oldest and most prevalent
forms of financial transactions, and it has, under-
standably, generated an entire literature unto
itself. In practical terms, government reliance on
the credit markets in most modern economies is
important not only in that governments often issue
debt to finance large portions of their total spend-
ing but also because government borrowing often
absorbs a large mount of the total funds advanced
in the market by lenders. As is the case for private
borrowers, government debt issues separate in
time the ability to spend from the need to raise
revenue. In addition, however, because under
some circumstances governments need not repay
debt obligations at all (they may refinance them
forward indefinitely), and also because of uncer-
tainty over the identity of the responsible tax-
payers even in the case of future repayment,
government debt is in part net wealth to the aggre-
gate of private holders in a way that private debts
are not.

The distinguishing feature of government debt
in many economies is its essential freedom from
default risk. In addition, in most economies the
market for government debt is among the most
efficiently functioning of all financial markets.
Hence the existence of government debt enables
the credit market to establish a base, with risk
factors limited to inflation and real discounting
values, from which it can then price privately
issued debts subject to risks associated with
default as well. The practice of giving government
guarantees to the payment of interest and principal
on selected private debts, which has greatly
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proliferated in recent years, has further increased
the variety of forms of default-free debt securities.
Yet another important implication of the default-
free nature of government debt is that, to the
extent that government borrowing takes the
place of borrowing that individuals could do on
their own account only at higher cost or not at all,
government debt is in part net wealth to the private
sector even if it is necessarily repaid and even if
the identity of the responsible taxpayers is fully
known.

International borrowing and lending has also
greatly increased in recent years, as technological
advances in communications have brought the
world’s financial markets closer together in the
relevant physical sense, while individual coun-
tries’ governments have progressively relaxed
legal and regulatory barriers that impede interna-
tional capital flows. From the perspective of any
one country, the possibility of international bor-
rowing and lending serves a separation function
analogous to the fundamental Fisherian separa-
tion of production and consumption decisions in
a closed economy. An economy that can borrow
or lend abroad need not balance its imports and
exports at each moment of time. Moreover, once
an economy builds up a positive net international
creditor position, it can indefinitely finance an
excess of imports over exports from the associated
interest income. (Conversely, once an economy
builds up a net international debtor position, it
must indefinitely export in excess of its imports
so as to finance the debt service.) From the per-
spective of the world economy as a whole, inter-
national borrowing and lending is even more
closely analogous to the closed economy model,
in that it facilitates a more efficient allocation of
resources across national boundaries.

Apart from these categorical heterogeneities,
credit markets also reallocate immediate purchas-
ing power among individuals and among business
firms. The need for individuals in differing cir-
cumstances to make a complementary arrange-
ments for divergences among their respective
income and spending streams is basic to any life-
cycle or overlapping-generations model of con-
sumer behaviour. On the borrowing side, practical
market limitations on individuals’ issuance of
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equity-type claims contingent on their future earn-
ings means that the only effective way for most
individuals to shift command over purchasing
power from the future to the present is through
ordinary money-denominated debts. In fact, in
most economies individuals’ ability to borrow
against no security other than future earnings is
severely limited in any form, so that most borrow-
ing by individuals occurs in conjunction with the
purchase of homes, automobiles or other specific
durable goods. On the lending side, individuals
choosing to carry purchasing power into the future
can hold wealth in any of its available forms, and
in fact most individuals hold by far the greater part
of their wealth in forms other than credit market
instruments. Hence the great bulk of the borrow-
ing done by individuals represents funds
advanced by financial intermediary institutions
rather than directly by other individuals.

Direct borrowing and lending among business
firms is also a significant part of credit market
activity especially in highly developed financial
systems. On the borrowing side, firms’ reliance on
debt finance is readily understandable for reasons
sketched above, irrespective of whether the funds
raised come from individuals, from financial inter-
mediaries or from other businesses. On the lend-
ing side, debt held by business firms usually takes
the form of very shortterm liquid instruments
intended to provide maximum flexibility in the
future disposition of the purchasing power thus
deferred.

In sum, the credit markets play the fundamen-
tal role of enabling an economy populated by
heterogeneous agents to achieve superior resource
allocations by redistributing immediate purchas-
ing power in exchange for money-denominated
claims on the future. Because of the intensive use
of debt to finance both business and residential
investment, in establishing the terms on which
such transfers take place also play a consequent
role in guiding the economy’s capital accumula-
tion and capital allocation over time that is analo-
gous to — and, in some economies, as important
as — the parallel incentives provided by the capital
markets. In addition, in part because those ele-
ments of total spending that are typically debt-
financed bulk large in aggregate demand, in
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many economies fluctuations of overall economic
activity are as closely related to the movement of
total credit as to the movements of any other
financial aggregates (like any measure of money,
for example).

Finally, as in the case for capital markets, sev-
eral other features of actual credit markets that in
principle need not be so, but in fact are so, have
exerted a strong influence on the way in which
economists have studied these markets over many
years. One of the most important in this regard is
the fact, noted above, that individuals directly
hold relatively few credit market instruments.
Instead, the great bulk of the borrowing and lend-
ing in any even moderately advanced economy
takes place through specialized financial interme-
diaries, including commercial banks, non-bank
thrift institutions, insurance companies, pension
funds, mutual funds, and so on.

Standard rationales underlying financial inter-
mediation include the minimization of informa-
tion and transactions costs, and the diversification
of risks, in a world in which assets are imperfectly
divisible and both asset returns and wealth-
holders’ cash-flow positions are imperfectly cor-
related. In principle, these rationales apply to cap-
ital markets as well as credit markets, and in many
countries institutions like mutual funds and pen-
sion funds do play an important role in holding
equity shares. In practice, however, in many coun-
tries the bulk of the existing equity securities is
still held directly by individuals rather than
through financial intermediaries, while the oppo-
site is true for debt instruments. As a result, the
study of financial intermediation in general, and of
specific kinds of intermediary institutions in par-
ticular, has been a major focus of the economic
analysis of credit markets.

Another feature of actual credit markets that
has likewise attracted a voluminous economic
literature has been the simultaneous existence of
a great variety of different debt instruments, espe-
cially including debts that differ according to their
respective stated maturities. Although in principle
only a single form of debt instrument, with a
unique maturity, would enable the credit market
to serve much of its economic functions, in fact
almost all known credit markets are characterized



Capital, Credit and Money Markets

by the simultaneous existence of many debt
instruments with differing terms to maturity. The
need for the market to price these debts — that is, to
establish a term structure of interest rates — not
only raises issues of risk analogous to those
discussed above in relation to capital markets but
also makes explicit the need for a more general
intertemporal framework of analysis.

At least since Hicks (1939), economists have
been aware at some level that short-term and long-
term debts are both risky assets, each from a
particular time perspective. Apart from risks asso-
ciated with default and inflation, short-term debt
provides a certain return to holders over a short-
time horizon, so that short-term government debt
could plausibly constitute the risk-free asset in a
no-inflation version of the standard capital asset
pricing model represented by Egs. 1 and 2 above.
Over a longer horizon, however, short-term debt
preserves capital value only by exposing both
borrowers and lenders to an income risk if interest
rates fluctuate. Conversely, long-term debt main-
tains income streams only by exposing borrowers
and lenders to the risk of fluctuating capital value
over any time horizon shorter than the stated term
to maturity. At an a priori level, there is no way to
establish which form of risk is more important,
and hence no way to establish even the sign of the
expected return premium that risk-averse bor-
rowers and lenders would establish in pricing
short-term and long-term debts relative to one
another.

Following both Hicks and Keynes (1936),
most economists have assumed as an empirical
matter that typically prevailing preferences are
such that lenders require, and borrowers are will-
ing to pay, a positive expected return premium for
the capital risk inherent in long-term debt. Hence
the subsequent development of the term structure
literature has taken a form at least in principle
compatible with the single-period capital asset
pricing model. More recently, however, following
Stiglitz’s (1970) explicit demonstration of the
connection between the risk pricing of receipt
streams and preferences with respect to consump-
tion streams, the economic literature of asset pric-
ing has tended to return to the position that there is
no general answer to the question of whether
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short-term or long-term debts are more risky.
Instead, the preferred form of analysis has increas-
ingly become an explicitly intertemporal model,
like Merton’s (1973b) intertemporal capital asset
pricing model or, more recently, Ross’s (1976)
arbitrage pricing model as generalized by Cox
et al. (1985).

Money Markets

The economic role played by the money market is
more difficult to establish than that of the markets
for capital and credit, in part because ‘money’ is
not straightforward to define. The standard prac-
tice among non-economists, which often creates
unexpected confusion for economists, is to refer to
‘money’ indistinguishably from short-term forms
of credit, so that ‘the money market’ is just that
segment of the credit market devoted to issuing
and trading short-term debts, and ‘money rates’
are correspondingly the stated nominal interest
rates on money market instruments thus defined.
By contrast, economists have traditionally
viewed, money as distinct from credit, and have
given money a central place in macroeconomic
analysis which typically appeals to some form of
aggregation argument to assume away the exis-
tence of credit altogether.

Two lines of thinking, neither necessarily easy
to convert into an operational definition of
‘money’, have traditionally dominated econo-
mists’ thinking on the subject. One has empha-
sized the role of money as a form of wealth
(in traditional language, a store of value). The
problem then is to define which forms of wealth
constitute money and which do not. The emphasis
in drawing such distinctions has typically rested
on the safety and liquidity of the asset, in the sense
of its relative freedom from default risk and its
ease of conversion, at a predetermined rate of
exchange, into whatever is the economy’s means
of payment. Although the general idea behind
such thinking is clear enough, in actually existing
economies it has proved impossible to draw the
requisite line between money and non-money
assets without imposing arbitrary distinctions.
Typically, the more highly developed an



1376

economy’s financial system, the greater is the
need for such arbitrary judgements.

The alternative line of traditional thinking has
been to emphasize the role of money in effecting
transactions, and hence to define as money just
those assets that are acceptable as means of
payment. One problem here is that both legalities
and common business practice sometimes make
ambiguous what constitutes an acceptable means
of payment. Indeed, in highly developed financial
systems an increasing volume of transactions is
effected without requiring the actual holding of
any specific asset identifiable as money. More-
over, this approach leads to further difficulties,
even apart from definitional problems. If money
is used as one side of every transaction in the
respective markets for all goods and services and
all other assets, then the meaning of ‘the money
market’ is unclear except in the sense that there
exists a demand for money equal to the net supply
of all other tradeables, and, correspondingly, a
supply of money equal to the net demand for all
other tradeables.

Under either the store-of-value approach or the
means-of-payment approach, the central role con-
ventionally attached to the money market in mod-
ern macroeconomic analysis primarily reflects the
standard institutional structure within which mon-
etary policy consists in the first instance of actions
by the central bank that, either directly or through
the financial intermediary system, affect the sup-
ply of money however it is defined. Market equi-
librium then requires a corresponding change
in the demand for money — that is, in the demand
for highly liquid assets or for the means of pay-
ment, depending on the definitional approach
assumed. In either case, the required shift in the
public’s aggregate portfolio demands presumably
requires, in turn, a shift in the structure of
expected asset returns, with consequent implica-
tions for non-financial economic activity under
any of a variety of familiar theories of consump-
tion, investment and production behaviour.

The specifics of this process, however, depend
crucially on the definition of ‘money’. Under the
approach that identifies money with assets meet-
ing sufficient criteria of safety and liquidity, the
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demand for money is merely a by-product of the
theory of risk-averse portfolio selection under
uncertainty. Under this approach, what is more
difficult is to specify the process connecting the
supply of money, so defined, to the central bank’s
actions. To the extent that the supply of assets
defined as money consists largely of the liabilities
of depository intermediaries, and to the extent that
the relevant institutional arrangements require
intermediaries to hold reserves against their liabil-
ities, the connection between money supply and
central bank actions that provide or withdraw
intermediary reserves is apparent enough. When
there is no reserve requirement, however —
because either specific kinds of intermediary insti-
tutions or specific kinds of intermediary liabilities
face no reserve requirement — the connection
between monetary policy actions and money sup-
ply is more problematic.

The situation under the approach that identifies
money with the means of payment is roughly
the opposite. Because most economies’ means
of payment consist largely of the direct liabilities
of the central bank and the reservable liabilities of
specific intermediaries, connecting the supply of
money to central bank reserve actions is relatively
straightforward. What is more difficult under this
approach is establishing the link to the demand for
money thus defined, and hence ultimately the
effect on non-financial economic activity. When
assets other than the means of payment also pro-
vide safety and liquidity, the standard theory of
portfolio selection no longer suffices to determine
the demand for the means of payment itself. Eco-
nomic analysis of this problem has largely devel-
oped along the inventory-theoretic lines laid out
initially by Baumol (1952) and Tobin (1956) and
by Miller and Orr (1966). Especially in modern
circumstances that readily permit transactions on
a credit basis, however, the relevance of such
‘cash in advance’ models is unclear.

Regardless of the specific conceptual approach
taken to define money, it is clear that the deposit
liabilities of financial intermediaries bulk large in
individuals’ direct wealth holding in most actual
economies, so that economists’ study of money
markets has heavily focused on the role of



Capital, Credit and Money Markets

intermediaries and intermediation. The reasons
for the prominent position of intermediary liabil-
ities in individuals’ direct wealth-holdings are not
difficult to understand. The deposits of banks and
similar intermediaries typically provide the most
convenient means of settling most transactions,
and the asset transformation provided by financial
intermediations makes it attractive for most indi-
viduals to participate in the market for many kinds
of assets via intermediaries rather than directly.

As a result, ‘the money market’ in most actual
economies consists largely of financial intermedi-
aries on one side and both individuals and busi-
ness firms on the other. Here, as elsewhere in
modern economies, the profusion of differentiated
financial products is vast. Money market assets in
this sense consist of checkable and non-checkable
deposits, demand deposits and deposits for stated
terms ranging from a few days to many months,
deposits with fixed (nominal) returns and variable
returns, and so on. Moreover, in the eyes of most
market participants, short-term credit market
claims that are close portfolio substitutes for inter-
mediary deposits (commercial paper) are money
market instruments too.

See Also

Credit

Finance

Financial Intermediaries
Financial Markets
Monetary Policy
Money Supply
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Capitalism

Robert L. Heilbroner

Abstract

Capitalism is a unique historical formation with
core institutions and distinct movements. It
involves the rise of a mercantile class, the sep-
aration of production from the state, and a
mentality of rational calculation. Its character-
istic logic revolving around the accumulation
of capital reflects the omnipresence of
competition. It displays broad tendencies to
unprecedented wealth creation, skewed size
distributions of enterprise, large public sectors,
and cycles of activity. Whereas students of cap-
italism traditionally envisaged an end to the
capitalist period of history, modern economists
show little interest in historical projection.
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Capitalism is often called market society by econo-
mists, and the free enterprise system by business

Capitalism

and government spokesmen. But these terms,
which emphasize certain economic or political
characteristics, do not suffice to describe either the
complexity or the crucial identificatory elements of
the system. Capitalism is better viewed as a histor-
ical ‘formation’, distinguishable from formations
that have preceded it, or that today parallel it, both
by a core of central institutions and by the motion
these institutions impart to the whole. Although
capitalism assumes a wide variety of appearances
from period to period and place to place — one need
only compare Dickensian England and 20th-
century Sweden or Japan — these core institutions
and distinctive movements are discoverable in all of
them, and allow us to speak of capitalism as a
historical entity, comparable to ancient imperial
kingdoms or to the feudal system.

The most widely acknowledged achievement of
capitalist societies is their capacity to amass wealth
on an unprecedented scale, a capacity to which
Marx and Engels paid unstinting tribute in The
Communist Manifesto. It is important to under-
stand, however, that the wealth amassed by capi-
talism differs in quality as well as quantity from
that accumulated in precapitalist societies. Many
ancient kingdoms, such as Egypt, displayed
remarkable capacities to gather a surplus of pro-
duction above that needed for the maintenance of
the existing level of material life, applying the
surplus to the creation of massive religious or pub-
lic monuments, military works or luxury consump-
tion. What is characteristic of these forms of wealth
is that their desirable attributes lay in the specific
use-values — war, worship, adornment — to which
their physical embodiments directly gave rise. By
way of decisive contrast, the wealth amassed under
capitalism is valued not for its specific use-values
but for its generalized exchange-value. Wealth
under capitalism is therefore typically accumulated
as commodities — objects produced for sale rather
than for direct use or enjoyment by their owners;
and the extraordinary success of capitalism in
amassing wealth means that the production of com-
modities makes possible a far greater expansion of
wealth than its accumulation as use-values for the
rulers of earlier historical formations.

Both Smith and Marx stressed the importance
of the expansion of the commodity form of
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wealth. For example, Smith considered labour to
be ‘productive’ only if it created goods whose sale
could replenish and enlarge the national fund of
capital, not when its product was intrinsically
useful or meritorious. In the same fashion, Marx
described the accumulation of wealth under capi-
talism as a circuit in which money capital (M) was
exchanged for commodities (C), to be sold for a
larger money sum (M’), in a never-ending meta-
morphosis of M—C-M’.

Although the dynamics of the M—C-M’ pro-
cess vary greatly depending on whether the com-
modities are trading goods or labour power and
fixed capital equipment, the presence of this impe-
rious internal circuit of capital constitutes a prime
identificatory element for capitalism as a histori-
cal genus. As such, it focuses attention on two
important aspects of capitalism. One of these con-
cerns the motives that impel capitalists on their
insatiable pursuit. For modern economists the
answer to this question lies in ‘utility maximiza-
tion’, an answer that generally refers to the same
presumed attribute of human nature as that which
Smith called the ‘desire of bettering our condi-
tion’. The unappeasable character of the expan-
sive drive for capital suggests, however, that its
roots lie not so much in these conscious motiva-
tions as in the gratification of unconscious drives,
specifically the universal infantile need for affect
and experience of frustrated aggression. Such
needs and drives surface in all societies as the
desires for prestige and for personal domination.
From this point of view, capitalism appears not
merely as an ‘economic system’ knit by the
appeals of mutually advantageous exchange, but
as a larger cultural setting in which the pursuit of
wealth fulfils the same unconscious purposes as
did the pursuit of military glory or the celebration
of personal majesty in earlier epochs. Such a
description conveys the force of the ‘animal
spirits’ (as Keynes referred to them) that both set
into motion, and are appeased by, the M—C-M'
circuit. (Heilbroner 1985, ch. 2; Sagan 1985, chs
5, 6).

A second general question raised by the cen-
trality of the M—C—M’ circuit concerns the manner
in which the process of capital accumulation orga-
nizes and disciplines the social activity that
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surrounds it. Here analysis focuses on the institu-
tions necessary for the circuit to be maintained.
The crucial capitalist institution is generally
agreed to be private property in the means of
production (not in personal chattels, which is
found in all societies). The ability of private prop-
erty to organize and discipline social activity does
not however lie, as is often supposed, in the right
of its owners to do with their property whatever
they want. Such a dangerous social licence has
never existed. It inheres, rather, in the right
accorded its owners to withhold their property
from the use of society if they so wish.

This negative form of power contrasts sharply
with that of the privileged elites in precapitalist
social formations. In these imperial kingdoms or
feudal holdings, disciplinary power is exercised
by the direct use or display of coercive force, so
that the bailiff or the seneschal are the agencies
through which economic order is directly
obtained. The social power of capital is of a dif-
ferent kind — a power of refusal, not of assertion.
The capitalist may deny others access to his
resources, but he may not force them to work
with them. Clearly, such power requires circum-
stances that make the withholding of access an act
of critical consequence. These circumstances can
only arise if the general populace is unable to
secure a living unless it can gain access to pri-
vately owned resources or wealth. Capital thus
becomes an instrument of power because its
owners can establish claims on output as their
quid pro quo for permitting access to their
property.

Access to property is normally attained by the
relationship of ‘employment’ under which a
labourer enters into a contract with an owner of
capital, usually selling a fixed number of working
hours in exchange for a fixed wage payment. At
the conclusion of this ‘wage-labour’ contract both
parties are quit of further obligation to one
another, and the product of the contractual labour
becomes the property of the employer. From this
product the employer will pay out his wage obli-
gations and compensate his other suppliers,
retaining as a profit any residual that remains.

In detail, forms of profit vary widely, and not
all forms are specific to capitalism — trading gains,
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for example, long predate its rise. Explanations of
profit vary as a consequence, but as a general case
it can be said that all profits depend ultimately on
inequality of economic position. When the
inequality arises from wide disparities of knowl-
edge or access to alternative supplies, profits typ-
ically emerge as the mercantile gains that were so
important in the eyes of medieval commentators,
or as the depredations of monopolistic companies
against which Adam Smith inveighed. When the
inequality stems from differentials in the produc-
tivity of resources or productive capability we
have the quasi-rents to which such otherwise dif-
ferent observers as Marshall and Schumpeter attri-
bute the source of capitalist gain. And when the
inequality is located in the market relationship
between employer and worker it appears as the
surplus value central to Marxian and, under a
different vocabulary, to classical political econ-
omy. As Smith put it, ‘Many a workman could
not subsist a week, few could subsist a month, and
scarce any a year without employment. In the
long-run the workman may be as necessary to
his master as his master is to him; but the need is
not so immediate’ (Smith [1776] 1976, p. 84).

This is not the place to enter into a discussion
of these forms of profit, all which can be discerned
in modern capitalist society. What is of the
essence under capitalism is that gains from what-
ever origin are assigned to the owners of capital,
not to workers, managers or government officials.
This is a clear indication both of the difference of
capitalism from, and its resemblance to earlier
social formations. The difference is that product
itself now flows to owners of property who have
already remunerated its producers, not to its
producers — usually peasants in precapitalist
societies — who must then ‘remunerate’ their
lords. The resemblance is that both arrangements
channel a social surplus into the hands of a supe-
rior class, a fact that again reveals the nature of
capitalism as a system of social domination, not
merely of rational exchange.

Thus we can see that the successful completion
of the circuit of accumulation represents a politi-
cal as well as an economic challenge. The attain-
ment of profit is necessary for the continuance of
capitalism not alone because it replenishes the
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wherewithal of each individual capitalist
(or firm) but because it also demonstrates the
continuing validity and vitality of the principle
of M—C-M'’ as the basis on which the formation
can be structured. Profit is for capitalism what
victory is for a regime organized on military prin-
ciples, or an increase in the number of adherents
for one built on a proselytizing religion.

The Evolution of Capitalism

Capitalism as a ‘regime’ whose organizing prin-
ciple is the ceaseless accumulation of capital can-
not be understood without some appreciation of
the historic changes that bring about its appear-
ance. In this complicated narrative it is useful to
distinguish three major themes. The first concerns
the transfer of the organization and control of
production from the imperial and aristocratic
strata of precapitalist states into the hands of mer-
cantile elements. This momentous change origi-
nates in the political rubble that followed the fall
of the Roman empire. There merchant traders
established trading niches that gradually became
loci of strategic influence, so that a merchantdom
very much at the mercy of feudal lords in the 9th
and 10th centuries became by the 12th and 13th
centuries an estate with a considerable measure of
political influence and social status. The feudal
lord continued to oversee the production of the
peasantry on his manorial estate, but the mer-
chant, and his descendant the guild master, were
organizers of production in the towns, of trade
between the towns and of finance for the feudal
aristocracy itself.

The transformation of a merchant estate into a
capitalist class capable of imagining itself as a
political and not just an economic force required
centuries to complete and was not, in fact legiti-
mated until the English revolution of the 17th and
the French revolution of the 18th centuries. The
elements making for this revolutionary transfor-
mation can only be alluded to here in passing.
A central factor was the gradual remonetization
of medieval European life that accompanied its
political reconstitution. The replacement of feudal
social relationships, mediated through custom and
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tradition, by market relationships knit by
exchange worked steadily to improve the wealth
and social importance of the merchant against the
aristocrat. This enhancement was accelerated by
many related developments — the inflationary con-
sequence of the importation of Spanish gold in the
16th century, which further undermined the ren-
tier position of feudal lords; the steady stream of
runaway serfs who left the land for the precarious
freedom of the towns and cities, placing further
economic pressure on their former masters; the
growth of national power that encouraged alli-
ances between monarchs and merchants for their
mutual advantage; and yet other social changes
(see Pirenne 1936; Hilton 1978).

The overall transfer of power from aristocratic
to bourgeois auspices is often subsumed under the
theme of the rise of market society; that is, as the
increasingly economic organization of production
and distribution through purchase and sale rather
than by command or tradition. This economic
revolution, from which emerge the ‘factors of
production’ that characterize market society,
must however be understood as the end product
of a political convulsion in which one social order
is destroyed to make way for a new one. Thus the
creation of a propertyless waged labour force — the
prerequisite for the appearance of labour-power as
a commodity that would become enmeshed in the
M-C-M’ circuit — is a disruptive social change
that begins in England in the late 16th century
with the dispossession of peasant occupants
from communal land and does not run its course
until well into the 19th century. In similar fashion,
the transformation of feudal manors from centres
of social and juridical life into real estate, or the
destruction of the protected guilds before the
unconstrained expansion of nascent capitalist
enterprises, embody wrenching socio-political
dislocations, not merely the smooth diffusion of
preexisting economic relations throughout soci-
ety. It is such painful rearrangements of power
and status that underlay the ‘great transformation’
out of which capitalist market relationships finally
arise (Polanyi 1957, Part II).

A second theme in the historical evolution of
capital emphasizes a related but distinct aspect of
political change. Here the main emphasis lies not
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so much in the functional organization of produc-
tion as in the separation of a traditionally seamless
web of rulership, extending over all activities
within the historical formation, into two realms,
each concerned with a differentiated part of the
whole. One of these realms involved the exercise
of the traditional political tasks of rulership —
mainly the formation and enforcement of law
and the declaration and conduct of war. These
undertakings continued to be entrusted to the
existing state apparatus which retained
(or regained) the monopoly of legal violence and
remained the centre of authority and ceremony.
The other realm was limited to the production and
distribution of goods and services; that is, to the
direction of the material affairs of society, from
the marshalling of the workforce to the amassing
and use of the social surplus. In the fulfilment of
this task, the second realm also extended its reach
beyond the boundaries of the territorial state, inso-
far as commodities were sold to and procured
from outlying regions and countries that became
enmeshed in the circuit of capital.

The formation of these two realms was of
epoch-making importance for the constitution
of capitalism. The creation of a broad sphere of
social activity from which the exercise of tradi-
tional command was excluded bestowed on capi-
talism another unmistakable badge of historic
specificity; namely, the creation of an ‘economy’,
a semi-independent state within a state and also
extending beyond its borders.

This in turn brought two remarkable conse-
quences. One of these was the establishment of a
political agenda unique to capitalism, in which the
relationship of the two realms became a central
question around which political discussion
revolved, and indeed continues to revolve. In this
discussion the overarching unity and mutual
dependency of the two realms tends to be over-
looked. The organization of production is gener-
ally regarded as a wholly ‘economic’ activity,
ignoring the political function performed by the
wage—labour relationship in disciplining the work-
force in lieu of bailiffs and seneschals. In like
fashion, the discharge of political authority is
regarded as essentially separable from the opera-
tion of the economic realm, ignoring the provision
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of the legal, military and material contributions
without which the private sphere could not func-
tion properly or even exist. In this way, the pres-
ence of two realms, each responsible for part of the
activities necessary for the maintenance of the
social formation, not only gives to capitalism a
structure entirely different from that of any pre-
capitalist society but also establishes the basis for a
problem that uniquely preoccupies capitalism;
namely, the appropriate role of the state vis-a-vis
the sphere of production and distribution.

More widely recognized is the second major
effect of the division of realms in encouraging
economic and political freedom. Here the capital-
ist institution of private property again takes cen-
tre stage, this time not as a means of arranging
production or allocating surplus, but as the shield
behind which designated personal rights can be
protected. Originally conceived as a means for
securing the accumulations of merchants from
the seizures of kings, the rights of property were
generalized through the market into a general
protection accorded to all property, including not
least the right of the worker to the ownership of
his or her own labour-power.

Now the wage—labour relationship appears not
as means for the subordination of labour but for its
emancipation, for the crucial advance of wage-
labour over enslaved or enserfed labour lies in
the right of the working person to deny the capi-
talist access to labour-power on exactly the same
legal basis as that which enables the capitalist to
deny the worker access to property. There is,
therefore, an institutional basis for the claim that
the two realms of capitalism are conducive to
certain important kinds of freedom, and that a
sphere of market ties may be necessary for the
prevention of excessive state power. This is surely
an important part of Smith’s celebration of the
society of ‘natural liberty’, and has been the
basis of the general conservative endorsement of
capitalism. Unquestionably, the greatest achieve-
ments of human liberty thus far attained in orga-
nized society have been achieved in certain
advanced capitalist societies. One cannot, how-
ever, make the wider claim that capitalism is a
sufficient condition for freedom, as the most cur-
sory survey of modern history will confirm.
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A third theme in the evolution of capitalism
calls attention to the cultural changes that have
accompanied and shaped its institutional frame-
work. Much emphasis has been given to this
theme in the work of Weber and Schumpeter,
both of whom stress the historic distinctions
between the essentially rational — that is, means-
ends calculating — culture of capitalist civilization
compared with the ‘irrational’ cultures of previous
social formations. Here it is important to recog-
nize that rationality does not refer to the principle
of capitalism, for we have seen that the impetus to
amass wealth is only a sublimation of deeper-
lying non-rational drives and needs, but to the
behavioural paths followed in the pursuit of that
principle. The drive to amass capital can be
analysed in terms of a calculus that is less readily
apparent, if indeed present at all, in the search for
other forms of prestige and power. This pervasive
calculating mind-set is itself the outcome both of
the abstract nature of exchange-value, which
makes possible commensurations that cannot be
carried out in terms of glory or sheer display,
and of the pressures exerted by the marketplace,
which penalize economic actors who fail to follow
the arrow of economic advantage. Capitalism is
therefore distinguishable in history by the pre-
dominance of a prudent, accountant-like compar-
ison of costs and benefits, a perspective
discoverable in the mercantile pockets of earlier
formations but highly uncharacteristic of the tem-
pers of their ruling elites (see Weber 1930;
Schumpeter 1942, ch. XI).

The cultural change associated with capitalism
goes further, however, than the rationalization of
its general outlook. Indeed, when we examine the
general culture of capitalist life we are most forc-
ibly struck by an aspect that precedes and under-
lies that highlighted above. This is the presence of
an ideological framework that contrasts sharply
with that of pre-capitalist formations. I do not use
the word ideology in a pejorative sense, as
denoting a set of ideas foisted on the populace
by a ruling order in order to manipulate it, but
rather as a set of belief systems to which the ruling
elements of the society themselves turn for self-
clarification and explanation. In this sense, ideol-
ogy expresses what the dominant class in a society
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sincerely believes to be the true explanations of
the questions it faces.

That which is characteristic of the ideologies of
earlier formations is their unified and monolithic
character. In the ancient civilizations of which we
know, an all-embracing world view, usually reli-
gious in nature, explicates every aspect of life,
from the workings of the physical universe,
through the justification of rulership, down to the
smallest details of social routines and attitudes. By
way of contrast, the ideology that emerges within
capitalism is made up of diverse strands, more of
them secular than religious and many of them in
some degree of conflict with other strands. By the
end of the 18th century, and to some degree
before, the explanation system to which capitalist
societies turn with respect to the workings of the
universe is science, not religious cosmology. In
the same manner, rulership is no longer regarded
as the natural prerogative of a divinely chosen
elite but perceived as ‘government’; that is, as
the manner in which ‘individuals’ create an orga-
nization for their mutual protection and advance-
ment. Not least, the panorama of work and the
patterns of material life are perceived not as the
natural order of things but as a complex web of
interactions that can be made comprehensible
through the teachings of political economy, later
economics. The individual threads of these sepa-
rate scientific, political-individualist and eco-
nomic belief systems originate in many cases
before the unmistakable emergence of capitalism
in the 18th century, but their incorporation into a
skein of culture provides yet another identifying
theme of the history of capitalist development.

Within this skein, the ideology of economics is
obviously of central interest for economists.
A crucial element of this belief system involves
changes in the attitude towards acquisitiveness
itself, above all the disappearance of the ancient
concern with good and evil as the most immediate
and inescapable consequence of wealth-
gathering. As Hirschman has shown, this change
was accomplished in part by the gradual reinter-
pretation of the dangerous ‘passion’ of avarice as
a benign ‘interest’, capable of steadying and
domesticating social intercourse rather than
disrupting and demoralizing it (Hirschman
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1977). Other crucial elements of understanding
were provided by Locke’s brilliant demonstration
in The Second Treatise on Government (1690) that
unlimited acquisition did not contravene the dic-
tates of reason or Scripture, and by the full pardon
granted to wealth-seeking by Bentham, who dem-
onstrated that the happiness of all was the natural
outcome of the self-regarding pursuit of the hap-
piness of each.

The problem of good and evil was thus
removed from the concerns of political economy
and relegated to those of morality; and economics
as an inquiry into the workings of daily life was
thereby differentiated from earlier inquiries, such
as the reflections of Aristotle or Aquinas, by its
explicit disregard of their central search for moral
understanding. Perhaps more accurately, the con-
stitution of a ‘science’ of economics as the most
important form of social self-scrutiny of capitalist
societies could not be attempted until moral
issues, which defied the calculus of the market,
were effectively excluded from the field of its
investigations.

The Logic of the System

This conception of capitalism as a historical for-
mation with distinctive political and cultural as
well as economic properties derives from the
work of those relatively few economists interested
in capitalism as a ‘stage’ of social evolution. In
addition to the seminal work of Marx and the
literature that his work has inspired, the concep-
tion draws on the writings of Smith, Mill, Veblen,
Schumpeter and a number of sociologists and
historians, notable among them Weber and
Braudel. The majority of present-day economists
do not use so broad a canvas, concentrating on
capitalism as a market system, with the conse-
quence of emphasizing its functional rather than
its institutional or constitutive aspects.

In addition to the characteristic features of its
institutional ‘nature’, capitalism can also be iden-
tified by its changing configurations and profiles
as it moves through time. Insofar as these move-
ments are rooted in the behaviour-shaping prop-
erties of its nature, we can speak of them as
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expressing the logic of the system, much as con-
quest or dynastic alliance express the logic of
systems built on the principle of imperial rule, or
the relatively changeless selfvreproduction of
primitive societies expresses the logic of societies
ordered on the basis on kinship, reciprocity and
adaptation to the givens of the physical
environment.

The logic of capitalism ultimately derives from
the pressure exerted by the expansive M—C-M’
process, but it is useful to divide this overall force
into two categories. The first of these concerns the
‘internal’ changes impressed upon the formation
by virtue of its necessity to accumulate capital —
its metabolic processes, so to speak. The second
deals with its larger ‘external’ motions — changes
in its institutional structure or in important indicia
of performance as the system evolves through
history.

The internal dynamics of capitalism spring
from the continuous exposure of individual capi-
tals to capture by other capitalists. This is the
consequence of the disbursement of capital-as-
money into the hands of the public in the form
of wages and other costs. Each capitalist must
then seek to win back his expended capital by
selling commodities to the public, against the
efforts of other capitalists to do the same. This
process of the enforced dissolution and uncertain
recapture of money capital in the circuit of accu-
mulation is, of course, the pressure of competition
that is the social outcome of generalized profit-
seeking. We can see, however, that competition
cannot be adequately described merely as the
vying of suppliers in the marketplace. As both
Marx and Schumpeter recognized, competition is
at bottom a consequence of the mutual encroach-
ments bred by the capitalist drive for expansion,
not of the numbers of firms contending in a given
market.

The process of the inescapable dissolution and
problematical recapture of individual capitals now
gives rise to the activities designed to protect these
capitals from seizure. The most readily available
means of self-defence is the search for new pro-
cesses or products that will yield a competitive
advantage — the same search that also serves to
facilitate the expansion of capital through the
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development of new markets. Competition thus
reinforces the introduction of technological and
organizational change into the heart of the accu-
mulation process, usually in two forms: attempts
to cheapen the cost of production by displace-
ments of labour by machinery (or of one form of
fixed capital by another); or attempts to gain the
public’s purchasing power by the design of
wholly new forms of commodities. As a conse-
quence, one of the most recognizable attributes of
capitalist ‘internal’ dynamics has been its constant
revolutionizing of the techniques of production
and its continuous commodification of material
life, the sources of its vaunted capacity to change
and elevate living standards.

A further internal change also arises from the
expansive pressures of the core process of capital
accumulation. This is a threat to the capacity as a
whole to extract a profit from the production of
commodities. This tendency arises from the long-
run effect of rising living standards in strengthen-
ing the bargaining power of labour versus capital.
There is no way in which individual enterprises
can ward off this threat by cutting wages, for in a
competitive market system they would thereupon
lose their ability to marshall a workforce. Their
only protection against a rising tendency of the
wage level is to substitute capital for labour where
that is possible. For the system as a whole, the
need to hold down the bargaining power of labour
must therefore hinge on a generalization of indi-
vidual cost-reducing efforts, through the system-
wide displacement of labour by machinery, or by
the direct use of government policies to maintain a
profit-yielding balance between labour and capi-
tal, or by systemic failures — ‘crises’ — that create
generalized unemployment. Whether attempted
by deliberate policy or brought about by the out-
come of spontaneous market forces, the pressure
to secure a profit-compatible level of wages thus
becomes a key aspect in the internal dynamics of
the system.

A final attribute of the internal logic of capi-
talism must also be traced to its core process of
accumulation. This is the achievement of a
highly adaptive method of matching supplies
against demands without the necessity of politi-
cal intervention. This cybernetic capacity is
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surely one of the historical hallmarks of capital-
ism, and is regularly emphasized in the ‘compar-
ative systems approach’ in which the responsive
capacities of the market mechanism are com-
pared with the inertias and rigidities of systems
in which tradition or command (planning) must
fulfil the allocational task. A critique of the suc-
cesses and failures of the market system cannot
be attempted here. Let us only emphasize that the
workings of the system itself derive from insti-
tutional attributes whose genesis we have
already observed — namely, the establishment of
free contractual relations as the means for social
coordination; the establishment of a social realm
of production and distribution from which gov-
ernment intervention is largely excluded; the
legitimation of acquisitive behaviour as the
social norm; and activating the whole, the impe-
rious search for the enlargement of exchange-
value as the active principle of the historical
formation itself.

Large-Scale Tendencies

From the metabolism of capitalism also emerges
its larger ‘external’ motions — the overall trajec-
tory often described as its macroeconomic move-
ment, and the configurational changes that are the
main concern of institutional economics. It may
be possible to convey some sense of these general
movements if we note three general aspects char-
acteristic of them.

We have already paid heed to the first of these,
the tendency of the capitalist system to accumu-
late wealth on an unparalleled scale. Some indi-
cation of the magnitude of this process emerges in
the contrast between the increase in per capital
GNP of developed (capitalist) and less-developed
(noncapitalist) countries (Table 1):

After our lengthy discussion of the central role
of accumulation within capitalism it does not
seem necessary to relate this historic trend to its
institutional base. Two somewhat neglected
aspects of the overall increase in wealth seem
worth mentioning, however. The first is that the
increase in per capita GNP includes both augmen-
tations in the volume of output and an extension of
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Capitalism, Table 1 GNP per capita (1960 dollars and
prices)

Presently Presently less-
developed developed
countries countries
Around 1750 $180 $180-90
Around 1930 780 190
Around 1980 3000 410

Source: Paul Bairoch in Faaland (1982), p. 162

the M-—C-M' process itself within the social
world. This is manifested in a continuous implo-
sion of the accumulation process within capitalist
societies — the process of the commodification
of material life to which we earlier referred —
and its explosion into neighbouring noncapitalist
societies.

This explosive thrust calls attention to the sec-
ond attribute of the overall expansion of wealth. It
is that capital, as such, knows no national limits.
From its earliest historic appearance, capital has
been driven to link its ‘domestic’ base with for-
eign regions or countries, using the latter as sup-
pliers of cheap labour-power or cheap raw
materials or as markets for the output of the
domestic economy. The consequence has been
the emergence of self-reinforcing and cumulative
tendencies towards strength at the centre, to which
surplus is siphoned, and weakness in the periph-
ery, from which it is extracted. The economic
dimensions of this global drift are immediately
visible in the previous table. This is the basis for
what has been called the ‘development of under-
development’ as the manner in which ancient
patterns of international hegemony are expressed
in the context of capitalist relationships (Myrdal
1957, Part I: Baran 1957, chs V-VII).

We turn next to a different overall manifesta-
tion of the larger logic of capitalist development —
its changes in institutional texture. There have
been, of course, many such changes in the long
span of Western capitalist experience — indeed, it
is the very diversity of the faces of capitalism that
prompted our search for its deep-lying identifying
elements. Nonetheless, two changes deserve to be
singled out, not only because of their sweeping
magnitude and transnational occurrence, but
because they have deeply altered the evolutionary
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logic of the system itself. These have been the
emergence within all modern capitalisms of
highly skewed size distributions of enterprise,
and of very large and powerful public sectors.

The general extent of these transformations is
sufficiently well known not to require detailed
exposition here. Suffice it to illustrate the trend
by contrasting the largely atomistic composition
of manufacturing enterprise in the United States at
the middle of the 19th century with the situation in
the 1980s, when seven-eighths of all industrial
sales were produced by 0.1 per cent of the popu-
lation of industrial firms. The enlargement of the
public sector is not so dramatic but is equally
unmistakable. During the present century in the
United States, its size (measured by all govern-
ment purchases of output plus transfer payments)
has increased from perhaps 7.5 per cent of GNP to
over 35 per cent, a trend that is considerably
outpaced by a number of European capitalisms.

The first of these two large-scale shifts in the
configuration can be directly traced to the pressures
generated by the M—C-M’ circuit. The change
from a relatively homogeneous texture of enter-
prise to one of extreme disparities of size is the
consequence not only of differential rates of growth
of different units of capital, but of defensive busi-
ness strategies of trustification and merger, and the
winnowing effect of economic disruptions on
smaller and weaker units of capital. There is little
disagreement as to the endemic source of this
transformation in the dynamics of the marketplace
and the imperative of business expansion.

The growth of large public sectors is not so
immediately attributable to the accumulation pro-
cess proper but rather results from changes in the
logic of capitalist movements after the concentra-
tion of industry has taken place. Here the crucial
change lies in the increasing instability of the
market mechanism, as its constituent parts cease
to resemble a honeycomb of small units, individ-
ually weak but collectively resilient, and take on
the character of a structure of beams and girders,
each very strong but collectively rigid and
interlocked. It seems plausible that this rigidifica-
tion was the underlying cause of the increasingly
disruptive nature of the crises that appeared first in
the late 19th century and climaxed in the great
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depression of the 1930s; and it is widely accepted
that the growth of the public sector mainly owes
its origins to efforts to mitigate the effects of that
instability or to prevent its recurrence.

This brings us to the last general aspect of
capitalist development; namely, the tendency for
interruptions and failures to break the general
momentum of capital accumulation. Perhaps no
aspect of the logic of capitalism has been more
intensively studied than these recurrent failures in
the accumulation process. In the name of stagna-
tion, gluts, panics, cycles, crises and long waves a
vast literature has emerged to explain the causes
and effects of intermittent systematic difficulties
in successfully negotiating the passage from
M to M’. The variables chosen to play strategic
roles in the explanation of the phenomenon are
also widely diverse: the saturation of markets;
the undertow of insufficient consumption; the
technological displacement of labour; the pressure
of wages against profit margins; various monetary
disorders; the general ‘anarchy’ of production; the
effect of ill-considered government policy, and
still others.

Despite the variety of elements to which vari-
ous theorists have turned, a common thread unites
most of their investigations. This is the premise
that the instabilities of capitalist growth originate
in the process of accumulation itself. Even theo-
rists who have the greatest confidence in the inher-
ent tendency of the system to seck a steady growth
path, or who look to government intervention
(in modern capitalism) as the main instability-
generating force, recognize that economic expan-
sion tends to generate fluctuations in the rate of
growth, whether from the ‘lumpy’ character of
investment, volatile expectations, or other causes.
In similar fashion, economists who stress instabil-
ity rather than stability as the intrinsic tendency of
the system do not deny the possibility of renewed
accumulation once the decline has performed its
surgical work; indeed, Marx, the most powerful
proponent of the inherently unstable character of
the M—C-M’ process, was the first to assert that
the function of crisis was to prepare the way for a
renewal of accumulation.

In a sense, then, the point at issue is not
whether economic growth is inherently unstable,
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but the speed and efficacy of the unaided market
mechanism in correcting its instability. This ongo-
ing debate mainly takes the form of sharp dis-
agreements with respect to the effects of
government policy in supplementing or
undermining the corrective powers of the market.
The failure to reach accord on this issue reflects
more than differences of informed opinion with
regard to the consequences of sticky wages or
prices, or ill-timed government interventions,
and the like. It should not be forgotten that, from
the viewpoint of capitalism as a regime, interrup-
tions pose the same threats as did hiatuses in
dynastic succession or breakdowns of imperial
hegemony in earlier formations. It is not surpris-
ing, then, that the philosophic predilections of
theorists play a significant role in their diagnoses
of the problem, inclining economists to one side
or the other of the debate on the basis of their
general political sympathies with the regime,
rather than on the basis of purely analytic
considerations.

Periodization and Prospects

All the foregoing aspects of the system can be
traced to its inner metabolism, the money—com-
modity—money circuit. This is much less the case
when we now consider the overarching pattern of
change described by the configuration of the
social formation as a whole as it moves from one
historic ‘period’ to another.

Traditionally these periods have been identi-
fied as early and late mercantilism; pre-industrial,
and early and late industrial capitalism; and mod-
ern (or late, or state) capitalism. These designa-
tions can be made more specific by adumbrating
the kinds of institutional change that separate one
period from another. These include the size and
character of firms (trading companies, putting-out
establishments, manufactories, industrial enter-
prises of increasing complexity); methods of
engaging and supervising labour (cottage industry
through mass production); the appearance and
consolidation of labour unions within various sec-
tors of the economy; technological progress
(tools, machines, concatenations of equipment,
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scientific apparatus); organizational evolution
(proprietorships, family corporations, managerial
bureaucracies, state participation). David Gordon
has coined the term ‘social structure of accumula-
tion’ to call attention to the changing framework
of technical, organizational and ideological con-
ditions within which the accumulation process
must take place. Gordon’s concept, applied to
the general problem of periodization, emphasizes
the manner in which the accumulation process
first exploits the possibilities of a ‘stage’ of capi-
talism, only to confront in time the limitations of
that stage which must be transcended by more or
less radical institutional alterations (Gordon
1980).

The idea of an accumulation process alter-
nately stimulated and blocked by its institutional
constraints provides an illumining heuristic on the
intraperiod dynamics of the system, but not a
theory of its long-run evolutionary path. This is
because not all national capitalisms make the tran-
sitions with equal ease or speed from one social
structure to another, and because it is not apparent
that the pressures of the M—C—M’ process push the
overall structure in any clearly defined direction.
Thus Holland at the end of the 17th century failed
to make the leap beyond mercantilism, and
England in turn in the second half of the 19th
century failed to create a successful late industrial
capitalism. In this regard it is interesting that the
explanatory narratives of the great economists
apply with far greater cogency to the evolutionary
trends within periods than across them — Smith’s
scenario of growth in The Wealth of Nations, for
instance, containing no suggestion that the system
would move into an industrial phase with quite
different dynamics, or Marx’s depiction of the
laws of motion of the industrialized system
containing no hint of its worldwide evolution
towards a state-underwritten structure. Although
the inner characteristics of the M—C—M’ process
enable us to apply the same generic designation of
capitalism to its successive species-forms, it does
not seem to be possible to demonstrate, even after
the fact, that the transition from one stage to
another had to be made, or to predict before the
fact what the direction of institutional adjustment
will be.
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These cautions apply to the prospectus
confronting capitalism in our day. Its long post
World War II boom seems to have been based on
three attributes of the social structure of accumu-
lation of that time. One of these was the increasing
interconnection between the political and the eco-
nomic realms, not merely to provide a public base
for mass consumption but to utilize the state’s
power of finance and international leadership to
promote foreign private trade and production.
Japanese capitalism has been the much cited
case in point for the latter development.
A second characteristic of the boom was the
extraordinary development of technology, based
on the close integration of scientific research and
technical application. A third was the pronounced
bourgeoisification of working-class life, espe-
cially in Europe and Japan, greatly reducing the
spectre of class conflict in capitalist politics.

On the basis of these developments capitalism
enjoyed the longest uninterrupted period of accu-
mulation in its history, from the early 1950s to the
mid-1970s. Not only was the boom uninterrupted
save for minor and shortlived recessions, but on
the wings of its new technological breakthroughs,
and under the auspices of its active state cooper-
ation, capitalism made extraordinary advances in
introducing its core institutions into many areas of
the underdeveloped world.

This halcyon period came to a sharp end in
1980 when growth rates in the United States and
Europe fell precipitously. Some, although not all
of the causes of this depression can be ascribed to
an exhaustion of the expansionary possibilities
within the postwar social structure of accumula-
tion. The effect of enlarged and sustained public
expenditure gradually shifted from the encourage-
ment of production to the inducement of inflation,
thus setting the stage for the adoption of the tight
money policies that finally broke the back of the
boom. As markets became saturated, the advances
in technology lost their capacity to stimulate cap-
ital expansion and attention was increasingly
directed to their system-threatening aspects — eco-
logically dangerous products, employment-
eroding processes and sovereignty- defying
enhancements of the international mobility of
money capital and commodities. The international
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character of capital acquired extraordinary impor-
tance, as multinational corporations transplanted
fixed capital into underdeveloped regions, from
which it launched artillery barrages of commodi-
ties back on its domestic territory. And not least,
the bourgeoisification of labour may have
removed a traditional source of adaptational pres-
sure from capitalism.

It is not possible to foretell how these chal-
lenges will be met, or what institutional changes
will be forced upon the capitalist world as their
consequence, or which capitalist nations will find
the institutional and organizational means best
suited to continue the accumulation process in
this newly emerging milieu. Thus there is no
basis for predicting the longevity of the social
formation, either in its national instantiations or
as a formational whole.

But while history forces on us a salutary agnos-
ticism with regard to the longterm prospects for
capitalism, it is interesting to note that all the great
economists have envisaged an eventual end to the
capitalist period of history. Smith describes the
accumulation process as ultimately reaching a
plateau when the attainment of riches will be
‘complete’, followed by a lengthy and deep
decline. Ricardo and Mill anticipate the arrival
of a ‘stationary state’, which Mill foresees as the
staging ground for a kind of associationist social-
ism. Marx anticipates a series of worsening crisis,
each crises serving a temporary rejuvenating func-
tion but bringing closer the day when the system
will no longer be able to manage its internal con-
tradictions. Keynes foresees ¢ a somewhat com-
prehensive  socialization of  investment’;
Schumpeter, an evolution into a kind of bureau-
cratic socialism. By way of contrast, contempo-
rary mainstream economists are largely
uninterested in questions of historic projection,
regarding capitalism as a system whose formal
properties can be modelled, whether along general
equilibrium or more dynamic lines, without any
need to attribute to these models the properties
that would enable them to be perceived as historic
regimes and without pronouncements as to the
likely structural or political destinations towards
which they incline. At a time when the need for
institutional adaptation seems pressing, such an
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historical indifference to the fate of capitalism, on
the part of those who are professionally charged
with its self-clarification, does not augur well for
the future.

See Also

Socialism
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Capitalistic and a Capitalistic
Production

Lionello F. Punzo

If ‘capital’ is the set of produced means of
production, (almost) all  production is
capitalistic. Thus, the presence of capital in this
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sense can at most be (and in the history of eco-
nomic doctrines was taken to represent) a neces-
sary condition for defining capitalistic production.
Differences arose as to the relative emphasis put
on the social or techno-economic aspects of such
transformation processes.

In Marx’s analysis, capitalistic production is
the organization of social production specific to
a society characterized by private ownership of
the means of production and by its separation
from ‘labour’. This historically given Mode of
Production is contrasted with pre- and post-
capitalistic forms, where power relationships are
regulated according to different principles. By
contrast, the distinction between production with
and without capital focuses upon the relationship
between means and objectives (consumption
goods) of production activity. It played a role in
the era of the full articulation of neoclassical
thought. Its analytical use obviously depended
upon the specific conception (and representation)
of capital.

According to perhaps the most common the-
ory, Capital is a factor of production, a member of
a triad with Labour and Land. This view empha-
sizes the aspect of capital as a stock of
man-produced goods which are at any point of
time available in fixed quantities. (A)capitalistic
production entails the application of (un)aided
labour to natural resources. On the other hand,
according to the Austrian (Bohm-Bawerk) defini-
tion, capital is the set of intermediate goods
(or ‘maturing consumption goods’) emerging in
the transformation of labour services into final
goods when indirect methods of production are
employed. This conception emphasizes the func-
tional relationship whereby capital is the mode of
realization of advanced production activity.
Accordingly, acapitalistic production is direct pro-
duction of consumption goods through applica-
tion of bare labour to natural resources. Finally, in
Wicksell’s theoretical compromise, capital is a
stock of used-up services of both labour and
land. Production without capital is carried on by
means of labour and natural resources in a state
where capital goods either do not exist or are free
goods relative to the available technology. (See
Part II of the first volume of Wicksell’s Lectures,
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1934.) This definition obviously overlooks the
fact that capital goods are themselves a byproduct
of the advancement of technological knowledge,
an idea implicit in Bohm-Bawerk and hinted at by
Schumpeter.

At any rate, in all its various interpretations,
acapitalistic production was a logical abstraction
meant to illustrate, in a simpler analytical con-
text, some basic principles holding for capitalis-
tic production. In Bohm-Bawerk, this is the
principle of the higher productivity of indirect
(i.e. capitalistic) methods of production. In
Wicksell, the distinction is meant to illustrate
the marginalistic approach to the distribution of
income and to show how it can be extended from
the simpler production with labour and land only
to production involving capital goods. In the
former case, wage rate and rent are regulated
by the marginal productivities of the two factors,
in a state of full employment of labour and zero
entrepreneurial profits. However, the extension
of the marginal productivity principle to the the-
ory of interest meets a crucial conceptual diffi-
culty due to the fact that capital, being an
aggregate of produced goods, has to be measured
in value and the latter depends itself on income
distribution. It is to avoid a circular argument
that Wicksell proposes to regard capital as ‘a
single coherent mass of saved up resources’.
Hence, interest would be (equal to) the differ-
ence between the marginal productivity of saved
up labour and land and the marginal productivity
of current labour and land. According to
Wicksell, ‘experience’ shows that capital has a
higher productivity and this is the reason why its
share in the national product is normally
positive.

It has been proved, in the debate on capital
theory in the 1960s, that Wicksell’s attempt at
finding a way out of the difficulties of the
marginalistic approach to income distribution is
unsatisfactory. However, the recurrence of the
theme of the distinction between acapitalistic
and capitalistic production is interesting for it
indicates the neoclassical authors’ awareness of
the theoretical difficulties they met in the treat-
ment of capital and distribution.

Carey, Henry Charles (1793-1879)
See Also

Capital Perversity
Wicksell, Johan Gustav Knut (1851-1926)
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Carey, Henry Charles (1793-1879)

Henry W. Spiegel

American social scientist. Born in Philadelphia,
the son of Mathew Carey, he was a prolific author,
and his influence, though short-lived, spread from
Pennsylvania throughout the nation and to
Europe.

Carey’s economic views were sharply at vari-
ance with those of Ricardo and Malthus, and
reflect the optimism characteristic of American
conditions favourable to economic expansion,
conditions from which Carey himself benefited
as a successful entrepreneur and promoter. The
two leading themes of his writings were protec-
tionism and harmony of interests. In his first book,
Essay on the Rate of Wages (1835), he opposed
trade restrictions as running counter to the provi-
dential order. But in The Past, the Present, and the
Future (1848) and in later writings, he vigorously
appealed for tariff protection as fulfilling his law
of association, a law that called for diversified and
balanced regional development. Narrow speciali-
zation and foreign trade would violate this law. In
The Slave Trade (1853) Carey suggested protec-
tionism for the South, where it would foster indus-
trial development.
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Carey, Mathew (1760-1839)

The scope of Carey’s optimistic belief in a
harmonious order gradually widened. In his first
book he postulated harmony between capitalists
and workers, the former benefiting from rising
profits and the latter from wages that rose as a
result of the accumulation of capital. In his Prin-
ciples of Political Economy (1837-1840) the
landowner becomes part of the harmonious
order, with his earnings depicted as a return on
his capital rather than a gift of nature. Population
growth does not disturb the harmony as it is
restrained by social conditioning. There are fur-
ther attacks against the Ricardian rent theory in
The Past, the Present, and the Future, where
cultivation is said to move from inferior to supe-
rior land, not vice versa as Ricardo had taught, and
with returns increasing rather than decreasing. In
the Principles of Social Science (1858-1859)
Carey expands his vision of a harmonious order
to apply to the universe, and in The Unity of Law
(1872) he maintains that cosmic and social laws
are identical. Carey has been characterized as
‘easily the most perverse and the most original
American political economist before Veblen’
(Conkin 1980, p. 261).

Selected Works

1835. Essay on the rate of wages. Philadelphia:
Carey, Lea & Blanchard.

1837-1840. Principles of political economy,
3 vols. Pennsylvania: Carey, Lea & Blanchard.

1838. The credit systems in France, Great Britain
and the United States. Philadelphia: Carey, Lea
& Blanchard.

1848. The past, the present, and the future.
Philadelphia: Carey & Hart; London:
Longman, Brown, Green, and Longmans.

1851. The harmony of interests, agricultural,
manufacturing and commercial. Philadelphia:
J.S. Skinner; 2nd ed., New York:
M. Finch, 1852.

1853. The slave trade, domestic and foreign: Why
it exists, and how it may be extinguished. Phil-
adelphia: A. Hart.
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1858-1859. Principles of social science, 3 vols.
Philadelphia: J.B. Lippincott & Co.; London:
Triibner & Co.

1863. Financial crises: Their causes and effects.
Philadelphia: Baird.

1867. Reconstruction: Industrial, financial &
political. Philadelphia: Collins.
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science. Philadelphia: H.C. Baird.
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Carey, Mathew (1760-1839)

Henry W. Spiegel

American publicist. Carey came to America as a
poor immigrant from Ireland. He settled in Phila-
delphia, where in 1785 he founded a publishing,
printing and bookselling business that eventually
became the largest of its kind in the United States;
a successor firm is still in the publishing business.
Carey became a leading citizen of Philadelphia,
got involved in politics, and participated in many
local and regional controversies. When, after the
end of the War of 1812, the Pennsylvania manu-
facturers were threatened by a flood of imports,
Carey became a leader of the protectionist move-
ment. A prolific writer, he supported its cause by a
flood of publications that reached a wide public
and helped to establish Hamilton’s ‘American
System’.
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In his Olive Branch (1814), Carey attempted to
reconcile the Federalists and Democrats.
A statement promoting protectionism was
inserted in later editions of the work, which
embodied Carey’s message in over 10,000
copies — according to Carey himself, a record for
a book not religious in nature.

Among the many pamphlets that Carey wrote
in support of various causes, some thirty contain
philanthropic appeals aiming to improve the
wages and working conditions of the poor. An
example of these is his Address to the Wealthy of
the Land (1831). The free-trade economists with
whom he had battled for so long he now takes to
task for allegedly discouraging aid to the poor.
People, he argues, may be unemployed or casually
employed against their wishes, and some work in
employments where their supply is large relative
to the demand for their labour. He proposes to
arouse public opinion against employers who
fail to pay a living wage, and points to education
and increased mobility of labour as means to
improve the position of the poor. Ideas such as
these are now commonplaces, but when Carey
wrote about them, his was a lonely voice.
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Carlyle, Thomas (1795-1881)

JEL Classifications
B31

The eldest of nine children of Margaret Aitkin and
James Carlyle, Thomas Carlyle was born at
Ecclefechan in Scotland on 4 December 1795.
While Carlyle’s contributions ranged over many
fields (including history, literary and social criti-
cism, biography, translation and political com-
mentary), in economics he is remembered
chiefly as the originator of the epithet ‘the dismal
science’ (‘The Nigger Question’, 1849; in Miscel-
laneous Essays, vol. 7, p. 84). Among ‘the pro-
fessors of the dismal science’, one M’Croudy
(J.R. McCulloch) is a principal target of Carlyle’s
criticism. Yet Carlyle’s writings on economics are
more extensive than this small measure of recog-
nition might suggest, and his key criticisms of the
economic and political tendencies of the ‘present
times’ (as he called them) are contained essen-
tially in three works: Chartism, (1840), Past and
Present (1843) and Latter-Day Pamphlets (1850).
Almost inevitably, Carlyle’s characteristically
romantic reaction to the decline of authority and
the rise of utilitarian individualism led him into
head-on collision with the prevailing economic
doctrines of the day. Since, for Carlyle, the chal-
lenge of democracy to the ancien régime had been
carried forward under the mistaken banner ‘Abol-
ish it, let there henceforth be no relation at all’
(1850, p. 21), it was natural for him to hold that
laissez-faire, free competition, the law of supply
and demand, and the ‘cash nexus’ were no more
than ‘superficial speculations . . . to persuade our-
selves ... to dispense with governing’ (1850,
p. 20). Although Carlyle’s account of the ‘cash-
nexus’ was adopted verbatim by Marx and Engels
in the opening pages of The Communist Mani-
festo, in the latter sections of that document his
overall position is roundly attacked (see there the
reference to the “Young England’, of which Car-
lyle was a prominent member).

There is also a thinly veiled attack on Carlyle’s
‘dissatisfaction with the Present . .. and affection
and regret towards the Past’ in John Stuart Mill’s
Political Economy (1848, pp. 753-4). However,
at Carlyle’s hands the utilitarian calculus of plea-
sure and pain fared little better. It was charged
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with ignoring all those sentiments, aspirations and
interests which distinguished the human from
other animals and was dubbed by Carlyle ‘the
Pig Philosophy’ (1850, p. 268). Though Carlyle
had few if any followers among economists, he
exerted a profound impact upon the thinking of
John Ruskin, and he may correctly be regarded as
a principal exemplar in England of that reaction-
ary or feudal brand of ‘socialism’ criticized by
Marx and Engels in the Communist Manifesto.
Carlyle died in Chelsea on 5 February 1881 and
was buried in Ecclefechan.

Selected Works

1888-9. Works, 37 vols. London: Chapman &
Hall. (Page references above are from this
edition.)

1896-9. Works. The centenary edition in 30 vols.
London: Chapman & Hall.
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Carroll, Lewis (Charles Lutwidge
Dodgson) (1832-1898)

Bernard Grofman

Born on 27 January 1832, he was Student at Christ
Church, Oxford, 1852-98, and Lecturer in Math-
ematics 1856-81. He died on 14 January 1898.
Lewis Carroll was the author of Alice’s Adven-
tures in Wonderland (1865), Through the Looking
Glass and What Alice Found There (1872), and a
large number of humorous poems of which ‘The
Hunting of the Snark’ (1876) is the best known. In
his real identity, that of Charles L. Dodgson, he
was a mathematician of modest repute in the areas
of geometry, recreational mathematics, and logic:
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author of Euclid and his Modern Rivals (1879),
Curiosa Mathematica (1888, 1893), and Symbolic
Logic, Vol. I (1896). Under either identity, how-
ever, he may appear to be a rather unlikely candi-
date for inclusion in an encyclopedia of
economics. Yet his work on mechanisms for polit-
ical representation anticipates important ideas in
game theory and that branch of public choice
theory having to do with committees and elec-
tions. The earliest work appeared in three pri-
vately printed pamphlets on The Theory of the
Committee (1873, 1874, 1876) and dealt with a
number of topics in majority rule procedures
including a discussion of what is known today as
the Borda count. Only recently has it been
rediscovered and the significance of its contribu-
tions realized — almost entirely because of the
historical scholarship of Duncan Black (1958,
1967, 1969, 1970).

The Principles of Parliamentary Representa-
tion (1st edn, Nov. 1884, 2nd edn, Jan. 1885),
applies techniques which we now associate with
two-person zero-sum games to solve the problem
of the optimal strategy for a two-party competition
in a class of voting games in which each party
must decide how many candidates it wishes to
nominate in a constituency in which each voter
may cast v votes (no more than one to each can-
didate) and there are m seats to be filled. If v < m-1
we have what is called the limited vote. If v =
m we have plurality or the bloc vote. To make the
problem tractable, Dodgson supposes that each of
the parties knows the number of its own sup-
porters and those of the opposing party and that
each party is able to direct the voting of each of its
supporters exactly as it chooses. While not, of
course, referring to it as such, he makes use of
the idea of a maximin strategy in which each party
chooses under the assumption that the opposing
party will be optimally distributing its voting
strength among an optimal number of candidates.

In this same work, Dodgson considers the
question of what voting rule of the type specified
above will be optimal in the sense of minimizing
the expected proportion of voters whose votes are
‘wasted’. By a ‘wasted’ vote Dodgson here means
that the voter’s ballot played no part in effecting
the outcome; e.g. if a party with s per cent of the
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electorate elects /# candidates but would have
elected that same number of candidates even if it
had received support from only s’ percent of the
electorate (s° < s), then (s — 5”) per cent of the
electorate has had its votes wasted. In Dodgson’s
view, the existence of wasted votes implies that
some voters are not having their preferences fully
represented. He finds v = 1, a special form of the
limited vote, commonly called the single
non-transferable vote (used in post-World War II
Japan) to be optimal under this standard. Under
the assumption of a rectangular distribution of
party voting support, he finds that the reduction
in the magnitude of the expected wasted vote
drops off rapidly with increasing m, for m > 4.

In related work, Dodgson uses a game-
theoretic style of argument to consider optimal
party candidate strategies under a cumulative vot-
ing system (a semi-proportional system in which
each voter may cumulate up to v votes on a single
candidate) and under the Hare system (the single
transferable vote, a proportional system in which
voters indicate their relative orderings of the can-
didate). For the latter election system, Dodgson
looks at the problem of rational coalition forming
and provides some examples to show that the
results of the Hare system need not be consistent
with the expected outcome of a coalitional
bargaining game between political parties. How-
ever, Dodgson’s results are at best suggestive.
Indeed the problem he posed has only just been
solved (Sugden 1983).

Dodgson’s work on proportional representa-
tion was guided by his familiarity with research
done by a number of Cambridge mathematicians
(most involved to some degree with the Propor-
tional Representation Society), a group whom
Black (1970) identifies as the Cambridge School
of Mathematical Politics. While Dodgson’s treat-
ment of proportional representation takes some
essential ingredients from these earlier writers,
his systematic treatment of the limited vote is a
new creation. ‘Where there had been only
scattered fragments, he leaves a completed edi-
fice’ (Black 1970). In making use of the maximin
strategy to obtain an equilibrium solution to a
particular two-person zero sum game and in
examining optimal coalitional strategies in the

Carroll, Lewis (Charles Lutwidge Dodgson) (1832-1898)

context of election politics, Dodgson’s long-
neglected work deserves recognition as a step on
the road toward the development of the modern
theory of political economy.
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Voting
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Cartel

Cartel

Leonard W. Weiss

A cartel, according to Webster, can be either ‘a
written agreement between belligerent nations’
such as a prisoner exchange arrangement, or ‘a
voluntary, often international combination of
independent private enterprises supplying like
commodities or services’ (Webster’s 1967). The
second concept is our concern here. The majority
of cartels have dealt with national or smaller mar-
kets, but many of the best known have been inter-
national in coverage. Economists often
distinguish private cartels and public cartels. In
the latter, the government theoretically makes the
rules, typically under strong influence from the
affected industry and enforces them. Private car-
tels involve private agreements. They may or may
not be publicly enforced depending on the nation,
the period and the agreement. Some international
cartels are private, but the best known have
resulted from agreements among national
governments.

Cartels may involve price fixing, output con-
trols, bid-rigging, allocation of customers, alloca-
tion of sales by product or territory, establishment
of trade practices, common sales agencies or com-
binations of these. Many medieval cities and mer-
cantilist nations were tightly bound by such
restraints of trade, but the cartel movement is
usually pictured as arising with the large private
firm in the late nineteenth century. Cartels were
carried farthest in Germany in the half-century
ending with World War II, but they were also
important in Austria, Switzerland, Italy, France,
Scandinavia and Japan in the same period. They
reached their peak during the great depression of
the 1930s. Cartelization was slower to develop in
Britain and other nations with a common law
tradition such as the United States. A prohibition
of contracts in restraint of trade (largely a refusal
of the courts to enforce) goes back at least to the
early fifteenth century in English common law.
The prohibition was written into the American
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Sherman Anti-Trust Act when it was passed in
1890. Even in the United States, however, the
National Industrial Recovery Act, passed at the
bottom of the great depression in 1933, permitted
industries to formulate enforceable ‘codes of fair
competition’. The Act was ruled unconstitutional
by the Supreme Court in 1935, but the United
States continued public cartels in such fields as
coal-mining, oil production, interstate transporta-
tion, and agriculture for many years.

In the years since World War II most private
and public industrial cartels have weakened.
America’s prohibition of private cartels was
strengthened and many of its public cartels
ended. The Western occupation forces in Japan
and Germany imposed cartel prohibitions there.
The subsequent national governments revised
these rules to permit certain cartels, but they are
far removed from the prewar, pro-cartel policies
of the same countries. Most other industrial
non-communist countries have adopted anti-cartel
laws since the war, but few have gone as far as the
United States. On the other hand, some interna-
tional commodity agreements established
extremely high prices in the 1970s. In a number
of cases such as bauxite and copper the agree-
ments failed within a few years. But the Organi-
zation of Petroleum Exporting Countries (OPEC)
was able to keep world oil prices far above their
costs for more than a decade. This was possible
because Saudi Arabia, with more than a quarter of
world capacity, was willing to reduce output
greatly as smaller producers inside and outside
OPEC expanded.

A ‘perfect cartel’ is one that maximizes the
sum of the profits of its members. This requires
that output be allocated among participants so that
cost is minimized. That, in turn, implies that dif-
ferent producers operate their capacities at differ-
ent rates. In the long run, some participants’ plants
would be closed. The traditional solution for pri-
vate cartels is side payments from the expanding
to the contracting producers. In fact, although
such payments have been made, perfect cartels
have generally been beyond the reach of private
cartels short of merger. A perfect cartel would be
difficult to distinguish from a well-run firm. The
classic example was the prewar German chemical
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firm, 1.G. Farben (Interessen Gemeinschaft
Farbenindustrie meaning ‘Community of Interests
in the Dye Industry”). It did begin as an eight-firm
cartel, but by 1925 they had all merged (Michels
1928).

Enforcement is a crucial aspect of cartels. This
requires (a) detection of wviolations and
(b) sanctions on violators. Detection is easy in
oral auctions. Violations are immediately obvious
when they occur. In the more common cases
where firms must bid for customers in sealed-bid
auctions or through salesmen, detection is much
more difficult, unless winning bids are publicly
announced. Cumulative changes in market shares
seem to be the most credible evidence of whether
‘cheating’ is going on or not, but the usefulness of
such evidence rapidly declines as the numbers of
competing firms increase (Stigler 1964). The
implication is that purely private cartels with
many members are weak. If they have serious
social cost it is most likely to work via changes
in institutions such as the establishment of a bas-
ing point system or political pressure for oral
auctions. Public enforcement seems essential for
cartels to raise price for any length of time on
unconcentrated markets.

Private enforcement also requires privately
imposed sanctions. Oral auctions help here also.
Only one conspirator per bid need incur any risk
in punishing a violator, and even he need not
always ‘win’. Punishment in these cases is not
severe. Since the violator is usually free to with-
draw from the bidding, he need not pay a price
that involves a loss. He can be deprived of the gain
from collusion and, perhaps, access to the objects
being bid for. With sealed bids or where the rivals
solicit customers through salesmen, punishment is
apt to mean general price wars — the temporary
suspension of the cartel. As the numbers in a cartel
grow, the gain from violating it generally
increases faster than the loss from such punish-
ment when detected (Lambson 1984). Here is
another reason to expect purely private cartels to
be weak unless the market is concentrated.

In private cartels prices are unlikely to be set at
joint maximizing levels. The bargaining power of
major participants is apt to reflect their potential
profitability without the cartel. Usually the
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low-cost firms have the best prospects without
the cartel. If they determine cartel price, it is likely
to be lower than that of a monopolist with the
same plants. Small firms may also have a special
influence on cartel price. A firm that is too small to
be worth disciplining will probably sell at a dis-
count from cartel price. Such a small firm as a
cartel member is apt to favour high cartel prices
from which it then discounts. If the numbers of
such small firms become large, the majors may try
to discipline the fringe as a whole to limit their
discounts. In fact, however, the growth of a large
fringe commonly leads to the collapse of the
cartel.

Public cartels are also unlikely to be perfect
cartels, but they often differ from private cartels.
Many American public cartels (such as those in
agriculture, oil prorationing, import quotas for oil
refiners, and airlines under the Civil Aeronautics
Board) allocated output, access to cheap imports
of oil or to profitable markets in favour of small
and high-cost firms, just the opposite of what
would have occurred under successful private
cartels.

Effective cartels are likely to result in excess
capacity for several reasons. High-profit prospects
attract entrants — as in American oil prorationing
in the 1940s, 1950s and early 1960s or the famous
oil glut that grew up in the 1980s after the huge
price increases imposed by OPEC in the 1970s.
High prices permit continued excess capacity that
would be driven from the field in a competitive
market — as in much of American agriculture.
Existing firms will often build excess capacity if
it increases sales because with prices far above
marginal cost, additional sales are worth the addi-
tional cost to the firm (Posner 1975) — as occurred
on competitive airline routes in 1945-1977 even
though entry was prohibited (Douglas and Miller
1974). An equilibrium at high cartel prices is
reached when excess capacity has forced cost up
to the point where profits are reduced to normal
levels and entry and expansion is no longer attrac-
tive. Excess capacity can be avoided if members’
output does not depend on current capacity. For
instance, American flue-cured tobacco production
depends on acreage allotments set in the late
1930s. As a result, the government was able over
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many years to prevent the development of excess
capacity which presented such problems in other
Crop programmes.

Excess capacity may arise in private cartels
also. In addition to entry and expansion attracted
by high prices, excess capacity may be intention-
ally built or maintained so that the threat of retal-
iation against violators of the cartel can be
credible (Brock and Scheinkman 1985).

Many nations have permitted and enforced
cartels of certain sorts which were seen to be in
the public interest. Most of the industrial
non-communist countries of the world including
the United States permit export cartels. From a
narrow national point of view this makes some
sense at least for large countries. Their national
incomes are enhanced by exploitation of any pow-
erful positions they occupy abroad. With all major
countries following such strategies, however, the
overall effect must be some net loss for most of
them. Another reason for export cartels arises
when a major importing country negotiates a
restriction on exports from foreign sources. The
Americans negotiated many such quotas with
major foreign exporters to the United States in
the 1960s and 1970s.

Import quotas almost always involve public
cartels in form. Import licences are distributed
among importers by the government and are
kept valuable by the trade restriction itself. In the
1930s Germany used import restrictions along
with complex foreign-exchange policies to
exploit its special position with respect to many
of its trading partners. The main purposes of
import quotas today are protectionism and/or the
allocation of scarce foreign exchange. Exploit-
ative import cartels seem to be few. The large
countries employ import quotas very little today,
and small nations have little monopsony power.
Because of international specialization, small
countries can often be large in their main export
markets, but specialization in consumption and
imports is rare.

A number of countries use cartels to aid tem-
porarily depressed industries. The Japanese
‘depression cartels’ are an example (Hadley
1970). Depressed industries can form cartels for
1 year or less if approved by a specified
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government agency. The state of the industry
need not derive from a general depression, but
the case for such cartels seems strongest in such
a setting. No long-term adjustment by the industry
is called for, and a temporary cartel may be one of
the less costly ways of assisting industries seri-
ously hurt by general economic decline. In normal
times occasional bankruptcies may serve to weed
out badly managed firms, and economic pressure
on a declining industry serves to transfer
resources to more productive uses, but widespread
financial disasters during a depression seem of
little social value. The crucial thing is that the
depression cartel be truly temporary and that the
problems that made the industry ‘depressed’ do
not call for long-term adjustments.

Japanese cartel law also provides for ‘rationali-
zation cartels’ (Hadley 1970), which are not so
limited in duration as the depression cartels. They
require the approval of the appropriate public
agency, once more. A number of European nations
also provide for rationalization cartels. Rationali-
zation refers to long-term adjustments by an indus-
try such as the replacement of suboptimal or
obsolete capacity or the elimination of excess
capacity. It is conceivable that joint action by the
firms in an industry could offer a better solution to
excess capacity than a fight to the finish on the open
market might yield. At least the transition would be
less painful if a joint decision were made about
which plants should be closed and the survivors
bought out the firms which were to go out of
business. In practice, rationalization cartels have
done little of this. Rather, they set price and/or
output that reduced the pressure on their members
to adjust. They accomplished little or no rationali-
zation as a result.

Where rationalization means replacing sub-
optimal or obsolete capacity, the cartel approach
seems even less promising. It would call upon
efficient producers to help their high-cost rivals
to become more competitive. A theoretically
appealing exception is the specialization cartel.
The firms in such a cartel agree to assign products
to particular members, thus permitting optimal-
scale capacity for each subproduct. Governments
that permit such cartels often try to reduce their
competitive effects by limiting the combined
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shares of the market of the cartel. For instance, in
the European Coal and Steel Community such
cartels may not have more than 15% of industry
sales. However, four such groups permitted in
Germany, each with a common sales agency,
accounted for most of German steel and half of
ECSC steel in the 1960s. Most of the specializa-
tion involved output quotas which permitted
economies of long production runs. Little special-
ization of plant and equipment was accomplished,
so few economies of scale were realized
(Stegemann 1979).

In general, most rationalization cartels have
turned out in fact to be oriented primarily toward
short-term restraint of trade.
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Cartels

Margaret C. Levenstein and Valerie Y. Suslow

Abstract

Cartels are associations of firms that restrict
output or set prices. They may divide markets
geographically, allocate customers, rig bids at
auctions, or restrict non-price terms. They have
often been formed with the participation or
support of state actors. In contrast to the
pre-Second World War period, today most car-
tels are illegal in most jurisdictions. The aver-
age duration of cartels is between five and
7 years, but the distribution of duration is
skewed: a large number of cartels break down
within a year but a sizable proportion last for
over a decade.
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Cartels

Producers form cartels with the goal of limiting
competition to increase profits.

Cartels are associations of independent firms
that restrict output or set prices. They may divide
markets geographically, allocate customers to spe-
cific producers, rig bids at auctions, or restrict
non-price terms offered to customers. They have
often been formed with the active participation or
support of state actors. In contrast to the
pre-Second World War period, today most cartels
are illegal in most jurisdictions.

Upon its creation a cartel immediately faces
three key problems: coordination, cheating and
entry. In a dynamic economy, the solution to
these problems will change over time, so success-
ful cartels must develop an organizational struc-
ture that allows them to re-solve these problems
continuously.

Stigler’s (1964) classic article highlights the
incentive to cheat as the most important source
of instability undermining cartels. In a repeated
setting, a firm weighs the expected gain from
cheating today (the benefit from cheating) with
the expected reduction in future discounted profits
that follows cheating (the cost of cheating). In
order for firms to be willing to refrain from
cheating, the following must hold:

m

T
> PRl ~ 1"
=0

where I1"” is the one-period cartel profit, n is the
number of firms in the industry, and &' is the
discount rate. Thus, collusion is easier to achieve
the larger the difference between cartel and
non-cartel profits, the smaller the number of
firms, and the more patient these firms are
(Tirole 1988).

Friedman (1971) demonstrates that firms may
use ‘off the equilibrium path’ threats of price wars
in retaliation for cheating to provide firms with the
incentive not to cheat. However, because in his
model any cheating would be observed immedi-
ately and therefore subject to swift retaliation,
firms do not cheat and price wars are not observed.
In the Green and Porter class of models (Green
and Porter 1984; Abreu et al. 1986), firms cannot
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observe one another’s output (or pricing) actions
nor infer them with certainty from public infor-
mation. Economic fluctuations require that firms
revert to equilibrium ‘punishment’ or ‘price war’
behaviour at times in order to maintain the incen-
tives necessary to achieve collusion. Thus, the
appearance of on-and-off collusion does not
represent inherent cartel instability, but rather
a mechanism that cartels use to stabilize
themselves.

This theoretical perspective also implies a sec-
ond mechanism for increasing cartel stability: a
cartel may invest in information collection in
order to better monitor individual firm activities.
Improved monitoring both deters cheating and
allows cartels to avoid costly price wars that
arise from the inability to distinguish cheating
from external shocks.

The most successful cartels actively work to
create barriers to entry. Sometimes this is done
through collective predation, as in Scott Morton
(1997) in which incumbent cartel members suc-
cessfully deterred entry by financially weaker and
smaller firms. In other cases, cartels have turned to
the state to create regulations, tariffs, or provide
anti-dumping protection with the goal of exclud-
ing outsiders. Cartels sometimes use vertical
exclusion (for example, a joint sales agency) or
restrict access to technology (for example, via a
patent pool) to limit entry.

Cartels use direct and repeated communication
to overcome obstacles to coordination. Cartel
negotiations often begin with discussions of
prices and market shares, but expand over time
to restrict cheating in non-price dimensions, such
as terms of sale, advertising, transport costs, and
production capacities. Firm asymmetries and
changes in firms’ costs can make these negotia-
tions challenging. Slade (1989) suggests that price
wars arise from changes in firm or industry char-
acteristics. These price wars then facilitate the
learning necessary for firms to re-establish collu-
sion. Cartels also learn how to structure incentives
so that collusion is more profitable in the long run
than cheating. For example, successful cartels
often fashion self-imposed penalties or other com-
pensation schemes for firms that exceed cartel
quotas. Cartels sometimes develop elaborate
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internal hierarchies allowing for communication
at various levels of management. A hierarchical
cartel structure allows for high-level information
exchange and bargaining activities to be separated
from regional or local information exchange and
monitoring efforts. When trust is particularly dif-
ficult to establish and firms doubt the accuracy of
communication or data exchanges, cartels often
turn to a third party — such as a trade
association — to facilitate information sharing.

The average duration of cartels measured over
a range of countries and time periods is between
five and seven years (Levenstein and Suslow
2006). There is considerable dispersion in cartel
duration: the standard deviation of duration is
almost as high as the average. Observed cartel
duration is very skewed, with a large number of
cartels lasting less than a year or two and a long
tail of cartels that endure for a decade or more.

Predictable fluctuations in product or industry
demand do not generally undermine effective car-
tels, but rapid industry growth and unexpected
shocks do. Macroeconomic fluctuations, which
are close to common knowledge, have little
impact on cartel stability. Many successful cartels
develop an organizational structure that allows
them to weather cyclical fluctuations. Cartels
that are disrupted by observable cyclical fluctua-
tions may be inherently fragile.

Large customers can undermine cartel stability
by increasing the incentive to cheat, as posited by
Stigler (1964) and tested by Dick (1996). On the
other hand, large customers sometimes benefit
from the existence of a cartel if they receive pref-
erential pricing compared with that received by
their smaller competitors, and can even contribute
to its stability.

Although posited by theory, there is no simple
empirical relationship between industry concen-
tration and the likelihood of collusion. This may
reflect sampling bias in studies that focus on pros-
ecuted cartels, since cartels with many firms or
with the involvement of an industry association
may be easier to detect. Or it may be that indus-
tries with a small number of firms are able to
collude tacitly without resorting to explicit cartels.
Finally, it may reflect the endogeneity of concen-
tration: collusion may allow more firms to survive

Cartels

and remain in the market
Symeonidis 2002).

Analyses of the impact of cartels on prices and
profits generally use one of three approaches:
changes in price following cartel formation, com-
parison between ‘good times’ and ‘price war’
periods, and, comparison between the cartel
price and a counterfactual or ‘but-for’ price that
would have prevailed in the absence of collusion.
Connor and Lande (2005) provide an exhaustive
survey of studies of cartel price effects. They
conclude that the median overcharge resulting
from cartels is approximately 25 per cent.

Cartels can also affect investment and produc-
tivity. Cartel participants have often argued that
cartels increase investment and productivity
growth by allowing firms to smooth production
over time. Others have argued that, by removing
the pressure of competition, cartels reduce inno-
vation and productivity growth. Theoretical
models have suggested that cartels lead to
increased investment in capacity either because
excess capacity can deter entry and provide
enforcement (Dixit 1980) or because, when price
competition is suppressed, firms compete in other
dimensions (Feuerstein and Gersbach 2003). In
some cases, cartels explicitly restrict investment
in new capacity. Where there are not such explicit
restrictions, empirical studies have found cartels
are associated with increases in investment. On
the other hand, no consistent relationship between
cartels and productivity growth or innovation has
been established empirically (Symeonidis 2002).

As firms have become increasingly global,
international antitrust law and policy has faced
new challenges. Competition authorities have
increased enforcement, attempted to harmonize
practices and procedures, and increased coopera-
tion across jurisdictions. The United States is the
country with the longest history of prosecuting
explicit collusion, with state laws antedating the
national ban on price fixing enacted with the pas-
sage of the Sherman Act of 1890. Many Western
European countries adopted laws against price
fixing following the Second World War, but also
allowed a large number of exemptions. Since the
mid-1990s these exemptions have been sharply
reduced, and dozens of other countries have

(Sutton 1991;
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banned price fixing for the first time. Enforcement
activities against cartels, and international cartels
in particular, rose sharply in the United States in
the late 1990s. European countries, including the
newest members of the European Union, have
also increased their enforcement activities against
cartels, as have countries in Asia, Africa and Latin
America. Price fixing — long a criminal offence in
the United States — has now been criminalized in
several other countries, including the United
Kingdom and Ireland. This increased enforcement
has demonstrated that cartels continue to be active
in a wide range of industries in the 21st century.

See Also

Anti-trust Enforcement

Cooperation

Market Structure

Organization of the Petroleum Exporting Coun-
tries (OPEC)

Stigler, George Joseph (1911-1991)
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Carver, Thomas Nixon (1865-1961)

A. W. Coats

Carver’s career exemplifies the blend of scientific
economics and popular social science so charac-
teristic of his period. He was born on 25 March
1865 in Kirkville, lowa. After a disrupted under-
graduate education at Iowa Wesleyan and the
University of Southern California (AB, 1891),
he studied at Johns Hopkins under Richard
T. Ely and John Bates Clark, eventually obtaining
his PhD at Cornell in 1894. A joint appointment in
economics and sociology at Oberlin led to a pro-
fessorship in political economy at Harvard
(1900-32), where for a time he taught the only
course in sociology. His principal theoretical work
in economics was an extension of Clark’s
marginalism to a synthesis of abstinence and pro-
ductivity theories of interest. He also made
pioneering contributions to the economics of agri-
culture and rural sociology, and published several
textbooks and numerous magazine articles.
Carver’s attacks on radicalism and socialism, his
forthright advocacy of individualism, thrift and
free enterprise, and his insistence on the crucial
value of natural resources conservation and social
balance, made him a cult figure among Harvard
students. Acceptance of Malthusian population
theory and recognition of the dangers of corpora-
tion power did not quench his optimism, although
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he favoured public works and credit expansion as
a corrective to the 1930s depression. Carver
served as adviser to the Department of Agriculture
and Director of its rural organization service in
1913-14. An energetic and successful Secretary-
Treasurer of the American Economic Association
from 1909 to 1913, he was elected President in
1916. He died in Santa Monica, California, on
8 March 1961.
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Abstract

Case-based decision theory was developed by
Gilboa and Schmeidler. This article describes
the framework and lays out the axiomatic
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foundations of the theory. An illustration
based on a model of repeated choice is pro-
vided and the applications of the theory to
economic problems are listed. Finally, the rela-
tionship between the case-based decision the-
ory and expected utility theory is discussed.
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Case-based decision theory (CBDT), developed
by Gilboa and Schmeidler (1995, 1997a, 2001a;
Gilboa et al. 2002), models decision situations in
which neither states of the world nor their proba-
bilities can naturally be inferred from the descrip-
tion of the problem. Instead, the decision maker
(DM) has a memory of cases, recording the out-
comes of acts in problems encountered in the past.
For a specific problem, the evaluation of an act is
given by a weighted sum of the utilities of out-
comes observed in the memory. The weights rep-
resent the similarity of the problem-act pairs in
those cases in which the outcomes occurred to the
problem-act pair under consideration.

An Example

Consider a CEO who seeks to hire an administra-
tive assistant. The available acts are the various
candidates for the job. The CEO does not know
how well each of the candidates would perform if
actually hired. Each candidate might turn out to be
unreliable, dishonest or incompetent. Some can-
didates might be very efficient at administrative
tasks, but unable to deal with customers. Others
might be perfect on the job, but unwilling to
travel.

In this example, neither the possible outcomes
nor the states of the world are naturally implied
by the description of the problem. Any attempt to
specify these would require imagining every
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possible situation in which different characteris-
tics of the candidate might be relevant and
assigning to each such situation and each candi-
date an outcome. A much more realistic
approach to the problem is to ask each candidate
for references: that is, for records of past cases in
which they have been employed and specific
outcomes have been observed. To determine the
utility assigned to each candidate, the outcomes
observed in these past cases are weighted by
their relevance (similarity) to the decision
at hand.

The Framework

The set of decision situations is P with p € P
being referred to as a problem. The decision
maker chooses an act a out of a set of available
acts, A. The set of outcomes is R with a represen-
tative element . The DM does not know the states
of the world, the state-contingent outcomes or
their distributions. Instead, she uses her memory,
M, in which information about past cases is
stored. A case, ¢, is a triple consisting of a problem
encountered, p, an act chosen in this problem, q,
and an experienced outcome, r : ¢ = (p,a,r). The
set of all possible cases is C = P x 4 x R. The
memory M is represented by a function: M : C
— Zg , which lists the number of occurrences of
each case in the memory. The order of occurrence
of different cases is not specified. This can reflect
the belief that the order of outcome realizations
does not matter for the evaluation of acts. Alter-
natively, the time component might be incorpo-
rated in the description of the problem. (This
invariance property appears as an axiom in Billot
et al. 2005. In this formulation of CBDT, which
follows Gilboa et al. 2002, it is implicit in the
description of the memory.)

Let M be the set of all possible memories: M
= {M :C— 7 } The DM has preferences over
acts given the problem she faces and given her
memory, Z,, y.

The similarity function quantifies the DM’s
similarity judgment between the choice of act
@' in problem p’ observed in the memory and
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the choice of act a in the problem at hand, p. It
captures the idea expressed by Hume (1748) that
‘from causes which appear similar we expect
similar effects’. The similarity function can be
formulated as: s: (P X A) x (P x A) — R. For
instance, a candidate a applying for a position as
an administrative assistant at a magazine
(problem p) may present references from her
previous occupation with a radio station
(problem p'). While the two problems are not
identical, they might be considered similar, and
hence the case (p/, a) would be used to evaluate
the candidate for the current position. Distinct
candidates can also be considered similar, for
example if they have similar qualifications, or
have graduated from the same school. Finally,
similarity might refer to comparisons between
problem-act pairs as opposed to comparisons
between individual problems or acts. For
instance, hiring a candidate who is proficient in
Japanese to report on cultural issues from Japan
might be considered similar to hiring a candidate
with a degree in economics to manage the
finance column.

The Representation

For a given problem p and memory M, act a is
preferred to act a’,a%Z, yd', if and only if U, y
(a) > Uy, m(a’) with:

Up,u(a) =Y M(c)u(re)s((p.a), (peac))- (1)

ceC

Here p., a. and r, are respectively the problem
encountered, the action chosen and the outcome
observed in case ¢, and u(-) : R — R is a utility
function over outcomes.

Intuitively, for each case, the DM determines
the similarity of the problem-act pair (p,, a..) to the
current decision (p, @). The utility of r. is then
weighted by the similarity s((p, @), (p., a.)) and by
the number of occurrences of ¢ in the memory,
M(c).

In general, the sums of the similarity values
related to two distinct acts a and o’ are different:

that is, X.ccM(c)s((p,a), (p..ac)) # ZeecM(c)
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s((p,d'), (p.,a.)). Hence, the utility function is
unique only up to a multiplication by a positive
constant, while adding a constant to u(-) will in
general change the representation. (This distin-
guishes the concept of utility used here from the
notion of utility in classic consumption theory,
where the utility function is unique up to arbitrary
monotone transformations, as well as from the
von-Neumann-Morgenstern (Bernoulli) utility
index, which is unique up to positive affine
transformations.)

We can therefore distinguish between positive
outcomes, for which u(r) > 0, and negative out-
comes, with u(r) < 0. The former correspond to
experiences that the DM would like to repeat,
while the latter represent experiences she would
rather avoid.7 € Ris a neutral outcome ifu(v) = 0.
If all outcomes observed in the memory are
neutral, all acts are considered indifferent.
The neutral outcomes determine the DM’s aspi-
ration level, i = u(F) = 0, the minimal level of
utility she must obtain in order to be
satisfied with her choice. Then (1) can be
written as: U, y(a) = ZCGCM(C)[M(Q) — s
((p,a), (p..a.)). The representation is preserved
if a positive affine transformation is applied to
both u(-) and .

In the representation above, the aspiration level
is constant and does not depend on the memory.
(The axiomatization of Gilboa and Schmeidler
(1997a) can accommodate some forms of adapta-
tion of the aspiration level, but this requires the
similarity function to be memory-dependent.)
Various studies (Jucknat 1937; Festinger 1942;
Lewin et al. 1944; McClelland 1958; Atkinson
and Litwin 1960; Frey et al. 1993; Easterlin
2003) have demonstrated that aspiration levels
vary over time depending on the observed out-
comes. Hence, in applications, a process of aspi-
ration adaptation is often introduced and studied
(see Section 7).

The representation is preserved under positive
affine transformations of the similarity function s
((p, a), -), which can be normalized to take on
values in the interval [0,1]. The similarity values
have therefore a cardinal meaning: for instance, if
similarity is derived from some metric on P X 4,
then equivalent metrics can give rise to distinct
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similarity functions and to distinct preference
relations.

Repeated Choice

The role of the main concepts can be understood
by considering the special case of repeated choice,
i.e. P = {P} (from now on, we omit reference to
the problem). Let A = {a; ...a,}.u; denote the
utility realization of a; if chosen. Let x € A™
denote a sequence of choices. We write x(¢) for
the act chosen at time ¢. The memory at time ¢ is
given by: M,((a;, u;),x) = |{t < t|x(t) = a;}|.
The case-based decision rule implies:

x(t+1)€arg max Z M ((a;, u;), x)s(a;, a)u;.

ai €A
The set of paths consistent with this rule is:
X =: {xeA™forallt € Z*,x(r)

€ arg r(lrlélz\( Z M, ((a;,u;),x)s(a;, a)u; }

a; €A

Of interest are the limit choice frequencies,
Fla,x) =: lim,_, L=E0=all

Assume first that:

s(a,d) = {é

The choice of aspiration level influences qualita-
tively the individual’s behaviour. Let
A" =: {a;€Alu; > 0} be the set of acts with
positive outcomes. If AT # &, then, for all x € X,
flai,x) =1 for some a; € A'. Hence, low
aspiration levels lead to satisficing behaviour, or
habit formation: an act with a positive (but not
necessarily maximal) outcome is chosen forever.
In contrast, if u; < 0 foralli € {1...n}, then for
all x € X, xEX,M:%;

f(as)
Schmeidler (2001b). (Analogous results can be
derived if the utility realization of a; is a random
variable with mean ; and finite variance. In this

case, u; has to be replaced by u;: see Gilboa and

ifa=4d
else

@

see Gilboa and
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Pazgal 2001.) A high aspiration level thus implies
switching, or change-seeking behaviour. Acts with
higher utility realizations are chosen with higher
frequency.

Now consider the impact of similarity. Let
u; < O0forallie {1...n},so that change-seeking
behaviour is implied. A positive/negative s(a, a)
makes the choice of a less or more desirable if @’
has been chosen before. If acts are consumption
goods, positive/negative similarity can be taken to
mean that @ and o’ are substitutes/complements:
see Gilboa and Schmeidler (1997b).

To illustrate how similarity perceptions affect
the frequencies of choices, consider n = 3 and let
s(a;, a) =1 for all i € {1,2,3}, s(aj,a) =
s(az,az) =5€(0,1),s(ar,a3) =0. Satisficing
occurs if u; > 0 for i € {1,2,3}. Let 5 < and

u; < 0 fori € {1,2,3}. In the limit, all three acts
fla,x)
flaz,x) —

fla,x) _ us

are chosen with positive frequencies:
(I_E)M_z f(llsax):(l_g)uz u3

uy? flaz,x) u3 flaz,x) = w -
Hence, similarity affects the frequencies with
which various acts are chosen. The form of the
similarity function can also affect the set of acts
which are chosen in the limit. For s > %, flaz,x) =

0, ;E; =1 obtains for all x with x(1) # a,

independently of the value of u,, in particular,
even if u, > 0. Although a, is never chosen, and
has a positive utility realization, its evaluation is
negative, because of its similarity to other acts with
negative utility realizations. (Guerdjikova 2007
generalizes this intuition to a continuum of acts
with random utility realizations, and identifies
properties of the similarity function which lead to
satisficing or switching behaviour.)

and

Applications

Several applications of the CBDT are related to
consumer choice theory: Gilboa and Schmeidler
(2001b) relate similarity perceptions to substitut-
ability/complementarity between goods; Gilboa
and Schmeidler (1997b) use the CBDT to explain
‘brand switching’ behaviour, while Gilboa and
Pazgal (2001) model the consumer’s reaction to
price increases.
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Aragones (1997) uses CBDT to explain the
presence of swing voters in a model of political
party competition. Jahnke et al. (2005) analyse a
production choice problem. Blonski (1999) models
social learning, using different similarity functions
to capture differences in social structures. Pazgal
(1997) shows that case-based learning can lead to
Pareto-optimal outcomes in coordination games.
Krause (2009) studies herding behaviour. Gayer
(2007) analyses a process of probability perception
formation using a similarity function which
changes with experience. Guerdjikova (2004,
2006) applies the CBDT to financial markets.

Gilboa et al. (2006, 2009) propose a method for
estimating the similarity function from data. Gayer
et al. (2007) use this method to test whether hous-
ing market data in Tel-Aviv are consistent with
case-based optimization, and find that this is indeed
the case for the renting segment. Grosskopf
et al. (2008) test the CBDT in a laboratory setting
and find some evidence supporting the theory.

Axiomatization

Gilboa et al. (2002) provide an axiomatization of
(1). Forafixed problemp € P, consider a family of
preference relations over acts (%, ) ,, .- Hence,
the DM has preferences over acts not only for the
actually observed memory, but also for any hypo-
thetical memory in M. The combination of two
memories, M and M’ is another memory M” € M

defined as M"(c) = M(c) + M'(c) forallc € C

Axiom 1 (Order) For every MeM, %, y is
complete and transitive.

Axiom 2 (Combination) Ifaz, ya andaz, v
d,then aZ, y yd.

Axiom 3 (Archimedian) If aZ, yd', then for
every M’ €M, there exists ak€N such that
azp,kMJrM’a/'

Axiom 1 is standard and without it a real-
valued representation is impossible. Axiom
2 states that if two separate pieces of evidence
support the choice of act a more than that of o/,
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then so should their combination. If a CEO
received independent recommendations from
two past employers to hire a candidate, he would
not need to bring the two employers together for a
consultation. Combining the two ‘memories’
would not change the recommendation. Axiom
2 is less compelling in the context of hypothesis
testing: two memories might both be too short in
order to reject a given null hypothesis, but the
combination of them might contain a sufficient
number of observations for the hypothesis to be
rejected. Axiom 2 is also violated if similarity
perceptions depend on the experience: see Gilboa
and Schmeidler (1993, 2003) for examples.
Axiom 3 states that every evidence that supports
@' more than a can be outweighed by a sufficient
number of repetitions of cases that support a more
than «'. Axiom 3 is violated if an outcome
observed from a given act renders it inferior
regardless of any further evidence. For instance,
an administrative assistant who has been dishon-
est once might never be able to find an employ-
ment, regardless of how many additional good
recommendations she presents.

Axioms 1-3 are consistent with a represen-
tation of the following type: aZ, yd’ if and only
if 2 ccM(C)v((p.a).c) > ZeccM(V((pra),c).
Here, u(r.)s((p, a)(p., a.)) is substituted with the
less informative v((p, a), ¢). (The axiomatization
of this rule is provided in Gilboa and Schmeidler
2001a; 2003).

LetL: PxA—N.Forr € RletL, ¢ M
denote the memory in which M(p,a,r) = L,(p,a)
and M(p,a,r’) = 0, for all ¥ # r. Hence, each L,
represents a memory in which the only outcome
observed is . The next definition identifies the
neutral outcomes in R, i.e. those outcomes for
which u(r) = 0.

Definition 1 An outcome 7 is neutral if for every
L: P x A — Nand every two acts a,d EA,aELI_
a.

Axiom 4 (Diversity) For any four distinct acts,
ai, az, az and a4 € A, and for every non-neutral
r € R,thereexistsanL : P x A — N such that a,
EP,L,,az EP,L,,@ EP,LF(M. If |A < 4, then the same
condition holds for any list of length |4|.

Case-Based Decision Theory

Axiom 5 (Case-Independence of Desirability)
For any r and # that are non-neutral, either

(i) forevery L: P x A — N and all a,d’ €A,a
Zp,1,d holds iffaz, ; ', or

forevery L: P x A — N and all a,d €A,a
Zp,1,d holds iffd'Z, 1, a.

(i)

Axiom 4 rules out the case that an act a is
dominated by act @' for all possible memories. It
precludes, for example, lexicographic preferences
of the following type: a CEO working with Japa-
nese clients might feel that it is always better to
hire an assistant who speaks fluent Japanese than
an assistant who does not, regardless of their
letters of recommendation. Finally, Axiom 5 states
that the relevance of a case depends only on the
problem and the act, but not on the observed
outcome. Intuitively, if aZ, 1, b, then either out-
come r is desirable and the cases in L, are more
similar to (p, @) than to (p, b), or r is undesirable
and (p, @) is less similar to the cases in L, than (p, b).
Of course, if cases in the memory are assigned
different similarity weights depending on the out-
comes observed, this property will not hold.

Axioms 1-5 are sufficient for the existence of
the representation and imply its uniqueness in the
following sense: if the utility function u and
the similarity function s represent (Zp, 1), -
then so do o and fs((p,a), (p'.d")) +wp,a ,
where o and € R satisfy o > 0 and wpr , €R
for all (p/,a’) € P x A. While Axioms 1-3 and
5 are necessary for the representation, Axiom 4 is
not: it imposes an additional linear independence
condition on the similarity values for any four
distinct acts. However, Gilboa and Schmeidler
(2001a) show that Axioms 1-3 and 5 alone are
not sufficient, and hence without Axiom 4, a rep-
resentation of preferences by a real function might
not exist.

Case-Based Decision Theory
and Expected Utility Theory

We first identify situations in which case-based
learning leads to choices that maximize expected



Case-Based Decision Theory

utility with respect to the true distribution of
outcomes. In the framework of Section 4, let the
utility realization of a; be a random variable
with mean p; and finite variance. Denote the
aspiration level at time ¢ by . A path
x=(x; = (u,a,uy)...x; = (G an,u)...)€
(R x A x R)" describes the aspiration level, the

— { oty + (1 — o)
U =9 _
U—1 +h
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act chosen and the outcomes observed in each
period. Let X' =: (x...x;).

The case-based rule becomes: a,y1(x;) €
argmax,e a2t _ s(az, a)lu; — ).

Gilboa and Schmeidler (1996) show that if
s(a, d') is defined as in (2) and if for some infinite
sparse set T C N and a constant 7 € R™ :

Z{r|ar(x):a)ur fort ¢ T

max —_— 7
acf{acast [{tla.(=ay>0 |[{t|a.(x) =a}| forteT

then f (x, argmax; ¢ {1..n) ,ui) =1 obtains almost
certainly. The aspiration adaptation process has
the property that the DM is realistic, updating his
aspirations towards the highest obtained average
utility, but also optimistic, increasing her aspira-
tions by £ > 0 in certain periods. This combina-
tion guarantees that her limit behaviour coincides
with that of an expected utility maximizer who is
informed of the probability distributions over out-
comes. (Guerdjikova 2008 extends this result to a
more general class of similarity functions. Pazgal
1997 applies the same adaptation rule to strategic
interaction and shows that it selects for the Pareto-
optimal equilibrium in coordination games.)

In the context of learning from data, Billot
et al. (2005) provide a connection between the
notion of similarity and the formation of probabi-
listic beliefs. (Billot et al. 2005 work with a finite
set of outcomes containing at least three elements,
|R| > 3. Gilboa et al. 2006 provide an axiomati-
zation for |R| = 2, while Gilboa et al. 2009 extend
the analysis to the case of a continuously distrib-
uted random variable.) Billot et al. (2005) assume
that the order in which data arrives is irrelevant.
Hence, each data set can be represented by a
function M € M. For a given act a, they consider
a mapping /. : M — ARI=' | which associates
with each potential memory M € M a probability
distribution over the possible outcomes of a. The
concatenation axiom requires that for all M and
M’ € M, there exists an o A (0,1) such that
hoM + M) = ah, (M)+ (1 —a) h(M). This
axiom, together with the requirement that
at least three of the vectors 4,(M) are linearly

independent, ensures that 4,(M) can be written
2o e @I (rM(e)

ZC c Cs(a,c)M(C) ’
s(a, c) is the perceived similarity between case
c and action a, and p;(r) is the probability that
would have been assigned to outcome r if the
memory consisted of only one case c. Hence,
probabilities can be represented as similarity-
weighted frequencies.

Gilboa and Schmeidler (2001a) emphasize that
case-based decision making and expected utility
maximization are not rival theories. The linear
additive structure of both models implies that we
cannot hope to distinguish between the two theo-
ries based on their empirical predictions. Matsui
(2000) shows the formal equivalence between the
two by using a more general formulation of the
CBDT, in which similarity also depends on the
observed outcomes. His construction shows that
embedding CBDT into expected utility theory
requires the use of a very large state space, and
vice versa, embedding expected utility into CBDT
requires a very large set of problems. Hence, the
two theories should be viewed as complementary:
the language and the concepts of one of the theories
will in general appear more suitable for the descrip-
tion of a specific problem than those of the other.

as ha(M)(r) = where

See Also

Expected Utility Hypothesis
Satisficing
Uncertainty
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Along with Knut Wicksell and David Davidson,
Gustaf Cassel was the founder of modern eco-
nomics in Sweden. He started as a mathematician
and began his career as an economist by treating
problems of railway rates and progressive taxation
from a mathematical point of view. In order to
deepen his understanding of economics he went to
Germany, where he attended the seminars of
Schonberg, Cohn and other traditional represen-
tatives of the economic profession. After visits to
England, where he made the acquaintance of Mar-
shall and of Sidney and Beatrice Webb, and a
short period of lecturing at the university of
Copenhagen, in 1902 Cassel took up a position
as associate professor in economics at the univer-
sity of Stockholm. In 1904 he was appointed a
professor in economics and public finance. As
holder of the chair he acquired a series of gifted
pupils, Gunnar Myrdal and Bertil Ohlin among
others, who, although they developed the theoret-
ical heritage of Wicksell rather than that of Cassel,
became the founders of the Stockholm School of
economics. Before the First World War Cassel
frequently served as a government expert on prob-
lems of railway rates, taxation, state budgets and
banking and his involvement in problems of eco-
nomic policy increased with the post-war eco-
nomic problems. During the 1920s he became an
adviser to the League of Nations on monetary
problems and was commonly regarded as a lead-
ing international authority in this field, lecturing
and publishing widely. All his life he worked also
as a columnist for the Swedish daily paper
Svenska Dagbladet. Although Cassel was origi-
nally liberal, he progressively turned more and
more conservative denouncing the labour
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movement, the welfare state and Keynesianism
in the name of “‘Modern Scientific Principles’.

It is no easy task to evaluate the contributions
of Gustav Cassel to economics. He never cared
much about paying homage to his predecessors,
from whom he sometimes took over fruitful ideas,
while at the same time being unjustifiably critical
towards other theorists. His expositions are not
seldom marred by contradictions and a vagueness
in expression, only scantily veiled by his mastery
in round and polished sentences. At the same time
Cassel took a keen interest in very many fields of
economic theory and practice, he had a firm grip
on empirical economics and his gifts in tracking
down the relevant and essential aspects of eco-
nomic problems were unusual. These qualities, in
combination with a forceful and pedagogical
exposition and, on the top of this, an imperturb-
able conviction of being the chosen spokesman
for progress and the principles of science, made
him influential not only among men of practical
matters but also among fellow economists.

Cassel’s main work is his Theoretische
Sozialokonomie (1918) but his most important
theoretical ideas were in fact conceived already
around the turn of the century. In his essay
‘Grundsitze fiir die Bildung der Personentarife
auf den Eisenbahnen’ (1900b), he criticized the
idea of calculating railway rates on the basis of
average costs and instead advocated marginal cost
pricing. For a railway enterprise as a monopolistic
business unit, rates which equalized marginal
costs and marginal revenues were the optimal
ones, though this might imply that some rates
were lower than average costs. Even if the princi-
ple had been advocated already in 1885 by the
American railway economist A.T. Hadley, it was
succinctly formulated by Cassel.

Venturing into general economic theory, Cassel
in these years also criticized Ricardo’s labour theory
of value in the essay ‘Die Produktionskostentheorie
Ricardos und die ersten Aufgaben der theoretischen
Volkswirtschaftslehre’ (1901), presented an outline
of his own theory of price, ‘Grundriss einer
elementaren Preislehre’ (1899) and developed a the-
ory of interest in The Nature and Necessity of Inter-
est (1903). The Ricardian labour theory of value
was, according to Cassel, untenable because it
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assumed that the labour—capital ratio was equal in
different enterprises and industries, that labour was
homogeneous and that the marginal land did not pay
any rent. He did not care to take issue with the
Marxian development of the labour theory of
value. The labour theory of value belonged to the
so-called one-sided value theories. But so did the
marginal utility theory of value, which was deficient
primarily because it lacked a clearly conceptualized
unit of measurement for utility but also because
goods, according to Cassel, are not generally divis-
ible and the valuations of goods are not continuous
functions of the supply. Therefore, Cassel suggested
that one should do away with all conceptions of
value and rest content with money prices and not
bother with what might lie behind money prices.
Thus Cassel did not consider the fact that money
itself may vary in value, nor that the marginal utility
of money certainly varies between individuals. Fol-
lowing Marshall, Cassel explained prices by refer-
ence to supply and demand and, following Walras,
he devised a general equilibrium model for market
prices in the form of a system of simultaneous
equations. In fact, Cassel’s price theory is a simpli-
fied version of the theory of Walras, who was char-
acterized as ‘in a sense one of my precursors’.
However, by popularizing Walras, Cassel contrib-
uted much towards the understanding of the mutual
interdependencies in a market economy. It was quite
logical that the theory of interest that Cassel devised
also should be based upon supply and demand, viz.
supply of waiting and demand for the use of capital,
as a special case of the general theory of price, and
he boldly asserted that waiting and use denoted the
same thing. Although his theory of interest, showing
a close resemblance to that of Senior, was not orig-
inal, it still merits our attention because of its vivid
illustrations and some striking applications. This is
particularly the case for Cassel’s argument against
the idea of a continually falling rate of interest.
Given that most saving is made in order to safeguard
a permanent future level of income, the shortness of
life puts a ceiling under the rate of interest. This was
the necessary and sufficient condition for the neces-
sity of interest.

The year after the publication of The Nature
and Necessity of Interest, Cassel also published his
theory of the business cycle and his theory of the

Cassel, Gustav (1866-1944)

secular development of the general level of prices
in two articles in the Swedish journal Ekonomisk
tidskrift, ‘Om kriser och déliga tider’ (1904a) and
‘Om fordndringar i den allménna prisnivédn’
(1904b). Both these theories were later incorpo-
rated and somewhat elaborated in his Theoretische
Sozialékonomie (1918). In his theory of the busi-
ness cycle Cassel was evidently influenced by
Spiethoff and Tugan-Baranowsky, who recently
had made public their theories explaining the busi-
ness cycle with reference to the variations in
investment of fixed capital and of loanable funds.
What is really new in Cassel’s treatment is his
precise formulation of the accelerator principle,
which he expounds with reference to the relation-
ship between the demand for freights and the out-
put of ships. The treatment of growth theory had to
await the publication of his Theoretische
Sozialékonomie and also on this point Cassel was
wholly original, in fact foreshadowing the Harrod
growth formula by his own formula for ‘the uni-
formly progressing economy’, the only difference
being that Cassel worked with an average instead
of a marginal capital coefficient.

Cassel’s theory of the secular development of
the general level of prices also demands our atten-
tion as a piece of brilliant imagination and was as
late as 1930, after Kitchin’s refinements, accepted
as the theoretical basis for the first interim report
of the gold delegation of the League of Nations.
Cassel’s theory was a straightforward quantity
theory of money. By calculating the relative var-
iations of gold output in relationship to a calcu-
lated normal need of gold for preserving a
constant general level of prices, Cassel showed
that there was a very good correlation between the
relative variations of gold output and the
corresponding variations in the general level of
prices. Cassel’s theory met with all the objections
the quantity theory of money usually meets and in
addition a series of more specific criticism: that it
presupposes a constant ratio between velocity (V)
and transactions (7), which is difficult to believe;
that it overlooks the important role of silver in the
19th century as well as the varying proportions of
the more relevant variable monetary gold; and that
a case as good as Cassel’s could be made, and in
fact was made by Warren and Pearson, by making
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the gold price rather than gold output the effective
cause of price changes. But since Kitchin’s (and
Woytinski’s) calculations, taking only monetary
gold in regard, showed a still better fit between the
variations of gold output and prices, Cassel’s the-
ory is still a serious candidate.

After this first period of theoretical activity
around the turn of the century, Cassel mainly
devoted his energy to synthesizing and propagating
his ideas on the national and the international scene.
The only really new element in his theoretical set-
up was the famous purchasing power parity theory
of the exchange rates, according to which the inter-
national rates of exchanges are determined by the
purchasing power of the national currencies. It is
easy to show that this is a rather poor general theory
for the explanation of the exchange rates. But it
contained a pragmatic truth during and after the
First World War, when trade balances and, hence,
the supply and demand of currencies, to a great
extent, were determined by the course of rapid
inflation in different countries. It is precisely this
instinct for pragmatic truths that explains Cassel’s
success and influence in the international commu-
nity of bankers and politicians during the 1920s. In
his memoranda to the international conferences of
the League of Nations Cassel first and foremost
advocated stability of monetary affairs by means
of control of the quantity of money, increased inter-
est rates and cut-downs of state expenditures. But
he was also critical towards the subsequent ruthless
policy of deflation creating widespread unemploy-
ment and new disequilibria in world trade as well as
intolerable debt burdens. Together with Keynes he
criticized the unwillingness of the claimants to the
German war debt to receive German goods as pay-
ment. When confronted by the permanent unem-
ployment of the 1920s, Cassel concentrated his
attacks on trade unions and the level of wages and
untiringly explained the gospel contained in Say’s
Law. During the course of the 1930s it became all
too clear that Gustav Cassel had been left behind by
the march of events and of economic theory. It was
his tragedy that he himself, who once waved his
magic wand over international economic affairs,
could not bear the truth. After some years of pro-
tracted rearguard skirmishes he devoted himself to
more philosophical problems and wrote up a

1411

voluminous autobiography characteristically enti-
tled ‘In the Service of Reason’ (I fornufiets tjdnst,
1940—41). His last words on his death-bed were ‘A
world currency!’
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Caste System

Susan Wolcott

Abstract

India’s caste system performed two fundamen-
tal functions: insurance through transfers
between caste members and, in villages, insur-
ance through protected job assignments across
castes. In most of India the landlord had a
social responsibility to maintain his lower
caste workers in lean periods. This division of
labour has been viewed as coercive and
exploitative. Yet many groups changed their
caste occupation, both upward and downward
in ritual ranking. During industrialization, tra-
ditional occupational categories did not restrict
occupational choices in new industries, but
caste continued to play a role in recruitment
and support during work stoppages.

Keywords
Akerlof, G; Caste system; Division of labour;
India; Industrialization; Insurance

JEL Classification
N3

The caste system in India is a division of society
into ranked, hereditary, endogamous occupational
groups. It is loosely based on the four varnas of
Brahmanas (priests), Kshatriyas (warriors and
aristocracy), Vaishyas (merchants) and Shudras
(the servants of the others). Castes either belonged
to one of these four, or were below them in the
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hierarchy; these latter are the so-called untouch-
ables. In practice, the varnas are less important
than were the relationships among and between
the numerous sub-castes, or jatis. The sub-castes
were specific to each region and were the true
functional unit of the caste system. They were,
for example, the endogamous unit. And obliga-
tions of jati members to each other were much
stronger than were obligations of caste members
more generally. Below the terms ‘ja#i” and ‘caste’
are used interchangeably.

Caste was not a monolithic institution.
Reviewing the historical literature on caste, Rudner
(1994, p. 25) notes that it is impossible for any one
description to capture the ‘on-the-ground diversity
of India’s caste systems’. He suggests as a defini-
tion: ‘complex, multilayered, multifunctional cor-
porate kin groups with enduring identities, a variety
of rights over property, and crucial economic roles,
often within large regions’.

Because of this diversity, caste’s role in the
Indian economy varied across regions and across
groups. But two functions were fundamental:
insurance through transfers between caste mem-
bers and, in village India, insurance through pro-
tected job assignments across castes. On the first of
these, Srinivas (1962, p. 70) writes, ‘joint family
and caste provide for an individual in our society
some of the benefits which a welfare state provides
for him in the industrially advanced countries of the
West’. Economists have completely ignored this
aspect of caste. But in the modern period it seems
to be economically significant: financial transfers
among rural villagers are common in developing
countries. However, this practice is much more
common in India than in any other country yet
studied (Cox and Jimenez 1990, Table 1). As
caste ties are weakening over time and as income
rises, it is likely that such transfers were even more
prevalent historically.

And across castes, because each jati was, at
least in theory, occupationally segregated in the
villages of colonial India, it played a protected
role in the economic order and had a claim on
the wealth produced by the village. This relation-
ship is called the jajmani system in much of India,
and the baluta system in Maharashtra (Kolenda
1978).
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A particular division of responsibilities is that
between landlords and agricultural labourers.
Especially in north, south and east India, the land-
lord had a social responsibility to maintain his
workers in lean periods. Platteau (1995) reviews
the literature on this topic and presents a mathe-
matical formalization of this relationship. Gree-
nough (1982) gives an account of the strains on
this system and its ultimate collapse in an extreme
Crisis.

This division of labour has also been viewed as
coercive and exploitative. Akerlof (1976) models
a situation in which groups can be confined to
inferior occupations by social opprobrium.
Maddison (1971, p. 28) argues that these occupa-
tional divisions were not only coercive but also
foolish: ‘One might think that some of the lowest
productivity occupations were invented simply to
provide everyone with a job in a surplus labor
situation, but there was no shortage of land and
the productivity of the economy would have been
higher if there had been greater job mobility.’

But these authors exaggerate the rigidity of the
caste system in regard to occupational segrega-
tion. Mukerjee (1937) provides a long list of
groups which had changed their caste occupation,
both upward and downward in ritual ranking, as
well as lists of splitting and merging sub-castes.
He argues that, although there was rigid social
control within the caste, the system revealed ‘plas-
ticity” in regard to economic incentives. As an
example of this, Commander (1983) notes that
historical sources imply that the Chamars of the
United Provinces — hereditarily leather
workers — were for much of the 19th century
largely agricultural labourers. He argues cogently
that, although ritual and custom were important in
determining economic rewards and relative posi-
tion in the jajmani system, so were land availabil-
ity and labour scarcity.

Did caste have a role in modern industrializa-
tion? The best survey on this subject remains that
of Morris (1960). One point is obvious. Tradi-
tional occupational categories did not restrict
occupational choices in new industries. Whether
or not caste affected the economic lives of the
workforce in other ways is less clear. Morris
(1960, p. 128) writes that he ‘is inclined to the
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view that jati relationships ultimately are irrele-
vant in the factory’. Most analysts argue, how-
ever, that, because of the economically supportive
links between jati members, caste did have a role
in recruitment and support during work stoppages
(Chandavarker 1994; Klass 1978). The differenti-
ated and fluid nature of caste makes a general
statement impossible.
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The term, meaning ‘the science of exchanges’, was
proposed as a replacement for the name ‘political
economy’ by the Rev. Richard Whately in his 1831
Drummond Lectures at Oxford on political econ-
omy (Whately 1831). As the leader of the group of
embattled religious and economic liberals at Oriel
College, Oxford, during the 1820s, Whately, a
distinguished logician, had become tutor and life-
long friend of the economist Nassau W. Senior. In
his Drummond Lectures, Whately was concerned
to refute the dominant Oxford view that political
economy, being concerned with wealth, was mate-
rialistic and opposed to Christianity. In focusing on
exchanges, Whately denounced Adam Smith’s def-
inition of the scope of political economy as the
science of wealth.

Whately defined man as ‘an animal that makes
exchanges’, pointing out that even the animals
nearest to rationality have not ‘to all appearance,
the least notion of bartering, or in any way
exchanging one thing for another’ (Whately
1831, p. 7). Focusing on human acts of exchange
rather than on the things being exchanged,
Whately was led almost immediately to a subjec-
tive theory of value, since he saw that ‘the same
thing is different to different persons’ (p. 8) and
that differences in subjective value are the foun-
dation of all exchanges.

In 1831 Whately was named Archbishop of
Dublin, where he promptly used his influence to


https://doi.org/10.1057/978-1-349-95189-5_2723
https://doi.org/10.1057/978-1-349-95189-5_2686
https://doi.org/10.1057/978-1-349-95189-5_1556
https://doi.org/10.1057/978-1-349-95189-5_2748

Catallactics

create and financially support a permanent five-
year Whately Chair of Political Economy at
Trinity College. For the rest of his life Whately
personally selected the holders of the chair; as a
result, the Whately professors carried on their
mentor’s tradition of catallactics and subjective
utility theory. In contrast to John Stuart Mill’s
development of economics as a science of the
abstraction ‘economic man’, man engaged only
in avaricious pursuit of wealth, the third holder of
the Whately Chair, James Anthony Lawson
(1817-87), developed the idea of economics as
catallactics, as studying exchanging man.
Lawson, holder of the chair in his twenties
(1841-6), and later to become an MP and
Attorney-General for Ireland, stated in his first
lecture that economics views man ‘in connection
with his fellow-man, having reference solely to
those relations which are the consequences of a
particular act, to which his nature leads him,
namely, the act of making exchange’ (Lawson
1844, pp. 12—-13). Yet, Lawson himself fell back
on discussions of wealth in his second lecture,
demonstrating that, in their specific exposition,
the catallacticians had not yet fully emancipated
themselves from the older definitions of the scope
and nature of political economy (Kirzner 1960).

One pseudonymous English writer who
adopted catallactics in this period was Patrick
Plough, who included and explained the term in
the title of his tract, Letters on the Rudiments of a
Science, called, formerly, improperly, Political
Economy, recently more pertinently, Catallactics
(London, 1842).

Catallactics reached the status of a self-
conscious school of thought in the writings of
the zealous and indefatigable Scottish lawyer
and economist Henry Dunning Macleod.
Stressing value as the result of a subjective desire
of the mind, Macleod furthered the emancipation
of economics from material wealth by showing
that immaterial goods or services are also subjects
of exchange. Macleod insisted that catallactics
was the only correct school of economic thought
and traced back the origins of the school beyond
Whately to the late 18th-century French philoso-
pher Etienne Bonnot de Condillac. While
Condillac, in his Le commerce et le gouvernement
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(1776), did not actually use the term catallactics,
he defined economics as the philosophy of com-
merce, or the science of exchanges. Condillac also
noted that value stems only from mental desires,
and hence demand, for exchangeable goods, and
proclaimed that men engage in exchange pre-
cisely because each man values what he gains in
exchange more than what he gives up. Hence both
parties to an exchange gain in value (Macleod
1863, pp. 530-5).

The catallactic school found its culmination in
the United States, in Arthur Latham Perry
(1830-1905), for half a century a highly influen-
tial professor of political economy at Williams
College. Perry endorsed the Macleod view of the
history of economic thought, the sound catallactic
school descending from Condillac through
Whately and Macleod. He went beyond the incon-
sistencies of his forerunners, however, by purging
the word ‘wealth’ from economics altogether, and
proposing the ‘property’ — that which can be
bought and sold — be used as a term denoting
valuable things not yet sold and therefore in
need of an estimate of their value (Perry 1865).

While interest in the catallactic approach faded
after the work of Perry, a variant appeared in the
early work of Schumpeter (1908). In this manifesto
for the reconstruction of economic theory,
Schumpeter wished to purge economics of all con-
cern about purposeful human motives or actions
and replace it with exclusive concentration on
mechanistic alterations of economic quantities.
Exchanges then become ‘purely formal’ variations
in economic quantities of goods (Schumpeter 1908,
pp. 49-55, 86, 582; Machlup 1951; Kirzner 1960).

Schumpeter did, however, manage to contrib-
ute positively to the catallactic approach. Whately
and his followers had strongly rejected any ele-
ment of Crusoe economics, since for them eco-
nomic analysis had to be confined to interpersonal
exchange. In Schumpeter’s formalistic approach,
actions of Crusoe could alter the placement of
quantities of economic goods and therefore
could be considered ‘exchanges’.

It remained for Ludwig von Mises (1949) to
bring back the term catallactics in his treatise on
economics, and to broaden it by embedding its
analysis of the market, or the science of
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exchanges, in the wider discipline of ‘praxeol-
ogy’, the science of human action. Crusoe eco-
nomics then becomes vindicated in the broader
sense of analysing Crusoe’s actions and his use of
resources to achieve his values and goals, as well
as in the sense of exchanging his present state for a
more satisfying one.
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Catastrophe Theory

Y. Balasko

The theory of general equilibrium defines equilib-
rium prices p as the solutions in the commodity
space of the vector equation defined by equality of

Catastrophe Theory

supply and demand, namely z(p) = 0, where
z denotes aggregate excess demand. This formu-
lation leads to a purely mathematical problem,
namely the study of the properties of the solutions
of the equation z(p) = 0. The first problem to
come into the picture is that of existence. Its
positive solution leads to new issues such as the
determinateness of the solutions or their number.
The fact that these problems cannot be solved
uniformly with exactly the same answer for
every economy necessitates the introduction of
suitable parameters in terms of which the proper-
ties of the solutions of the equilibrium equation
can be properly described. Let @ denote this
parameter chosen in some suitable vector space
Q. This means that the aggregate demand function
z can be viewed as depending on o 0 Q which we
now denote by z(., ®) and the goal of equilibrium
theory becomes one of relating the properties of
the solutions to z(p, w) = 0 with the parameter .
In practice, one chooses for o the initial endow-
ments of every consumer, the equilibrium model
simply describing a pure exchange economy.

This way of handling problems by parameter-
izing them had been introduced by Poincaré, who
called it the continuation method. It has also been
extensively used by engineers dealing with
applied issues involving solving equations depen-
dent on parameters. The topic popularized by
Thom under the name catastrophe theory consists
simply in combining Poincaré's continuity
method with the tools of singularity theory. As a
first approximation, a singularity is just another
word for a multiple root of the equation z(p,
w) = 0 where the unknown is the vector p. One
easily sees, at least intuitively, that multiple roots,
and especially double roots, correspond to border-
line cases associated with changes in the number
of solutions, the standard picture being that solu-
tions appear or disappear in pairs at these double
roots. Clearly enough, this may entail discontinu-
ous behaviour of the equilibrium solution despite
the fact every other feature of the model is contin-
uous or even smooth. Catastrophe theory has
often been unduly identified to this discontinuity
property.

In a pure exchange economy consisting of
| commodities and m consumers, the parameter
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space Q, namely the set of initial endowments, can
be identified to (R')". Prices can conveniently be
normalized, for example, with the help of the
numeraire convention, so that the price space
can be identified to S = R’; +1 Then, the problem
is to describe the set £ of solutions (p, w) to z(p,
w)=0,1ie, E={(p,0) €S x2/z(p,w) =0}
(global approach), and the solutions (p, ®) €
E when o varies (local approach). The main

results are the following ones:

1. Under smoothness assumptions for prefer-
ences, £ is a smooth submanifold of S x £2
diffeomorphic to £2. Furthermore, the natural
projection 1 : E — {2 defined by the formula
(p, ) — o is proper (and smooth).

2. The set X consisting of @ € £ for which the
equilibrium equation possesses a multiple root
is closed with Lebesgue measure zero.

3. Let P be the set of Pareto optima. This subset
does not intersect X. Furthermore, there is
uniqueness of equilibrium when ® describes
the connected component containing the set
of Pareto optima P in the complement of the
set X in .

This latter result implies that, for an economy
where the trade vector remains small to some
extent, equilibrium is unique and depends
smoothly on the parameters defining the economy.
On the other hand, when this trade vector is large,
the economy is likely to have multiple equilibria so
that, when the parameter vector ® varies, ‘cata-
strophic’ changes of the equilibrium prices and
allocations are susceptible of being observed.

These relationships between the properties of
equilibria and their number are special cases of a
far more general property of the general equilib-
rium model. We state it as follows. Let N(w)
denotes the number of solutions of the equilibrium
equation z(p, ®) = 0, with p € S. Then, assume
that Vis given (i.e., the number of solutions of the
equilibrium equation is known for every € ).
Furthermore, assume there exists an economy ®
with at least two equilibria, i.e., N(w) > 2. Then,
there is enough information to determine all the
equilibrium prices associated with every economy
w € €. In other words, the economic model
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possesses the quite remarkable property that
knowing the number of solutions suffices to deter-
mine the precise value of these solutions
(provided there is an economy with multiple equi-
libria). If there is uniqueness of equilibrium, the
above statement does not hold true any more. In
that case, one finds that this unique equilibrium
price vector is constant, i.e., does not depend on
the economy v € ().
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Catastrophic Risk

Richard A. Posner

Abstract

Catastrophic risks are defined here as events of
low or unknown probability that if they occur
inflict enormous losses often having a large
non-monetary component. The Indian Ocean
tsunami of 2004 is at the lower level of the
catastrophic-risk scale of destruction; exam-
ples from higher levels including large asteroid
strikes, pandemics and global warming. The
challenge is to modify the principles of
cost-benefit analysis to deal with serious prob-
lems caused by uncertainty (as distinct from
risk), nonlinearity in value-of-life estimates,
the need to project social discount rates into
the distant future, and the difficulty of devising
suitable policy instruments.
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The Indian Ocean tsunami of December 2004 and,
less than a year later, the flooding of New Orleans
as a result of Hurricane Katrina focused attention
on a type of disaster to which policymakers pay too
little attention — a disaster that has a low or
unknown probability of occurring but that, if it
does occur, creates enormous losses. Great as
were the death toll, the physical and emotional
suffering of survivors, and property damage caused
by the tsunami, and the even greater property dam-
age caused by the flooding of New Orleans, even
greater losses could be inflicted by other disasters
of low (but not negligible) or unknown probability.
The asteroid that exploded above Siberia in 1908
with the force of a hydrogen bomb might have
killed millions of people had it exploded above a
major city. Yet that asteroid was only about 200 feet
in diameter, and a much larger one (among the
thousands of dangerously large asteroids in orbits
that intersect the earth’s orbit) could strike the earth
and, wherever it struck, cause the total extinction of
the human race through a combination of shock
waves, fire, tsunamis, and blockage of sunlight.
Other catastrophic risks include, besides earth-
quakes such as the one that caused the 2004 tsu-
nami, natural epidemics (the 191819 Spanish
influenza epidemic killed between 20 million and
40 million people), nuclear or biological attacks by
terrorists, certain types of lab accident (one
discussed later in this article), and abrupt global
warming. The probability of catastrophes resulting,
whether or not intentionally, from human activity
appears to be increasing because of the rapidity and
direction of technological advances.

The Economic Approach to Catastrophe

It is generally believed that the prediction, assess-
ment, prevention, and mitigation of catastrophes
is the province of science. However, economic
analysis has an important role to play, as well.
Able scientists can commit analytical errors
when discussing policy that economists would
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easily avoid. Thus, Barry Bloom, dean of the
Harvard School of Public Health, has criticized
the editors of leading scientific journals for having
taken the position that ‘an editor may conclude
that the potential harm of publication outweighs
the potential societal benefits’ (Bloom 2003,
pp. 48, 51). (The specific reference is to publica-
tions from which terrorists could learn how to
create lethal bioweapons.) Bloom calls this ‘a
chilling example of the impact of terrorism on
the freedom of inquiry and dissemination of
knowledge that today challenges every research
university’ (Bloom 2003, p. 51). The
implication — that freedom of scientific research
should enjoy absolute priority over every other
social value — neglects the need to weigh costs
and benefits in order to determine the best balance
between public safety and scientific progress.

To illustrate the economic approach to catas-
trophe, suppose that a tsunami as destructive as
the Indian Ocean tsunami occurs on average once
a century and kills 250,000 people. That is an
average of 2500 deaths per year. Even without
attempting a sophisticated estimate of the value
of life to the people exposed to the risk, one can
say with some confidence that, if an annual death
toll of 2500 could be substantially reduced at
moderate cost, the investment would be worth-
while. A combination of educating the residents
of low-lying coastal areas about the warning signs
of a tsunami (tremors and a sudden recession in
the ocean), establishing a warning system involv-
ing emergency broadcasts, telephoned warnings,
and air-raid- type sirens, and improving emer-
gency response systems would have saved many
of the people killed by the Indian Ocean tsunami,
probably at a total cost below any reasonable
estimate of the average losses that can be expected
from tsunamis. Relocating people away from
coasts would be even more efficacious, but,
except in the most vulnerable areas or in areas in
which residential or commercial uses have only
marginal value, the costs would probably exceed
the benefits. For annual costs of protection must
be matched with annual, not total, expected costs
of tsunamis.

As another example, consider the question of
optimal precautions against the type of flood that
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inundated New Orleans. In 1998 it was estimated
that it would cost $14 billion to prevent such a
flood; the estimated ‘economic’ cost (which
ignores the loss of life and physical and emotional
suffering) of the recent flood is $100 billion to
$200 billion; and the Corps of Engineers esti-
mated the annual probability of such a flood at
1 in 300. If we take the lower cost and assume that
the $14 billion investment would eliminate the
probability of a flood within 30 years, a period
in which the probability of a flood if the measures
were not taken would be a shade under ten per
cent, yielding an expected benefit from the flood-
control measures of $10 billion, the measures
would flunk a cost-benefit test. Note that the
calculation does not include discounting future
benefits to present value; the reason is that the
benefits are likely to grow — a flood that occurred
30 years hence would be likely to do more damage
because property values would increase.

Value of Life Estimates

What might tip the balance in favour of the flood-
control measures would be monetizing the
expected loss of life and other human suffering.
There is now a substantial economic literature
inferring the value of life from the costs people
are willing to incur to avoid small risks of death;
if from behaviour toward risk one infers that a
person would pay $70 to avoid a 1 in 100,000
risk of death, his value of life would be estimated
at $7 million ($70/.00001), which is in fact the
median estimate of the value of life of an American
(Viscusi and Aldy 2003, pp. 5, 18, 63). The value
of this transformation is simply that, once a risk is
calculated, its expected cost is instantly derived
simply by multiplying the risk by the value of life.

But there is significant nonlinearity to be con-
sidered at both ends of the risk spectrum. At the
high end, if one is asked what he would demand to
play one round of Russian roulette, the typical
answer will be a good deal more than 1/6 of $7
million. At the low-probability end of the risk
spectrum, there is a tendency to write the cost of
the risk down to or near zero (see, for example,
Kunreuther and Pauly 2004; Viscusi 1997). In
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other words, the studies from which the $7 million
figure is derived may not be robust with respect to
risks of death either much larger or much smaller
than the 1 in 10,000 to 1 in 100,000 range of most
of the studies — and we do not know what the risk
of death from a tsunami was to the people killed,
though it was probably towards the low end of the
range.

Even if we disregard this issue, because value
of life is positively correlated with income, the $7
million figure cannot be used to estimate the value
of life of the people killed by the Indian Ocean
tsunami, or at least most of them (and perhaps
likewise the people killed in the New Orleans
flood, most of whom were poor). Additional com-
plications arise from the fact that the deaths were
only a part of the cost inflicted by the disaster — the
injuries, the suffering, and the property damage
that also resulted from the tsunami have to be
estimated along with the efficacy and expense of
precautionary measures that would have been fea-
sible. The risks of smaller but still destructive
tsunamis that such measures might protect against
must also be factored in; nor is the ‘once a cen-
tury’ risk estimate much better than a guess. Nev-
ertheless, it seems apparent that the total cost of
the tsunami was high enough to indicate that
precautionary measures would have been cost-
justified.

The tsunami, unlike the New Orleans flood,
could not have been prevented. The only possible
precautionary measures would have been either a
warning system to enable prompt evacuation or
permanently relocating population away from the
coastline. Similar measures would have been pos-
sible alternatives to preventive measures for New
Orleans as well, especially a system for prompt
evacuation; but such a system would not have
prevented either property damage or massive if
temporary population relocation, both of which
were huge costs of the flood.

The Political Economy of Catastrophe
Prevention and Response

Since precautionary measures of some kind taken
in anticipation of a tsunami on the scale that
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occurred would clearly have been cost-justified,
why were they not taken? Tsunamis are a common
consequence of earthquakes, which themselves
are common; and tsunamis can have other causes
besides earthquakes — a major asteroid strike in an
ocean would create a tsunami that would dwarf
the Indian Ocean one. The answer, or answers,
may be economic in character.

First, although a once-in-a-century event is as
likely to occur at the beginning of the century as at
any other time, it is much less likely to occur some
time in the first decade of the century than some
time in the last nine decades of the century. (The
point is simply that the probability is greater the
longer the interval being considered: one is more
likely to catch a cold in the next year than in the
next 48 hours.) Politicians with limited terms of
office and thus foreshortened political horizons
are likely to discount low-risk disaster possibili-
ties steeply because the risk of damage to their
careers from failing to take precautionary mea-
sures is truncated.

Second, to the extent that effective precau-
tions require governmental action, the fact that
government is a centralized system of control
makes it difficult for officials to respond to the
full spectrum of possible risks against which
cost-justified measures might be taken. Given
the variety of matters to which they must
attend, officials are likely to have a high
threshold of attention below which risks are
simply ignored. The US government, preoccu-
pied with terrorist threats, paid insufficient
attention to the risk of a disastrous flood of
New Orleans, though the risk was understood
to be significant.

Third, where risks are regional or global rather
than local, many national governments, especially
in the poorer and smaller countries, may drag their
heels in the hope of taking a free ride on the larger
and richer countries. Knowing this, the latter
countries may be reluctant to take precautionary
measures and by doing so reward and thus encour-
age free riding. Again, there is a US parallel: state
and local government may stint on devoting
resources to emergency response, expecting aid
from other state and local governments and the
federal government.
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Fourth, countries are poor often because of
weak, inefficient, or corrupt government, charac-
teristics that may disable poor nations from taking
cost-justified precautions. Again there is a US
parallel: Louisiana is a poor state and New
Orleans, which has a very large poor population,
has a reputation for having an inefficient and even
corrupt government.

And fifth, the positive correlation of per capita
income with value of life suggests that it is quite
rational for even a well-governed poor country to
devote proportionately fewer resources to
averting calamities than rich countries do. This
would also be true of a poor state or city of the
United States.

The failure to act in accordance with
cost—benefit principles is dominant characteristic
of public policy towards catastrophic risk. An
example is the asteroid menace, which is analyti-
cally similar to the menace of tsunamis. The
National Aeronautics and Space Administration,
with an annual budget of more than $10 billion,
spends only $4 million a year on mapping dan-
gerously close large asteroids, and at that rate may
not complete the task for another decade, even
though such mapping is the key to an asteroid
defence because it may provide many years of
advance warning. Deflecting an asteroid from its
orbit when it is still hundreds of millions of miles
away from hitting the earth appears to be a feasi-
ble undertaking. Although asteroid strikes are less
frequent than tsunamis, there have been enough of
them to enable the annual probabilities of various
magnitudes of such strikes to be estimated, and
from these estimates an expected cost of asteroid
damage can be calculated. As in the case of tsu-
namis, if there are measures, beyond those being
taken already, that can reduce the expected cost of
asteroid damage at a lower cost, thus yielding a
net benefit, the measures should be taken, or at
least seriously considered.

Cost-Benefit Analysis Under Uncertainty
Often it is not possible to estimate the probability

or magnitude of a possible catastrophe; the situa-
tion is one of uncertainty rather than of risk; how
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then can cost—benefit analysis, or other techniques
of economic analysis, help us in devising
responses to such a possibility? The probability
of bioterrorism or nuclear terrorism, for example,
cannot be quantified; nevertheless, there is rough
sense of the range of possible losses that such
terrorism would inflict — a range that has no
upper limit short of the extinction of the human
race — and from this it can be inferred that, even if
the probability of such a terrorist attack is small,
the expected cost — the product of the probability
of the attack and of the consequences if the attack
occurs — probably is quite high.

An example of how economic analysis can
produce insights even when catastrophic risks
are non-quantifiable involves the Relativistic
Heavy Ion Collider (RHIC) that went into opera-
tion at Brookhaven National Laboratory in Long
Island in 2000. As explained by the distinguished
English physicist Sir Martin Rees, the collisions in
RHIC might conceivably produce a shower of
quarks that would ‘reassemble themselves into a
very compressed object called a strangelet. ...
A strangelet could, by contagion, convert any-
thing else it encountered into a strange new form
of matter.... A hypothetical strangelet disaster
could transform the entire planet Earth into an
inert hyperdense sphere about one hundred metres
across’ (Rees 2003, pp. 120-1). Rees considers
this ‘hypothetical scenario’ exceedingly unlikely,
yet points out that even an annual probability of
1 in 500 million is not wholly negligible when the
result, should the improbable materialize, would
be so total a disaster.

Concern with such a possibility led John
Marburger, the director of the Brookhaven
National Laboratory, to commission a risk assess-
ment by a committee of distinguished physicists
before authorizing RHIC to begin operating. The
committee concluded that the risk of a strangelet
disaster was negligible. No cost—benefit analysis
of RHIC was conducted, with or without includ-
ing the risk of a strangelet disaster on the cost side.
RHIC cost $600 million to build, and its annual
operating costs were expected to be $130 million.
No attempt was made to monetize the benefits that
the experiments conducted in it were expected to
yield; because the experiments are designed to
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satisfy scientific curiosity rather than to create
knowledge that is likely to lead to the invention
of useful products, estimation of the benefits is
impossible. They may be slight.

The probability of a strangelet disaster in the
course of RHIC’s planned ten-year life cannot
actually be quantified, though there have been
attempts. One team of physicists estimated the
probability of a strangelet disaster as no more
than 1 in 50 million. The official risk-assessment
team offered a series of upper-bound estimates,
including a 1 in 500,000 probability of a strangelet
disaster over the ten-year period, which is
100 times greater than the other’s team’s estimate.
These really are wild, as well as wildly divergent,
guesses. Still another uncertainty is what dollar
figure to place on the destruction of the earth and
all its human and other inhabitants, given the
nonlinearity of value of life estimates. Yet, given
these uncertainties, the fact that the benefits of
RHIC may be quite small suggests that the possi-
bility, remote as it may seem, of a strangelet disas-
ter would weigh heavily, in an economic analysis,
against the project. There are more than six billion
people on Earth — not to mention unborn future
generations — and if their average value of life is
estimated at a modest $1 million, the cost of
extinction would be $6 quadrillion, and a 1 in
100 million annual risk of a strangelet disaster
would yield an annual expected extinction cost
of $60 million for ten years to add to the $130
million in annual operating costs and the initial
investment of $600 million — roughly a one-third
increase in total cost. This could well be decisive
against the project, given its entirely conjectural
benefits.

Global Warming: Risk And Response

Another, more familiar, example of the difficulty
of quantifying catastrophic risk is the problem of
global warming. The Kyoto Protocol, which came
into effect by its terms when Russia signed it
although the United States has not done so,
requires the signatory nations to reduce their car-
bon dioxide emissions to a level seven to ten per
cent below what they were in the late 1990s, but
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exempts developing countries, such as China, a
large and growing emitter, and Brazil, which is
destroying large reaches of the Amazon
rainforest, much of it by burning. The effect of
carbon dioxide emissions on the atmospheric con-
centration of the gas is cumulative, because car-
bon dioxide leaves the atmosphere (by being
absorbed into the oceans) at a much lower rate
than it enters it, and therefore the concentration
will continue to grow even if the annual rate of
emission is cut down substantially. Between this
phenomenon and the exemptions, there is a wide-
spread belief that the Kyoto Protocol will have
only a slight effect in arresting global warming;
yet the tax or other regulatory measures required
to reduce emissions below their level of six years
ago will be very costly.

The Protocol’s supporters generally are content
to slow the rate of global warming by
encouraging — by means of heavy taxes (for exam-
ple, on gasoline or coal) or other measures (such
as quotas) that will make fossil fuels more expen-
sive to consumers —conservation measures such as
driving less or driving more fuel- efficient cars
that will reduce the consumption of these fuels.
But from an economic standpoint that is probably
either too much or too little. It is too much if, as
most scientists believe, global warming will con-
tinue to be a gradual process, producing really
serious effects — the destruction of tropical agri-
culture, the spread of tropical diseases such as
malaria to currently temperate zones, dramatic
increases in violent storm activity (increased
atmospheric temperatures, by increasing the
amount of water vapour in the atmosphere,
increase precipitation), and a rise in sea levels
(eventually to the point of inundating most coastal
cities) — only toward the end of the 21st century.
By that time science, without prodding by gov-
ernments, is likely to have developed economical
‘clean’ substitutes for fossil fuels (there already is
a clean substitute — nuclear power) and even eco-
nomical technologies for either preventing carbon
dioxide from being emitted into the atmosphere
by the burning of fossil fuels, or removing it from
the atmosphere.

But the Protocol is too little and too late, as a
response to the costs of global warming, if the
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focus is changed from gradual to abrupt global
warming. At various times in the Earth’s history,
drastic temperature changes have occurred in the
course of just a few years. During the Younger
Dryas epoch of about 11,000 years ago, shortly
after the end of the last ice age, global tempera-
tures soared by about 14 degrees Fahrenheit in the
course of a decade. Because the earth was still
cool from the ice age, the effect of the increased
warmth on the human population was positive.
But a similar increase in a modern decade would
have devastating effects on agriculture and on
coastal cities, and might even cause a shift in the
Gulf Stream that would result in giving all of
Europe a Siberian climate.

Because of the enormous complexity of the
forces that determine climate, and the historically
unprecedented magnitude of human effects on the
concentration of greenhouse gases, the possibility
that continued growth in that concentration could
precipitate — and within the near rather than the
distant future — a sudden warming similar to that of
the Younger Dryas cannot be excluded. Indeed, no
probability, high or low, can be assigned to such a
catastrophe. But it may be significant that, while
dissent continues, many climate scientists are now
predicting dramatic effects from global warming
within the next 20 to 40 years, rather than just by
the end of the century (Lempinen 2005). It may be
prudent, therefore, to try to stimulate an increase in
the rate at which economical substitutes for fossil
fuels, and technology both for limiting the emis-
sion of carbon dioxide by those fuels when they are
burned in internal-combustion engines or electrical
generating plants, and for removing carbon diox-
ide from the atmosphere, are developed. This can
be done by stiff taxes on carbon dioxide emissions.
Such taxes give the energy industries, along with
customers of theirs such as airlines and manufac-
turers of motor vehicles, a strong incentive to
finance R&D designed to create economical
clean substitutes for such fuels and devices to
‘trap’ emissions at the source before they enter
the atmosphere. Given the technological predomi-
nance of the United States, it is important that
these taxes be imposed on US firms, which they
would be if the United States ratified the Kyoto
Protocol.
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One advantage of the technology-forcing tax
approach over public subsidies for R&D is that
the government would not be in the business of
picking winners — the affected industries would
decide what R&D to support — and another is that
the brunt of the taxes could be partly offset by
reducing other taxes, since emission taxes would
raise revenue as well as inducing greater R&D
expenditures.

It might seem that subsidies would be necessary
for technologies that would have no market, such
as technologies for removing carbon dioxide from
the atmosphere. There would be no private
demand for such technologies because, in contrast
to ones that reduce emissions, technologies that
remove already emitted carbon dioxide from the
atmosphere would not reduce any emitter’s tax
burden. But this problem is easily solved by mak-
ing the tax a tax on net emissions. Then an electri-
cal generating plant or other emitter could reduce
its tax burden by removing carbon dioxide from
the atmosphere as well as by reducing its own
emissions of carbon dioxide into the atmosphere.

It might seem that, because the demand for
conventional fuel sources is inelastic in the short
run, the imposition of stiff taxes or quotas required
by the Kyoto Protocol would have little effect on
the level of emissions. But the significance of the
taxes, which actually depends on the inelasticity of
demand, is that it would create both pressures and
resources for finding a technological fix that would
counter the cumulative effect of emissions on the
atmospheric concentration of carbon dioxide by
driving annual emissions to zero or even below.

Global Warming: the Discounting
Problem

A further advantage of focusing on the risk of
abrupt rather than gradual global warming is that
it allows the vexing problem of discount rate to be
elided. The problem is acute when concern focuses
on gradual global warming. Suppose that a $10
billion expenditure on capping emissions today
would have no effect on human welfare during
this century but, by slowing global warming,
would produce a savings in social costs of $100
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billion in 2100. At a discount rate of three per cent,
the present value of $100 billion a century from
now is only $5 billion. That would make the expen-
diture of $10 billion today seem a very poor invest-
ment. (For the sake of simplicity, benefits that are
expected to accrue after 2100 are ignored in this
analysis.) The same amount of money invested in
financial instruments could be expected to grow to
$192 billion by 2100, on the assumption of a three
per cent real interest rate for the next 100 years
(though in fact interest rates cannot be forecast
over such a long period). If the fund were then
disbursed to the victims of global warming, they
would be better off than if the $100 billion cost of
global warming assumed to be incurred in that year
had been averted. Less conservative investments,
moreover, would yield larger expected returns — ten
per cent or more rather than three per cent.

But it is not a real alternative to spending $10
billion now to invest it in a fund for future victims
of global warming. No such fund will be created,
and so they will not be compensated. In circum-
stances such as this, discounting future to present
values is not a method of helping people to decide
how to manage their affairs in the way most con-
ducive to maximizing their welfare. Rather, it is a
method of maximizing global wealth without
regard to its distribution among persons. In the
case of gradual global warming, the victims are
likely to be concentrated in poor countries, so that
basing policy on the discounted costs of global
warming would further immiserate the future
inhabitants of those countries by increasing the
authorized level of emissions harmful to them.

A discount rate based on market interest rates
tends to obliterate the interests of remote future
generations. The implications are drastic. ‘At a
discount rate of five per cent, one death next year
counts for more than a billion deaths in 500 years.
On this view, catastrophes in the further future can
now be regarded as morally trivial’ (Parfit 1984,
p. 357). (What right would the Romans have had to
regard our lives as worthless in deciding whether
to conduct dangerous experiments?) The trade-off
is only slightly less extreme if one substitutes
100 years for 500. At a five per cent discount
rate, the present value of one dollar to be received
in 100 years is only three-quarters of a cent —and if
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for money we substitute lives, then to save one life
this year we should be willing to sacrifice almost
150 lives a century hence.

And yet not to discount future costs at all
would be absurd, certainly as a practical political
matter. For then the present value of benefits con-
ferred on our remote descendants would approach
infinity. Measures taken today to arrest global
warming would confer benefits not only in 2100
but in every subsequent year, perhaps for millions
of years. The present value of $100 billion
received every year for a million years at a dis-
count rate of zero per cent is $100 quadrillion.

But the vexing problem of how much weight to
give to the welfare of remote future generations
can be finessed, at least to some extent, if not
solved. A discounted present value can be equated
to an undiscounted present value simply by short-
ening the time horizon for the consideration of
costs and benefits. For example, the present
value of an infinite stream of costs discounted at
four per cent a year is equal to the undiscounted
sum of those costs for 25 years, while the present
value of an infinite stream of costs discounted at
one per cent a year is equal to the undiscounted
sum of those costs for 100 years. The formula for
the present value of one dollar per year forever is
$1/r, where r is the discount rate. So if r is four per
cent, the present value is $25, and this is equal to
an undiscounted stream of one dollar per year for
25 years. If r is one per cent, the undiscounted
equivalent is 100 years.

One way to argue for the four per cent rate (that
is, for truncating our concern for future welfare at
25 years) is to say that we’re willing to weight the
welfare of the next generation as heavily as our
own welfare but that’s the extent of our regard for
the future. One way to argue for the one per cent
rate is to say that we are willing to give equal
weight to the welfare of everyone living in this
century, which will include us, our children, and
our grandchildren, but beyond that we don’t care.
Looking at future welfare in this way, we may be
inclined towards the lower rate, which would have
dramatic implications for willingness to invest
today in limiting global warming. The lower rate
could even be regarded as a ceiling. Most people
have some regard for human welfare, or at least
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the survival of some human civilization, in future
centuries. We are grateful that the Romans didn’t
exterminate the human race in chagrin at the
impending collapse of their empire.

Another way to bring future consequences into
focus without conventional discounting is by
aggregating risks over time rather than expressing
them in annualized terms. If we are concerned
about what may happen over the next century,
then instead of asking what the annual probability
of a collision with a ten-kilometre- wide asteroid
is, we might ask what the probability is that such a
collision will occur within the next 100 years. An
annual probability of 1 in 75 million translates
into a century probability of roughly 1 in
750,000. That may be high enough — in view of
the consequences if the risk materializes — to jus-
tify spending several hundred million, perhaps
even several billion, dollars to avert it.

Inverse Cost-Benefit Analysis

A helpful approach to cost—benefit analysis under
conditions of extreme uncertainty is what can be
called ‘inverse cost-benefit analysis’ (Posner 2004,
pp. 176-84). Analogous to extracting probability
estimates from insurance premiums, it involves
dividing what the government is spending to pre-
vent a particular catastrophic risk from materializing
by what the social cost of the catastrophe would be
if it did materialize. The result is an approximation
to the implied probability of the catastrophe.
Expected cost is the product of probability and
consequence (loss): C = PL. If P and L are
known, C can be calculated. If instead C and L are
known, P can be calculated: if $1 billion (C) is being
spent to avert a disaster that if it occurs will impose a
loss (L) of $100 billion, then P = C/L = .01.

If P so calculated diverges sharply from inde-
pendent estimates of it, this is a clue that society
may be spending too much or too little on
avoiding L. It is just a clue, because of the distinc-
tion between marginal and total costs and benefits.
The optimal expenditure on a measure is the
expenditure that equates marginal cost to marginal
benefit. Suppose we happen to know that P is not
.01 but .1, so that the expected cost of the
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catastrophe is not $1 billion but $10 billion. It
doesn’t follow that we should be spending $10
billion, or indeed anything more than $1 billion, to
avert the catastrophe. Perhaps spending just $1
billion would reduce the expected cost of catas-
trophe from $10 billion all the way down to $500
million and no further expenditure would bring
about a further reduction, or at least a cost-
justified reduction. For example, if spending
another $1 billion would reduce the expected
cost from $500 million to zero, that would be a
bad investment, at least if risk aversion is ignored.

The federal government is spending about $2
billion a year to prevent a bioterrorist attack
(increased to $2.5 billion for 2005 under the rubric
of ‘Project BioShield”) (Office of Management
and Budget 2003, pp. 37-8; US Department of
Homeland Security 2004). The goal is to protect
Americans, so in assessing the benefits of this
expenditure casualties in other countries can be
ignored. Suppose the most destructive biological
attack that seems reasonably possible on the basis
of what little we now know about terrorist inten-
tions and capabilities would kill 100 million Amer-
icans. We know that value-of-life estimates may
have to be radically discounted when the probabil-
ity of death is exceedingly slight. But there is no
convincing reason for supposing the probability of
such an attack less than, say, 1 in 100,000; and the
value of life that is derived by dividing the cost that
Americans will incur to avoid a risk of death of that
magnitude by the risk is about $7 million. Then, if
the attack occurred, the total costs would be $700
trillion — and that is actually too low an estimate
because the death of a third of the population
would have all sorts of collateral consequences,
mainly negative. Let us, still conservatively how-
ever, refigure the total costs as $1 quadrillion. The
result of dividing the money being spent to prevent
such an attack, $2 billion, by $1 quadrillion is
1/500,000. Is there only a 1 in 500,000 probability
of a bioterrorist attack of that magnitude in the next
year? One doesn’t know, but the figure seems
too low.

It doesn’t follow that $2 billion a year is too
little to be spending to prevent a bioterrorist
attack; one must not forget the distinction between
total and marginal costs. Suppose that the $2
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billion expenditure reduces the probability of
such an attack from .01 to .0001. The expected
cost of the attack would still be very high — $1
quadrillion multiplied by .0001 is $100
billion — but spending more than $2 billion
might not reduce the residual probability of
.0001 at all. For there might be no feasible further
measures to take to combat bioterrorism, espe-
cially when we remember that increasing the
number of people involved in defending against
bioterrorism, including not only scientific and
technical personnel but also security guards in
laboratories where lethal pathogens are stored,
also increases the number of people capable,
alone or in conjunction with others, of mounting
biological attacks. But there are other response
measures that should be considered seriously.
And one must also bear in mind that expenditures
on combating bioterrorism do more than prevent
mega-attacks; the lesser attacks, which would still
be very costly both singly and cumulatively,
would also be prevented.

Costs, moreover, tend to be inverse to time. It
would cost a great deal more to build an asteroid
defence in one year than in ten years because of the
extra costs that would be required for a hasty
reallocation of the required labour and capital
from the current projects in which they are
employed. And so would other crash efforts to
prevent catastrophes. Placing a lid on current
expenditures would have the incidental benefit of
enabling additional expenditures to be deferred to a
time when, because more will be known about both
the catastrophic risks and the optimal responses to
them, considerable cost savings may be possible.
The case for such a ceiling derives from comparing
marginal benefits to marginal costs; the latter may
be sharply increasing in the short run.
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An investment banker and heterodox monetary
economist, Waddill Catchings was born in
Sewanee, Tennessee, on 6 September 1879, and
died in Pompano Beach, Florida, on 31 December
1967. He graduated from Harvard College in 1901
and Harvard Law School in 1904. Joining the
New York City law firm Sullivan & Cromwell
on a salary of ten dollars a week, Catchings pro-
ved skilful in managing the affairs of companies
that went into receivership during the financial
panic of 1907, and became president of three
ironworks. During the First World War, Catchings
worked in the export department of J. P. Morgan
& Company, then the US purchasing agent for the
British and French governments. A Harvard class-
mate of Arthur Sachs, Catchings joined Goldman,
Sachs & Company in 1918 as partner in charge of
underwriting, helping to organize General Foods
and National Dairy Products (later Kraft).
Catchings complained that his Harvard profes-
sors ‘casually explained that their theories would
hold true in the long run. But what people are
interested in is the short, not the long, run. So
I made up my mind that as soon as I had enough
money I would set about reconciling these two
phases of business — theory and practice’ (quoted
in his obituary in the New York Times, 1 January
1968). In 1920, Catchings and his Harvard class-
mate William Trufant Foster (a rhetoric professor
and college administrator) established the Pollak
Foundation for Economic Research, directed by
Foster, funded by Catchings, and dedicated to
promoting their belief that, in Catchings’s words,
‘If business is to continue zooming, production
must be kept at high speed, whatever the circum-
stances’ (New York Times obituary). High and
growing levels of production could be maintained
by high and growing levels of consumer spend-
ing, and the business cycle could be eliminated by
appropriate Federal Reserve policy and by keep-
ing public works projects in reserve for economic
downturns. In addition to a syndicated newspaper
column, Foster and Catchings wrote Money
(1923), Profits (1925), Business without a Buyer
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(1927), The Road to Plenty (1928), and Progress
and Plenty (1930), all Pollak Foundation Studies.
Gleason (1959) and Carlson (1962) consider Fos-
ter and Catchings as possible precursors of
Keynesian macroeconomics and Harrod—Domar
growth theory. The four per cent annual increase
in currency and credit endorsed by Foster and
Catchings is a possible forerunner of monetarism,
but they opposed any mandating of a price level
rule, preferring a goal of maintaining prosperity
(Tavlas, 1976).

In December 1928, Catchings launched the
Goldman Sachs Trading Corporation (GSTC), a
closed-end investment trust (ten per cent owned
by Goldman, Sachs & Company) which in July
1929 launched the Shenandoah Corporation,
another closed-end investment trust, 40% owned
by GSTC, followed in August by the Blue Ridge
Corporation, with Shenandoah owning a majority
of Blue Ridge’s common shares. At their peak, this
highly leveraged pyramid controlled $500 million
of investments, but it was swept away in the stock
market crash. GSTC shares, which were initially
sold to the public at $104, reached $326 (thanks in
part to $57 million that GSTC spent buying its own
shares by March 1929, and more purchases later)
before falling to $1.75. Catchings had launched
Shenandoah and Blue Ridge without consulting
the Sachs brothers (who were in Europe in the
summer of 1929), and in May 1930 his partners
forced his resignation, paying him $250,000
despite his capital account’s deficit.

Catchings withdrew from the Pollak Founda-
tion (whose endowment disappeared in the crash)
to concentrate on his own finances, and moved to
California. In the 1950s Catchings was a director
of Chrysler, Standard Packaging, and Warner
Brothers. After Foster died in 1950, Catchings
collaborated with Charles F. Roos (a co-founder
of the Econometric Society) on Money, Men and
Machines (1953). Denouncing Keynesian eco-
nomics, Catchings and Roos accused the Federal
Reserve System of interfering with economic
freedom and destabilizing the economy through
roller-coaster monetary policies in futile attempts
to keep higher wages from causing higher prices.
Their book won the Freedoms Foundation’s
George Washington Honor Medal. Catchings’s
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last books were Do Economists Understand Busi-
ness? (1955), Bias Against Business (1956), and
Are We Mismanaging Money? (1960).

See Also

Foster, William Trufant (1879-1950)
Monetary Cranks
Underconsumptionism
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Catching-Up

Stanislaw Gomulka

The search for a pattern in the observed wide
variation in the cross-country growth rate of out-
put per man hour has led to the observation that
the latecomers in industrialization should, and in
fact do, tend to innovate faster than does the
world’s ‘technology frontier area’ (TFA), the lat-
ter defined as the regions in which the world’s best
technology is employed. The reason behind this
observation is the commonsense notion that in
technology or organization, as well as in science,
learning and imitating is typically cheaper and
faster than is the original discovery and testing.
The distance between the level of development of
the TFA and that of a less developed country
(LDC) may be taken as a measure of the backlog
of technological opportunities to exploit. The
larger the greater may be expected to be the eco-
nomic incentive to take advantage of some of
these opportunities and, other things being equal,
the greater the rate of international technology
transfer. The idea that there might be ‘advantages
of backwardness’ in this sense is usually associ-
ated with the names of Thorstein Veblen and
Alexander Gerschenkron. Veblen (1915) applied
it to Germany vis-a-vis England; Gerschenkron
(1962) updated it and extended the work to
include Russia, France and Italy. A formalization
of'this idea by Nelson and Phelps (1966) assumed
that an increase in the level of technology of an
LDC is proportional to the technology gap
between it and the TFA. This assumption implies
that the relationship between the rate of innova-
tion and the relative technology gap is, for any
LDC and in the course of time, positive and linear.
Moreover, the LDCs’ innovation rate would
always exceed that of the TFA but fall toward it
asymptotically, the relative gap falling as a result
toward a country-specific positive constant, called
the ‘equilibrium technology gap’. This falling of
the relative technology gap between an LDC and
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the TFA is what is meant by (international and/or
technological) catching-up.

Studies of the world pattern of productivity
growth rates in the period 1950-85 have led to
the important qualification of the original
Veblen—Gerschenkron hypothesis, namely that
for the group of highly backward LDCs, the rate
of innovation tends to be lower the greater the
relative technology gap. The relationship across
all countries is thus of the ‘hat-shaped type’
(Gomulka 1971; Horvat 1974). The usual inter-
pretation of the negative part of the Hat-shape
Relationship rests on the notion of ‘absorptive
capacity’ being the severely limiting factor in the
initial phase of the catching-up. As educational
standards and physical infrastructure are
improved and export capabilities developed, a
larger amount of foreign technology becomes
profitable. Technology imports themselves also
help upgrade skills and increase exports,
attracting still larger technology imports, and so
forth. It is this causality sequence which gives rise
to the relationship’s negative part. However,
before absorptive capacity is developed to reach
a level at which an LDC’s rate of innovation is the
same as that of the TFA, an LDC'’s relative back-
wardness would be increasing.

The Hat-shape Relationship may be interpreted
as an international, macroeconomic equivalent of
logistic or S-shaped diffusion curves observed
often for individual inventions. Theoretical
research has been centred on modelling the
dynamics of catching-up under different channels
of technology transfer, such as direct foreign
investment Findlay (1976), a cost-free diffusion
(Gomulka 1971), or trading conventional goods
for embodied technology (Gomulka 1970). The
most recent development of the theory also takes
into account economic dualism and technology
transfer costs. This particular theory combines
international technology transfer with internal dif-
fusion from the modern to the traditional sector,
and interprets ‘appropriate technology’ in a
dynamic context. Empirical studies indicate that
embodied technology transfer is an important,
perhaps the main, channel for most LDCs
(Gomulka and Sylvestrowicz 1976). However, in
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the postwar catching-up of the US by countries
with large R and D sectors, such as Japan, West
Germany and the USSR, the import of capital
goods from the US has apparently played a small
role, indicating that disembodied diffusion, both
(virtually) cost-free and commercial, have proba-
bly played the main role. The post-1975 labour
productivity slowdown in countries of the latter
character may be interpreted as evidence of these
highly developed countries approaching their spe-
cific equilibrium technology gaps. These equilib-
rium gaps, as well as innovation rates in the course
of the catching-up itself, appear to be strongly
influenced by cultural and systemic factors. Con-
sequently, the process of catching-up is bringing
about a state of international growth equilibrium
in which the innovation rate would be common to
all countries, but in which productivity and tech-
nology levels would continue to vary significantly
among the world’s countries.

See Also

Backwardness
Cumulative Causation
Diffusion of Technology
Periphery
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Categorical Data

A. Colin Cameron

Abstract

Categorical outcome (or discrete outcome or
qualitative response) regression models are
models for a discrete dependent variable
recording in which of two or more categories
an outcome of interest lies. For binary data
(two categories) probit and logit models or
semiparametric methods are used. For multi-
nomial data (more than two categories) that are
unordered, common models are multinomial
and conditional logit, nested logit, multinomial
probit, and random parameters logit. The last
two models are estimated using simulation or
Bayesian methods. For ordered data, standard
multinomial models are ordered logit and
probit, or count models are used if ordered
discrete data are actually a count.

Keywords

Additive random utility model (ARUM);
Binary outcomes; Categorical data; Categori-
cal outcome models; Choice-based sampling;
Cumulative distribution function (CDF); Dis-
crete outcome models: see categorical outcome
models; Heteroskedasticity; Limited depen-
dent variable models; Logit models; Maximum
likelihood; Maximum score methods; Multino-
mial models; Probit models; Qualitative
response models: see categorical outcome
models; Random parameters logit model;
Semiparametric estimation; Simulation-based
estimation; Tobit models
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Categorical outcome models are regression
models for a dependent variable that is a discrete
variable recording in which of two or more cate-
gories, usually mutually exclusive, an outcome of
interest lies.

Categorical outcome models are also called dis-
crete outcome models or qualitative response
models, and are examples of a limited dependent
variable model. Different models specify different
functional forms for the probabilities of each cate-
gory. These models are binomial or multinomial
models, usually estimated by maximum likelihood.

Key early econometrics references include
McFadden (1974), Amemiya (1981), Manski
and McFadden (1981) and Maddala (1983). For
textbook treatments see Amemiya (1985),
Wooldridge (2002), Greene (2003) and Cameron
and Trivedi (2005). The recent econometrics lit-
erature has focused on semiparametric estimation
(see Pagan and Ullah 1999) and on simulation-
based estimation of multinomial models (see
Train 2003).

Binary Outcomes: Logit and Probit
Models

Binary outcomes provide the simplest case of
categorical data, with just two possible outcomes.
An example is whether or not an individual is
employed and whether or not a consumer makes
a purchase.

For binary outcomes the dependent variable
y takes one of two values, for simplicity coded
as 0 or 1. If y; = 1 with probability p,, then
necessarily y; = 0 with probability 1 — p;, where
i denotes the i of N observations. Regressors X;
are introduced by parameterizing the probability
i, wWith

pi = Prly, = 1]x] = F(f),

where F(-) is a specified function and a single-
index form is assumed.

Categorical Data

The obvious choice of F(-) is a cumulative
distribution function (CDF) since this ensures
that 0 < p; < 1. The two standard models are the
logit model with p; = A(x]f) = XF /(1 4 *F),
where A(z) = €°/(1 + ¢€°) is the logistic CDF, and
the probit model with p; = (D(X:ﬂ), where ®(-) is
the standard normal CDF.

Interest usually lies in the marginal effect of a
change in regressor on the probability that y = 1.
For the 7" regressor, Op;/0x; = F'(x!)p,
where F' denotes the derivative of F. The sign of
f, gives the sign of the marginal effect, if F is a
continuous CDF since then F' > 0, though the
magnitude depends on the point of evaluation x;.
Common methods are to report the average mar-
ginal effect over all observations or to report the
marginal effect evaluated at X.

Parameter estimates are usually obtained by
maximum likelihood (ML) estimation. Given p;,
the density can be conveniently expressed as f(y;)
=p)'(1 —p;)" ™. On the assumption of indepen-
dence over i, the resulting log-likelihood function is

—
=

L(B)
- Z{yi In F(Xfﬁ) +(1— yi)ln(l — F(xiﬁ))}

i=1

It can be shown that consistency of the ML
estimator requires only that p; = F (x;/)’) , that is,
that the functional form for the conditional prob-
ability is correctly specified.

There is usually little difference between the
predicted probabilities obtained by probit or logit,
except for very low and high probability events.
For the logit model In[p;/(1 — p;)] = X}f3, so that
f, gives the marginal effect of a change in x;,. on
the log-odds ratio, a popular interpretation in the
biostatistics literature.

A simpler method for binary data is OLS
regression of y; on x;, with White heteroskedastic
robust standard errors used to control for the
intrinsic  heteroskedasticity in binary data.
A serious defect is that OLS permits predicted
probabilities to lie outside the (0,1) interval. But
it can be useful for exploratory analysis, as OLS
coefficients can be directly interpreted as marginal
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effects and standard methods then exist for com-
plications such as endogenous regressors.

When one of the outcomes is uncommon, sur-
veys may over-sample that outcome. For exam-
ple, a survey of transit use may be taken at bus
stops to over-sample bus riders. This is a leading
example of choice-based sampling. Standard ML
estimators are inconsistent and instead one must
use alternative estimators such as appropriately
weighted ML.

The preceding discussion presumes knowl-
edge of F. A considerable number of semi-
parametric estimators that provide consistent
estimates of § given unknown F have been pro-
posed. Manski’s (1975) smooth maximum score
estimator was a very early example of semi-
parametric estimation.

Index Models

Define a latent (or unobserved) variable y; that
measures the propensity for the event of interest to
occur. If y; crosses a threshold, normalized to be
zero, then the event occurs and we observe
yi=1lify! >0andy; =0if y; <0.Ifyf =xf
+ u;, then

pi = Py} > 0] = Pr[—u; < x] = F(x),

where F(-) is the CDF of —u,.

The logit model arises if u; has the logistic
distribution. The probit model arises if u; has the
more obvious standard normal distribution, where
imposing a unit error variance ensures model
identification. The probit model ties in nicely
with the Tobit model, where more data are
available and we actually observe y; = y; when
y; > 0. And it extends naturally to ordered
multinomial data.

Random Utility Models

In many economics applications the binary out-
come is determined by individual choice, such as
whether or not to work. Then the outcome should
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be the alternative with highest utility. The additive
random utility model (ARUM) specifies the utility
for individual i of alternative j to be Uy = x;;3;
+ &;,j = 0,1, where the error term captures fac-
tors known by the decision-maker but not the
econometrician. Then

pi = PI‘[U,’] > U,'()]
= Pr[(ei0 — &n) < X1 B,
- F(X;‘1ﬁ1 - X;oﬁo)

- Xﬁoﬁo]

where F is the CDF of (¢;0 — €;1). For components
x;-of x; that vary across alternatives (80 x;o,- 7 X;1,)
it is common to restrict f,,. = f;. = f,. For
components x;, of x; that are invariant across alter-
natives (SO Xx;,, = X;1,) only the difference
P1 — Po- 1s identified.

The probit model arises, after rescaling, if &;
and ¢;; are i.i.d. standard normal. The logit model
arises if ¢,y and ¢;; are i.i.d. type 1 extreme value
distributed with density /() = e °exp(—e™°). The
latter less familiar distribution provides more trac-
table results when extended to multinomial
models.

Multinomial Outcomes

Multinomial outcomes occur when there are more
than two categorical outcomes. With m outcomes
the dependent variable y takes one of m mutually
exclusive values, for simplicity coded as 1, . . ., m.
Let p; denote the probability that the / outcome
occurs. The multinomial density for y can be
written as f(y) = H;ilpjy.f where y, j =1, ...,
m, are m indicator variables equal to 1 if y = and
equal to 0 if y # j. Introducing a further subscript
for the i individual and assuming independence
over i yields log-likelihood

i In pys
1

InL(B) ="

m
i=1 j=

where the probabilities p;; are modelled to depend
on regressors and unknown parameters f.
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There are many different multinomial models,
corresponding to different parameterizations of

Pi-

Unordered Multinomial Models

Usually the outcomes are unordered, such as in
choice of transit mode to work. The benchmark
model for unordered outcomes is the multinomial
logit model. When regressors vary across alterna-
tives (such as prices), the conditional logit
(CL) model specifies p;; = i /Z:l: . &b It
regressors are invariant across alternatives (such
as gender), the multinomial logit (MNL) model
specifies p;; = X/ ZZ; ¢*P: with a normali-
zation such as fi; = 0 to ensure identification. In
practice some regressors may be a mix of invari-
ant and varying across alternatives; such cases can
be reexpressed as either a CL or MNL model.

The CL and MNL models reduce to a series of
pairwise choices that do not depend on the other
choices available. For example, the choice
between use of car or red bus is not affected by
whether another alternative is a blue bus
(essentially the same as the red bus). This restric-
tion, called the assumption of independence of
irrelevant alternatives, has led to a number of
alternative models.

These models are based on the ARUM.
Suppose the j alternative has utility Uj= x;
+¢5,j=1,...,m. Then

pij =Pr[U; > Uy for all k|

= Pr{(sik - 8@,’) < (Xf;,-ﬁ - X?kﬁ)v k} :

The CL and MNL models arise if the errors ¢
are i.i.d. type 1 extreme value distributed. More
general models permit correlation across alterna-
tives j in the errors ;.

The most tractable model with error correlation
is a nested logit model. This arises if the errors are
generalized extreme value distributed. This model
is simple to estimate but suffers from the need to
specify a particular nesting structure.

Categorical Data

The richer multinomial probit model specifies
the errors to be m—dimensional multivariate nor-
mal with (m + 1) restrictions on the covariances to
ensure identification. In practice it has proved
difficult to jointly estimate both f and the covari-
ance parameters in this model. A recent popular
model is the random parameters logit model. This
begins with a multinomial logit model but permits
the parameters f§ to be normally distributed. For
these two models there is no closed form expres-
sion for the probabilities and estimation is usually
by simulation methods or Bayesian methods.

Ordered Multinomial Models

In some cases the outcomes can be ordered, such
as health status being excellent, good, fair or poor.

The starting point is an index model, with
single latent variable, y; =X+ u;. As y'
crosses a series of increasing unknown thresh-
olds we move up the ordering of alternatives.
For example, for y* > o, health status improves
from poor to fair, for y* > a, it improves further
to good, and so on. For the ordered logit (probit)
model the error u is logistic (standard normal)
distributed.

An alternative model is a sequential model. For
example, one may first decide whether or not to go
to college (y = 1) and if chose college then choose
either two-year college (y = 2) or four-year col-
lege (y = 3). The two decisions may be modelled
as separate logit or probit models.

A special case of ordered categorical data is a
count, such as number of visits to a doctor taking
values 0, 1, 2, .... An ordered model can be
applied to these data, but it is better to use count
models. The simplest count model is Poisson
regression with exponential conditional mean E
[v;| x:] = exp (xjﬁ) . Common procedures are to
use the Poisson but obtain standard errors that
relax the Poisson restriction of variance-mean
equality, to estimate the richer negative binomial
model, or to estimate hurdle or two-part models or
with-zeroes models that permit the process deter-
mining zero counts to differ from that for positive
counts.
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Multivariate Outcomes and Panel Data

Multivariate discrete data arise when more than
one discrete outcome is modelled. The simplest
example is bivariate binary outcome data. For
example, we may seek to explain both employ-
ment status (work or not work) and family status
(children or no children). The standard model is a
bivariate probit model that specifies an index
model for each dependent variable with normal
errors that are correlated. Such models can be
extended to permit simultaneity.

For panel binary data the standard model is
an individual specific effects model with p;, = F
(i + x[,8) where o; is an individual specific
effect. The random effects model usually specifies
% ~N|[0,62] and is estimated by numerically
integrating out o; using Gaussian quadrature.
The fixed effects model treats ; as a fixed param-
eter. In short panels with few time periods consis-
tent estimation of f is possible in the fixed effects
logit but not the fixed effects probit model. If x;,
includes y; ,_;, a dynamic model, fixed effects
logit is again possible but requires four periods
of data.

See Also

Contingent Valuation

Hierarchical Bayes Models

Logit Models of Individual Choice
Maximum Score Methods
Semiparametric Estimation
Simulation-Based Estimation
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Catholic Economic Thought

Pedro Teixeira and Anténio Almodovar

Abstract

Although Catholic economics’ roots date back
to the beginnings of Christianity, its emergence
as a structured discourse developed later and
slowly. The establishment of a distinctive
Catholic approach to modern social and eco-
nomic problems had to await a more extensive
development of the market system and the
emergence of political economy. The most pro-
lific period for Catholic economic thought
began in 1891 and continued until the end of
the Second World War. In the second half of the
twentieth century the church’s interest focused
on the analysis of such themes as development,
international aid and cooperation.

Keywords

Capitalism; Catholic economic thought; Char-
itable contributions; Class; Concentration of
wealth; Economic freedom; Exploitation; Fair
trade; Foreign aid; Just wage; Natural law;
Poverty; Redistribution of wealth; Rerum
Novarum; Salamanca School; Social justice;
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Social responsibility; Socialism; Solidarity;
Subsidiarity; Usury
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Catholic economic thought is the outcome of a
series of efforts to evaluate the workings of eco-
nomic life according to a definite set of religious
principles. In its more evolved forms, these efforts
have inevitably led to include the findings of
political economy, and later of economics, in its
assessment of economic life, but also to assess the
findings of economic analysis itself. According to
a strict ecclesiological perspective, only the hier-
archy of the Church is authorized to identify the
appropriate religious principles that are to be
applied to the analysis of the livelihood of man.
Therefore, some of the assessments made by
Catholics may be considered by the Church’s
hierarchy as inappropriate.

Catholic economic thought is not to be confused
with the social doctrine of the Catholic Church.
Since 1891, the most relevant religious principles
for the appraisal of social questions from a theo-
logical perspective are gathered in the social doc-
trine of the Church, which is essentially based in
the so-called social encyclicals, which are official
documents written by several popes, often based
on documents prepared by other high-ranking
Church officials. These documents emerged as
attempts to offer a better moral and philosophical
framework for the workings of a modern society,
not as in-depth and systematic discussions of man’s
economic life or as blueprints for a thorough dis-
cussion of economic concepts and theories. By
being focused on the material aspects of life, Cath-
olic economic thought is prone to give more
emphasis to particular problems — such as usury
and finance, social and labour questions or, later,
the outline of an alternative economic and social
system. However, Catholic economic literature has
as a rule been less focused than political economy
on technical aspects.

Catholic economic thought has an inescapable
doctrinal and normative accent. Its ‘ought’
sentences are considered as quasi-positive ones,
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in the sense that they were allegedly meant by
God to become factual statements in a society
functioning in accordance with natural law (see
Barrera 2001, pp. 117-31). This normative stance
acts as an explicit incentive for social action, in
order both to amend the workings of existing
institutions and to establish new ones — such as
charitable institutions, cooperatives, institutions
of mutual assistance, and particular ways of
labour—capital association. In certain periods,
when Catholics were more openly engaged in
the revision of economic life, their thought went
as far as to suggest the establishment of a specific
economic system, which was a third way between
the liberal and the socialist ones. But, even when
they were more focused on the implementation of
particular social and economic measures, people
engaged in these initiatives also left some
thoughts that are of more general interest.

Early Attempts to Formulate Catholic
Economic Thought

Although the roots of Catholic economics date
back to the beginnings of Christianity, the emer-
gence of a structured discourse developed later
and slowly. Thus, even if some of the basic Cath-
olic principles for social and ethical teaching were
already present in the gospels and in the patristic
literature, the systematic theology of Aquinas was
instrumental in the move towards a more orga-
nized approach to economic problems. The earli-
est scholarly attempt to produce an explicit and
meaningful set of theological principles applied to
economic problems was performed in the six-
teenth century by authors belonging to the Sala-
manca School. Under the philosophical umbrella
provided by Thomism, Dominicans like Vitoria,
Soto, and Mercado, and Jesuits like Molina,
Mariana and Lugo addressed the problems of
usury, prices, and justice in wages. Although
these ideas were not formally adopted by the
Church, this literature was widely used by confes-
sors in search of appropriate answers for the moral
questions raised by the development of economic
activity (on the economic thought of the school of
Salamanca, see Grice-Hutchinson 1978, 1993,
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and Camacho 1998; these authors are also rele-
vant as examples of a revival of Thomist moral
theology, which they applied to international law:
see Curran 2002).

The Nineteenth Century

The establishment of a distinctive and clear-cut
Catholic approach to modern social and economic
problems had nevertheless to wait for a more
extensive development of the market system and
the emergence of political economy. By the late
1830s, the first Catholic political economists were
already trying to infuse some basic Christian
values into the teachings of classical political
economy. Together with the socialists, they were
concerned about the consequences of unbridled
competition, the concentration of riches in the
hands of the few, the exploitation of the poor and
weak, and the existence of pervasive unemploy-
ment. However, contrary to socialists, Catholics
thought that those evils, together with excessive
materialism and burgeoning social and political
unrest, were to be curbed by individuals renounc-
ing material goods and by extended charity, not by
abolishing private property or an expansion of the
state. Their criticism voiced the fundamental
Christian values of universal fraternity and respect
for human dignity, as expressed in the Gospels
and in the Apostolic letters.

It is important to note that in the
mid-nineteenth century there was a series of
authors who wrote on economic subjects from a
Catholic perspective before the Rerum Novarum,
the encyclical of Pope Leo XIII on capital and
labour, promulgated 15 May 1891. Among these
we find the names of Charles de Coux, Alban de
Villeneuve-Bargemont, Joseph Droz, Charles
Périn, and Matteo Liberatore. The first four
authors are representative of the Catholic perspec-
tives that emerged gradually in the context of
nineteenth-century France and Belgium. Three
of them — Coux, Périn and Droz — were openly
against any solution for economic problems that
would require increased state intervention, and
they asked the rich to voluntarily avoid all
extreme forms of exploitation and competition;
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as a rule, they were reasonably sympathetic
towards political economy, and may be consid-
ered as the forerunners of the conservative ten-
dency that was later organized around the Angers
school. Villeneuve-Bargemont had less confi-
dence in voluntary individual