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Despite the Webbs’ disdain for abstract econom-
ics (‘sheer waste of time’), economic arguments
have always held a central place in the Fabian case
for socialism. As in most matters the Fabian Soci-
ety has approached the dismal science eclecti-
cally. Some members have accepted market
economics, others have rejected it; some
embraced the Keynesian Revolution, others
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remained sceptical; some have believed in market
pricing, others have been convinced that controls
are essential for centralized planning. There is no
consistent body of thought which could properly
be described as Fabian economics. There is none-
theless a distinctive Fabian approach to econom-
ics, which this essay identifies while tracing the
significant shifts in its key elements.

The Fabians and the Marginal
Revolution

When the small group including Sydney Olivier,
Bernard Shaw and Sidney Webb first started to
meet at Mrs Charlotte Wilson’s house in Hamp-
stead, they set themselves the task of reading
Marx’s Das Kapital chapter by chapter. Graham
Wallas, who joined the group in February 1885,
later recalled how they were astonished to find
‘that we did not believe in Karl Marx at all’
(Wallas 1923). Webb, Wallas and Shaw were
also members of the Economic Circle, an offshoot
of the Bedford Chapel Debating Society, where
Professor Edgeworth helped to expound the prin-
ciples of the new marginal economics with
another economist, Philip Wicksteed. Thus,
according to Wallas, under Webb’s leadership
the group thrashed out ‘the Jevonian anti-Marx
value theory as the basis of our socialism’. Shaw
apparently needed more convincing than others.
In the Fabian Essays he later described how he
had been converted from his earlier Marxist faith

Macmillan Publishers Ltd (ed.), The New Palgrave Dictionary of Economics,

https://doi.org/10.1057/978-1-349-95189-5


https://doi.org/10.1057/978-1-349-95189-5

4348

that the working class revolution would take place
in Britain by 1889 ‘at latest’” (Shaw 1908,
pp. 218-19). Instead of manning the barricades
that year, Shaw was busily explicating the new
Fabian economic basis for socialism.

In his preface to the essays, Shaw explained
that the writers were all social democrats, ‘with a
common conviction of the necessity of vesting the
organisation of industry and the material of pro-
duction in a State identified with the whole people
by complete Democracy’. In his contributions he
propounded the theory of marginal productivity,
demonstrating that Ricardian economic rent, or
‘surplus value’, can accrue to all the factors of
production, to land and to labour, and not just
to capital as in the Marxist version. Similarly,
he rejected the labour theory of value, and
advanced the neoclassical version, which he
called ‘exchange value’; in other words value
was determined by the interaction of supply and
demand in the marketplace. Shaw concluded:

What the achievement of Socialism involves eco-
nomically, is the transfer of rent from the class
which now appropriates it to the whole people.
Rent being that part of the produce which is indi-
vidually unearned, this is the only equitable method
of disposing of it. (1908, p. 220)

The method proposed to accomplish the tran-
sition was the common ownership of property, or
as Webb put it: ‘the gradual substitution of orga-
nized operation for the anarchy of competitive
struggle’ (p. 62).

The original essayists all shared Marx’s moral
outrage at the evils of capitalism, particularly as a
cause of hopeless poverty, inhuman working con-
ditions and excessive inequality, and they also
identified the institution of private property as its
prime motivating force. However, they did not
share the Marxist belief that capitalism must inev-
itably collapse. Although they recognized that peri-
odic slumps were endemic to the system, they were
more struck by its spectacular long-run growth and
saw no reason to suppose that it would not continue
to reap the benefits of technological change. Thus,
as Schumpeter later explained, they were the kind
of socialists who believed in the productive success
of capitalism while they deplored its distributive
results (Schumpeter 1942, pp. 61-2). They thought
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that through the gradual extension of public prop-
erty socialism would evolve from democratic
efforts to mitigate the effects of industrialization.
Indeed, Webb provided an extraordinary two-page
catalogue of socialism’s accomplishments to date,
which ranged from the army and navy to public
baths and cow meadows (Shaw 1908, pp. 66-7).
William Clarke described the growth of joint stock
companies, and more recently of ‘rings’ and
‘trusts’, through which ownership became ever
more divorced from entrepreneurial function and
‘capitalism ever more inconsistent with democracy
and the public interest’. These changes provided
the other main Fabian justifications for the public
ownership of industry.

Their views on the actual operations of a social-
ist system were hazy. Shaw and Webb both imply
that socialism will have arrived when the entire
market operation is administered through national-
ization, municipalization and government regula-
tion. Shaw described the aim of social democracy:

to gather the whole people into the state, so that the
state may be trusted with the rent of the country, and
finally with the land, the capital, and the organisa-
tion of the national industry—with all sources of
production, in short, which are now abandoned to
the cupidity of irresponsible private individuals.
(1908, p. 224)

Yet, in other Fabian tracts, Shaw extolled the
virtues of competition and of individual freedom,
asserting that the latter was ‘as highly valued by
the Fabian Society as Freedom of Speech, Free-
dom of Press, or any other article in the charter of
popular liberties’ (Shaw 1896, p. 327).

Later, of course, the Webbs provided a far more
detailed view of their ideas for the organization of
a Social Parliament to decide economic policy and
to administer public enterprises. Beatrice herself
remained ambivalent as to whether unemploy-
ment was caused by personal failings or ‘the dis-
ease of industry’; their apparently countercyclical
unemployment scheme only shifted existing pro-
jects without requiring fundamental changes in
government policy (Harris 1972, pp. 42-3). The
Webbs’ ideas about state planning were based on
administrative principles, not economic science.

In the next Fabian generation, Hugh Dalton, a
student of Pigou, used Pigou’s revised version of
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neoclassical theory to demonstrate the critical dif-
ferences between factor incomes and personal
incomes. He introduced and defined the nature
of inheritance and its role in maintaining wealth
differentials; he broadened its concept to include
educational opportunity, access to public services
and institutional customs (Dalton 1920).
According to Gaitskell’s later assessment of the
British tradition, Dalton’s work was a decisive
influence in shifting socialist thought from the
‘sterile, out-of-date, somewhat academic argu-
ments of earlier writers’ to the practical issues of
progressive taxation and educational reform
(Gaitskell 1955, pp. 936-7).

Although still grounded in neoclassical criteria
of allocative efficiency, Dalton’s analysis dealt
directly with income equality, opening up ways
to achieve socialism other than through Webbian
public ownership. Thus, Gaitskell believed that
the case for socialist equality could be stated on
‘straightforward ethical principles’, rather than
on ‘complicated arguments about economic
abstractions’.

The Fabians, the Keynesian Revolution
and Economic Planning in the 1930s

The Great Depression threatened both the political
and economic stability of capitalist systems.
Inspired by the Russian Revolution and its appar-
ent success in replacing capitalism and avoiding
mass unemployment, many leftist sympathisers
turned to Marxism. They struggled through Das
Kapital, they visited the Soviet Union, and they
recommended the Soviet political philosophy and
economic system. The Webbs fell in love with
Russia; in their last major work, Soviet Commu-
nism: A New Civilization?, they advocated a
totally controlled economy, visualising Soviet
planning as the ultimate Fabian collective. In
New Fabian Essays Crossman argued that they
had simply superimposed Marxism on their basic
utilitarianism; he believed that only John Strachey
successfully re-thought the entire system ‘in
Anglo-Saxon terms’ (Crossman 1970, p. 5).

It fell to the younger generation to restate the
traditional Fabian case against Marxist economic
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thought and revolutionary methods and to rede-
fine the democratic socialist alternative. Hugh
Gaitskell and Evan Durbin organized the Eco-
nomic Section of the New Fabian Research
Bureau, which had been founded by
G.D.H. Cole in March 1931 and merged with the
parent Fabians in 1938; their purpose was to
explore the implications of the theoretical eco-
nomic controversies for socialism and to make
policy recommendations to the Labour Party
(Durbin 1985). At the same time the obvious
failures of the market system were challenging
economists to rethink the role of government
intervention and to redesign their toolkit. Keynes-
ian macroeconomics, the economics of imperfect
competition and the principles of economic plan-
ning embodied in the new ‘market socialism’
were first developed during the 1930s. After the
war they were incorporated into the orthodox case
for the mixed economy.

In pointed contrast to official policy, Keynes
had begun pressing British governments to
expand, not to contract, public expenditure to
cope with unemployment. In the early 1930s his
position was largely intuitive; The General The-
ory published in 1936 was the first systematic
exposition of his theoretical case. Until then the
most fundamental cleavage on the unemployment
issue was between those who advocated govern-
ment intervention in the market and those who did
not. Socialists were naturally allied with the inter-
ventionists on social and political grounds, as
well as economic, and thus were sympathetic to
Keynes’s policy efforts: but they were suspicious
of his political ties to the Liberal Party, and some
of the professional; economists were sceptical
about his expansionist policies. James Meade
and Colin Clark, who were working alongside
Keynes, were convinced expansionists by August
1931. Together they were responsible for
converting the New Fabians well before 1936.
Amongst the sceptics were Gaitskell and Durbin,
who were strongly influenced by Hayek’s trade
cycle theories and who were deeply concerned to
demolish ‘treasured dogma’ within the Labour
party, namely the myths that capitalism was col-
lapsing and that socialism could easily replace it
and automatically solve the unemployment
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problem. As early as 1932 Gaitskell explained
why, although ‘prosperity’ was an important
socialist goal, it was not ‘the distinguishing char-
acteristic of the Socialist ideal’ (Gaitskell 1932).

Meade also played an important role in
converting Douglas Jay, whose influential book,
The Socialist Case, published in 1937, was the
first to propose that Keynesian fiscal and monetary
measures to control output and employment be
explicitly incorporated as part of socialist planning
methods. Cole, who thought that the General The-
ory was the most important economics book
published since Marx’s Das Kapital and Ricardo’s
Principles, was quick to point out that because Jay
gave such a low priority to nationalization his book
contained very little of ‘what most people habitu-
ally think of as socialism’ (Cole 1935). Thus, the
introduction of Keynesian methods also served to
weaken the case for public ownership as the basis
of the socialist economic alternative.

By the late 1930s most democratic socialists in
Britain had recognized the importance of the
Keynesian message for socialism, and by the end
of the war the Labour Party had officially adopted
a Keynesian full employment policy. The new
macroeconomic analysis provided an obvious
answer to the problem of dealing with capitalist
collapse. It also reinforced distributive goals,
since lower-income families had a higher propen-
sity to consume, and it underscored the impor-
tance of central planning to control the economy,
since only the government had the power to offset
insufficient private spending. So compelling were
these arguments that they also converted at least
one influential Marxist, John Strachey, to the
Fabian cause.

Yet Fabian acceptance of Keynes’s economics
and of Keynes’s basic individualism is often over-
stated, particularly in the pre-war context.
Anthony Wright (in Pimlott 1984) has suggested
that the Tawney approach to equality is funda-
mentally different from the liberal philosophy
behind Beveridge’s welfare state. A similar con-
trast can be made between Fabian conceptions
about economic planning in the 1930s and
Keynesian macroeconomic management. Fabians
were explicit about their opposition to the capital-
ist system, which Keynes wanted to repair,
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but which they wanted to replace. They were
emphatic about the need for major reform of
Britain’s financial institutions and for substantial
growth of the public sector; indeed, they believed
that both were essential to implement a successful
full employment policy. At least one Fabian econ-
omist, Evan Durbin, never accepted The General
Theory model as the solution to all macroeco-
nomic problems; he believed that it failed to
explain the trade cycle, and was therefore
unsuitable for the long-term growth problems
which the socialist state must solve in order to
improve upon capitalism’s record.

The principles of market socialism grew out
of work initiated by Durbin and Gaitskell, who
undertook a systematic reconsideration of the
Marshallian microeconomic grounds for interven-
tion and the implications for socialist planning.
Together with H.D. Dickinson they demonstrated
that the market system by definition could neither
price collective goods nor reflect the true social
value of externalities, and, therefore, that it
could not determine the appropriate allocation of
resources for their production. They also incorpo-
rated the new economics of imperfect competition
associated with Joan Robinson to restate the objec-
tions to the existing system, which they termed
‘monopoly capitalism’. A planning authority
would be able to correct these deficiencies and
use the principles of optimal allocation to guide
its decisions; in other words, neoclassical criteria
should serve as the handmaiden to collective
decision-making. In the 1930s and 1940s, many
Fabians contributed to the further elaboration of
these ideas into a socialist economic system based
on free choices in the labour market, consumers’
sovereignty through market pricing and marginal
cost pricing in nationalized industries. The impor-
tance of this analysis was that it added strong
theoretical arguments for a mixed economy as an
explicit complement to the macroeconomic
Keynesian ones.

There were, however, other Fabians who found
such arguments hard to take and/or to follow.
Barbara Wootton, whose planning schemes were
an updated version of the Webbian administrative
structure, was clear that prices would have to be
controlled in the public interest. Even Dalton, who
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recognized that planning was not necessarily
socialist, still maintained the early Fabian belief
that ‘Socialism is primarily a question of owner-
ship’ (Dalton 1935, p. 247). With more apprecia-
tion for the problems of allocative efficiency under
socialism, Cole attempted to fashion a different
socialist economics, one which was neither Marxist
nor neoclassical (Cole 1935). Although his own
system remained a rather sketchy attempt to incor-
porate socialist distributional goals into decisions
about production, he had some telling arguments
against his neoclassical comrades, pointing out that
market prices reflected the existing income distri-
bution, and thus could not provide the proper sig-
nals for socialist allocation. His efforts are
particularly interesting for the light they throw on
the need to mesh social policy with economic
planning, and on the problem of applying neoclas-
sical analysis to meet essentially political goals.
By the end of the 1930s, most Fabians had come
to accept the necessity for a mixed economy, if only
on practical grounds, because the legislation neces-
sary to secure socialism by parliamentary methods
could not be accomplished by one Labour govern-
ment. Government planning was necessary to
ensure aggregative and allocative efficiency and to
redistribute income and wealth. Control of what
were later known as ‘the commanding heights’ of
the economy was essential to implement the plan-
ning alternative, and a central authority was
required to make sure that sectional interests, such
as bankers, business and trade unionists, did not
subvert the public good. However, in an important
change of emphasis, Durbin and Gaitskell were
explicit that their objections to capitalism and to
the Marxist alternative were social and political,
not economic (Gaitskell 1935; Durbin 1940). The
essence of their socialism was social justice as Taw-
ney defined it. In short, the mixed economy was not
simply politically expedient, it was central to the
economic operation of the democratic socialist state.

The Fabians and the Mixed Economy in
Practice

As authors in the New Fabian Essays later pointed
out, the war substantially altered the balance of
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power between the government and the private
sector. And in comprehensive plans for recovery,
the wartime coalition laid the foundations for
bipartisan support of full employment, a unified
system of social services and educational reform.
Thus, when the Labour government took over in
1945, there was not much resistance to its pro-
gramme or to its Fabian philosophy.

In 1948 the Fabian Society commissioned
W. Arthur Lewis to write a pamphlet on ‘the
economic perplexities of the moment’. These
turned out to be so numerous that Lewis ended
up writing a short book, The Principles of Eco-
nomic Planning (1949), an influential statement
of the revised conception of market socialism.
Like Meade in Planning and the Price Mecha-
nism, published in the same year, he argued the
case for planning on general interventionist
grounds, implicitly rejecting the Durbin—Gaitskell
notion that only a socialist government could run
the economy efficiently, although one might still
believe only a socialist government would. To
paraphrase Lewis, socialism was not about the
state, any more than it was about property; ‘social-
ism is about equality’. There could be many ways
to handle property and to plan the economy, which
were not inconsistent with socialism (Lewis 1949,
pp. 10-11). Lewis argued that the crucial issue
was whether the state should operate ‘through the
price mechanism or in supersession of it’; the real
choice was ‘between planning by inducement,
and planning by direction’. Lewis himself was
neutral on the issue, believing that Britain needed
some of both. Although insistent that there must
be free consumer goods and labour markets, he
argued that demand was not sacred and that it
should be manipulated in specific markets and in
the aggregate to achieve policy goals. Similarly,
he did not believe that nationalization should be
taken on its merits. Lewis wanted ‘more than we
have already got’ (steel, banking and chemicals
were his candidates), but in no circumstances the
whole economy; ‘a country whose people love
freedom will not wish the state to become the
sole employer’ (p. 104).

Shortly after this book was published in 1949,
Cole as chairman of the Society organized a con-
ference to begin to rethink the way forward now
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that the main components of the first Fabian stage
to socialism were in place. New Fabian Essays
published in 1952 was the end result of this effort
to take account of important societal changes and
the Keynesian Revolution. The essayists were all
agreed that the British version of the mixed econ-
omy was a permanent Fabian accomplishment,
and that the Tories would not dismantle the wel-
fare state nor renege on full employment. Yet,
despite the enormous gains, substantial inequities
remained and new problems emerged: in particu-
lar, the great concentrations of bureaucratic power
in the public and private sectors which threatened
individual freedom. In general terms the way for-
ward was to continue to pursue equality, to
improve labour—-management relations and to dis-
perse power as much as possible.

However, the Fabians were still united in their
dissatisfaction with that system. Although they
were clear that the postwar version of welfare
capitalism did not meet their conception of social-
ism, many of the essayists were vague about what
they did want. Writing about equality in New
Fabian Essays, Roy Jenkins explained that a
classless society was one ‘in which men will be
separated from each other less sharply by varia-
tions in wealth and origin than by differences in
character’, but it was impossible to describe ‘the
exact shape of the goal’. Of contributors to New
Fabian Essays, only Crosland was willing to be
explicit in the negative sense that he specified four
policies which would not achieve equality; the
continued extension of free social services, more
nationalization, the proliferation of controls and
further redistribution of income by direct taxation.
In an important shift, many Fabians had come not
only to believe in the mixed economy, but also to
accept its current structural form.

Crosland outlined the main features of what he
called ‘post-capitalist society’: he concluded that it
was more equal and more planned than before, but
that it was still based on unacceptable class divi-
sions. While individual property rights were no
longer the essential basis of economic and social
power, they still affected the distribution of wealth.
He felt that the power of the state had been
expanded sufficiently to exert control over the
economy: if anything, physical controls should be
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reduced as they were unpopular and inefficient.
Similarly, nationalization had secured government
power in the central sectors of the economy, social
legislation had ensured a national minimum wel-
fare level, and full employment policies had
removed insecurity and demonstrated that central
planning could be directed to meet social ends.
Keynesian policies were crucial to maintaining
this system, but as these were now well understood,
Crosland argued that ‘the new society may prove to
be a very enduring one’. In The Future of Socialism
(1956), Crosland spelled out his ideas on planning
in more detail; he believed its ‘essential role’ was
Keynesian economic management, that the tech-
niques were no longer controversial nor the pre-
serve of any one party, and that political will, not
planning theory, were required to plan effectively;
‘if socialists want bolder planning, they must
choose bolder ministers.’

One lone dissenter from the general Fabian
romance with Keynes was G.D.H. Cole. Although
enthusiastic about the General Theory when it
was published, he had become increasingly
concerned about these new directions after the
war. Indeed, this was precisely why he had initi-
ated the process of rethinking, and why, as the
discussions progressed, he resigned his position
as chairman of the Fabian Society. In 1950 he
published a short book, Socialist Economics,
which spelled out his disagreements with the
new Fabian approach. First, he thought that
Keynesian economics was too involved with
aggregates and not sufficiently concerned with
the structural problems necessary for a socialist
economy to replace the capitalist system. As far as
he was concerned the new direction provided a
diluted form of socialism, which was ‘little more
than Keynesian Liberalism with frills’. Second,
although Cole had advocated using a wide range
of industry controls as early as 1929 and was
opposed to total public ownership, he was also
explicit in rejecting the current version of the
mixed economy ‘as a permanent resting place’.

See Also
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Fabricant, Solomon (Born 1906)

Bibliography

Clarke, P. 1978. Liberals and social democrats. Cam-
bridge: Cambridge University Press.

Cole, G.D.H. 1935. Principles of economic planning.
London: Macmillan.

Crosland, A. 1956. The future of socialism. London: Cape.

Crossman, R.H., ed. 1952. New Fabian essays. London:
Turnstile Press. 3rd impression, London: Dent, 1970.

Dalton, H. 1920. Some aspects of the inequality of incomes
in modern communities. London: Routledge & Kegan
Paul.

Dalton, H. 1935. Practical socialism for Britain. London:
George Routledge.

Durbin, E.F.M. 1940. The politics of democratic socialism.
London: Routledge & Kegan Paul.

Durbin, E. 1985. New Jerusalems: The labour party and
the economics of democratic socialism. London:
Routledge & Kegan Paul.

Gaitskell, H.T.N. 1932. Socialism and wage policy. Fabian
Society Papers, Box J24/2 in Nuffield College, Oxford.

Gaitskell, H.T.N. 1935. Financial policy in the transition
period. In New trends in socialism, ed. G.E.G. Catlin.
London: Lovat Dickson & Thompson.

Gaitskell, H.T.N. 1955. The ideological development of
democratic socialism in Britain 1955. Socialist Inter-
national Information 5: 52-53.

Harris, J. 1972. Unemployment and politics. Oxford:
Oxford University Press.

Lewis, W.A. 1949. The principles of economic planning.
London: Dobson.

Pimlott, B., ed. 1984. Fabian essays in economic thought.
London: Gower Publishing.

Schumpeter, J.A. 1942. Capitalism, socialism, and democ-
racy. New York: Harper & Row. Torchbook edition,
1962.

Shaw, G.B. 1884, 1896. Fabian Tract No. 2. (1884) Tract
No. 70 (1896). Quoted in Crosland (1956).

Shaw, G.B., ed. 1908. Fabian essays in socialism.
New York: Doubleday. edn, 1967.

Wallas, G. 1923. Atrticle in Morning Post, 1 January. See
Clarke (1978) for further details.

Wright, A.W. 1979. G.D.H. Cole and socialist democracy.
Oxford: Clarendon Press.

Fabricant, Solomon (Born 1906)

G. H. Moore

Fabricant was born in Brooklyn, New York, on
15 August 1906. He began his association with
the National Bureau of Economic Research in
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1930, serving as director of research from 1953 to
1965 and continuing as a member of the Board.
From 1944 to 1973 he was on the economics fac-
ulty at New York University. His economic studies
range across a wide field, including productivity
and economic growth, national income and capital
formation, trends in government activity, and eco-
nomic accounting under conditions of inflation.

Fabricant’s initial work on productivity dem-
onstrated that in industries with large productivity
gains, the resulting cost and price reductions have
usually been sufficient to cause output and
employment to rise faster than in other industries —
a conclusion at variance with the common con-
tention that technology, which is often a source of
rapid productivity growth, deprives workers of
jobs. Fabricant’s research also clarified the under-
standing of productivity gains and losses during
business cycles, with systematic effects on the
movements in costs and profits, which in turn
play an important role in generating recessions
and recoveries.

In his investigation of trends in government
activity (1952), he showed how economic devel-
opment in the United States during the first half of
the 20th century had fostered a rise in the relative
importance of government. Thus, for example,
urbanization promoted the demand for municipal
services, advances in transportation technology led
to government building of roads and airfields, and
increases in family income supported government
activities in education, public health, welfare, and
old-age assistance. By carefully assembling the
facts on government functions, types of organiza-
tion, and use of labour and capital, and developing
a reasoned account of the factors that led to their
growth or decline over the past 50 years, Fabricant
cast a bright light over what was to happen over the
following 30 years.

Selected Works

(Except as noted, all were published in New York
by the National Bureau of Economic Research)

1938. Capital consumption and adjustment.

1940. The output of manufacturing industries,
1899-1937.
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1942. Employment in manufacturing,
1899-1939: An analysis of its relation to the
volume of production.

1952. The trend of government activity in the
United States since 1900.

1958. Investing in economic knowledge.

1959. Basic facts on productivity change. Occa-
sional paper 63.

1959. The study of economic growth.

1969. Primer on productivity.

1976. (With others). Economic calculation under
inflation. Indianapolis: Liberty Press.

1984. Toward a Firmer Basis of Economic Policy:
The Founding of the National Bureau of Eco-
nomic Research. Cambridge, Mass.: National
Bureau of Economic Research

Factor Analysis

Irma Adelman

Factor analysis is a branch of analysis of variance
used to investigate the structure of a data set. Con-
sider a data set x;; resulting from the observation of
several variables j on several objects i. If the data set
arises from a complex multidimensional process
about which little is known a priori statistical anal-
ysis of the data itself might profitably be used to
gain insights into various characteristics of the pro-
cesses which generated the data set. In particular,
statistical techniques can be used to: (1) search for a
simpler representation of the underlying processes
which generated the data by reducing the dimension
of the variable space in which the objects are
represented; (2) look for the interactions among
the variables by forming linear clusters of variables;
and (3) seek characterizations of the clusters of
variables which relate them to the underlying pro-
cesses which generated the data set being analysed.
Factor analysis performs all three functions.

A variety of factor analytic methods has been
introduced. They differ in estimation procedures
(least squares or maximum likelihood); fitting
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equation (original data matrix, covariance or corre-
lation matrix); scaling assumption (original or nor-
malized data, type of normalization and in whether
the scaling is performed prior to the estimation or
as part of the estimation procedure); and in the
normalization principles applied to the factor
matrix. For a discussion of the relationship between
them see Kruskal (1978). Following Kruskal, we
start from the original data, derive the covariance
matrix and then discuss the procedures applied to
it. The basic technical references are Hotelling
(1933), Bartlett (1938), Lawley (1940), Lawley
and Maxwell (1971), Joreskog (1967), and
Joreskog and Goldberger (1972).

Let the variables j characterizing the objects
i be measured as deviations from their means.
Assume further that the data set x;; was generated
by an r-dimensional linear process, with 7 signif-
icantly smaller than the original number of vari-
ables J. We are then seeking a representation of
x of the form

Xij = Z airbrj + Vij (1)

which, in some sense, comes closest to
representing the original data set. In (1) the a;,.
represent the coefficients, known as ‘factor scores’,
which indicate the ‘regression coefficients’ of the
objects upon each of the r clusters of variables; the
b,;represent the coefficients of the variables in each
of the r clusters, known as ‘factor loadings’ or
‘factor patterns’. The r clusters of variables are
known as factors or components, and represent
the coordinates of the lower-dimensional space
onto which the data matrix is mapped. In matrix
notation, we can write (1) as (2)

X=AB+% 2)

where A4 is the matrix of a;,, B is the matrix of b,;
and X is a diagonal disturbance matrix with typi-
cal element a_f .

One can fit (2) directly, by least squares or by
maximum likelihood, or one can form the sample
covariance matrix C = X' X/N, where N is the
number of objects, and fit it instead. If one
assumes that: (1) the a; are random, identically
distributed, with mean 0, and independent both of
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each other and of the disturbances and (2) applies
the normalization 7 that sets

N-1 (AT Y (AT ") =1

N 3

then the expected value of the sample covariance
matrix C is
E(C) = BB+ X? )

This equation can be fitted either by least
squares (Hotelling 1933; Anderson 1958; Harman
1960; Joreskog and Goldberger 1972) or by max-
imum likelihood methods (Lawley 1940; Joreskog
1967), to obtain estimates for b,; and o7 Once these
estimates have been obtained, a;, can be estimated
by regression methods from eqn (2) keeping
B fixed.

In the least squares approach the matrix B is
estimated by extracting the successive eigenvec-
tors of

(C=MI)b, =0 5)
where A, is the #th characteristic root and b, is the rth
eigenvector. The rth column of B, b,, represents the
makeup of the rth component in terms of the original,
observable variables. Goodness of prediction mea-
sures analogous to significance intervals can be
derived for the estimates of B by using Stone—Geisser
or Tukey-jack-knife methods (Wold 1982).

In the maximum likelihood approach, we form
the likelihood function,

L=-(N-1)1n[C|

N =

- % (N—=1)> xixgCI/N =1 (6)

i?j

where |C| is the determinant of C, and C” is the ijth
element of C~". To find the maximum likelihood
estimators of B and X, we differentiate (6) with
respect to the elements of B and ¥ and set the
resulting equations equal to zero. The maximum
equations are then solved simultaneously for B and
2 by applying techniques such as Fletcher-Powell
(1963) for the simultaneous optimization of
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nonlinear equation systems. The maximum likeli-
hood approach was first developed by Lawley
(1940); practical estimation techniques for it were
developed by Joreskog (1967). The use of maxi-
mum likelihood has both advantages and disadvan-
tages: it requires stringent assumptions about the
distributions of the parameter set B and the distur-
bances X but it also enables one to estimate confi-
dence intervals on the parameters of B and on the
goodness of fit (Lawley and Maxwell 1971; and
Jennrich and Thayer 1973).

Both the least squares approach and the maxi-
mum likelihood approach yield estimates of
B which are not unique since a rigid rotation of
B yields the same estimating equations. Several
approaches have been proposed for deriving
unique estimates. These include normalization
assumptions on A’ 4 or B'B and rotation assump-
tions on of interpretability such as the varimax
rotation (Kaiser 1958).

The first applications of factor analysis in the
social sciences were in psychology, for which the
technique was first developed by Spearman (1904),
and used to analyse mental abilities (see Bolton
et al. 1973 for a survey). In economics, the first
application was to demand analysis (Stone 1945).
Stone hypothesized that demand for commodities
is explained by three types of influences: national
income and own and other prices; social influences
affecting tastes and market conditions; and forces
peculiar to a particular community. He used a three-
factor confluence analysis model, similar to factor
analysis, to identify the factors affecting consumer
demand. A recent study of market demand
employing modern factor analysis is Huang et al.
(1980). Stone (1947) and Geary (1948) used factor
analysis to study interaction patterns among time
series. Using time series representing the compo-
nents of national income and product in the US,
Stone showed that 97.5 per cent of their total var-
iance could be represented by three factors. Banks
(1954) used factor analysis in agriculture to predict
overall agricultural productivity from crop produc-
tivity data on a small number of crops.

The most numerous applications of factor anal-
ysis to economics have been in economic devel-
opment (Adelman and Morris 1967; Rayner
1970; Schilderinck 1969). In a series of studies,
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Adelman and Morris investigated the inter-
dependence of economic, social and political phe-
nomena in the development process. Their
observations were 74 countries; their variables
were typologies representing various aspects of
economic, social and political structure. Four fac-
tors explained most of the covariance: a modern-
ization factor, which includes indicators of
economic and social development; a political
development factor; a political leadership factor;
and a social and political stability factor. They
found that the relative importance of these factors
in explaining intercountry differences in growth
rates changes systematically with country devel-
opment levels, with social forces declining in
importance and political leadership increasing.
Other applications have been to the economics
of education (Aigner and Goldberger 1977) and
to stock market prices (King 1966).

Recent uses of factor analysis have been in the
estimation of the parameters of unobservable vari-
ables, defined as variables whose measurable quan-
tities differ from their theoretical counterparts and
to error-in-variables models. Other recent advances
have been in nonlinear factor analysis (McDonald
1967) and in the dynamic analysis of factor struc-
tures (Geweke 1977).

See Also

Arbitrage Pricing Theory
Principal Components
Stone, John Richard Nicholas (1913-1991)
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Factor Content of Trade

Donald R. Davis

Abstract

Trade in goods is also implicitly trade in the
services of the factors used to produce those
goods. This insight underlies the Heckscher—
Ohlin—Vanek model of factor service trade, and
provides a laboratory to test our theories
concerning world general equilibrium. In
recent years this theory has undergone close
empirical scrutiny. Early tests strongly rejected
the simplest variants of the theory. More recent
tests have imposed a modest number of addi-
tional restrictions suggested by the data. These
involve cross-country heterogeneity in produc-
tivity, factor prices, consumption patterns, and
the incorporation of non-traded goods. With
these restrictions, the model fares well.
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International trade is the cross-border exchange of
goods (and services), both final and intermediate.
These goods are produced with factors of produc-
tion located in specific countries, hence the trade
in these goods is implicitly also trade in the ser-
vices of the factors used to produce them. This
converts the standard Heckscher—Ohlin model of
trade in goods into the Heckscher—Ohlin—Vanek
(HOV) model of the factor content of trade.

The most important reason to study the factor
content of trade is that it provides a laboratory to test
our understanding of world general equilibrium.
Countries have specific endowments, technologies,
tastes, locations, and distributions of incomes
(among other characteristics). The simplest state-
ment of general equilibrium is that these elements
are supposed to ‘hang together’ in a coherent way.
Tests of the factor content of trade thus become a
first test of the adequacy of our understanding of
this world general equilibrium. If we should fail to
correctly predict the factor content of trade, then we
know that our theory seriously misunderstands at
least one element of the underlying reality. If our
theory does a good job of making sense of the factor
content of trade, then this is a suggestion that the
main thrust of our theory is working well. This
would give us more confidence, then, in using the
theory in policy applications.

The canonical Heckscher—Ohlin—Vanek model
of factor service trade can be described simply
(see Vanek 1968). Assume that there are
G goods, each produced under perfect competi-
tion with constant returns to scale. Assume as well
that there are F' primary factors of production with
factor markets competitive. Let A be an
input—output matrix that links net output Y to
gross output X via Y = (I — A)X. Let B be a matrix
of direct factor inputs, with dimension F X G,
where columns denote factor inputs required to
produce a unit output of a single good and rows
show factor inputs for a single factor across all
goods. Let B = B(I — A) ™ be the corresponding
matrix of direct plus indirect factor inputs, where
both primary and intermediate usage represent
cost-minimizing choices. Let ¢ be an index for
countries, and W represent the aggregate for the
world as a whole.
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Let technologies for all goods and quality of all
factors be common for all countries of the world,
and let there be at least as many goods as factors,
so that G > F. Assume that trade between coun-
tries is free, so that goods prices are equalized.
Assume that the distribution of world endow-
ments among countries satisfies the requirements
to replicate what has been termed the ‘integrated
equilibrium’ (see Helpman and Krugman 1985).
In such a case, the division of world endowments
between the countries is of no economic conse-
quence, since outputs adjust across countries so
that the countries jointly produce exactly the same
output and use the same input ratios as they would
if the factors were perfectly mobile across coun-
tries. Then factor prices will be equalized (FPE),
and for all countries ¢ € C, there are common
technology matrices: B = B¢, and B=B‘. For
country ¢ with gross output vector X“ and primary
input vector V¢, BX“ = V*. We further assume that
demand is identical across countries and
homothetic. Let D be country ¢’s vector of final
goods demand, Y" be the world net output vector,
and s be country ¢’s share of world spending.
Then, with free trade equalizing goods prices,
D° = s°Y”. This identifies the demand for
goods, and, by pre-multiplying by the common
technology matrix B, we can convert this to a
statement about the factor content of consump-
tion. BD® = sV . Net trade is T = Y — D“.
Hence the prediction of the net factor content of
trade is:

(HOV)BT¢ = V¢ — sVV,

Early empirical work, such as Bowen et al. (1987)
and Trefler (1995), examined this under the
assumption that all countries use the technology
matrices of the United States. Without reserva-
tion, the conclusion of these papers was that the
simplest version of the model is an utter failure.
Trefler characterized the central failing as the
‘mystery of the missing trade’. If we term BT¢
the measured factor content of trade and
V¢ — 5°V" the predicted factor content of trade,
then the mystery is that the measured factor con-
tent of trade is much smaller than that predicted.
Much of the subsequent literature has focused on
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identifying reasons for the mystery of the missing
trade and finding solutions for it.

Virtually every assumption underlying the
Heckscher—Ohlin—Vanek model is in principle
open to question. The strategic issue has been to
bring more data to bear on the question in order to
identify which of the assumptions is violated most
seriously and what amendments to the theory and
data work are needed to fit the pieces of the puzzle
together.

Various approaches have been considered.
Trefler (1993) develops a model that assumes net
factor trade is correctly measured, and calibrates
factor quality differences across countries that
would rationalize the measured trade. This can
be thought of as a model of adjusted factor price
equalization. While the theoretical model of
quality-adjusted factor service trade is an impor-
tant addition to the toolkit of researchers, this
proposed resolution has not fared well empirically
(Davis and Weinstein 2003).

Increasingly, researchers moved to a wider set
of departures from the standard Heckscher—
Ohlin—Vanek model. These include differences
across countries in total factor productivity
(TFP); a breakdown in factor price equalization,
even adjusted for the TFP differences; specializa-
tion in different traded goods within industries;
differences in factor input ratios in both traded and
non-traded sectors; and costly trade.

Davis et al. (1997) examined the adequacy of
assuming a common technology matrix (in this
case, that of Japan) for a set of OECD countries.
Instead of looking directly at the factor content of
trade, B'""'T¢ = V¢ — sVV they looked at the
factor content of production for these countries,
that is, B’#""X¢ = V*. This is such a poor fit in the
data that they conclude that much of the problem
lies in cross-country differences in technology
matrices. They went on to develop a theory to
predict the factor content of Japanese regions
under the assumption that these share FPE, even
though Japan does not share FPE with the world
as a whole. In this sample, this largely eliminated
the mystery of the missing trade.

This left open the larger question of why tech-
nologies differed, how they differed, and whether a
parsimonious set of departures from the HOV
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theory could get the model of factor service trade to
work well. Davis and Weinstein (2001a) brought a
great deal more data to bear on the problem, devel-
oping technology matrices for ten rich OECD
countries and a composite rest of the world.
Technologies differed systematically, even among
these rich OECD countries, so that more capital-
abundant countries use more capital-intensive
methods industry by industry. As it turned out,
this happened in both traded and non-traded
goods sectors, the latter being important in identi-
fying a breakdown in relative FPE (because there is
less likelihood of aggregation issues impinging).
Moreover, recognizing that non-traded sectors in
different countries use systematically different
input coefficients has a large impact on predicted
factor contents. For example, a capital-abundant
country uses more capital per worker than would
be suggested in an FPE model. For this reason, and
because non-traded sectors are large, the capital-
abundant country has less ‘excess’ capital to export
through factor services. All told, the adjustments
made allow the measured factor content of trade to
be approximately 60—80 per cent of that predicted.

The subsequent literature has focused on a num-
ber of elaborations and challenges to this work.
Feenstra and Hanson (2000) explore in more detail
issues of aggregation bias in measurements of net
factor service trade. In related work, Davis and
Weinstein (2001b) have developed a more elaborate
model of gross trade in factor services that helps to
understand even North—North trade. In effect, they
argue that much of the mystery of the missing trade
arose because the focus on net goods trade ignored
the fact that when factor intensities are not identical
even intra-industry goods trade conveys net factor
content. Choi and Krishna (2004) implement alter-
native tests, based on Helpman (1984), of the net
factor content of trade which has the advantage of
being robust to breakdowns in FPE, but the disad-
vantage of needing to have confidence that we can
adequately measure the differences in factor prices,
including returns to capital. For the sample of bilat-
eral predictions they consider, the model performs
well. Reimer (2006) has aimed to incorporate a
more elaborate model of trade in intermediates
and argues that this diminishes when measured
against predicted factor contents.
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Research on the factor content of trade is
important because it represents the greatest effort
on the part of trade economists to assemble all of
the pieces of general equilibrium into a single
coherent framework relating underlying endow-
ments, production, technology, consumption and
trade. The early theoretical and empirical work
provided a starting place and a number of anom-
alies, such as the mystery of the missing trade, that
motivated ongoing research. Subsequent litera-
ture has gone a long way towards resolving the
mystery of the missing trade. But new questions
continue to arise, particularly related to trade in
intermediates and issues of aggregation. No doubt
these will invite further investigation.
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Abstract

The large differences in income per capita
across countries are mostly explained by dif-
ferences in total factor productivity (TFP). This
article summarises the evidence on the impor-
tance of resource allocation across productive
units in explaining the observed differences in
TFP across countries.
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Introduction

A fundamental question in growth and develop-
ment economics is why some countries are rich and
others poor. To illustrate the enormous differences
in income per capita across countries, consider that
the average gross domestic product (GDP) per
capita of the richest 10% of countries in 2000 was
a factor of 40 higher than that of the poorest 10% of
countries. In other words, the average person in a
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rich country produces in just over 9 days what the
average person in a poor country produces in an
entire year. What are the factors that can explain
this enormous difference in standard of living
across the world today? Considerable progress
has been made in diagnosing the proximate sources
of the variation in income per capita across coun-
tries with differences in total factor productivity
(TFP) considered the dominant factor (see for
instance Klenow and Rodriguez-Clare (1997),
Prescott (1998) and Hall and Jones (1999)).

The key question is then: what are the sources
of low TFP in poor countries? The literature has
emphasised the possibility that resources may not
be efficiently distributed across production oppor-
tunities, thereby generating lower TFP. Such a
perspective has received substantial attention in
the literature, in terms of both empirical and quan-
titative work. This perspective has tremendous
appeal in understanding productivity differences
across countries for at least two reasons. First, in
rich economies it is well established that the
reallocation of factors across productive units
explains a large portion of productivity growth
over time. For example, Baily et al. (1992) show
that 50% of the growth in manufacturing produc-
tivity in the USA in the 1970s and 1980s is
attributable to the reallocation of factors across
plants, from contracting less-productive plants to
expanding moreproductive plants, and from fail-
ing plants that exit to entering new plants (see also
Foster et al. 2008). Second, it is widely recognised
that a number of policies and institutions preva-
lent in poor countries can distort the allocation of
factors across productive units. This is what the
literature broadly refers to as misallocation. For
instance, it is emphasised that credit markets in
poor countries do not operate as efficiently as in
rich countries (credit market institutions) and that
imperfections in credit markets act as a barrier to
the efficient allocation of resources across produc-
tion opportunities. Similarly, imperfections in
land market institutions and labour market insti-
tutions can create misallocation. It is also
recognised that certain policies (whether inten-
tional or not) can create misallocation as they
often effectively apply differently to heteroge-
neous producers.
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The fact that we can produce a long list of
factors that can cause misallocation does not imme-
diately imply that misallocation is quantitatively
important in explaining low TFP in poor countries.
The literature has made substantial progress in
empirically documenting the extent of mis-
allocation in poor countries as well as assessing
its productivity implications. In addition, the liter-
ature has explored many specific factors generating
misallocation as well as mechanisms that can
amplify their effects on aggregate productivity. In
this article, I attempt to synthesise this literature by
first describing a very simple model of mis-
allocation. I then follow Restuccia and Rogerson
(2013) in classifying the literature into two broad
categories. The first is the indirect approach, which
provides broad evidence of misallocation and a
quantitative assessment of their effect on aggregate
TFP. This approach is often silent about the under-
lying channels through which misallocation takes
place. The second is the direct approach, which
consists of analysing a particular policy/ institution
and making a quantitative assessment of its impor-
tance in generating misallocation and low TFP.

A Simple Model of Misallocation

Consider the following simple static economy
with production heterogeneity in the spirit of
Lucas (1978) and Hopenhayn (1992). A single
good is produced. The production unit is an estab-
lishment, indexed by i, that produces output
according to y; = z;n!, where z; is establishment-
level total factor productivity, n; is the labour
input chosen by the establishment, y; is the
amount of output produced and y € (0, 1). While
in practice establishments may differ in many
dimensions, I will focus on exogenous differences
in z;. There is a large number of establishments
and a measure one of homogeneous workers that
supply labour inelastically to the market. For sim-
plicity, assume that there is a finite number of
potential z;s. Establishments operate in competi-
tive labour and output markets. Let the price of
output be normalised to one and denote the wage
rate by w. Given prices, an establishment maxi-
mises profits by choosing the labour input. That is,
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mi(zi) = max {y; — wn;}.

The first-order condition for profit maximisation
from this problem is given by
vzl = w, M

which implies that the optimal demand for labour
given w is

(@)

_ zip\ /(=)
me = ()
Note that with all establishments facing the same
technological parameters (in this simple case, y)
and prices (w), the more productive establish-
ments (higher z;) are larger; that is, demand more
labour, produce more output and generate more
profits. In fact, note from Eq. (2) that the ratio of
employment between two establishments i and  is
a monotonic function of the ratio of their idiosyn-
cratic productivity n;/n; = (z;/z)) YO n this
setup, establishments have an optimal size which
is determined by their idiosyncratic productivity
and aggregate factors such as the wage rate. Total
output in this economy is the aggregate of output
from individual establishments. TFP is the ratio of
total output to total labour input. Since total labour
is normalised to 1, total output and TFP are the
same in this economy. It is easy to show that, in
this environment, the allocation from the compet-
itive equilibrium (which in addition includes a
wage rate that clears the labour market Zlﬁi(zi)
= 1) coincides with the efficient allocation.

I now introduce distortions into this economy
in the spirit of Restuccia and Rogerson (2008).
While in principle there are many policies/institu-
tions that can create misallocation, it is convenient
for the purpose of illustration to generate mis-
allocation via tax/subsidy schemes. Consider
then the situation where establishments face a
tax/subsidy to output 7;, where 7; > 0 means a
tax and 7; > 0 a subsidy. Importantly, establish-
ments will face different 7s. I will refer to these
policies as idiosyncratic distortions, as in
Restuccia and Rogerson (2008), to emphasise
the fact that it is precisely the differential tax
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rates that will create misallocation in this econ-
omy. Without entering into the discussion of how
the taxes are related to productivity, note that the
problem of the establishment now renders a first-
order condition which is given by

(1 —z)yznl ™" = w, 3)

which implies a demand for labour,

RN VA¢ S
ni(zi, 1) = (m) . 4)

w

Hence, conditional on productivity, establish-
ments that are taxed more heavily are smaller
than establishments that are taxed less. Whereas
in the undistorted economy all establishments
with the same productivity are of the same size,
in the distorted economy some establishments are
larger than others on the basis of the distortions
alone and that entails an inefficiency. More impor-
tantly, whereas in the undistorted economy more
productive establishments are larger and as a
result have a larger fraction of labour and output,
in the distorted economy that is not necessarily the
case. Note that from Eq. (4) the ratio of employ-
ment between two establishments now depends
also on the tax rates faced by these establishments.
An unproductive establishment (low z;) can be
large (high n;) ifits 1; is sufficiently low. Similarly,
a productive establishment (high z;) can be small
if its 7; is sufficiently high. Incidentally, for this
reason it is misleading to look only at the size
distribution of establishments across countries to
make inferences about the differences in the
distribution of establishment-level productivity
across countries.

Restuccia and Rogerson (2008) emphasise
that, given a policy distortion characterised by
the function P(t;, z;) whereby tax/subsidies may
be related to establishment productivity, if the
policy is such that taxes are applied more heavily
to the higher-productivity producers, then the pro-
ductivity loss associated with that policy will be
larger. Much of the direct approach that I will
describe later is about measuring and assessing
quantitatively policies of this sort.

Factor Misallocation and Development

Up to this point (and in much of the existing
literature), misallocation is a narrow, static con-
cept that refers to the reallocation of a given set
of aggregate factors across a fixed set of heter-
ogenous productive units. However, | emphasise
that, broadly understood, misallocation can also
generate negative effects on aggregate factors
(for instance on the accumulation of physical
and human capital) as well as on the distribution
of establishment-level productivity in the econ-
omy itself. I will discuss these broader implica-
tions of misallocation later. While in this article
I emphasise factor misallocation across micro-
economic units within a sector, other forms
of misallocation can also play a role, such as
factor misallocation across sectors, across geo-
graphical areas, and across government versus
privately owned enterprises (see for instance
Restuccia et al. 2008; Restuccia 2011; Brandt
etal. 2013).

The Indirect Approach

The indirect approach aims at measuring the full
extent of misallocation in an economy without
detail as to what policies or institutions may be
causing it. Hsieh and Klenow (2009) is a seminal
contribution providing empirical measures of mis-
allocation. To illustrate their empirical strategy in
the simple framework just discussed, note that in
an undistorted economy the marginal product of
labour is equalised across all establishments. That
is, more productive establishments hire more
labour precisely to reduce the marginal product
of labour down to the given wage rate (see Eq. 1).
In a distorted economy, the marginal product of
labour is not equal across establishments that face
idiosyncratic distortions. That is, in the distorted
economy establishments equate the marginal
product of labour to the taxadjusted wage rate,
which would not be equal across establishments.
While their empirical exercise is obviously more
involved than this, in a nutshell, given micro data
on productivity z; and employment ni for individ-
ual establishments, we can use Eq. (1) to assess
the extent to which the marginal product of labour
does not equalise across establishments. To put it
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differently, we can use Eq. (3) to calculate the
wedges required (the ts) for optimisation to
hold. Hsieh and Klenow (2009) use data for
China, India and the USA and find large devia-
tions in marginal products, with much larger and
systematic differences across establishments in
India and China than in the USA. What are the
productivity implications of the larger wedges in
China and India relative to the United States?
Using the model, we can evaluate the quantitative
impact of those deviations. It can be shown in the
simple framework that whereas efficient alloca-
tion results in aggregate TFP as a geometric aver-
age of establishment productivity, in the distorted
economy, aggregate TFP is lowered by the distor-
tions. Hsieh and Klenow (2009) derive a similar
relationship in their more elaborate model, which
includes capital, differentiated products and
industries, and show that the TFP gains from
moving to the efficient allocation of factors are
very large in both India and China and much
larger than in the USA. More specifically, their
results show that by reducing the wedges in India
and China to those of the USA, manufacturing
TFP in China and India could increase by
30-60%.

A perhaps expected but nevertheless interest-
ing by-product of the micro data is the implied
distribution of establishment-level productivity in
China, India and the USA. The data show that the
distributions of establishments in China and India
contain more establishments with lower produc-
tivity compared to the distribution in the USA. The
data also show that the distributions in China and
India contain mass of establishments at extremely
low levels of productivity, levels for which there is
no mass of establishments in the US distribution.
Whereas misallocation focuses on the allocation
of factors given the distribution of productivities
in a country, an ambitious and very important
aspect of the literature is to understand the differ-
ences in the distribution of establishment-level
productivity and their potential connection to mis-
allocation. I will return to this issue below.

The results from Hsieh and Klenow (2009)
have influenced a large body of subsequent work
applying similar strategies in a variety of different
contexts and country experiences. Broadly
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speaking, the subsequent literature has confirmed
the importance of misallocation in understanding
productivity differences — see for instance the
work of Busso et al. (2013) for Latin American
countries as well as Kalemli-Ozcan and Sorensen
(2012) for countries in Africa (see also a more
complete review in Restuccia and Rogerson
(2013)).

Following an alternative strategy, Bartelsman
et al. (2013) provide additional empirical evi-
dence of misallocation and a quantitative assess-
ment for a set of OECD countries. These authors
emphasise the covariance between firm-level pro-
ductivity and firm size as a critical statistic of
misallocation. For instance, note that in the simple
framework of the previous section, the covariance
between establishment productivity and establish-
ment size is high in the undistorted economy,
whereas this covariance is diminished in the
distorted economy. Their results confirm the
important role that misallocation plays in under-
standing aggregate productivity differences
across OECD countries.

The Direct Approach

The direct approach aims to identify specific pol-
icies and institutions that generate idiosyncratic
effects and misallocation. What policies and insti-
tutions are important in generating idiosyncratic
effects and misallocation? As alluded to earlier,
there is a long list of potential policies and insti-
tutions that can create misallocation and reduce
aggregate TFP. But the key question is which of
these policies and institutions are most responsi-
ble for low TFP in poor countries. The approach in
the literature has been to select a particular policy
or institution that can be measured in the data and
to use a model to assess its quantitative effect on
productivity. By narrowing the extent of mis-
allocation to a single policy, the studies following
the direct approach find much smaller productiv-
ity effects than the indirect approach, with pro-
ductivity losses typically in the range of 5-30%.
One important exception is the work of
Adamopoulos and Restuccia (2014) where
direct empirical measures of idiosyncratic price
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distortions in the agricultural sector generate
much larger productivity losses (differences in
productivity of more than tenfold).

Although with a different emphasis,
Hopenhayn and Rogerson (1993) is an early
example of this direct approach, where firing
taxes are shown to reduce aggregate productivity
when establishment productivity varies over
time. Firing taxes are a good example of a policy
or labour market institution that can create idio-
syncratic effects even though the policy is meant
to be applied to all establishments lowering their
employment level. To see this, note that the firing
tax creates a wedge in the downward adjustment
of employment (establishments do not lay off as
many workers as they would without the tax) as
well as a wedge in the upper adjustment (a high
level of productivity does not command an
increase in employment as large as it would
without the tax because of expected mean rever-
sion of the shock). Moreover, in many contexts,
such as those of many European countries, firing
taxes are applied only to firms with more than a
certain number of workers. Since larger firms are
associated with higher productivity in an
undistorted setting, this exemption of small
firms from firing taxes amounts to an idiosyn-
cratic distortion where more productive firms are
taxed more heavily than low productivity firms,
generating a redistribution of factors from more
to less productive establishments and lowering
aggregate productivity.

Size-dependent policies — policies that ex-
plicitly or implicitly treat producers differently
based on the size of the establishment — abound,
and Guner et al. (2008) provide both a documen-
tation of these policies as well as a quantitative
assessment of how damaging they are for
productivity.

Other institutional features, such as the func-
tioning of credit markets or enforcement, can also
create idiosyncratic effects. For instance, Banerjee
and Duflo (2005) emphasise the role of credit
constraints in generating a wide dispersion in the
marginal product of capital across firms in India as
a likely explanation for low aggregate TFP in that
country. Buera et al. (2011) and Greenwood et al.
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(2013) show how cross-country differences in
credit market imperfections distort the allocation
of factors to generate large productivity losses.
Cross-country differences in property rights can
create idiosyncratic effects, as in Ranasinghe
(2012). Sometimes even policies that are not
intended to have an idiosyncratic impact in effect
do, such as trade policies and regulations. For
instance, Bond et al. (2013) document the idio-
syncratic effects created by the passage of the
Smoot-Hawley Tariff Bill during the Great
Depression in the USA, while Eslava et al.
(2013) study the selection effects in aggregate
productivity of a trade reform in Colombia. Leal
(forthcoming) studies the effects of the myriad of
regulations that determine the large size of the
informal sector in Mexico. Another important
example of policies/institutions generating idio-
syncratic effects and misallocation is in the agri-
cultural sector in poor countries. Adamopoulos
and Restuccia (2014) study the role of mis-
allocation in agriculture in explaining the small
scale of operation in that sector in poor countries
and their low productivity. Policies such as pro-
gressive taxes and subsidies that favour small-
scale production, land market institutions such as
inheritance norms, land fragmentation, and land
reform, are shown to substantially lower agricul-
tural productivity.

Amplification Mechanisms

In the context of the standard neoclassical model
(with a representative firm structure) it is well
known that physical and human capital accumu-
lation amplify the effects of differences in TFP on
output per capita (see for instance Klenow and
Rodriguez-Clare (1997), Manuelli and Seshadri
(2006) and Erosa et al. (2010)). Hence capital
accumulation amplifies the impact of mis-
allocation on cross-country income differences.
Much less explored is how policies and insti-
tutions that create misallocation affect the distri-
bution of establishment productivity, thereby
amplifying the effects of misallocation on aggre-
gate productivity. This is a very important
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aspect of broadening the potential impact of mis-
allocation. As discussed earlier, the available
micro data across a variety of countries show
large differences in the productivity distribution
of establishments. To illustrate why the differ-
ences in establishment-level productivity may be
connected to the same policies that create mis-
allocation, notice that if in the simple framework
establishments are allowed to invest in their pro-
ductivity, then the return to this investment is
related to the increased value of the establishment
with higher productivity. If distortions are such
that high-productivity establishments face larger
distortions than low-productivity establishments,
the policy also creates a disincentive to invest in
productivity by lowering the return to productiv-
ity investment. This is what Restuccia (2013) and
Bello et al. (2011) do in extending the framework
of Restuccia and Rogerson (2008) to understand
low productivity in Latin American economies,
and is the subject of more elaborate analyses in
Ranasinghe (2013), Bhattacharya et al. (2013),
Gabler and Poschke (2013) and Hsieh and
Klenow (2012). Jones (2011) proposes an ampli-
fication mechanism for misallocation that is based
on the input—output structure of the economy, as
the outputs of many firms are used as inputs in
other firms.

Conclusions

Income per capita and total factor productivity
differ greatly across countries. Understanding the
proximate causes of this variation is a challenging
goal in the literature of growth and development,
with important welfare and policy implications.
Much progress has been made in the literature, as
briefly summarized in this article, but further
exciting work remains to be done.
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Development Economics

Economic Growth
Inequality Between Nations
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Abstract

Factor models explain correlations among a set
of variables. By postulating that the variables
are linked with a small number of latent com-
ponents, factor models imply a particular struc-
ture for the correlation matrix. This article
discusses the model’s identification and esti-
mation as well as their applications in
economics.
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The primary objective of factor analysis is to
explain, in a parsimonious way, the correlation
among a set of variables. For example, cross-
sectional correlation of asset returns may be
explained by a single factor, according to capital
asset pricing theory (Sharpe 1964; Lintner 1965).
The correlation among a large number of macro-
economic variables could be explained by some
common shocks (Sargent and Sims 1977,
Bernanke and Boivin 2003). Historically, factor
models were used by psychologists to examine
correlations among a set of test scores. Students’
performance across different subjects (maths, phi-
losophy, history, and so on) may potentially be
accounted for by a single factor (for example,
overall intelligence) (see Lawley and Maxwell
1971). In these examples, a common theme is
that a large number of variables are linked with a
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small number of unobservable variables which
give rise to the cross correlations.

While sample correlation matrix may serve the
same purpose in describing the linkage of vari-
ables, it is neither parsimonious nor reliable when
the number of variables is large relative to the
number of observations. Suppose there are
N variables, each with Tobservations. The sample
correlation matrix estimates N(N — 1)/2 parame-
ters without any restriction. When the number of
variables exceeds the number of observations
(N > T), the sample correlation matrix is not of
full rank, even though the underlying true corre-
lation matrix is positive definite. A factor model
with, say, a single factor attempts to explain the
correlation with far fewer parameters, and the
resulting correlation matrix will be positive defi-
nite. If a factor structure truly (or approximately)
characterizes the data generating process, the esti-
mated correlation matrix implied by the factor
model constitutes a better estimate than the sam-
ple correlation matrix. Even if the data generating
process does not follow a factor model, under
large N, shrinking the sample correlation matrix
towards a correlation matrix with a factor struc-
ture may be desirable, in light of Ledoit and Wolf
(2003). Most importantly, sample correlation is
purely statistical, but factor models have structural
interpretations.

In this article, we first present the mathematical
form of the factor model, then we state the
assumptions employed by classical factor analy-
sis, in which the statistical theory is developed
under a fixed N. We then go on to discuss modern
factor analysis in which both N and T are large,
and in particular, the number of variables (N) can
be much larger than the number of observations
(7). In each case, we discuss issues related to
identification and estimation, and the determina-
tion of number of factors. More attention is paid to
modern factor analysis. We also present a few
applications of factor models in economics,
including diffusion index forecasting, panel unit
root and cointegration analysis. Finally, we briefly
highlight the difference between principal compo-
nent analysis and factor analysis.
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The Model

A factor model takes the form

X = + Af, +eni=12,...,N;
t=1,2,...,T

where X, is the observation on variable i at period
t; ; is the mean of Xj, , 2,(r x 1) is vector of
factor loadings, fi( x 1) is vector of factor pro-
cesses, and e;, is the idiosyncratic error term. For
example, X;; may represent the output growth rate
for country i in quarter ¢, y; is the mean growth
rate, f; is a vector of common shocks (technology
shocks, financial crises, oil price shocks, and so
on) that influence output, 4; represents the impact
of shocks on country i, and e; is the country-
specific growth rate. As a further example, X, is
the return of asset i in period ¢, y; is the mean
return, f; is a vector of factor returns with zero
mean (risk premia adjusted), 4; is a vector of factor
loadings, e;; is the idiosyncratic return. The arbi-
trage pricing theory of Ross (1976) implies
restrictions between p; and ;.
Introducing the following notation

[ X1 Uy f/]
X, = X:21 = /1:2 F= f/z ’
L Xne Uy f/T
_ill €1
A= ,2 ,e = 6,2[
_i.ﬁv en

the factor model can be rewritten as

Xc=pu+A,+est=12,...,T. €))]

Below we separately discuss classical factor
analysis and modern factor analysis; they are
based on different assumptions and inferential
theory also differs.
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Classical Factor Analysis

The main assumptions under classical factor anal-
ysis are: (i) f; and e, are i.i.d. random variables
with zero means; (ii) for normalization purposes,
Eff; =1,, an identity matrix; (iii) e, and f; are
uncorrelated; (iv) A is a matrix of fixed constants.

LetE = E(X, — w)(X; — ), the covariance of
X; and let ® = Eee;, the covariance of e, It
follows that

T =AA +O. )

Another key assumption under classical factor
analysis is that N is fixed. This assumption
appears to be at odds with the essence of factor
analysis because this analysis was motivated by
large N problems. Nevertheless, traditional appli-
cations had been on problems of relatively small
N. Furthermore, fixed N assumption makes the
statistical inference more tractable. For example,
Y is consistently estimable under fixed N (for
example, by the sample covariance matrix) as
T goes to infinity. Thus for identification purposes,
2 is assumed to be known.

Without further restrictions, the parameter
matrices A and ® are not identifiable since ®
alone would have the same number of parameters
as the number of equations in (2). Classical factor
analysis thus assumes that @ is a diagonal matrix.
This assumption is not too restrictive since
correlation among the variables is supposedly
explained by the common factors f;. In addition,
a rotational indeterminacy exists for A since AG
(AG) = AN/, where G is such that GG’ = I,. To
remove this rotational indeterminacy, it is often
assumed that A’® 'A is a diagonal matrix.
A diagonal matrix imposes #(# — 1)/2 number of
restrictions. Thus the number of parameters on the
right hand side (2) is N + Nr — r(r — 1)/2. The
number of equations in (2) is N(NV + 1) = 2. Thus
in order to identify the parameters, we must have

s=NN+1)/2—N-Nr+r(r—1)/2
:BN_m%4N+m/zza

This is known as the order restriction, meaning
that the number of equations must be no smaller
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than the number of parameters. This implies that
for a factor model to be identifiable, N cannot be
smaller than three. When N is exactly three, there
can only be one factor (» = 1). In this case, s = 0
and the number of parameters in the factor model
coincides with the number of elements in £. When
this occurs, no simplification is achieved via fac-
tor analysis. Nevertheless, structural interpreta-
tion of the model is still of interest since it
indicates that the three variables are related to a
single common component.

Even for s = 0, there may not exist solutions
for A and @ to satisfy (2) because factor models
further restrict non-negativity for the diagonal
elements of ®; see examples in Lawley and Max-
well (1971, pp. 10-11).

For a larger N and small , we usually have
s > 0. In this case, overidentification occurs.
Model estimation entails finding A and ® to
make the distance between S and AA’ + @
small, where S is the sample covariance matrix.
The model is usually estimated by the principal-
factor analysis or the maximumlikelihood
method (see Mardia et al. 1979; Anderson 1984).

A special case is that ® = 6?1y, a scalar mul-
tiple of an identity matrix. In this case, the
smallest N that permits identification is N = 2,
with » = 1. To see this, consider

> = )»;L/ + 0212

where 1 = (41, 4»)' is a vector. Reparameterize
2 =126 with ||6||*=0'0=1, where 7%=
[|4]|* = 22 The two eigenvalues of the matrix on
the right hand side are ¢ and o* + 7%, The eigen-
vector associated with the larger eigenvalue is
simply 0. Thus we can identify ¢ as the smaller
eigenvalue, and t° as the difference between the
two eigenvalues. Moreover, ¢ is the eigenvector
associated with the larger eigenvalue of X.

On the assumption that the model is identifi-
able, the estimated factor loadings will be consis-
tent, the limiting distribution can be found in
Anderson (1984) under the assumption of
fixed N and large 7. Given A and ®, the factor
scores f; can also be estimated by either the
generalized least squares (GLS) or the Bayesian
method. For example, the GLS estimator of f; is
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fo=(NO'A)'ANDX, (1 =1,2,...,T). While
f: 1s unbiased for f;, it is not consistent since N is
fixed, even if A and ® are known. Finally, the
number of factors 7 is determined via hypothesis
testing.

Modern Factor Analysis

Modern factor analysis takes model (1) as the
starting point, but then proceeds under different
assumptions. First, the number of variables N is
assumed to be large, and the limit theory is devel-
oped under the assumption that both N and 7' go to
infinity. In particular, N can be much larger than
the number of observations 7. Second, both f; and
e; can be serially correlated. Third, ® needs not to
be a diagonal matrix, and in fact, none of the
off-diagonal elements needs to be zero. Thus the
number of parameters in ® can be as many as the
equations. This is called ‘approximate factor
model” by Chamberlain and Rothschild (1983).
The main interest of this large dimensional factor
analysis is to estimate r, A, and F. One key
assumption of the approximate factor model is
that the largest eigenvalue of @ is bounded uni-
formly in N. This implies that cross-correlations in
the idiosyncratic errors must be weak.

Identification and Estimation

Let X = (X;) be the N x T data matrix and
e = (e;;) be the error matrix of the same dimen-
sion. Then

X =AF +e.

Here we assume the constant vector u to be
zero, but without assuming F to have zero mean.
If u # 0, the demeaned data matrix should be used
in the following discussion, and zero mean for
F should also be imposed. Now both A and
F are to be estimated. Since AF’ = AA4~'F’ for
an arbitrary invertible matrix A(» x r). As an
arbitrary rxr invertible matrix has /* free param-
eters, we need to impose 7 restrictions. We may

impose LF'F = %Z’T:lf,f: =1, together with
A'A being diagonal. Alternatively, we may
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impose YA’A = I, together with F'F being diago-
nal. Either way, it will uniquely fix A and F (up to
a column sign change) given the product AF".
Under the least squares objective function
S(A, F) = t{(X — AF')(X — AF")], the optimal
solution (ﬁ , /~\) is simply the principal-
components estimator. More specifically, under
the first set of normalization restrictions, F is the
Txr matrix consisting of the first » eigenvectors
(multiplied by /7T ) associated with the first
r largest eigenvalues of the 7x T matrix X'X, and
A= IXF. Under the second set of identification
restrictions, the optimal solution (F, A) is also an
eigenvalue problem associated with the matrix of
XX, which is NxN. That is, A is the matrix of the
first 7 eigenvectors (multiplied by /N ) of the
matrix XX and F = X'A/N (see Connor and
Korajzeyk 1986; Stock and Watson 2002a). The
relationships between the two sets of solutions are
givenby F = FV~"/2 and A = AV'/?, where Vis
an rxr diagonal matrix consisting of the eigen-

values of the matrix zXX". The statistical proper-
ties of F and A are analysed by Bai (2003).

The Number of Factors

The number of factors » can be consistently esti-
mated using the information criterion approach of
Bai and Ng (2002). Let 62(k) denote the sum of
squares residuals (divided by N7) when k factors
are allowed, that is, &(k)” = S([\k,ﬁk)/(TN).
Consider the following criterion

IC(k) = logé (k)* + kg(N,T).

If g(N, T) is such that g(N, T) — 0 and min
[N, Tlg(N, T) — oo, thenP(k =r) — 1, where
k minimizes the information criterion. For exam-
ple, g(N, T)= (N+T) log (NT)/(NT) satisfies
the above condition.

Nonstationary Factor Analysis

When the factor process f; is a vector of I(1) or
integrated processes such that f; = f; | + n,, X;
is nonstationary. Examples include nominal
exchange rates series (see Banerjee et al. 2005).
When the idiosyncratic process e;, is I(0) both A
and F, as well as » can be consistently estimated,



4370

as shown by Bai (2004). Since X, (for all i) share
the same common stochastic trends f;, X, are
cointegrated among themselves.

When the idiosyncratic process e;; is 1(1) for
all 7 such that e; =e; . + eey, there is no
cointegration among the observable X;,. But still,
the common stochastic trends are well defined and
can be estimated consistently up to a rotation, a
striking contrast with a fixed N spurious system.
In a small N system, common stochastic trends
and cointegration are synonymous. A spurious
system has no common trends or at least cannot
be discerned. To see how large N makes a differ-
ence, consider the system in differenced form

AXj = }~;77; + &;

where 7, = Af; and ¢;, = Ae;,. This is a standard
factor model, and 7, can be estimated under large
N and large 7. Recumulating 7), will obtain f; up to
alocation (unless f; = 0) and scale shift. When the
initial observation X;; = )L'-fl + ¢;1 1s included in
estimation, there is only a scale shift in the esti-
mated f;.

The above idea is implemented in Bai and Ng
(2004) for testing panel unit roots. The process X,
will have a unit root if either f; or e;; has a unit root.
The key is to consistently estimate f; and e;, without
knowing a priori their integration orders. Bai and
Ng propose to test separately the nonstationarity
property for the common component and the idio-
syncratic components. This permits us to trace the
source of a nonstationary property arising from a
common or idiosyncratic component.

Moon and Perron (2004) and Phillips and Sul
(2003) propose methods for testing unit roots in
the idiosyncratic errors. Related studies can be
found in the surveys by Breitung and Pesaran
(2008) and Choi (2006).

Diffusion-Index Forecasting

Large-dimensional factor models have proven use-
ful in forecasting macroeconomic variables. Let y,
be the variable to be forecasted, say inflation. Con-
sider the A-period-ahead forecasting equation,

Yevrn = o'w; + ﬂ,fz + &rvn

Factor Models

where w, is a set of observable predictors, such
as the lags of y, and the unemployment rate under
the Philips curve model. Here, f; is not observable,
but it captures the co-movement among a large
number of macroeconomic variables X;, which
links to f; according to (1). Stock and Watson
(2002a, b) suggest that f; be extracted from X;, to
obtain f +» and then use f . In place of f; in the
forecasting equation. This method is referred to as
diffusion index forecasting, which outperforms
many competing methods. Bai and Ng (2006a)
analyse the statistical properties of this method.
A modified diffusion index approach is proposed
in Bai and Ng (2006b). The modified approach
consists of two steps. The first step selects a subset
of X, that is relevant to y, based on certain criteria.
The second step proceeds as the usual diffusion
approach using the selected subset of X, only.

Large Dimensional Covariance Matrix

A large dimensional covariance matrix is useful in
financial risk management and portfolio construc-
tion. For N > T, the sample covariance matrix
S(N x N) as an estimator for X is not full rank.
Thus we consider factor-model based estimator.
For this purpose, we use a demeaned data matrix,
denoted by X. (remove the time series mean for
each series). Note that the sample covariance
matrix is § = ;X X|. Estimate the factor F in
the same manner as above using XQ.XC, then A
=X.F/T,andé = X, — AF'. Given these esti-
mates, a factor-model based covariance matrix is
then defined as

> =aAAN +D

where D is a diagonal matrix with typical
element d; = ﬁz; ¢i(i=1,2,...,N), 0=
T/(T — 1). The diagonal elements of 3 coincide
with the corresponding elements of the sample
covariance matrix S. In essence, ¥ is an estimator
that shrinks the off-diagonal elements of
S towards zero. Also the inverse of this matrix is
quite easy to compute, it is given by

~-1

~ ~ ~N\ —1 -
5 :D*LaD*IA(IrMA’D*IA) A'D T,
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which only requires the inverse of a diagonal
matrix and that of an » x » matrix. Other covari-
ance estimators are discussed by Ledoit and Wolf
(2003, 2004), and Fan et al. (2006).

Dynamic Factor Models
In model (1), the factor process f; is allowed to be a
general dynamic process. However, the relation-
ship between X, and f; is static. A general dynamic
factor model is defined as

Xie = i + (L) 1 + e

where u, are i.i.d. random vectors, and y;(L) =
Z?Ok: 0 94 L* with L being the lag operator. Sar-

gent and Sims (1977), Quah and Sargent (1993)
and Geweke and Singleton (1981) are among the
early researchers who have studied the dynamic
factor models in economics. Identification and
estimation of the general dynamic factor model
is studied by Forni et al. (2000), who extend the
dynamic principal components analysis of
Brillinger (1981) to large N. If v,(L) is a finite
order polynomial such that y;(L)u, = yiou, + - - -
+y;pu,,,, (a finite order moving average) then the
dynamic factor model can be written as a static

factor model by definingf, = (u;, U ,and
/!

-
Ai = (y;O, . ,yﬁp) so that */,»(L)/ut = Af,. The
usual principal components method is still appli-
cable. In general, when the coefficients in y,(L)
decays to zero quickly, v,(L)u, can be approxi-
mated by a finite order moving average.

Relationship with Principal Components
Analysis

Principal components analysis (PCA) seeks linear
combinations of the observable variables that give
rise to maximum variations. The aim is to sum-
marize the data with as few components as possi-
ble without losing too much information. In doing
so0, it imposes no restrictions on the covariance
matrix, as does factor analysis. As such, PCA is a
pure dimension-reduction technique.
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Factor analysis aims to explain the correlations
or co-movements among the observable variables.
It assumes that observable variables are linked
with a small number of unobservable variables
(factors), which are responsible for the correla-
tion. Thus factor analysis is conducted based on
a model. In contrast, PCA can be considered as a
model-absence method.

Factor models can be estimated by the princi-
pal components method. The socalled principal-
factor analysis is an iterated principal components
method (see Mardia et al. 1979). There are three
situations in which the principal components
method (without iteration) will give either identi-
cal or similar results as other factor estimation
methods: (i) the idiosyncratic covariance is a
scalar multiple of an identity matrix, that is,
® = ¢’Iy; (ii) the idiosyncratic error variance is
small, that is, @ is close to zero; (iii) the number of
variables of N is large.

Summary

Factor analysis is a model for correlations, postu-
lating that correlations be induced by a few
unobservable common components. The model
implies a structure on the covariance matrix,
which has far fewer free parameters than
unrestricted covariance matrix. Therefore, factor
models are employed in problems where a reduc-
tion in the number of parameters is desired. Appli-
cations in economics include modelling cross-
sectional correlation, capturing co-movements,
forecasting, panel unit root and cointegration
analysis, as well as financial risk management
and optimal portfolio construction.

See Also

Arbitrage Pricing Theory
Cointegration

Forecasting

Longitudinal Data Analysis
Time Series Analysis

Unit Roots
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Factor Price Equalization (Historical
Trends)

Kevin H. O’Rourke

Abstract

The Heckscher—Ohlin prediction that interna-
tional trade should lead to relative factor prices
converging internationally is one that receives
abundant empirical support for the period that
was the focus of interest for these two econo-
mists, namely the ‘long nineteenth century’. In
labour-abundant regions, wage-rental ratios
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increased, whereas they declined in land-
abundant countries.
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When twenty-first-century undergraduate econo-
mists are taught trade theory, they inevitably
encounter the standard Heckscher—Ohlin trade
theory, which was for many years, and perhaps
still is, the workhorse of international trade theory.
The ‘2 x 2 x 2’ version of the theory which they
first study surely strikes many of them as unreal-
istic in the extreme, with its strong predictions of
factor price equalization, which logically follows
when both countries produce both goods using the
same technology. However, the origins of the
theory lie in the attempts of two Swedish econo-
mists, Eli Heckscher (who was an economic his-
torian) and Bertil Ohlin, to understand the world
around them, and in particular to make sense of
the global economy of the late nineteenth century.
Not surprisingly, perhaps, their theoretical predic-
tions find ample empirical support in the historical
records of that time.
Bertil Ohlin presented the theory as follows:

Australia has a small population and an abundant
supply of land, much of it not very fertile. Land is
consequently cheap and wages high, in relation to
most other countries. It would therefore seem prof-
itable to produce goods requiring large areas of less
fertile land but relatively little labour. Such is the
case, for example, in wool production . . . Similarly,
regions well endowed with technically trained labor
and capital will specialize in industrial production
... Exports from one region to the other will on the
whole consist of goods that are intensive in those
factors with which this region is abundantly endo-
wed and the prices of which are therefore low . . . In
short, commodities that embody large quantities of
particularly scarce factors are imported, and com-
modities intensive in relatively abundant factors are
exported. ... Australia exchanges wool and wheat
for industrial products since the former embody
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much land and little labour while the opposite is
true of industrial products. Australian land is thus
exchanged for European labor. (Flam and Flanders
1991, p. 90)

He then argued that the level of trade integration
helped determine factor prices in both regions:

If, for example, Australia produced its own indus-
trial products rather than importing them from
Europe and America in exchange for agricultural
products, then, on the one hand, the demand for
labor would be greater and wages consequently
higher, and on the other the demand for land, and
therefore rent, lower than at present. At the same
time, in Europe the scarcity of land would be greater
and that of labor less than at present if the countries
of Europe were constrained to produce for them-
selves all their agricultural products instead of
importing some of them from abroad. Thus trade
increases the price of land in Australia and lowers it
in Europe, while tending to keep wages down in
Australia and up in Europe. The tendency, in other
words, is to approach an equalization of the prices
of productive factors. (Flam and Flanders 1991,
pp. 91-92)

Three points should be noted about these quo-
tations. First, Ohlin presented the theory using an
example that seems to lend itself more easily to
formalization via a three-factor, two-good model
(in which land, labour and capital produce agri-
cultural and industrial products) than to formali-
zation via the 2 x 2 framework that is often
associated with Heckscher—Ohlin theory today.
Second, he speaks of a ‘tendency’ to ‘approach
an equalization’ of factor prices, but not of factor
price equality per se. That is, his prediction is that
there would be factor price convergence. Third,
the metaphor that motivated him was one that
reflected the international economy of the late
nineteenth century, in which intercontinental
trade flows for the most part reflected an exchange
of resource-intensive products coming from the
New World, but also from resource-abundant
regions in Asia and Africa, for labour-intensive
(and also capital-intensive) manufactured goods
produced in western Europe and parts of North
America (Findlay and O’Rourke 2007, ch. 7).

The nineteenth century, and particularly the
period from roughly 1840 onwards, offers the per-
fect context in which to study the empirical rele-
vance of such a theory, for it was a period that saw a
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Factor Price Equalization (Historical Trends), Table 1 Freight factors, 1820-1910 (per cent)

Commodity From To Basis | 1820 | 1830
Wheat | Baltic UK Import | 8.0 | 7.1
Wheat | Black Sea | UK Import | 15.5 | 16.3
Wheat | East coast, | UK Import 10.3
USA
Wheat | New York | UK Export
Wheat | New York | UK Import
Wheat | Chicago UK Export
Wheat | South UK Import
America
Wheat |Riodela |UK Import
Plata
Wheat | Australia | UK Import
Coal Britain Genoa Export
Coal Nagasaki | Shanghai Export
Copper | West coast, | UK Import
ore S. America
Guano | West coast, | UK or Import
S. America | European
Continent
Nitrate | West coast, | UK or Import
S. America | European
Continent
Coffee | Brazil UK or Import
European
Continent
Salted |Riodela |UK Import
hides Plata
Wool Riodela |UK Import
Plata

Source: Findlay and O’Rourke (2007, Table 7.2)

dramatic, worldwide decline in transport costs
(O’Rourke and Williamson 1999, ch. 3). For exam-
ple, Knick Harley’s (1988) index of British ocean
freight rates declines by about 70% between 1840
and 1910, after having remained roughly constant
for a century or so. Table 1 presents freight factors
(that is to say, transport costs as a percentage of
either the import or the export price of a commod-
ity) for several commodities and routes, and the
picture which emerges is one of sharply falling
transport costs on many routes. The implication is
that the relative prices of imported goods should
have been steadily declining across continents, as
commodity market integration lowered interconti-
nental price gaps. Furthermore, these declining
transport costs were linking continents with very
different factor endowments, implying that there
should have been scope for trade to have had the

1840 | 1850 | 1860 | 1870 | 1880 | 1890|1900 | 1910
7.2 68 96 45 35| 59 34
150 173 9.2 9.7 110.8 | 6.8

75| 109 &1 8.6 50 82| 32

10.5 6.9
9.4 6.2
33.0| 21.7 133|159 | 74
156 185 | 74
154 6.9
223 126.7 | 15.4
213.1224.5|246.1 | 194.0 | 163.1 |69.7 | 64.5 | 53.8
84.0 |57.0 35.0 |20.0
21.3 7.8
24.9 18.5
34.1 23.0 9.7
5.2 2.0 1.5
3.1 3.8
1.3 1.3

sort of impact on factor prices that Heckscher and
Ohlin said it should.

In this historical context, one key prediction of
the theory is as follows. In labour-abundant
regions, such as the crowded countries of Europe,
declining transport costs should have led to the
relative price of agricultural commodities falling,
as they were imported from land-abundant
regions, and thus to the ratio of wages to land
rents rising. In land-abundant countries, such as
the frontier societies of the New World, declining
transport costs should have led to the rise of rela-
tive price of agricultural commodities, and thus to
a fall in wage-rental ratios. Economic historians
have examined this prediction at great length.
O’Rourke et al. (1996) presented evidence for
seven affluent ‘Atlantic economy’ economies,
while more recently Jeffrey Williamson, in a
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series of papers summarized in Williamson
(2002), has expanded the work to include data
for several developing economies. By and large,
the Heckscher—Ohlin predictions hold good for
the late nineteenth century, both for western
Europe and the New World, and for those Third
World countries that participated in the late
nineteenth-century global economy (O’Rourke
and Williamson 1999, ch. 4; Williamson 2002,
Table 3, p. 73). In land-scarce economies such as
those of Japan, Korea, Taiwan or the United King-
dom, the wage-rental ratio increased substan-
tially; while it fell sharply in land-abundant food
exporting nations and regions such as Argentina,
Uruguay, Burma, Siam, Egypt, the United States,
Canada, Australia and the Punjab (see Table 2).
Of course, the fact that wage—rental ratios were
systematically trending upwards in labour-
abundant economies, and downwards in land-
abundant economies, cannot be taken as proof
that the Heckscher—Ohlin theory was at work, any
more than rising skill premia in many Organisation
for Economic Co-operation and Development
(OECD) economies can be taken as evidence of
factor price equalization today, in 2007. As today’s

Factor Price Equalization (Historical Trends), Table 2

Period 1870-1874 | 1875-1879 | 1880—1884 | 1885-1889
Land-abundant countries or regions

Argentina 580.4 337.1
Australia | 416.2 253 239.1 216.3
Burma

Egypt 196.7 1743 276.6 541.9
Punjab 198.5 147.2 150.8
Siam 4699.1 3908.7 3108.1 2331.6
USA 233.6 195 188.3 182.1
Uruguay | 1112.5 891.3 728.3 400.2
Land-scarce countries

Britain 56.6 61.4 64.9 73.1
Denmark 44.8 43.5 44.8 56.6
France 63.5 62.9 67.3 73.8
Germany 84.4 80 82.3 86
Ireland 51.3 62.2 72.7 86.4
Japan 79.9
Korea

Spain 42.7 55.8 58.6 73
Sweden 43.7 50.7 57.8
Taiwan

Source: Williamson (2002, Tables 3 and 4, pp. 73-74)
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debate about ‘trade and wages’ suggests, other
forces might be at work driving up the ratio of
skilled to unskilled wages in skill-abundant
economies, most notably perhaps technological
change biased in favour of skilled workers.
(Recent contributions to the literature on this con-
troversy include Collins 1998; Feenstra 2000; and
Feenstra and Hanson 2004.) For the late nineteenth
century, both econometrics and simulation exer-
cises indicate that the wage-rental ratio trends
documented in Table 2 were indeed in part due to
Heckscher—Ohlin forces. That is to say, the price of
agricultural products relative to manufactured
products was negatively related to the wage—rental
ratio during this period (O’Rourke and Williamson
1994; 1999; O’Rourke et al. 1996). It is noticeable
that wage—rental ratios increased by less in protec-
tionist economies such as those of France and
Germany than in the free-trading United Kingdom.
Further evidence in favour of this Heckscher—
Ohlin interpretation of nineteenth-century dis-
tributional trends comes from a comparison of
the pre-1800 and nineteenth-century periods
(O’Rourke and Williamson 2005). Before
1800, British land—labour ratios were trending

Wage-rental ratio trends, 1870-1914 (1911 = 100)
1890-1894 | 1895-1899 | 1900-1904 | 1905-1909 | 1910-1914

364.7 311.1 289.8 135.2 84
136.2 147.7 130 97.9 100.6
190.9 189.9 186.8 139.4 106.9
407.5 160.1 166.7 64.4 79.8
108.7 92 99.8 92.4 80.1
1350.8 301.3 173 57.2 109.8
173.5 175 172.4 132.7 101.1
377.2 303.6 233 167.8 117.9
79.1 87.3 91.4 98.1 102.7

66.7 87.9 103.8 99.7 100
80.4 91.8 103.2 106.4 99.8
98 108.2 107.6 104.6 100.2
102.7 122.1 111.2 101.7 94.1
68.6 91.3 96.1 110.4 107.5
102.8 121.9
81.8 85.5 74.9 85.7 86.4
65.3 78.6 87.9 92.5 99.1
68.1 85.2 96.6
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downwards, as population expanded but land sup-
plies remained relatively constant. In a closed
economy setting, this would be expected to lead
to an increase in the relative price of agricultural
commodities, and to a decline in wage—rental
ratios; and this is indeed what happened (Fig. 1,
Panel A). From 1840 onwards, by contrast, rela-
tive agricultural prices stopped rising, and even-
tually started falling, while the wage-rental ratio
stopped falling and started rising (Panel B). This
switch occurred despite an acceleration in British
population growth, and is consistent with a British
economy opening up to trade and becoming more
exposed to the factor price convergence forces
identified by Heckscher and Ohlin

Factor prices were certainly not equalized dur-
ing the late nineteenth century, any more than they
have been equalized today. But they converged
between continents, in precisely the manner
envisaged by Heckscher and Ohlin.

See Also

Cliometrics
Heckscher—Ohlin Trade Theory
International Trade Theory
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Heinz D. Kurz

JEL Classifications
D3

The constraint binding changes in the distributive
variables, in particular the real wage rate (w) and
the rate of profit (), was discovered (though not
consistently demonstrated) by Ricardo: ‘The
greater the portion of the result of labour that is
given to the labourer, the smaller must be the rate
of profits, and vice versa’ (Ricardo 1971, p. 194).
He was thus able to dispel the idea, generated by
Adam Smith’s notion of price as a sum of wages
and profits, that the wage and the rate of profit are
determined independently of each other. Ever
since the inverse relationship between the distrib-
utive variables played an important role in long-
period analysis of both classical and neoclassical
descent. In more recent times it was referred to by
Samuelson (1957), who later dubbed it ‘factor
price frontier’ (cf. Samuelson 1962). Hicks
(1965, p. 140, n.1) objected that this term is unfor-
tunate, since it is the earnings (quasi-rents) of the
(proprietors of) capital goods rather than the rate
of profit which is to be considered the ‘factor
price’ of capital (services). A comprehensive
treatment of the problem under consideration
within a classical framework of the analysis,
including joint production proper, fixed capital
and scarce natural resources, such as land, was
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provided by Sraffa (1960). The relationship is also
known as the ‘wage frontier’ (Hicks 1965), the
‘optimal transformation frontier’ (Bruno 1969)
and the ‘efficiency curve’ (Hicks 1973). The dual-
ity of the w — r relationship and the ¢ — g rela-
tionship, that is, the relationship between the level
of consumption output per worker (c) and the rate
of growth (g) in steady-state capital theory has
been demonstrated by the latter two authors and
in more general terms by Burmeister and Kuga
(1970); for a detailed account, see Craven (1979).
To begin with, suppose for simplicity that there
are only single-product industries with labour
as the only primary input and that only one
(indecomposable) system of production is known
(cf. Sraffa 1960, Part I). Then, with gross outputs of
the different products all measured in physical
terms and made equal to unity by choice of units
and with wages paid at the end of the uniform
production period, we have the price system.

p = (1+r)ap + way, ()

where p is the column vector of normal prices, « is
the square matrix of material inputs, which is
assumed to be productive, and aq is the column
vector of direct labour inputs. Using the consump-
tion basket d as standard of value or numéraire,

dp =1, @

we can derive from (1) and (2) the w — r relation-
ship for system (a, ag)

W= {d[l —(1 —&-r)a]_lao} l 3)

The relationship is illustrated in Fig. 1. Atr =0
the real wage in terms of d is at its maximum
value W; it falls monotonically with increases in
r, approaching zero as r approaches its maximum
value R. (The w — r relationship can be shown to
be a straight line if Sraffa’s Standard commodity
s 1s used as numéraire, where s is a row vector
such that s = (1 + R) sa; cf. Sraffa 1960, chap. IV.)

Let us now assume that several systems are
available for the production of the different com-
modities and that all the production processes
exhibit constant returns to scale. We call the set
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Factor Price Frontier, Fig. 1

of all the alternative methods (or processes) of
production known the technology of the economic
system. From this set a series of alternative tech-
niques can be formed by grouping together these
methods of production, one for each commodity.
Hence there is the question of the choice of tech-
nique. Under competitive conditions this choice
will be exclusively grounded on cheapness, that
is, the criterion of choice is that of cost-
minimization. In the case depicted, it can be
shown that the competitive tendency of entrepre-
neurs to adopt whichever technique is cheapest in
the existing price situation, will for a given w (or,
alternatively, r) lead to the technique yielding the
highest r(w), whereas techniques yielding the
same r(w) for the same w(r) are equiprofitable
and can co-exist (cf. Garegnani 1970, p. 411).
What has just been said is illustrated in Fig. 2. It
is assumed that only three alternative techniques, o
f and y, are available, each of which is represented
by the associated w — r relationship; since w is
always measured in terms of the consumption
basket d, all three relationships can be drawn in
the same diagram. Obviously, technique v is infe-
rior and will not be adopted. Technique o will be
chosen for 0 < w < wy and wy, < w < w,, while
technique dominates at wy < w < wj; there are two
switch points (at w = wy and w = w,, respectively)
at which both techniques are equiprofitable. The
heavy line represents the economy’s w — 7 frontier
(or “factor price frontier’) and is the outer envelope
of the w — r relationships. At a level of the wage
rate w*, for example, technique f will be adopted
giving a rate of profit 7*. (For a discussion of more
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general cases of single production, see Pasinetti
1977, ch. VI, for a reformulation of some results
in capital theory in terms of the so-called ‘dual’
cost and profit functions, see Salvadori and
Steedman 1985; on the maximum number of
switch points between two production systems,
see Bharadwaj 1970.)

Figure 2 shows that the same technique (o) may
be costminimizing at more than one level of the
wage rate (rate of profit) even though other
techniques (here f) dominate at wage rates in
between. The implication of this possibility of the
reswitching of techniques (and of the related possi-
bility of reverse capital deepening) is that the direc-
tion of change of input proportions cannot be
related unambiguously to changes in the distribu-
tive variables. This can be demonstrated by making
use of the duality between the w — rand the c — g
frontier. Denoting the value of net output per labour
unit by y and the value of capital per labour unit by
k, we have in steady- state equilibrium

y=w+rk=c+ gk. “)

Solving for & we get

k=(c=w)/(r—g)

except in golden rule equilibrium (g = r), where
k can be shown to be (minus) the slope of the
golden rule w — r relationship at the going level

&)

of r. In Fig. 3(a) the frontier built of two tech-
niques, o and f3, is depicted. The rate of growth is
fixed at the level g, to which correspond ¢, and c;.
For values of r > g, that is, on the right side of the
golden rule, Fig. 3(b) gives the corresponding
value of k& (r,g). For example, at w technique /8
will be chosen, yielding a rate of profit 7 the
associated capital intensity is given by

tan e = (C/;—I/T/)/(f—g)Z/g.

Figure 3(b) shows that the capital-labour ratio
need not be inversely related to the rate of profit as
neoclassical long-period theory maintained. In
more general terms, it cannot be presumed that
input uses, per unit of output, are related to the
corresponding ‘factor prices’ in the conventional
way (see Metcalfe and Steedman 1972, and
Steedman 1985). This result calls in question the
validity of the traditional demand and supply
approach to the determination of quantities, prices
and income distribution.

The results stated above essentially carry over
to the more general case with fixed capital, pure
joint production and several primary inputs, such
as land and labour of different qualities, provided
the formalization of the problem is appropriately
adapted to the specific case under consideration.
Here it suffices to point out a few additional
aspects of the choice of technique problem.
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With fixed capital there is always such a prob-
lem to be solved. This concerns both the choice
of the system of operation of plant and equip-
ment, that is, for example, whether a single or a
double-shift system is to be adopted; and the
choice of the economic lifetimes of fixed capital
goods. During the capital theory debates of the
1960s and early 1970s attention focussed on the
latter aspect of the use of capital. It was shown
that with decreasing or changing efficiency of the
durable capital good, cost minimization implies
that for a given level of the rate of profit, prema-
ture truncation is advantageous as soon as the
price (book value) of the partly worn out item
becomes negative. While the w — r relationship
for a given truncation may slope upwards over
some range of 7, the w — r frontier consists only
of those parts of the w — r relationships that are
downward-sloping. Moreover, it was demon-
strated that the frontier can display the return of
the same truncation (cf., for example, Hagemann
and Kurz 1976). As to the other aspect of capital
utilization, a similar possibility can be shown to
exist: the return of the same system of operation
of plant and equipment (cf. Kurz 1986). Both
phenomena are of course variants of the
reswitching of techniques.

In systems with pure joint production a choice
of technique is inherent, even where the number
of processes available does not exceed the number
of products. Sraffa’s approach to joint production
is in terms of ‘square’ systems of production, that

is, systems where the number of processes oper-
ated is equal to the number of commodities
(i.e. positively-priced products). However, as
Salvadori (1982) has shown, in such a framework
a cost-minimizing system does not need to exist.
A way out of this impasse may be seen in a
formalization of joint production that is similar
to von Neumann’s. In such a formalization the
free disposal assumption plays a crucial role. It
can be shown that the w — r frontier is downward-
sloping, even though individual w — r relation-
ships may have positive ranges.

See Also

Reswitching of Technique
Sraffian Economics
Two-Sector Models
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Factor Prices in General Equilibrium

Michael Mandler

Abstract

In general equilibrium models with linear or
nonlinear activities, factor prices can be indeter-
minate and agents will have an incentive to
non-competitively manipulate prices even if
they are small relative to the market. The
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indeterminacy cannot occur at generic endow-
ments, but the non-generic endowments where
it does occur will arise endogenously as an
equilibrium outcome when some factors, such
as capital goods, are produced. This endoge-
nous indeterminacy creates a hold-up problem
since investors need not earn the rate of return
that obtains in an intertemporal competitive
equilibrium. Unlike the classical hold-up prob-
lem, factor-price indeterminacy is not attribut-
able to there being few agents or bilateral
monopoly.
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Introduction

At first glance, the Walrasian general equilibrium
model does not offer a theory of factor prices.
Factors are goods supplied by agents to firms
which then use them to produce outputs. In the
general equilibrium model, there is no such class
of goods: one and the same good can simulta-
neously be used as an input by some firms, pro-
duced as an output by other firms, sold by some
consumers, and purchased and consumed by other
Indeed, the general equilibrium
model’s abstraction from the minutiae of how par-
ticular goods are used is one of the theory’s great
advantages. For many of the classical concerns of
the Walrasian tradition — the existence of equilib-
rium, optimality — these details are irrelevant.

consumers.



4382

Even if there is a category of factors that con-
sumers sell and firms buy, it is hard to see any
distinctive properties of these goods. While factor
supply functions can exhibit perverse responses to
price changes, so can output demand functions.
The responses of firms to price changes are better
behaved, and firm factor demands may seem to be
governed by a distinctive principle: a firm’s
demand for a factor diminishes in its own price
while a firm’s supply of an output increases in its
own price. While correct, these two fundamental
rules of producer comparative statics are really
reflections of a single law, as Samuelson (1947)
showed long ago. Suppose in an /-good economy
that a profit-maximizing firm with production set
Y C R chooses y = (31, ..., ;) € Y when facing
prices p = (py,...,pe) and y €Y when facing p.
Since each decision is profit-maximizing, p - y >
p-yandp-y >p-yandhence (p —p)-(§—y)
> 0. If only one price differs at p compared to p,
say the first, then (p, — p,)(¥; — y;) = 0.S0ifp,
> p; theny; > y,.Both of the comparative statics
rules now follow from the appropriate sign restric-
tions on y; and y,: when both are positive we
conclude that the output of good 1 supplied by the
firm must be weakly increasing in its price, while
if both are negative we conclude that the factor
demand for good 1 must be weakly decreasing in its
price (since§, > v, and (3,,3,) < Oimply |5, | < |
yi|)- Tt is tempting to conclude that there is no
special general equilibrium principle of factor
demands, just a specific application that follows
when the sign convention for factors is inserted.

Factor-Price Indeterminacy

The demand for and supply of factors can never-
theless exhibit distinctive properties, although
they are consistent with the generalities pointed
out in the previous section. These properties do
not matter for the most of the classical results of
general equilibrium theory, but they can under-
mine one result, the generic determinacy (local
uniqueness) of equilibria.

The first distinguishing trait of factors is that
sometimes they do not provide any direct utility
and are useful only as inputs in production.

Factor Prices in General Equilibrium

Consumers will supply to the market their entire
endowment of such ‘pure’ factors and hence
supply will be inelastic with respect to price
changes. As we will see, what matters is local
unresponsiveness to prices. Perhaps when a factor
such as iron ore is sufficiently cheap in terms of
consumption goods consumers will find some
direct use for it and hence have an excess demand
that locally varies as a function of prices. But
above some minimum price, consumers will not
consume any iron ore and in this range con-
sumers’ excess demand will be inelastic. Second,
technology can restrict the number of ways in
which factors can be productively combined.
The extreme case occurs with fixed coefficients —
the Leontiev production function — where to pro-
duce one unit of a good just one combination of
factors will do. More flexible is the linear activi-
ties model where finitely many constant-return-to-
scale techniques are available to produce one or
more goods. Factors then may be combined in
various configurations but some factor propor-
tions cannot be used productively (that is, without
disposing of some of the factors). Nonlinear activ-
ities are qualitatively similar but do not require
constant returns to scale. In all these cases, pro-
duction sets have a kinked rather than smooth
(differentiable) surface. Consequently factor
prices can be adjusted at least slightly from one
equilibrium configuration without changing the
quantity of factors that profit-maximizing pro-
ducers will demand when producing a given
quantity of output (or vector of outputs). In the
Leontiev case, picture the multiple price lines that
can support the model’s L-shaped isoquants. Of
course, production sets do not have to exhibit
kinks; for example, they will be smooth when
each output is a differentiable function of factor
inputs. Any change in relative factor prices will
then lead to a change in factor demand.

Factors of production thus are distinctive in
that both demand and supply can be unresponsive
to certain types of price changes. Factor demand
and supply do not have to display this
unresponsiveness, but under plausible circum-
stances permitted by the general equilibrium
model they will. Inelastic factor demand and sup-
ply in turn can lead to an indeterminacy of factor
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prices. For a simple example, suppose an econ-
omy has one consumption good, produced by a
single linear activity that requires a; units of one
factor and a, units of a second factor to yield one
unit of output. Set the price of consumption equal
to 1, let w; and w, be the two factor prices, let the
endowments of the two inelastically supplied fac-
tors be e; > 0 and e, > 0, and let y be the sole
activity usage level. An equilibrium (w;. wy, »)
> 0 where the consumption good is produced and
has a positive price must satisfy three conditions:
(1) aywy + ayw, = 1 (the activity breaks even),
(i) ay < e, for i = 1, 2 (market-clearing for
factors), and (iii) @,y < e;, = w; =0 fori =1, 2
(factors in excess supply have a 0 price). On the
assumption that the demand for output equals
factor income, which is a form of Walras’s law,
(i)—(iii) imply that the market for output clears.
Evidently equilibrium must satisfy y = min[e,/a;,
ey/a>]. By (iii), the two factors will both have a
strictly positive price only if

(3] )
aj a

, ey

in which case any w = (w, w) > 0 that satisfies
(1) will be an equilibrium w: indeterminacy there-
fore obtains when (1) holds. We defer for a little
while the question of whether this knife-edge
condition is likely to be satisfied.

Fixed coefficients and inelastic factor supply
do not always lead to indeterminate factor prices.
Prior to the invention of the differentiable pro-
duction function and for a while thereafter, the
standard cure for factor-price indeterminacy was
to argue that, even if each industry uses factors in
fixed proportions, those proportions will differ
across industries; variations in factor prices will
then lead to changes in relative output prices, and
thus to changes in output demand that feedback
to changes in factor demand (Cassel 1924;
Wieser 1927). Substitution in consumption can
thereby play the same equilibrating role as the
technological substitution of inputs in produc-
tion. For the simplest example, suppose we sup-
plement the above single-sector economy with a
new sector that uses b, units of the first factor and
b, units of the second factor to produce one unit
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of a second consumption good. If we keep the
price of the first consumption good equal to
1, and let p, be the price of the second consump-
tion good, then when both activities break even
the equalities
apwy +awy, =1, bywi +bywy =p,

must be satisfied. As long as a;/a, # b,/b,, it will
not be possible to adjust w without also changing
the relative price of the consumption goods pj,.
When w,/w, increases, the consumption good that
uses factor 1 more intensively will rise in price,
presumably diminishing demand for that good
and thus diminishing the demand for factor
1. Even if demand for consumption is a perverse
function of prices, this two output-two factor
model will still typically have determinate prices
as long as both activities break even.

A general linear activity analysis model will
clarify when the determinate and indeterminate
cases arise. The linearity of the activities serves
only to simplify the model’s equilibrium condi-
tions. There will be two types of goods: factors,
which give no utility and are inelastically sup-
plied, and consumption goods, which do give
utility. Despite their name, consumption goods
can be used as inputs and nonproducible but
they must provide utility to some agents. We
now adopt the standard sign convention and
define an activity to be a vector, with as many
coordinates as there are commodities, whose pos-
itive coordinates give the quantities of goods pro-
duced and negative coordinates give the quantities
of goods used when the activity is operated at the
unit level. In equilibrium the excess demand for
each good must be non-positive, each good in
excess supply must have a 0 price, each activity
must earn non-positive profits, and each activity
in use must earn 0 profits. Since determinacy and
indeterminacy are purely local events, a search for
equilibrium prices and activity near a reference
equilibrium can ignore the ‘slack’ equilibrium
conditions, the market-clearing condition for any
good in excess supply and the no-positive-profits
condition for any activity that either makes strictly
negative profits or utilizes and produces only
goods in excess supply: for small adjustments of
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prices and activity levels, the excluded goods will
remain in excess supply and the excluded activi-
ties will continue to make negative profits or con-
tinue to use and produce only goods in excess
supply (and hence continue to break even). Call
any good not in excess supply and any activity
that breaks even and that uses or produces at least
one good not in excess supply ‘operative’. Given
some reference equilibrium with ¢ operative
consumption goods, m operative factors, and
n operative activities, let 4 be the (¢ + m) x
n activity analysis matrix whose rows and col-
umns correspond to the operative goods and activ-
ities, let y be the n-vector of operative activity
levels, let p be the ¢-vector of prices for the oper-
ative consumption goods, let w be the m-vector of
prices for the operative factors, let z(p, w) be the
excess demand function for the operative con-
sumption goods, which we assume is homoge-
neous of degree 0 in (p, w), and finally let e be
the m-vector of inelastic supplies of the operative
factors. Walras’s law then states that p - z(p, w)
= w - e. Equilibria (p, w, y) > 0 are locally
characterized by the equalities
(z(p,w), —e) =Ay, (p,w)A=0. (2)
(All vectors are column vectors and ’ denotes
transposition.) Bear in mind that the market-
clearing and no-positive-profit inequalities
excluded from (2) vary by equilibrium; the activ-
ities and goods operative in one equilibrium need
not be operative in another. We assume henceforth
that, at any equilibirum, each of the operative
activities is used at a strictly positive level and
that each operative good has a strictly positive
price, (p, w, y) » 0. As usual, the homogeneity of
demand allows us to set one of the positively
priced goods to be the numéraire and Walras’s
law implies that one of market-clearing conditions
is redundant. So we set the price of the first con-
sumption good not in excess supply to equal 1 and
put aside the market-clearing condition for this
good. Letting Z(p, w) denote z (p, w) without the
first coordinate, A denote 4 without the first row,
and p denote p with the first coordinate set equal to
1, (2) can be written

Factor Prices in General Equilibrium

(z(p,w), —e) = Ay )

(p.w)'A=0. 4)

Any small change in (p,w,y) that satisfies (3)
and (4) will then continue be an equilibrium: the
variables (p,w,y) will remain positive, all
excluded goods will remain in excess supply,
and all excluded activities will continue to make
negative profits or continue to use and produce
only goods in excess supply.

The most conspicuous case of factor-price
indeterminacy occurs when m > n, that is, when
there are more operative factors than operative
activities. If, beginning at some reference equilib-
rium, we fix y at its equilibrium value, then as
(p,w) varies the market-clearing conditions for
factors in (3) will continue to be satisfied. But the
remaining equilibrium conditions — (4) and the
market-clearing conditions for consumption
goods in (3) — comprise n + ¢ — 1 equations in
the £ — 1 + m variables (p, w). Hence, if m > n and
as long these remaining equilibrium conditions
satisfy a rank condition, which allows the implicit
function theorem to be applied, indeterminacy
will occur. The economy considered earlier
where two factors are used by one activity qual-
ifies as an example of the m > n type of indeter-
minacy, while the economy where two factors are
used to produce two goods does not.

A slight variation of this argument applies to a
subset of factors. Suppose thats of the m operative
factors are used by only 7 of the n operative
activities, and that 7 > /i. Thus the remaining n
—n operative activities have 0 entries in the rows
of A that correspond to these 71 factors. If we fix
the 71 coordinates of y for the activities that do use
these i factors, then, as the remaining endogenous
variables (the other n — 7 activity levels, p, and w)
change, the market-clearing conditions for the 71
factors will continue to be satisfied. Moreover, the
number of remaining endogenous variables is 7
—n + ¢ — 1 + m while the number of remaining
equilibrium conditions is¢ — 1 + m — 1 + n. The
difference between the number of remaining vari-
ables and remaining equilibrium conditions is
therefore 7,1 — 72 and so there are more variables
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than equilibrium conditions. Indeterminacy there-
fore obtains (again, given a rank condition).

Factor-price indeterminacy, whether for an
economy as a whole or for a subset of an
economy’s factors, depends critically on produc-
tion sets that exhibit kinks. By fixing a set of
activity levels, the above indeterminacy argument
fixes a vector of factor demands and finds a mul-
tiplicity of prices at which firms will demand
exactly those quantities. If the aggregate produc-
tion set were smooth, a fixed vector of firm factor
demands would be supported by only one vector
of relative factor prices.

Factor-price indeterminacy brings dramatic
behavioural consequences: agents have a strong
incentive to manipulate factor prices and hence
markets cannot function competitively. In the two
factor—one activity example, where the endow-
ments satisfy (1), the tiniest withdrawal of either
factor i = 1 or i = 2 from the market will lead the
other factor to be in excess supply and have price
0 and hence cause factor i’s price to jump to 1/a;.
No matter how small an owner of factor i is as a
proportion of the market, it will be in his or her
interest to remove a small amount of i from the
market. Agents therefore will not behave like price-
takers. When more activities are present, the jump
in factor prices need not be as large, but a jump will
still occur for an arbitrarily small withdrawal of a
factor, and hence the incentive to manipulate will
remain. The distinctive mathematical feature of
factor-price indeterminacy that drives this conclu-
sion is that the equilibrium correspondence fails to
be lower hemicontinuous. (The equilibrium corre-
spondence is the correspondence from the param-
eters of the model, such as the endowments e, to the
endogenous variables (p,w,y)) When the endow-
ments of factors lead to an indeterminate equilib-
rium, it will usually be impossible at nearby
endowment levels to find equilibrium prices near
to the prices of the indeterminate equilibrium.
Other varieties of indeterminacy in the general
equilibrium model, such as the indeterminacy of
the overlapping generations model, do not suffer
from such a failure of lower hemicontinuity and
therefore do not invite market manipulation (see
Mandler 2002).
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The Emergence of Factor-Price
Indeterminacy Through Time

We saw in the two factor—one activity example that
indeterminacy occurs only if a knife-edge condi-
tion on endowments is satisfied. This observation
applies to the broader species of factor-price inde-
terminacy as well. Suppose again that at some
reference equilibrium 1 operative factors are
used by 71 < m operative activities, let ¢ be the
endowments of these /72 factors, let y be the activity
levels for the 7 activities, and let A be the 7 x 7
submatrix of 4 formed by the rows for the 7 factors
and the columns for the 71 activities. Then Ay = e.
But since A has more rows than columns, for
almost every value of e, Aj} = ¢ will have no
solution. Hence, for most levels of an economy’s
endowments, there will be no equilibrium at which
m operative factors are used by fewer than m
operative activities. While the failure in these
so-called generic cases of the indeterminacy argu-
ments we have given does not show that equilibria
are generically locally unique, the literature on
regular economies (see in particular Mas-Colell
1975, 1985; Kehoe 1980, 1982) has shown that,
for generic endowments and preferences, general
equilibrium models with linear or nonlinear pro-
duction activities do have locally unique equilibria.

The determinacy gst, however, does not end
here. An economy’s endowments of produced
inputs — capital goods — are in any long-term
view endogenous variables not parameters. Con-
sequently, even though factor-price indeterminacy
does not arise for generic endowments, it is con-
ceivable that those special endowments that lead
to indeterminacy will systematically arise as the
equilibrium activity of an economy unfolds
through time. To see that this can indeed happen,
we partition an intertemporal economy’s dates
into two periods, a first period where goods are
either consumed or invested in the production of
factors, and a second period where the factors
produced by first-period activities and natural
endowments are used to create consumption
goods (possibly also with the aid of intermediate
inputs produced within the second period). To test
whether the nongeneric factor endowments that
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lead to indeterminacy are likely to appear, we
consider intertemporal economies where the
endogenous equilibrium production of second-
period factors leads the total stock of these factors
to assume the nongeneric values where indetermi-
nacy arises. If this endogenous second-period
indeterminacy obtains for a robust family of equi-
libria (the equilibria of a nonempty open set of
economies), then sequential indeterminacy occurs
(Mandler 1995).

In the Arrow—Debreu view of an intertemporal
economy, agents trade just once at the beginning of
economic time; after these initial contracts are
signed, no further trade occurs, goods are just
delivered. To allow for trade at multiple dates,
and thus give indeterminacy in later time periods
a chance to appear, we assume instead that agents
transfer wealth between periods by borrowing or
lending assets. Agents then will typically trade
every period, and the economies that appear in
later periods will have endowments that are endog-
enously determined by trade in the initial periods.
Moreover any indeterminacy of prices in later
periods will change the quantities of goods
exchanged and hence change agents’ utilities. In
our setting, with just two periods, we can let the
activities that produce second-period factors serve
as assets: agents in the first period will buy or sell
rights to the outputs of the activities that produce
the second-period factors and then in the second
period receive or deliver the second-period factors
they contracted for in the first period and use their
income to trade for consumption. The allocation
achieved by a two-period Arrow—Debreu inter-
temporal equilibrium will occur in an equilibrium
with two sequential periods of trade if («) agents in
the first period unanimously anticipate a second-
period price vector, (b) given those expectations,
goods and asset markets in the first period clear,
and (c) given asset deliveries, second-period
markets clear at the anticipated prices. We omit
the routine details of how to decompose an
intertemporal equilibrium into a sequential-trading
equilibrium (see Radner 1972) and will just write
one equilibrium condition explicitly, the market-
clearing equality for second-period factors.

As usual, we consider some reference equilib-
rium and ignore those goods in excess supply and
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those activities that make strictly negative profits
or that use and produce only goods in excess
supply. If there are k operative goods in period
1, and ¢ operative consumption goods and
m operative factors in period 2, the activity anal-
ysis matrix for the operative goods and activities
takes the form

A O k
A= 0 Aan 12
Afl Afz m

where the subscript ¢ or f indicates whether the
rows are for consumption goods or factors and the
subscript 1 or 2 indicates the time activities begin
operation. Since presumably the second-period
factors are the outputs of time 1 activities and
the inputs of time 2 activities, it makes sense to
suppose As; > 0 and 4y, < 0. If we let y; denote
the activity levels for operative activities that
begin in period i and e the endowment of opera-
tive second-period factors, the market-clearing
equality for operative second-period factors is

Ar1y; +Apy, +e=0. 5)

In the background lie the remaining equilib-
rium conditions: market-clearing conditions for
excess-supply factors and for all consumption
goods, and nonpositive profit conditions for
activities.

Consider the restrictions that (5) places on the
number of operative factors. If the number of
operative activities in the two periods that produce
or use the m operative second-period factors is
less than m, then, for almost every e, (5) will
have no solution y = (v, y2) > 0. Similarly if
there is a subset of /m operative second-period
factors where the number of operative activities
in the two periods that produce or use these factors
is less than 7, then again (5) will usually have no
solution. We may therefore dismiss these cases as
unlikely, in line with the literature on regular econ-
omies. In the remaining cases, where for each
subset of M operative second-period factors the
number of operative activities in the two periods
that produce or use these factors is greater than or
equal to /1, then (5) can have a solution y > 0 fora
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robust (open) choice of endowment levels e. Butin
these latter cases it could well be that some subset
of operative second-period factors — say the entire
set of all m of these factors — is used by fewer than
m operative second-period activities. For an exam-
ple, let m = 2, suppose that the first factor has no
endowment but is produced by an activity with
factor output coefficient ¢; while the second factor
has a positive endowment in the second period and
is not produced. In the second period, both factors
are used by one activity with factor usage coeffi-
cients a; and a,. Then (5) consists of the two
equalities

e+, =0 ®)
ary, + ey =0.

Evidently if a; < 0, a, < 0, ¢ > 0, and
e; > 0, then a solution y >> 0 to (6) exists and is
robust: for a small variation in the production coef-
ficients or the endowment, a solution y > 0 will
continue to exist. In this equilibrium, factor 2 is
produced in just the quantity necessary to ensure
that neither factor 1 nor factor 2 is in excess supply.
For a second example, suppose that factor 2 is
produced as well and also has no endowment,
and let y;; denote the usage level of the activity
that produces factor i. Then (6) is replaced by
ciyn t aiy, = 0 and coy15 + @y, = 0. Now effi-
ciency and hence equilibrium will usually require
that the two factors are produced in quantities that
leave neither in excess supply in period 2; if, say,
factor 1 were in excess supply and if y;; could be
lowered, thereby increasing the output of some
first-period consumption good, an inefficiency
would exist, which is impossible in equilibrium.

Once agents arrive at period 2, they trade again
but now the factor outputs produced by the activ-
ities that began in period 1 are exogenously given.
So in the example given by (6) the endowment of
factor 1 in period 2 equals c¢;y; and one may
readily check that this quantity along with e, of
factor 2 satisfies the knife-edge condition (1).
Thus, despite seeming to be unlikely at a given
point in time, the endowments that lead to inde-
terminacy can endogenously arise.

Intertemporal general equilibrium economies
therefore can be sequentially indeterminate.

4387

Moreover, factor-price indeterminacy is typically
the only source of endogenous indeterminacy. Let
us call the equilibria that occur in the later periods
of operation of a sequential-trading equilibrium
and that confirm the expectations formed in the
initial period ‘continuation equilibria’. A contin-
uation equilibrium is indeterminate if it sits amid a
continuum of other (usually non-continuation)
equilibria.

Sequential indeterminacy th (Mandler 1995).
For a generic set of intertemporal economies with
linear activities, a continuation equilibrium is
indeterminate at some date ¢ if and only if there
is a set of m operative factors appearing at ¢ or later
that are used or produced by fewer than 7 oper-
ative activities that begin at # or later.

In contrast, when production sets are smooth,
endogenous endowments do not lead to indeter-
minacy; typically continuation equilibria are
locally unique (Mandler 1997).

Factor Price Indeterminacy
and the Hold-Up Problem

The endogenous factor-price indeterminacy of the
previous section is not an indeterminacy of the
equilibria of the entire intertemporal economy or
of the corresponding sequential-trading equilibria.
As long as the non-produced endowments of every
period of an intertemporal economy avoid certain
nongeneric values, and barring flukes in prefer-
ence or technology coefficients, only a finite num-
ber of intertemporal equilibria will exist. It follows
that in a two-period model that displays sequential
indeterminacy, almost all of the infinite multiplic-
ity of equilibria of the second-period economy
could not form part of a two-period sequential-
trading equilibrium: if the prices of almost any of
the second-period equilibria were anticipated in
period 1, they would be inconsistent with market
clearing. Specifically, if anticipated second-period
prices were to vary slightly from the values that
hold in a sequential-trading equilibrium, then
either assets would no longer share the same rate
of return or the common rate of return on assets
would change, and hence typically markets would
not clear. But bygones are bygones: once period
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1 is past, even the second-period equilibria that
violate the requirements of an intertemporal equi-
librium are equilibria nonetheless when the econ-
omy arrives at its second period.

Moreover second-period indeterminacy will
prevent sequential-trading equilibria from pro-
ceeding smoothly through time: they will be vir-
tually certain to unravel. Since factor prices are
indeterminate in the second period, rational agents
will predict that an investment in an activity pro-
ducing a second-period factor will not except by
chance earn the rate of return anticipated in the
first period of a sequential-trading equilibrium.
Investments will therefore differ from their
Walrasian levels. The predictions of the general
equilibrium model thus become untenable when
agents trade repeatedly through time and factor-
price indeterminacy is present, even though all the
classical presuppositions of the model — price-
taking agents, no distortions and so on — obtain.

The inability of second-period markets to
ensure that assets earn the rate of return necessary
for efficiency amounts to a hold-up problem, but
the cause of the problem differs from the conven-
tional diagnosis. In the classical hold-up problem,
the owners of two complementary factors Nash
bargain over the revenue they jointly earn; hence,
if the owner of one of the factors invests to
improve the quality of his factor, the owner
recoups only a fraction of the increment to reve-
nue, and consequently investment is inefficiently
low (Hart 1995). The problem, it would seem, is
that the factor owners form a bilateral monopoly
and cannot purchase each other’s services on a
competitive market. What we have seen, however,
is that a hold-up problem can arise with perfectly
competitive markets. Even if factor owners can
purchase all complementary factors on competi-
tive markets, factor-price indeterminacy can pre-
vent investments in factors from earning the rate
of return required in intertemporal equilibrium
(and hence the rate necessary for efficiency): an
unguided market has no means to select from the
continuum of equilibrium factor prices the spe-
cific prices that deliver intertemporal efficiency.
Factor markets moreover will not operate compet-
itively in the presence of factor-price indetermi-
nacy, which is another cause for the rate of return
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to deviate from its competitive equilibrium value.
For both reasons, the efficient Walrasian levels of
investment need not occur.

Just as in the classical hold-up problem, long-
term contracts can mitigate the troubles that factor-
price indeterminacy brings. If labour is among the
factors in an economy displaying factor-price inde-
terminacy, then a labour contract may be able to
force trading at prices that allow intertemporal effi-
ciency and prevent labourers or capital goods
owners from manipulating factor prices by with-
drawing their services from the market. Of course,
as in the classical hold-up problem, the incomplete-
ness of contracts may hamper the ability of this
solution to deliver first-best efficiency. Alterna-
tively, when a set of complementary factors dis-
plays factor-price indeterminacy and consists
solely of produced goods, then a bundling of the
complementary factors in an asset portfolio — that is,
in a ‘firm’ — can eliminate the incentive to manipu-
late prices. From the vantage point of factor-price
indeterminacy, unions and labour contracts and the
firm as an institution emerge as devices to enforce
competitive equilibria, not as consequences of
imperfect competition in factor markets.

Conclusion: Factor-Price Indeterminacy
Past and Present

Prior to the Arrow—Debreu transformation of
general-equilibrium theory, economists were
well aware that linear activities could lead to an
indeterminacy of factor prices. The problem was
considered from a long-run perspective: a change
in a factor price was presumed to persist for many
periods, and, although such a change might not
lead to an instantaneous change in either the sup-
ply or demand for the factor, arguments were
deployed for why demand and supply responses
would eventually kick in. For example, in
response to a wage increase, although existing
capital equipment might have fixed labour
requirements, newly constructed capital equip-
ment could be built to use labour less intensively.
In addition, a wage increase would eventually
lead the price of labour-intensive consumption
goods to rise, diminishing the demand for these
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goods and therefore ultimately for labour as well.
This effect does not operate immediately since a
wage increase will lead to an offsetting fall in
the prices of existing stocks of complementary
capital inputs. But the prices of newly produced
capital inputs are constrained by break-even
requirements; hence, given enough time, the
prices of labour-intensive consumption goods
will increase. (Robertson 1931, and Hicks 1932,
offered the most detailed long-run theories. See
Mandler 1999, ch. 2.) Although pre-modern
explanations of factor prices faced the indetermi-
nacy problem explicitly, and marshalled a rich
array of counter-arguments for why the problem
normally will not be severe, the long-run perspec-
tive had its drawbacks: the attention to persistent
changes in factor prices masked an inability
to explain why factor prices cannot temporarily
change. The older long-run theories simply
assumed that, in the absence of demand or supply
shocks, factor prices will be maintained at their
long-run equilibrium values. This presumption
amounts to a rudimentary version of the rule that
in an intertemporal equilibrium prices should ful-
fill the expectations that agents formed in earlier
periods. As we have seen, the market mechanism
will not enforce this rule; a supplementary theory
of contracts and institutions is necessary. The
Arrow—Debreu treatment of factors (and other
goods) at different dates as fully distinct goods
naturally raises the question of whether prices can
deviate from previously anticipated values even in
the absence of shocks, and curiously, therefore,
the Arrow—Debreu account of markets points to
the need for a theory of non-market institutions.
Unfortunately, the Arrow—Debreu tradition also
took the model of trading at a single point in
time as its benchmark. It is only with the combi-
nation of goods rigorously distinguished by date,
sequential trading, and production sets with kinks
that factor-price indeterminacy will appear.

See Also
Determinacy and Indeterminacy of Equilibria

General Equilibrium
Hold-Up Problem
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Fair Allocation

William Thomson

Abstract
We survey the theory of equity in a variety of
concretely  specified resource allocation

models: classical economies with private
goods, economies with production, economies
with indivisible goods, when monetary com-
pensations are feasible and when they are not,
economies with single-peaked preferences,
and economies in which the dividend is a
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non-homogeneous continuum. We present the
central fairness punctual notions, no-envy,
egalitarian-equivalence, concepts of equal or
equivalent opportunities and the relational
principles of monotonicity and consistency.

Keywords

Consistency; Convexity; Efficient allocation;
Egalitarian-equivalent allocation; Envy-free
allocation; Equality of opportunity; Fair allo-
cation; Indivisible goods; Monotonicity;
Shapley value; Single-peaked preferences;
Solidarity

JEL Classifications
D2

We survey the theory of equity in concretely spec-
ified economic environments. The literature con-
cerns the existence of allocation rules satisfying
various requirements of fairness expressed in
terms of resources and opportunities understood
in their physical sense (and not in terms of abstract
entities such as utilities or functionings). For lack
of space, we often give only representative refer-
ences. Detailed treatments of the subject are
Young (1994), Brams and Taylor (1996), Moulin
(1995, 2003), and Thomson (1995b, 2006c¢).

Concepts

We introduce concepts central to the classical
problem of fair division. These have much
broader applicability, but for other models they
sometimes have to be reformulated. Also, as
models vary in their mathematical structures, the
implications of a given concept may differ signif-
icantly from one to the other.

In an economy, there is a social endowment of
resources to be distributed among a group of
agents who are collectively entitled to them. For
what we call a classical problem of fair division,
the resources are infinitely divisible private goods,
and preferences are continuous, usually mono-
tonic (sometimes strictly so), and convex. In an
economy with individual endowments, each agent
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starts out with a share of society’s resources; the
issue in this case is to redistribute endowments.
In a generalized economy, some resources are
initially owned collectively and others are indi-
vidual endowments (Thomson 1992; Dagan
1995). A solution associates with each economy
a non-empty subset of its set of feasible alloca-
tions. A rule is a single-valued solution.

An axiomatic study begins with the formula-
tion of requirements on solutions (or rules). Their
logical relations are clarified and their implica-
tions, when imposed in various combinations,
are explored. For each combination of the require-
ments, do solutions exist that satisfy all of them?
If the answer is ‘yes’, can one characterize the
class of admissible solutions?

A punctual requirement applies to each econ-
omy separately. The main question then is the
existence, for each economy in the domain under
consideration, of allocations satisfying the
requirement. First are bounds on welfares defined
agent-by-agent, in an intra-personal way. Some
are lower bounds, offering agents welfare guaran-
tees. Others are upper bounds, specifying ceilings
on their welfares. An allocation satisfies
no-domination of, or by, equal division, if no
agent receives a bundle that contains at least as
much as an equal share of the social endowment
of each good, and more than an equal share of the
social endowment of at least one good, or a bundle
that contains at most as much as an equal share of
the social endowment of each good, and less than
an equal share of the social endowment of at least
one good (Thomson 1995b). It satisfies the equal-
division lower bound if each agent finds his bun-
dle at least as desirable as equal division (Kolm
1972; Pazner 1977; and many others).

Second are requirements based on interper-
sonal comparisons of bundles, or more generally,
‘opportunities’, involving exchanges of, or other
operations performed on, these objects. An allo-
cation satisfies no domination across agents if no
agent receives at least as much of all goods as, and
more of at least one good than, some other agent
(Thomson 1983a). It satisfies no-envy if each
agent finds his bundle at least as desirable as that
of each other agent (Foley 1967; Kolm 1973,
proposes a definition that encompasses many



Fair Allocation

variants of the concept). The final definition
is quite different in spirit: an allocation is
egalitarian-equivalent if there is a reference bun-
dle that each agent finds indifferent to his own
bundle (Pazner and Schmeidler 1978). Given a
direction » in commodity space, it is r-egalitarian-
equivalent if it is egalitarian-equivalent with a
reference bundle proportional to ». Of particular
interest is when 7 is the social endowment.

A relational requirement prescribes how a rule
should respond to changes in some parameter(s) of
the economy. The idea of solidarity is central: if the
environment changes, and whether or not the
change is desirable, but no one in particular is
responsible for the change, that is, no one deserves
any credit or blame for it (or no one in a particular
group of agents is responsible for the change), the
welfares of all agents (or all agents in this particular
group), should be affected in the same direction: all
‘relevant’ agents should end up at least as well off
as they were initially, or they should all end up at
most as well off. In implementing this idea, the
focus is usually on a particular parameter. When
the parameter belongs to a space that has an order
structure, as is frequent, one can speak of the
parameter being given a ‘greater’ or ‘smaller’
value in that order. Then, together with efficiency,
the solidarity idea often implies a specific direction
in which welfares should be affected: when a
Pareto improvement is possible, all relevant agents
should end up at least as well off as they were
initially; otherwise, all should end up at most as
well off. Thus, solidarity takes the form of a ‘mono-
tonicity’ requirement. Examples are resource
monotonicity: if the social endowment increases,
all agents should end up at least as well off as they
were initially (Thomson 1978; Roemer 1986a, b;
Chun and Thomson 1988); technology monotonic-
ity, a similar requirement when technology expands
(Roemer 1986a; Moulin and Roemer 1989); pop-
ulation monotonicity: if population expands, all
agents initially present should end up at most as
well off as they were initially (Thomson 1983b;
Chichilnisky and Thomson 1987; for a survey, see
Thomson 2006a).

When the parameter that varies does not belong
to a space equipped with an order structure, soli-
darity retains its general form. For example, welfare
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domination under preference replacement says that
if the preferences of some agents change, all agents
whose preferences have not changed should end up
at least as well off as they were initially, or that all
should all end up at most as well off (Moulin
1987b; for a survey, see Thomson 1999). Whether
or not the parameter belongs to a space with an
order structure, one can imagine simply replacing
the initial value taken by the parameter with another
value (to which, if there is an order, it may or may
not be comparable in the order), and still require
that the welfares of all relevant agents should be
affected in the same direction.

Another application of the idea is to situations
where some agents leave with the resources
assigned to them. The requirement that the wel-
fares of all remaining agents should be affected in
the same direction, when imposed on efficient
rules, often means that these agents should be
assigned the same bundles as initially. It can be
expressed more simply as consistency: given an
allocation chosen by a solution for some econ-
omy, let us imagine the departure of some agents
with their components of it. In the resulting
‘reduced economy’, the remaining agents should
receive the same bundles as initially (for a survey,
see Thomson 2006Db).

Requirements relative to private endowments,
when such exist, may be imposed on rules. For
instance, the individual-endowments lower bound
is the punctual requirement that each agent should
end up with a bundle that he finds at least as
desirable as his endowment; individual-endowment
monotonicity is the relational requirement that if an
agent’s endowment increases, he should end up
with a bundle that he finds at least as desirable as
the one he got initially (Aumann and Peleg 1974).

Logical relations; existence. Under standard
assumptions, efficient allocations meeting the
equal-division lower bound exist, and so do
envy-free and efficient allocations. If preferences
are strictly monotonic, no envy implies
no-domination. An allocation meeting the equal-
division lower bound is not necessarily envy-free.
Equal-division Walrasian allocations are both
envy-free and efficient, and under standard
assumptions, they exist. In an economy with an
infinite population of agents modelled as a
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continuum, and if preferences are sufficiently
diverse, a partial converse holds: if an allocation
is envy-free and efficient, it is an equal-income
Walrasian allocation (Varian 1974; Kleinberg
1980; Champsaur and Laroque 1981; Mas-Colell
1987; Zhou 1992). If preferences are not convex,
the existence of envy-free and efficient allocations
can be derived from certain assumptions about the
structure of the efficient set itself (Varian 1974;
Svensson 1983a, 1994b; Diamantaras 1992). In
the absence of such assumptions, efficient alloca-
tions satisfying no envy, even no domination, may
not exist (Maniquet 1999).

An egalitarian-equivalent and efficient alloca-
tion may violate no domination. When |N| > 2,
and if the reference bundle is proportional to the
social endowment, then obviously the equal-
division lower bound is met, although not no
domination. In fact, for some economies, all
egalitarian-equivalent and efficient allocations
violate no domination (Daniel 1978). An equal-
division Walrasian allocation may not be
egalitarian-equivalent.

The existence of r-egalitarian-equivalent and
efficient allocations holds under weak assump-
tions (Pazner and Schmeidler 1978; Sprumont
and Zhou 1999, offer a proof for economies with
a continuum of agents).

Variants: extensions. Some solutions are based
on comparing across agents the number of agents
whom each agent envies and the number of agents
who envy him. Envy is balanced if, for each
agent, these two numbers are equal (Daniel
1975). The existence of allocations with balanced
envy holds more generally than is common for
other concepts. Other natural ideas are to require
of an allocation that all agents should envy the
same number of agents, or that all agents should
be envied by the same number of agents. But
neither definition will do, as soon as efficiency is
imposed, because in any economy whose set of
feasible allocations is closed under permutations,
at an efficient allocation, at least one agent envies
no one, and at least one agent is envied by no one
(Varian 1974; Feldman and Kirman 1974).

Selections. When envy-free allocations exist,
there may be a large number of them and the
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question of selection arises. A variety of pro-
posals have been made. Some are based on quan-
tifying the extent to which the no envy
constraints are exceeded. Conversely, when
envy-free allocations do not exist, the extent to
which they are violated can also be measured.
Measures based on counts of envy relations, or
on the adjustments in commodity bundles
required to eliminate envy have been proposed
(Feldman and Kirman 1974; Varian 1976;
Chaudhuri 1985, 1986; Diamantaras and Thom-
son 1990; Kolpin 1991a). These operations can
be adapted so as to extend, or select from, other
equity notions, and in a second step, rankings of
allocations can be derived (Chaudhuri 1986;
Thomson 1995c¢).

Group fairness. Most of the concepts of the
previous pages can be applied to compare the
welfares of groups of agents. Central among
them are the equal-division core, whose definition
is straightforward, and group no envy: no group
should be able to improve the welfares of all of its
members if given access to the resources assigned
to some other group of the same size. The defini-
tion can be adapted to handle groups of different
sizes (Kolm 1972; Feldman and Kirman 1974;
Green 1972; Khan and Polemarchakis 1978).
Under replication, there is a sense in which the
set of efficient allocations that are group envy-free
converges to the set of equal-division Walrasian
allocations (Varian 1974; Kolpin 1991b).

Fairness of trades. The concepts formulated
above for allocations can be adapted in various
ways to assess the fairness of individual trades
when agents are individually endowed (Kolm
1972; Schmeidler and Vind 1972), and to assess
the fairness of the trades of groups (Jaskold-
Gabszewicz 1975; Yannelis 1983).

Walrasian trades satisfy most of the definitions
that have been proposed and under weak assump-
tions on preferences, for several of the definitions,
a converse inclusion holds (Schmeidler and Vind
1972; Shitovitz 1992).

Interesting conceptual issues arise in relating
the fairness of allocations and the fairness of
trades (Goldman and Sussangkarn 1980; Thom-
son 1983a).
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Economies with Production

A fundamental issue is fair allocation when agents
have contributed differently to production, because
they have supplied unequal amounts of their time
or because they are unequally productive.

A first way to extend the notion of an envy-free
allocation to such situations is by having each
agent i € N compare his complete consumption
bundle (including his consumption of leisure) to
those of the other agents. Unfortunately, and even
if preferences are quite well-behaved, envy-free
and efficient allocations may not exist (Pazner and
Schmeidler 1974). Limited exceptions are when
all abilities or all preferences are the same (Varian
1974). Another exception is in the two-good case,
under a ‘single-crossing’ assumption on prefer-
ences and when the technology is linear (Piketty
1994).

Egalitarian-equivalent and efficient allocations
exist quite generally (Pazner and Schmeidler
1978). Also, under appropriate convexity assump-
tions, existence still holds if the reference bundle
in the definition of egalitarian-equivalence is
required to be proportional to the average con-
sumption bundle.

An alternative proposal is to recognize the
envy of agent j € N by agent i € N only after
agent i’s consumption of leisure is adjusted for
him to produce what agent ; produces (Varian
1976; Otsuki 1980). The concept is well defined
only if the production set is additive. A proof of
the existence of such productivity-adjusted envy-
free and efficient allocations can be given along
the lines of the ‘Walrasian’ proof of existence of
envy-free and efficient allocations in exchange
economies and under similar assumptions
(Varian 1974). Some have objected to the defini-
tion because it lets agents with high productivity
appropriate the benefits of their greater skills.
Alternative concepts have been defined that
attempt to distribute across agents these benefits
(Pazner and Schmeidler 1978; Varian 1974;
Pazner 1977). The main proposal here has been
to take advantage of the instrumental value of the
Walrasian solution in delivering envy-free alloca-
tions when there is no production and in providing
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equal opportunities: here, one operates the
Walrasian solution from equal division of all
goods, including time endowments. Svensson
(1994b) states an existence result for allocations
at which implicit incomes are equal.

Non-convexities in technologies present
another difficulty for the existence of envy-free
and efficient allocations (Vohra 1992). Vohra pro-
poses to weaken no envy by imposing a certain
symmetry among all agents with respect to possi-
ble occurrences of envy (see also Varian 1974).
Existence holds without any convexity assump-
tion on either preferences or technologies.
A critical one, however, is that there be no
agent-specific input (Vohra 1992).

Next, we turn to criteria that, by contrast with
the previous ones, can be evaluated agent-by-
agent, just like the equal-division lower bound.
First, for each agent, we imagine an economy
composed of agents having the same preferences
as his, and we identify their common welfare
under efficiency and equal treatment of equals.
We take this welfare as a bound, thereby defining
the identical-preferences lower bound. For
nowhere-increasing returns-to-scale, it can be
met (Gevers 1986; Moulin 1990d). Alternatively,
we could imagine each agent in turn controlling an
equal share of the social endowment and the tech-
nology, obtaining the equal-division free-access
upper bound (Moulin 1990d; Yoshihara 1998).
This definition can be generalized by imagining
each group of agents in turn controlling a propor-
tion of the social endowment equal to its relative
size in the economy and the technology (Foley
1967). This yields the equal-division free-access
core. There are economies with a concave produc-
tion function in which no allocation is envy-free,
efficient, and meets the equal-division free-access
upper bound (Moulin 1990c). However, the
bound is met on that domain by selections from
the Pareto solution, in particular by the constant-
returns-to-scale-equivalent solution defined later
(Mas-Colell 1980; Moulin 1987b). For nowhere-
decreasing returns-to-scale, the equal-division
free-access bound becomes a lower bound: here,
no sub-solution of the Pareto solution satisfies
no envy for trades and meets the bound
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(Moulin 1987b). Systematic studies of lower and
upper bounds are Moulin (1990a, e, 1991, 1992b).

For one-input one-output production econo-
mies, an allocation is proportional if there are
prices such that each agent, facing these prices,
maximizes his preferences at his component of the
allocation. These allocations can be used to define
another lower bound on welfares (Maniquet
1996b, 2002; see also Roemer and Silvestre
1993).

The constant-returns-to-scale lower bound is
defined, for each agent, by reference to the best
bundle he could achieve if given access to a
constant-returns-to-scale technology, the same for
all agents; the work-alone lower bound is defined
for each agent, by reference to the best bundle he
could obtain if given access to the actual technol-
ogy but under the obligation to provide bundles to
the other agents to which he would not prefer his
own (Fleurbaey and Maniquet 1996a, 1999).

Another study relating bounds in a class of
two-good economies with convex production
sets, the identical preferences lower bound and
the free-access upper bound is due to Watts (1999).

Equal Opportunities as Equal, or
Equivalent, Choice Sets

The notion of ‘equal opportunities’ is of course
central in the theory of economic justice (for a
general discussion, see Fleurbaey 1995c). The
expression has been given a variety of meanings.
In economies affected by uncertainty, it may mean
‘equal treatment ex ante’. Uncertainty may also be
endogenously generated by an allocation rule.
Consider the problem of allocating an indivisible
good. A lottery giving all agents equal chances
might be deemed equitable ex ante although the
final allocation may well appear inequitable.
Alternatively, if agents’ opportunities today are
determined by decisions they made yesterday,
equal opportunities may mean that they all had
access to the same set of decisions. It is often
argued that, because of incentive considerations,
we should not attempt to equalize end results but
instead should limit ourselves to giving people
equal chances to develop their potential. If we do
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s0, equal opportunities are provided by the mech-
anism that converts the choices agents make into a
final outcome.

Another way to give substance to the idea of
equal opportunities is to let each agent choose his
consumption bundle from a common choice set
(for example, see Kolm 1973). For the list of
choices they make to constitute a feasible alloca-
tion, one should have access to a ‘rich enough’
family of choice sets. In addition, one would
prefer efficiency to hold whenever feasibility
does. Let # be a family of choice sets. An
allocation is an equal-opportunity allocation rel-
ative to B (Thomson 1994a) if there is a member
of % on which each agent maximizes his prefer-
ences at his component of the allocation. Such an
allocation is of course envy-free. The family B is
satisfactory on a domain if the resulting equal-
opportunity allocations are always efficient.
Under standard assumptions on preferences, the
equal-income Walrasian family is satisfactory.

Another concept, equal-opportunity—
equivalence relative to a family 9B of choice sets,
generalizes the reasoning underlying egalitarian-
equivalence. Check, whether, for some member of
A, each agent is indifferent between what he
receives and the bundle he prefers in that set
(Thomson 1994a). For the family of linear choice
sets, and adding efficiency, we obtain any efficient
allocation such that each agent finds his compo-
nent of it indifferent to the best bundle he could
achieve if endowed with an equal share of the
social endowment and given access to a constant-
returns-to-scale technology, the same for all
agents (Mas-Colell 1980). Such an allocation is
a constant returns-to-scale equivalent allocation.
Other solutions are obtained by having all agents
face a hypothetical technology obtained from the
actual one by imagining the productivity of one
specific factor of production (alternatively, of
some subset of the factors of production) to be
multiplied by some number, or by introducing
a fixed cost of some factor of production
(alternatively, introducing a fixed cost propor-
tional to some fixed vector). Radial expansions
and contractions of the production set can also be
considered. An application of the concept is by
Nicolo and Perea (2005).
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The next definition generalizes proposals by
Archibald and Donaldson (1979) and Varian
(1976). An allocation exhibits no envy of oppor-
tunities relative to a family 9B of choice sets if for
each agent, there is a member of Z that contains
the agent’s maximizer on the union of everyone’s
sets (Thomson 1994a). For the family of linear
choice sets, the resulting solution coincides with
the equal-income Walrasian solution. If % is
the family of |N|-lists of bundles, we obtain a
concept that generalizes both no envy and
egalitarian-equivalence. An allocation is envy-
free— equivalent if there is a list of reference bun-
dles, one for each agent, such that each agent is
indifferent between his component of the alloca-
tion and his reference bundle and he finds his
reference bundle at least as desirable as anyone
else’s reference bundle (Pazner 1977).

Monotonicity

Monotonicity properties are quite strong when
imposed in conjunction with no envy and even
no domination. Indeed, (a) no selection from the
no-domination and Pareto solution is resource-
monotonic (Moulin and Thomson 1988); (b) no
selection from the no envy and Pareto solution is
population-monotonic (Kim 2004); (c¢) no selec-
tion from the no domination and Pareto solution
satisfies welfare-domination under preference-
replacement (Thomson 1996). Other versions of
these results are available, some of which involv-
ing significantly weaker distributional require-
ments (Geanakoplos and Nalebuff 1988; Moulin
and Thomson 1988; Maniquet and Sprumont
2000; Kim 2001). However, if preferences satisfy
gross substitutability and all goods are normal, the
equal-division Walrasian solution is an example
of a selection from the no envy and Pareto
solution that is and
population-monotonic (Moulin and Thomson
1988; Fleurbaey 1995c).

On the other hand, no special assumptions are
required for the existence of selections from the
egalitarian-equivalence and Pareto solution that
are resource-monotonic, or population mono-
tonic, or satisfy welfare-domination under

resource-monotonic
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preference-replacement. Other rules based on the
notion of equal-opportunity equivalence have
these properties as well (Thomson 1987).

For economies with quasi-linear preferences
satisfying certain additional assumptions, the
Shapley value can provide the basis for a solution
that is resource-monotonic (Moulin 1992a). The
Shapley value has in fact proved useful on other
domains to obtain this and other desirable proper-
ties of rules, although at the price of no envy,
egalitarian-equivalence, and their variants.

The solidarity requirement can be applied to
the joint replacement of resources and preferences
(Sprumont 1996).

Technology-monotonicity is satisfied by certain
selections from the egalitarian-equivalence and
Pareto solution. For two goods, a characterization
of a particular one is obtained by imposing it
together with a few other minimal requirements.
Suppose first that good 1 is used to produce good
2 according to a nowhere-decreasing-returns-to-
scale technology. Given a group N of agents with
preferences defined on Ri , given some social
endowment of good 1, which can be consumed as
such or used as input in the production of good
2, the equal-division free-access lower bound solu-
tion selects the set of allocations such that each
agent finds his bundle at least as desirable as the
best bundle he could achieve if endowed with an
equal share of the social endowment and given
access to the technology.

Under alternative assumptions on technologies,
(a) the only selection from the equal-division free-
access lower bound and Pareto solution satisfying
Pareto-indifference and technology-monotonicity
is the constant-returns-to-scale—equivalence solu-
tion; (b) parallel characterizations hold for selec-
tions from the equal-division free-access upper
bound (Moulin 1987b, 1990d).

Although in (a), the bounds on welfares are
individual bounds, the solution that emerges hap-
pens to satisfy the requirement that no group of
agents should be able to make each of its members
at least as well off, and at least one of them better
off, if each of its members is endowed with an
equal share of the social endowment and the
group is given access to the technology.
A similar strengthening holds for (b).
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Suppose now that resources and technologies
both change. Dutta and Vohra (1993) require of a
solution that if the set of feasible profiles of wel-
fare levels enlarges, each allocation chosen ini-
tially should be welfare-dominated by some
allocation chosen after the change, and that each
allocation chosen after the change should welfare
dominate some allocation chosen initially. Let
us refer to this requirement as opportunity-
monotonicity. The requirement of r-equity is that
in an exchange economy in which there is only
some amount of good r to divide, equal division
should be chosen. Dutta and Vohra consider an
invariance requirement that also depends on the
choice of a good, say r, so we call it r-invariance.
It is not motivated by normative considerations,
so we only note that it is a weak version of an
invariance requirement that has been important in
the theory of implementation. The results are: up
to Pareto-indifference, (a) the r-egalitarian equiv-
alence and Pareto solution is the only selection
from the Pareto solution satisfying r-equity and
opportunity-monotonicity; (b) on the sub-domain
of exchange economies, it is the only selection
from the Pareto solution satisfying r-equity,
r-invariance and opportunity-monotonicity.

Economies with production. In situations
where agents are differentiated by their input con-
tributions, a first monotonicity requirement is that
if the contribution of an agent increases, he should
end up at least as well off as he was initially. In
situations in which agents differ in their produc-
tivities, a corresponding requirement is that if an
agent’s productivity increases, then again, he
should end up at least as well off as he was
initially.

The solidarity requirement, applied to the joint
replacement of preferences and population in con-
junction with the self-explanatory replication-
invariance, leads to the selection from the
egalitarian-equivalence solution for which the ref-
erence bundle is proportional to the social endow-
ment (Sprumont and Zhou 1999; these authors
also prove a version of this result for a model
with infinitely many agents modelled as a
continuum).

Economies with individual endowments. 1f the
issue is that of allocating gains from trade, an
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appealing requirement is that when an agent’s
endowment increases, he should end up at least
as well off as he was initially, endowment mono-
tonicity. Another is that under the same hypothe-
ses, nobody else should be made worse off than he
was initially, no negative effects on others.

It is easy to define selections from the
individual-endowments lower-bound and Pareto
solution that are own-endowment monotonic.
However, there are impossibilities too: (a) no
selection from the no envy in trades and Pareto
solution satisfies either endowment monotonicity
or no negative effect on others (Thomson 1987);
() no selection from the egalitarian-equivalence
and Pareto solution satisfies no negative effect on
others (Thomson 1987).

The appropriate expression of population-
monotonicity here is that the welfares of all agents
who are present before and after the change
should be affected in the same direction. The
Walrasian solution violates the property. How-
ever, the selections from the egalitarian-
equivalence in trades and Pareto solution obtained
by requiring the reference trade to lie on a mono-
tone path satisfy the requirement. They also
meet the individual-endowments lower bound
(Thomson 1995a).

Consistency and Related Properties

Here, we also consider situations in which both
the population of agents and the resources may
vary, but this time, our focus is on a variety of
invariance properties. These properties can be
interpreted as formalizing trade-offs between
equity and efficiency objectives with objectives
of informational simplicity.

A converse of replication-invariance, division-
invariance, says that if an allocation that is chosen
for a replica economy happens to be a replica
allocation (of the same order), then the model
allocation should be chosen for the model
economy.

The central notion, consistency, was defined in
Section 1. Conversely, given some allocation that
is feasible for some economy, check whether the
restriction of the allocation to each subgroup of
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two agents is chosen for the problem of allocating
between them what they have received in total. If
the answer is always yes, then one can say that
each agent is treated fairly in relation to each other
agent; then, converse consistency requires that the
allocation itself should be chosen for the initial
economy.

The Pareto solution is consistent. If preferences
are smooth and corners excluded, it is also con-
versely consistent (Goldman and Starr 1982). The
no-envy solution is both consistent and conversely
consistent. The egalitarian-equivalence solution is
consistent but not conversely consistent. This is
also true for the equal-division Walrasian solution
although, if preferences are smooth and corners
excluded, this solution is conversely consistent.

We have the following characterizations: (@) if
a sub-solution of the equal-division core is
replication-invariant, then it is a sub-solution of
the equal-division Walrasian solution (this is
because under replication, the core ‘shrinks’ to
the set of Walrasian allocations; Debreu and
Scarf 1963; Thomson 1988; Nagahisa 1994,
gives full characterizations of the Walrasian solu-
tion); (b) if a sub-solution of the group no-envy
solution is replication-invariant, then it is a
sub-solution of the equal-division Walrasian solu-
tion (Varian 1974); (c) under smoothness, if a
sub-solution of the equal-division lower bound
and Pareto solution is replication-invariant and
consistent, then it is a sub-solution of the equal-
division Walrasian solution (Thomson 1988); (d)
under smoothness, if a sub-solution of the equal-
division lower bound and Pareto solution is anon-
ymous and conversely consistent, then on the
sub-domain of two-agent economies, it is a
sub-solution of the equal-division Walrasian solu-
tion; if in fact coincidence occurs on that
sub-domain, then it contains the equal-division
Walrasian solution for all other cardinalities
(Thomson 1995b).

Consistency has been studied in economies
with a large number of agents modelled as a
continuum (Zhou 1992). For economies with pos-
sibly satiated preferences, a characterization of the
‘equal-slack Walrasian solution’ (Mas-Colell
1992) is available (Thomson and Zhou 1993).
This solution differs from the standard Walrasian
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notion in that each agent’s income is the sum of
the value of his endowment at the prices
announced by the auctioneer (they may have neg-
ative or 0 components) and a supplement, the
same for all agents, which, like prices, is deter-
mined endogenously. Economies with both atoms
and an atomless sector have also been studied
(Zhou 1992; Shitovitz 1992).

Juxtaposition-invariance says that if an effi-
cient allocation happens to be obtained by juxta-
posing two allocations that are chosen for two
sub-economies with equal per-capita social endow-
ments, then it should be chosen (Thomson 1988).
Under smoothness of preferences, the equal-
division Walrasian solution is the only sub-solution
of the Pareto solution satisfying a weak symmetry
propetty, juxtaposition-invariance, and consistency
(Maniquet 1996a).

In formulating consistency for a production
economy, the issue arises of how to define the
opportunities open to a group of agents after the
members of the complementary group leave with
their bundles. The simplest idea is to translate the
production set by the sum of the bundles the
departing agents took with them. Standard classes
of technologies are not closed under this operation
however, and adjustments have to be made to
ensure that the ‘reduced’ production set is admis-
sible. For economies with one-input one-output
and inelastic demands, characterizations of pro-
portional cost sharing and serial cost sharing
(which can be understood as an extension of the
Shapley value) are available (Moulin and Shenker
1994).

The equal-wage-equivalent and Pareto solu-
tion selects the efficient allocations for which
there is a reference wage such that each agent
finds his bundle indifferent to the best bundle he
could achieve by maximizing his preferences on a
budget set defined by this wage. The output-
egalitarian-equivalence and Pareto solution
selects the efficient allocations that each agent
finds indifferent to a common consumption
consisting of only some amount of the output.

Under appropriate assumptions on technolo-
gies, (a) the former is the only essentially single-
valued selection from the constant-returns-to-
scale lower bound solution satisfying Pareto
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indifference, equal welfares for equal preferences
(self-explanatory), contraction independence
(as in bargaining theory), and consistency; (b)
the latter is the only essentially single-valued
selection from the work-alone lower bound solu-
tion satisfying Pareto indifference, equal welfares
for equal preferences, and consistency (Fleurbaey
and Maniquet 1999).

Roemer (1986a, 1986b, 1988) formulates con-
sistency requirements with respect to changes in
the number of goods.

When a solution is not consistent, it has a
enlargement (Thomson
1994d). For instance, the minimal consistent
enlargement of the equal-division lower bound
and Pareto solution is ‘essentially’ the Pareto
solution. That of the Q-egalitarian-equivalence
and Pareto solution is ‘essentially’ the
egalitarian-equivalence and Pareto solution. The
maximal consistent sub-solution of a solution can
be defined in a symmetric way provided the solu-
tion contains at least one consistent solution.

Notions of consistency have been proposed
for economies with individual endowments
(Thomson 1992; van den Nouweland et al. 1996;
Serrano and Volij 1998; Korthues 2000).

minimal  consistent

Indivisible Goods

Estate or divorce settlements often involve items
that cannot be divided (houses, family heirlooms),
or can only be divided at a cost that would make
the division undesirable (silverware). Other exam-
ples are positions in schools or organs for trans-
plant patients. We call such goods ‘objects’. We
consider situations in which the social endowment
also contains some amount of an infinitely divis-
ible good, ‘money’. We focus on situations in
which each agent can consume at most one object.
An illustration is the problem of allocating rooms
to students in the house they share, and specifying
how much each of them should contribute to
the rent.

Let 4 be a set of objects. Each agent has pref-
erences defined over R x A (or over R} x A).
They are continuous and strictly monotonic with
respect to money, and such that the switch from
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any object to any other object can be compensated
by an appropriate adjustment in the consumption
of money. The simplest case is when there are as
many objects as agents. Situations where there are
fewer objects than agents are accommodated by
introducing a ‘null object’; there are always
enough copies of the null object for each agent
to end up with one (real or null) object. If there are
fewer agents than objects, some objects are
unassigned. In some applications, it is natural to
require that the null object should not be assigned
until all real objects are, even if these objects are
undesirable, or undesirable for some agents. They
could be tasks to be assigned to housemates that
none of them enjoys performing; alternatively,
some of them may find a given task enjoyable
and the others not (cooking).

Punctual requirements. 1t is clear that if con-
sumptions of money have to be non-negative,
envy-free allocations may not exist. Otherwise,
or if the social endowment of money is large
enough, existence holds (Svensson 1983a;
Maskin 1987; Alkan et al. 1991; Tadenuma and
Thomson 1993; Ichiishi and Idzik 1999; Su
1999). For quasi-linear preferences, several algo-
rithms leading to envy-free allocations are avail-
able (Aragones 1995; Klijn 2000; Unver 2003;
Abdulkadiroglu et al. 2004). Remarkably, envy-
free allocations are always efficient (Svensson
1983b). A variety of selections from the no-envy
solution have been proposed (Tadenuma 1989,
1994; Alkan et al. 1991; Aragones 1995;
Tadenuma and Thomson 1995).

Egalitarian-equivalent and efficient allocations
exist very generally, when preferences are defined
over R x A and the compensation assumption
holds. When preferences are defined over R, x
A, existence holds under similar assumptions as
the ones guaranteeing that of envy-free alloca-
tions. Just as in the classical case, there are econ-
omies in which all egalitarian-equivalent and
efficient allocations violate no-envy.

The case of one object is special, and the solu-
tion that selects the envy-free allocation at which
the winner receives the least amount of money has
a number of interesting properties and has been
characterized on the basis of these properties.
This allocation is egalitarian-equivalent, with
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the losers’ bundle serving as reference bundle
(Tadenuma and Thomson 1993; Thomson 1998).

The Walrasian solution can easily be adapted
to the present model but here, an allocation is an
equal-income Walrasian allocations if and only if
it is envy-free and efficient, and if and only if it is
group envy-free (Svensson 1983Db).

Another requirement is that each agent should
be made at least as well off as he would be at the
(essentially) unique envy-free allocation of the
hypothetical economy in which everyone had his
preferences. If |N| =2, meeting this identical-
preferences equivalent to
no-envy, but if |[N| > 2, the identical-preferences
lower bound is weaker (Bevia 1996a). Thus, this
concept gives us another chance of obtaining pos-
itive results when no-envy is too demanding.
Unfortunately, there are quasi-linear economies
with equal numbers of objects and agents in
which all egalitarian-equivalent and efficient allo-
cations violate not only no-envy, as already noted,
but in fact the identical-preferences lower bound.
When there are more objects than agents, an allo-
cation may be envy-free and efficient without
meeting the identical-preferences lower bound,
but it does meet the variant of the lower bound
obtained by using only the objects that are
assigned. No-envy remains incompatible with
this bound however (Thomson 2003).

Relational requirements. Selections from the
no-envy solution exist that satisfy a form of
money-monotonicity (Alkan et al. 1991). Any
selection from the egalitarian-equivalence and
Pareto solution obtained by fixing the reference
object is money-monotonic.

Object-monotonicity, the requirement that
when additional objects become available, all
agents should end up at least as well off as they
were initially, makes sense if the objects are desir-
able or when there are undesirable objects, they do
not have to be assigned. To study it, in specifying
an economy, we now have to allow the numbers of
objects and agents to differ. Then, an envy-free
allocation is not necessarily efficient and we
explicitly impose efficiency. Unfortunately, no
selection from the no-envy and Pareto solution is
object-monotonic, even if preferences are quasi-
linear (Alkan 1994).

lower bound 1is
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Suppose now that all real objects have to be
assigned before any null object is, independently
of whether they are desirable. For instance,
objects may be activities that some agents enjoy
and others do not, but these activities have to be
carried out if there are enough agents for that, an
example mentioned earlier. Even if preferences
are quasi-linear, no selection from a natural
weakening of the identical-preferences lower
bound and Pareto solution is weakly object
monotonic, that is, such that the welfares of all
agents should be affected in the same direction
by an enlargement of the set of objects (Thomson
2003).

Even if preferences are quasi-linear, no selec-
tion from the no-envy solution satisfies welfare-
domination  under  preference-replacement
(Thomson 1998).

A first requirement in the context of a variable
population is that if the social endowment of
money is non-negative and the objects are all
desirable, none of the agents initially present
should benefit from the arrival of additional
agents. Even if preferences are quasi-linear,
population-monotonicity is incompatible with
no-envy (Alkan 1994; Moulin 1990b). In fact, an
agent could be better off at any envy-free alloca-
tion than if he were alone, so that the free-access
upper bound is incompatible with no-envy.

If there is a single object, which is desirable,
and the social endowment of money is zero,
a population-monotonic selection from the
identical-preferences lower bound and Pareto
solution can be defined, based on the Shapley
value (Moulin 1990b; Bevia 1996¢). Other posi-
tive results can be obtained for that case.

The selection from the egalitarian-equivalence
and Pareto solution obtained by requiring the ref-
erence bundle to contain a fixed object is weakly
population-monotonic (the arrival of new agents
affects the welfares of all existing agents in the
same direction), but it is not guaranteed to be a
selection from the no-envy solution any more. In
fact, no selection from the no-envy solution is
weakly population-monotonic (Tadenuma and
Thomson 1995). Weaker requirements pertaining
to changes in resources or population are defined
and investigated by Alkan (1994).
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Turning to consistency, we have the following
result: if a sub-solution of the no-envy solution is
neutral (that is, invariant under exchanges of bun-
dles that leave all agents indifferent) and consis-
tent, then in fact, it coincides with the no-envy
solution (Tadenuma and Thomson 1991). As
always, the no-envy solution is conversely consis-
tent, but many proper sub-solutions of it are too
(as well as neutral). On the other hand, the Pareto
solution is not (unless the objects are identical).
However, if a sub-solution of the no-envy solution
is neutral, bilaterally consistent, and conversely
consistent, then in fact it coincides with the
no-envy solution (Tadenuma and Thomson 1991).

The identical-preferences lower bound solu-
tion is conversely consistent but not consistent.
The minimal consistent enlargement of its inter-
section with the Pareto solution is the Pareto solu-
tion itself. This is true when there is at most one
object, when there are multiple identical objects,
and when there are multiple and possibly different
objects. The maximal consistent sub-solution of
the identical-preferences lower bound and Pareto
solution is the no-envy solution (Bevia 1996a).

Related models. When each agent can con-
sume several objects (in addition to the infinitely
divisible good), the situation is quite different
from what it is in the one-object-per-agent case,
unless severe additional restrictions are imposed
on preferences. In fact, many of the special rela-
tions that exist in the one-object-per-agent case
disappear, and the situation resembles the classi-
cal situation (Tadenuma 1996; Haake et al. 2002).

For preferences that have additive representa-
tions, a rule proposed by Knaster (1946) is gener-
alized by Steinhaus (1949) and advocated by
Samuelson (1980). An alternative is the selection
from the egalitarian-equivalence and Pareto solu-
tion obtained by choosing the null object as
reference object. Interestingly, it is a selection
from the no-envy solution (Willson 2003). Each
is money-monotonic and satisfies a form of object-
monotonicity.

Even if preferences are quasi-linear and no
other fairness requirement is imposed, no selec-
tion from the Pareto solution is population-
monotonic (Bevia 1996b). In contrast to the
one-object-per-person case, there are consistent
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sub-solutions of the no-envy and Pareto solution,
and converse consistency becomes a much stron-
ger requirement. Characterizations have been
obtained under an additional invariance require-
ment on solutions (Bevia 1998). The population-
monotonicity of rules that select lotteries is
examined by Ehlers and Klaus (2003b).

When monetary compensations are not possible.
This situation has recently been much studied,
mainly in the one-object-per-agent case when
preferences are strict. It is clear that punctual
requirements of fairness such as no-envy and
egalitarian-equivalence are not generally achievable
here (think of situations where all agents have the
same preferences). However, most of our relational
requirements remain meaningful. The main lesson
of the literature is that they can be satisfied, butin a
rather limited way, by sequential priority rules and
variants. If the objective is to respect an exoge-
nously given priority order of agents, then of course
more positive results can be obtained (Svensson
1994a; Balinski and Sonmez 1999; Ergin 2000,
2002; Ehlers and Klaus 2006, 2007; Kesten 2006).

Now, imagine that agents can consume several
objects. Herreiner and Puppe (2002) propose a
maximin-type criterion, and define an iterative
procedure that produces, among the efficient allo-
cations, the one that is best according to this
criterion (see also Ramaekers 2006). In that situ-
ation, no selection from the Pareto solution sat-
isfies welfare-domination under preference
replacement (Klaus and Miyagawa 2001).

Brams and Fishburn (2000) for |[N| =2 and
Edelman and Fishburn (2001) for |[N| > 2 exam-
ine the special case when agents have the same
preferences over individual objects but possibly
different preferences over sets of objects. Brams
et al. (2003) drop the assumption that preferences
over individual objects are the same, and propose,
in addition to requirements related to no-envy,
some that are based on comparing the numbers
of objects received by the various agents.

The possibility that agents are endowed with
objects is considered by Shapley and Scarf
(1974), and situations when some objects are ini-
tially individually owned and others are commonly
owned (residential housing on a university campus
being an illustrative example; kidney exchange is
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another application) are discussed by Roth et al.
(2004) and Sénmez and Unver (2005).

Various notions of efficiency for rules that
select lotteries are examined by Hylland and
Zeckhauser (1979), Demko and Hill (1988),
Abdulkadiroglu and Sonmez (1998), and
Bogomolnaia and Moulin (2001, 2002).

When objects cannot be transferred. Consider
the problem of allocating a single infinitely divis-
ible good, ‘money’, among agents characterized
by variables that cannot be transferred (talent or
handicaps for examples), and thus can be thought
of ‘objects’. How should money be divided to
compensate agents for possible differences in
these variables? This question, formulated by
Fleurbaey (1994, 1995a), has given rise to
a large literature. For a detailed survey, see
Fleurbaey and Maniquet (2008).

Single-Peaked Preferences

Consider the problem of allocating a social endow-
ment of an infinitely divisible and non-disposable
commodity among a group of agents whose pref-
erences over R, are single-peaked: up to some
critical level, his peak amount, an increase in an
agent’s consumption increases his welfare but
beyond that level, the opposite holds. Since there
is no possibility of disposal, the social endowment
has to be fully distributed. If the sum of the peak
amounts is greater than the social endowment,
‘there is not enough’, and for efficiency, no agent
should consume more than his peak amount. If the
inequality goes the other way, ‘there is too much’;
here, for efficiency, no agent should consume less
than his peak amount (Sprumont 1991).

Punctual requirements. Efficient allocations
meeting the equal-division lower bound, or
no-envy, in fact both, always exist. The equal-
division core and the group-no-envy solution
may be empty, but natural variants of these solu-
tions are not.

A number of interesting rules can be defined:
the commodity can be divided proportionally to
the peak amounts, or so that all agents’ consump-
tions are at the same distance from their peak
amounts subject to non-negativity, or so that the
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sizes of their upper contour sets at their assigned
consumptions are equal, or as equal as possible.
The following rule, called the uniform rule, will
be central: if there is not enough, and given . > 0,
assign to each agent the amount he prefers in
[0,A]; choose A so that the sum of these assign-
ments is equal to the social endowment; if there is
too much, given A > 0, assign to each agent the
amount he prefers in [A,00]; here too, choose A so
that the sum of these assignments is equal to the
social endowment.

The uniform rule depends only on the profile
of peak amounts — it satisfies the peak-only
requirement — and it is the only subsolution of
the no-envy and Pareto solution to do so
(Thomson 1994c). Also, it is the only selection
from the Pareto solution minimizing (a) the dif-
ference between the smallest amount anyone
receives and the greatest amount anyone receives;
(b) alternatively, the variance of the amounts they
all receive (Schummer and Thomson 1997).

Relational requirements. Here, the natural
expression of the idea of solidarity when the social
endowment varies is that all agents should be
made at least as well off as they were initially or
that they should all be made at most as well off.
This requirement is incompatible with no-envy
(or with the equal-division lower bound). This is
because a change in the social endowment can be
so disruptive that it turns an economy in which
there is not enough to one in which there is too
much, or converse. This suggests limiting its
application to situations in which no such
switches occur, yielding one-sided resource-
monotonicity. This property is much less demand-
ing. Solidarity requirements with respect to
changes in population or preferences can similarly
be modified by limiting their application to situa-
tions in which the direction of the inequality
between the sum of the peak amounts and the
social endowment is not reversed by the change
under consideration. We add the suffix ‘one-
sided’ to indicate the weaker versions so defined.
We also consider separability, which says that
given two economies having a group of agents
in common, if the agents in this group receive the
same aggregate amount in both, then each of them
should receive the same amount in both.
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We have the following characterizations, some
of which require that each preference relation be
such that if its peak amount is positive, there is an
amount greater than the peak amount that is indif-
ferent to 0. The uniform rule is (a) the only selec-
tion from the no-envy and Pareto solution to be
one-sided resource-monotonic (Thomson 1994b);
(b) the only selection from the no-envy and Pareto
solution to satisfy replication-invariance and
one-sided welfare-domination under preference-
replacement (Thomson 1997); (¢) the only selec-
tion from the no-envy and Pareto solution to be
replication-invariant and one-sided population-
monotonic (Thomson 1995a); (d) the only selec-
tion from the no-envy and Pareto solution to be
resource-continuous and separable (Chun 2003,
2006). (d) the smallest (in terms of inclusion)
subsolution of the no-envy and Pareto solution
to be resource upper hemi-continuous and consis-
tent (Thomson 1994c); (e) the only single-valued
selection from the equal-division lower bound and
Pareto solution to be replication-invariant and
consistent, or to be anonymous and conversely
consistent (Thomson 1995c¢).

Many refinements and variants of these results
are available (Sonmez 1994; Klaus 1997, 1999,
2006; Dagan 1996; Moulin 1999; Herrero and
Villar 1998, 2000; Ehlers 2002a, b; Kesten
2004b). An application to a pollution problem is
by Kibris (2003).

Related models. Fairness issues have been
analysed for the variant of the model obtained by
introducing individual endowments (Thomson
1995¢; Klaus 1997, 2001; Klaus et al. 1997,
Moreno 2002).

For economies with both individual endow-
ments and a social endowment, different ways of
adapting the punctual fairness requirements have
been proposed, and issues of monotonicity, with
respect to the individual endowments and the
social endowment, in addition to consistency and
population-monotonicity, have been addressed
(Thomson 1995c; Klaus 1997; Herrero 2002). In
these studies, a rule that is the natural extension of
the uniform rule most frequently emerges.

A multi-commodity version of the single-
peaked assumption is easily defined. For such a
model, a generalization of the equal-slacks
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Walrasian  solution (Mas-Colell 1992) is
axiomatized along the lines of Schummer and
Thomson’s (1997) axiomatization of the uniform
rule (Amoros 1999). A probabilistic version of the
uniform rule is characterized by Sasaki (1997).

Non-Homogeneous Continuum

Here, we consider the problem of dividing a het-
erogeneous commodity modelled as measure
space, each agent having preferences defined
over the measurable subsets, and the question
being how to select partitions consisting of mea-
surable subsets, one for each agent. Think of a
cake on which frosting and decorations are dis-
tributed unevenly. Often, this commodity is
embedded in a finite-dimensional Euclidean
space: an example is land.

Punctual requirements. In such situations,
equal division has no economic meaning, even
when it can be defined in physical terms (surface
area, say, or weight). However, our central criteria
(no-envy; egalitarian-equivalence) remain appli-
cable. A large literature concerns preferences that
can be represented by atomless measures, a some-
what restrictive assumption that precludes com-
plementarities between different parts of the
dividend. Additional topological and geometric
criteria are sometimes meaningful (Hill 1983).
The construction of iterative procedures leading
to partitions satisfying some fairness requirement,
exactly or in some approximate sense, has been
important in the literature, but until recently, effi-
ciency had often been ignored.

If no restrictions are imposed on preferences
apart from continuity and monotonicity with
respect to set inclusion, envy-free and efficient
partitions may not exist (Berliant et al. 1992).
However, when preferences are representable by
atomless measures, they do (Weller 1985). An
existence result for group envy-free partitions is
also available (Berliant et al. 1992).

An interesting special case is the one-
dimensional case when the dividend is an interval
that has to be partitioned into subintervals, one
for each agent. It has many applications: division
of an interval of time, a length of road, and so
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on. When preferences are represented by atomless
measures, envy-free partitions exist (Woodall
1980), but in fact existence then holds under much
weaker assumptions (Stromquist 1980; Su 1999).
In the case of a closed curve, the situation is much
less satisfactory (Barbanel and Brams 2005; Thom-
son 2007). Under monotonicity of preferences,
no-envy implies efficiency (Berliant et al. 1992).

Under continuity and strict monotonicity of
preferences, egalitarian-equivalent and efficient
allocations exist (Berliant et al. 1992).

When preferences are represented by atomless
measures, the % — lower-bound is that for each
agent, the value to him of his assignment should
be at least % times his value of the dividend. Some
of the early literature searched for partitions such
that for each agent, this bound is met as an equal-
ity. Given a list o € A" of “shares’, the o — lower-
bound is that for each i € N, the value to agent i of
his assignment should be at least o; times his value
of the dividend. Partitions satisfying these notions
and generalizations exist (Berliant et al. 1992;
Barbanel and Zwicker 2001; Reijnierse and Pot-
ters 1998). An existence result is available when
preferences are representable by atomless con-
cave capacities (Maccheroni and Marinacci
2003). The existence of envy-free partitions is
also known for a more general notion of a parti-
tion, where agents receive ‘fractional’ consump-
tions of each point of the dividend (Akin 1995).

A succession of attempts at generalizing to more
than two agents the classical two-person divide-
and-choose scheme (one agent divides and the
other chooses one of the two pieces; the divider
receives the other), have been made over the years
that generate partitions that are either envy-free or
meet the % — lower-bound. 1t took many years until
an algorithm that produces an envy-free partition in
the n-person case, for arbitrary n, was discovered
(Brams and Taylor 1995). None of the solutions
proposed necessarily attains efficiency.

Brams and Taylor (1996) survey the literature.
Robertson and Webb (1998) focus on algorithms
and pay little attention to efficiency. On the other
hand, Barbanel (2005) provides an in-depth anal-
ysis of the shape of the image of the set of feasible
partitions in a Euclidean space of dimension equal
to the number of agents, using their measures as
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representations of their preferences. It offers char-
acterizations of its subset of efficient points. It also
gives existence results for efficient and envy-free
partitions.

Other Domains

We conclude this survey by tying it to literatures
concerning other models but also addressing fair-
ness issues. They concern (a) the Arrovian model
of extended sympathy; () rights assignments; (c)
quasi-linear social choice; (d) intertemporal allo-
cation; (e) public choice from an interval or a
closed curve when agents have single-peaked
preferences; (f) public good production; (g) cost
sharing; (%) queuing, scheduling, and sequencing;
(i) matching.

See Also

Efficient Allocation
Equality of Opportunity
Justice

Justice (New Perspectives)
Shapley Value
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Fair Division

Vincent P. Crawford

The theory of fair division is concerned with the
design of procedures for allocating a bundle of
goods among n persons who are perceived to have
equal rights to the goods. Both equity (according
to criteria discussed below) and efficiency are
sought. The theory is of interest primarily because
its approach to allocation problems enjoys
some important advantages over the alternative
approach suggested by neoclassical welfare eco-
nomics, and because studying the sense in which
procedures actually in use are equitable is a good
way to learn about popular notions of equity.
The modern theory of fair division has it ori-
gins in papers by Steinhaus (1948) and Dubins
and Spanier (1961), who described methods
(attributed by Steinhaus in part to S. Banach and
K. Knaster) for sharing a perfectly divisible ‘cake’
among n people. In the method described by
Steinhaus, the people are ordered (randomly, if
desired) and the first person cuts a slice from the
cake. Then each other person, in turn, may
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diminish the slice if he wishes. The last person to
diminish the slice must take it as his share, with
the slice reverting to the first person if no one
chooses to diminish it. The process then con-
tinues, sharing the remainder of the cake in the
same way among those people who have not yet
received a share.

In the closely related method described by
Dubins and Spanier, one person passes a knife
continuously over the cake, at each instant deter-
mining a well-defined slice, which grows over
time. The first other person to indicate his willing-
ness to accept the slice then determined by the
knife’s location receives it as his share. The pro-
cess then continues as before.

These n-person fair-division schemes are in the
spirit of the classical two-person method of divide
and choose, in which one person divides the cake
into two portions and the other then chooses
between them. Neither n-person scheme, however,
is a true generalization of the two-person method.
Steinhaus (1950) proposed a three-person scheme
(formalized and generalized to n persons by Kuhn
1967) that is a true generalization. In this scheme,
one person divides the cake into n portions and the
others announce which of the portions are accept-
able to them. Then, if it is possible to give each of
the others a share acceptable to him, this is done.
Otherwise, it is possible to assign a share to the
divider in such a way that it is still feasible to give
each other person 1/nth of the cake in his own
estimation. This share is assigned, and the process
then continues as before.

Each of these schemes is fair in the sense that,
under reasonably general conditions (see Kuhn
1967), it allows each person to ensure, indepen-
dent of the others’ behaviour, that he will obtain at
least 1/nth of the total value of the cake in his
estimation. In the Steinhaus (1948) method, if a
person is called upon to cut, he takes a slice with
1/nth the value of the original cake; and a person
given an opportunity to diminish a slice reduces it
to 1/nth value, if possible, or does nothing if it
already has value 1/nth or less. In the method
described by Dubins and Spanier, each person
indicates his willingness to accept any slice
whose value reaches 1/nth of the total value of
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the cake. Finally, in the method of Steinhaus
(1950), the divider divides the cake into
n portions, each acceptable to him, and the others
declare acceptable all portions they deem to have
at least 1/nth of the value of the entire cake.

These results are of considerable interest, but
are incomplete in several ways. First, they ignore
the question of efficiency, which is central to the
problem of designing allocation mechanisms.

Second, although it does not involve inter-
personal comparisons, the notion of fairness
employed is inherently cardinal, and therefore
difficult to make operational. This obscures a
major advantage of the fair-division approach
over that of neoclassical welfare economics.

Finally, when operationally meaningful
notions of fairness are employed in an environ-
ment with nontrivial efficiency issues, the fact that
each person has a strategy that ensures him at least
his share of the cake does not guarantee that
allocations resulting from strategic behaviour are
fair: a person might give up the social desideratum
of fairness to get more of the goods he desires.

The modern theory of fair division answers
these criticisms by studying the implications of
rational behaviour and employing a different con-
cept of equity. A fair procedure is defined as one
that always yields a fair allocation, in the sense
formalized by Foley (1967): an allocation is fair if
and only if no person prefers any other person’s
share to his own.

Kolm (1972) and Crawford (1977) (see also
Luce and Raiffa 1957, and Crawford and Heller
1979) use this notion to formalize the sense in
which the two-person method of divide and
choose is fair. They characterize the perfect-
equilibrium strategies when the divider (D)
knows the preferences of the chooser (C) and
show that in equilibrium, D divides so that he is
indifferent about C’s choice and C then chooses as
D would prefer. The resulting allocation is fair, in
Foley’s sense, but not generally efficient unless
D and C have identical preferences. The allocation
is, however, efficient in the set of fair allocations.

These results establish an operationally mean-
ingful sense in which the two-person divide-and-
choose method is fair, and show that it has some



4410

tendency toward efficiency. However, when pref-
erences are common knowledge, the role of
divider is an advantage, in the sense that the
divider always weakly prefers his allocation to
what he would receive if he were chooser. This
follows from the facts that the game always yields
a fair allocation and the divider can divide so that
any desired fair allocation is the result. Further,
n-person versions of the divide-and-choose
method need not even yield fair allocations.

Crawford (1979) and Crawford (1980) study
schemes that improve upon the classical divide-
and-choose method while preserving its good
points. In the two-person scheme studied in
Crawford (1980), D offers C a choice between a
proposal of D’s choosing and equal division,
instead of making him choose between a proposal
and its complement. The resulting perfect-
equilibrium outcomes are both fair and efficient,
under reasonable assumptions; the role of divider
is still an advantage, but less so than in the classi-
cal divide-and-choose method. These results
extend, in part, to the n-person case.

In the n-person scheme studied in Crawford
(1979), the role of divider in the scheme of
Crawford (1980) is auctioned off. This completely
eliminates the asymmetry of roles, and yields
perfect-equilibrium allocations that are both effi-
cient and egalitarian-equivalent, in the sense of
Pazner and Schmeidler (1978): an allocation is
egalitarian-equivalent if and only if it is indiffer-
ent, for all people, to equal division of some
(not necessarily feasible) bundle of goods. How-
ever, although egalitarian-equivalence shares
many of fairness’s advantages as an equity notion,
egalitarian-equivalent allocations need not be fair.

Despite their flaws, the schemes just described
share several advantages over the traditional
approach of choosing an allocation that maxi-
mizes a neoclassical social welfare function.

First, they deal with notions of equity that (like
efficiency) do not involve interpersonal compari-
sons and have an objective meaning.

Second, their prescriptions are implementable
in a stronger sense than those of neoclassical
welfare economics. The classical welfare theo-
rems establish that a competitive equilibrium is
efficient and that, under reasonable assumptions,
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any efficient allocation can be obtained as a com-
petitive equilibrium for suitably chosen initial
endowments. But finding the endowments that
yield the allocation that maximizes social welfare
is informationally virtually equivalent to comput-
ing the entire optimal allocation. By contrast, the
fair-division approach often allows the specifica-
tion of procedures that are independent of the
details of the environment but still yield equitable
and efficient allocations.

Finally, most of the procedures studied in the
literature on fair division are self-administered, in
the sense that they can be implemented without a
referee. This is difficult to formalize, but clearly
important in practice.

See Also

Envy
Equality
Fairness
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Fairness

Hal R. Varian

The issues of equity and efficiency are central
aspects of most economic problems. In the polit-
ical domain it often seems that concerns with
equity — or at least distribution — often outweigh
concerns with economic efficiency in discussion
of policy alternatives. Despite this, most eco-
nomic analysis has paid much more attention to
issues of efficiency than to equity.

The notion of efficiency has been repeatedly
refined in economics, and today the concept of a
Pareto efficient allocation has a firm place in the
economist’s tool-kit. There is no similar agree-
ment about the proper concept of ‘equitable’ or
“fair’ allocations. This is not to say that proposals
are lacking, and in this essay I will examine a few
of the ideas concerning economic definitions of
fairness and equity. Since I have provided a more
detailed survey of contributions in this area else-
where (Thomson and Varian 1985), I will focus
more on the conceptual underpinnings, rather than
the technical results.

Suppose that you had a bundle of goods to
divide in a ‘fair’ way among n economic agents.
How would you do it? In the absence of any
further information, the natural choice is equal
division. But even if equal division is a fair way
to divide the bundle initially, it may not remain
fair. If agents have different tastes, they will gen-
erally desire to trade the goods among themselves.
Even though the initial allocation is symmetric,
the final allocation will not necessarily inherit this
desirable property of the original division.

What would be an economic definition of ‘sym-
metry’? One proposal, due to Duncan Foley
(1967), goes as follows: an agent i is said to envy
another agent j if 7 prefers j’s bundle to his own. An
allocation in which no agent envies any other agent
is known as an envy-free allocation. Equal division
is, of course, envy-free, but there will typically be
many other allocations that satisfy this symmetry
property. Allocations that are both Pareto efficient
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and envy-free are particularly interesting since they
are allocations that will not be disturbed by volun-
tary trade. An envy-free allocation is sometimes
referred to as an ‘equitable’ allocation. An envy-
free Pareto efficient allocation is often called a
‘fair’ allocation. The term ‘envy-free’ seems to
me to be both more descriptive and less misleading.

Butdo Pareto efficient envy-free allocations nec-
essarily exist? It is too much to ask for allocations
that are both equitable and efficient? As it turns out,
it is possible to show that a competitive equilibrium
from equal division is necessarily an envy-free and
efficient allocation. It is efficient by the First Theo-
rem of Welfare Economics, and the envy-free prop-
erty follows from the fact that equal division
guarantees that all agents will have the same wealth.

Other sorts of allocative mechanisms may not
necessarily preserve the symmetry of equal divi-
sion. For example, it is easy to exhibit allocations
in the core of an equal division market game in
which some agent envies another. The particular
feature of trade on a competitive market that is
important is the fact that all agents have the same
trading opportunities, and hence cannot in equi-
librium prefer some other agent’s choices to their
own. This insight has been examined in detail by
Schmeidler and Vind (1972) using the notion of
“fair net trades’.

The concept of envy-free allocations has been
generalized in many different ways. For example,
there is the idea of a ‘coalitionally envy-free allo-
cation’, which requires that there is no group of
agents that unanimously prefers some other
group’s bundle to their own. A closely related
idea is that of an egalitarian equivalent allocation,
which is one in which every agent is indifferent
between the bundle he holds in that allocation and
a bundle in some (hypothetical) equal division
allocation.

There will typically exist envy-free Pareto effi-
cient allocations that are not competitive equilib-
ria with equal wealths, but an equal-wealth
allocation turns out to be especially interesting in
a number of ways. For example, only in an equal-
wealth allocation does each agent have the
same budget set, and thus have equal trading
opportunities. Furthermore, it can be shown that
when preferences vary continuously across the



4412

population, the only Pareto efficient envy-free
allocations are those with equal wealth.

The concept of envy-free allocations seems to
work quite well as a formalization of the concept of
symmetry when agents are themselves more or less
symmetrically situated. However, when the agents
are not themselves symmetric, the envy-free con-
cept becomes somewhat forced. Consider, for
example, the case of agents with severe handicaps.
Do they not deserve some kind of special compen-
sation for these handicaps in a ‘fair’ allocation?
Shouldn’t a diabetic’s demand for insulin take pre-
cedence over a gourmet’s demand for truffles?

These questions arise naturally when we con-
sider models of production. For in this case agents
with different abilities are like agents with differ-
ent degrees of being handicapped. As Ronald
Dworkin (1981) puts it: ‘someone who cannot
play basketball like Wilt Chamberlain. . . suffers
from an (especially common) handicap.” How
does the concept of an envy-free allocation gen-
eralize to production economies? First we should
consider what we mean by stating that one agent
envies another agent in a production context.
Since one agent cannot directly consume another
agent’s leisure, the extension of the concept to
production is not immediate. More formally, if
one agent’s consumption set is not identical with
another’s, the concept of envy-free allocation is
not necessarily well defined.

The natural thing to do here is to consider what
would happen if agents swapped not only consump-
tion bundles but also labour commitments — in order
to envy another agent, you not only have to desire
his consumption, but you also have to be willing to
work as much as he does.

But this definition has a serious problem which
was first discovered by Pazner and Schmeidler
(1974): it may be that there are no Pareto efficient
envy-free allocations by this definition. The prob-
lem is that just because one agent is willing to
work as much as another doesn’t mean that he will
be able to produce as much output as the other.
When abilities are different, the concept of ‘envy’
needs some refinement.

One suggestion, made by Varian (1974), is to
have agents compare their consumption-output
bundles, not their consumption-input bundles.
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Thus in order to ‘envy’ another agent, I must be
willing to produce as much as he produces, or,
more generally, I have to produce output with
the same value that he produces. This sort of
envy comparison, happily, is consistent with
Pareto efficiency. Another suggestion, due to
Pazner and Schmeidler (1978), is that we con-
sider allocations in which each agent has a
consumption-leisure bundle that has equal value
at the efficiency prices. Again, it can be shown
that such allocations will always exist. In some
sense these two proposals are at opposite
extremes: Varian’s suggestion favours the able,
while Pazner and Schmeidler’s favours the
unable. Is there a natural intermediate concept
that is in some sense more balanced? The answer
is not known.

An area that is closely related to that of
envy-free allocations is that of games of fair divi-
sion. Everyone is familiar with the classic scheme
of ‘I divide and you choose’ as a solution to two
person division games. But what do you do if you
want to divide a good (or a bundle of goods)
among more than two agents? There have been
several schemes proposed; Kuhn (1967) provides
a nice survey of the early literature. Since this
survey, there have been some further study of
games of fair division and an increasing interest
in the implementability of some of the equity
concepts described above.

See Also

Equity

Fair division
Justice
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Abstract

This article provides a brief overview of AIG’s
operations and explains why AIG suddenly col-
lapsed. It then details the terms of the initial US
government bailout and later restructurings.
Finally, the article describes the regulatory gap
exploited by AIG and ensuing regulatory reform.
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Introduction

In 2007, American International Group, Inc.
(AIG), then the largest insurance company in the
USA, generated $110 billion in total revenue and
earned $8.9 billion in operating income. AIG
ended 2007 with over $1 trillion in assets and
$95.8 billion in shareholders equity. A mere nine
and a half months later, however, AIG was on the
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verge of bankruptcy and had to be rescued by the
US government through an $85 billion loan. Addi-
tional aid followed, and US government commit-
ments ultimately grew to more than $180 billion.
This article provides a brief overview of AIG’s
operations and explains why AIG suddenly col-
lapsed. It then details the terms of the initial US
government bailout and later restructurings.
Finally, the article describes the regulatory gap
exploited by AIG and ensuing regulatory reform.

AIG’s Pre-Bailout Operations

Overview
AIG is a holding company incorporated in Dela-
ware, and its common stock is listed on the New
York Stock Exchange. Prior to the bailout, AIG
engaged, through its subsidiaries, in a broad range
of insurance and insurance-related activities in the
USA and abroad. AIG had operations in more
than 130 countries, with about half of its revenues
derived from its foreign operations. Its principal
business units were General Insurance, Life Insur-
ance & Retirement Services, Financial Services,
and Asset Management. The General Insurance
unit underwrote commercial property, casualty,
workers’ compensation, and mortgage guarantee
insurance. The Life & Retirement Service unit
provided individual and group life, payout annu-
ities, endowment, and accident and health
insurance policies. The Financial Services unit
engaged in aircraft and equipment leasing, capital
market transactions, consumer finance, and insur-
ance premium finance. The Asset Management
unit offered a wide variety of investment-related
services and investment products to individuals,
pension funds and institutions. AIG ranked tenth
in the 2007 Fortune 500.

Table 1 summarizes AIG’s operating perfor-
mance by unit for the years ended 31 December
2005, 2006 and 2007.

AIG’s Credit Default Swap Business

As Table 1 indicates, AIG’s operating income
dropped by $12.7 billion from 2006 to 2007



4414

Fall of AlIG, Table 1 AIG revenues and operating income,
2005-2007

(In millions) 2007 2006 2005
Revenues
General insurance $51,708 | $49,206 | $45,174
Life insurance and 53,570 | 50,878 | 48,020
retirement
Financial services (1,309) | 7,777 10,677
Asset management | 5,625 4,543 4,582
Other 457 483 344
Consolidation and 13 500 (16)
eliminations
Total $110,064 | $113,387 | $108,781
Operating income (loss)
General insurance $10,562 | $10,412 | $2,315
Life insurance and 8,186 10,121 8,965
retirement
Financial services (9,515) | 383 4,424
Asset management 1,164 1,538 1,963
Other (2,140) | (1,435) |(2,765)
Consolidation and 722 668 311
eliminations
Total $8,943 | $21,687 | $15,213

Source: AIG Annual Report ( 2007)

principally because of the $9.5 billion loss posted
by its Financial Services unit. For the most part,
this loss resulted from write-downs on the unit’s
credit default swap (CDS) business. AIG’s CDS
business was run by AIG subsidiaries AIG Finan-
cial Products Corp. and AIG Trading Group, Inc.,
and their respective subsidiaries (collectively,
AIGFP) out of Connecticut and London. Because
AIGFP’s CDS business was at the heart of AIG’s
collapse, this section provides a short primer on
CDSs and then describes the business.

A CDS is a privately negotiated contract where
one party (the ‘protection seller’), in exchange for
a fee, agrees to compensate another party (the
‘protection buyer’) if a specified ‘credit event’
(such as bankruptcy or failure to pay) occurs
with respect to a company (the ‘reference entity’)
or debt obligation (the ‘reference obligation’).
CDSs have historically been transacted over-the-
counter (OTC), meaning they were not traded on
an exchange or cleared through a clearinghouse.
They fall under the broader category of OTC
derivatives, which includes interest rate, currency
and commodities swaps.

Fall of AIG

CDSs are used for a variety of purposes,
including hedging, speculation and arbitrage. For
example, if a mutual fund wants to hedge its credit
risk exposure on its $100 million of XYZ Inc.
(XYZ) bonds that mature in five years, it can do
so by entering into a five-year, $100 million CDS
with a protection seller. The CDS would designate
XYZ as the reference entity and XYZ’s bonds as
the reference obligation. It would define credit
event as XYZ’s bankruptcy or payment default
on its bonds. In this example, the CDS would
have a ‘notional amount’ of $100 million because
that is the amount of protection provided by the
CDS. In connection with writing the CDS, the
protection seller would assess the likelihood of a
credit event occurring during the next five years
and set its fee for providing the protection accord-
ingly. This fee is referred to as the CDS spread or
premium and is expressed in basis points per
annum on the notional amount of the CDS. The
spread is typically payable quarterly. In this exam-
ple, if the protection seller sets the spread at
100 basis points, the fund would pay the protec-
tion seller $250,000 per quarter during the five-
year term of the CDS.

If no credit event occurs during the term of a
CDS, the protection seller retains the premium
payments and the parties go their separate ways.
In this example, that means the protection seller
would have grossed $5 million from writing the
CDS ($250,000 per quarter multiplied by twenty
quarters). If a credit event does occur during the
CDS term, the protection seller is then obligated to
compensate the protection buyer. Compensation
occurs through either physical or cash settlement,
depending on what the CDS specifies. If the CDS
provides for physical settlement, it will specify
types of ‘deliverable obligations’ that the protec-
tion seller is required to buy for par (full face
value) upon delivery by the protection seller. In
this example, assume the CDS provided for phys-
ical settlement and designated the XYZ bonds as
the deliverable obligation. Following an XYZ
credit event, the fund would transfer the $100
million face amount of XYZ bonds to the protec-
tion seller. The protection seller would then pay
the fund $100 million, and the CDS would termi-
nate. Obviously, XYZ bonds will have dropped in



Fall of AIG

value as a result of the credit event and, therefore,
will be worth much less than par.

If the CDS provides for cash settlement, the
parties agree on a market value for the reference
obligation. The protection seller then pays the
protection buyer the difference between the mar-
ket value and the par value of the reference obli-
gation. In this example, assume that the market
value of the reference obligation dropped to 25%
of par following the credit event. The protection
seller would then pay the fund $75 million ($100
million par value less the $25 million market
value) and the CDS would terminate.

A prominent risk inherent in a CDS faced by a
protection buyer is counterparty credit risk. Coun-
terparty credit risk is the risk that a protection
seller will be unable or unwilling to make the
payment due under a CDS following a credit
event. To address counterparty credit risk, a CDS
may require the protection seller to post collateral
with the protection buyer equal to a specified
percentage of the notional amount of the CDS. If
the market price of the referenced obligation
declines by a certain amount or the credit rating
of the referenced obligation is downgraded, the
CDS would typically require the protection seller
to post additional collateral as these happenings
generally indicate a perceived increase in the
probability of a credit event occurring. The initial
collateral percentage typically varies depending
on the protection seller’s credit rating. The higher
its credit rating, the lower the collateral percent-
age. This is because a higher credit rating indi-
cates higher credit quality and, therefore, a lower
chance that a protection seller will default on its
obligations under the CDS. The CDS will typi-
cally provide for an automatic increase in the
collateral percentage for any downgrades to the
protection seller’s credit rating during the term of
the CDS.

AIGFP’s CDS business consisted largely of
selling protection on ‘super senior risk tranches
of diversified pools of loans and debt securities’
(AIG Annual Report 2007). Deciphering what
exactly this means requires a basic understanding
not only of CDSs but also of asset-backed securi-
ties. Asset-backed securities are securities backed
by a discrete pool of financial assets such as
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commercial loans, residential mortgage loans,
credit card receivables or student loans. Asset-
backed securities are created through the process
of securitization.

The most relevant type of asset-backed securi-
ties when it comes to AIG’s collapse is residential
mortgage-backed securities. The typical securitiza-
tion process for these securities is as follows. It
starts with a borrower applying to a lender (either
directly or through a broker) for a mortgage loan to
purchase a home or refinance an existing loan.
Assuming the application is approved, the lender
funds the loan as part of the purchase or refinancing
closing. Then the lender sells the loan to an insti-
tution called an arranger (sometimes also called an
issuer). The arranger then sells the loans — and
oftentimes similar loans it has purchased from
other lenders —to a newly formed special purpose
vehicle (SPV). The SPV funds the purchase of
the loans by selling investors debt obligations
representing claims to the cash flows from the
pool of residential mortgage loans owned by the
SPV. These obligations are ‘asset-backed securi-
ties’ because they are ‘backed’ or supported by a
financial asset (the mortgage loans). The SPV uses
the cash flows from the pool of mortgage loans
(primarily monthly loan payments) to service the
debt it issued investors to buy the loans.

Often, the SPV divides the debt securities it
issues into different tranches reflecting different
levels of seniority or payment priority. For exam-
ple, the SPV could issue three different classes of
debt securities: a senior class, a mezzanine class
and a junior class. The SPV’s indenture (the doc-
ument that specifies the terms of the debt securi-
ties) would then provide that obligations (interest
and principal) owed to the senior class are to be
paid first, followed by those owed to the mezza-
nine class, with the junior class to be paid last. If
all amounts owed on the loans or other financial
assets owned by the SPV are paid timely, the SPV
will have sufficient funds to meet its obligations
with respect to all three classes. If funds are insuf-
ficient, the junior class is the first not to get paid,
followed by the mezzanine class. The senior class
would only not get paid if the SPV’s shortfall
exceeds amounts owed to the junior class and
the mezzanine class.
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Typically, the SPV will have all but the most
junior tranche rated by one or more of the credit
rating agencies. As part of the rating process, the
SPV will seek input from the rating agencies
regarding how the securities need to be tranched
for the most senior tranche to receive a rating of
AAA (the highest possible rating). The senior
tranche can receive AAA, even if there are no
AAA assets in the SPV’s pool, because it is the
first to be paid and thus the last to suffer a loss. Its
creditworthiness is enhanced because junior
tranches insulate it from some level of losses
from the SPV’s underlying pool of assets.

The higher the credit rating, the lower the
interest rate the SPV will need to offer on a par-
ticular tranche and vice versa. Thus, tranching
provides investors with different risk/reward pro-
files. The basic idea is to convert a pool of finan-
cial assets with a single rating into various debt
securities with ratings at, above, and below the
pool’s rating. This is considered desirable because
demand for fixed income securities is divided
between investors seeking the presumed safety
of highly rated (AAA or AA) debt securities and
those seeking the high returns offered by lower
rated securities, with demand for highly rated
securities the greatest. Through tranching, an
SPV can take a pool of assets that falls in between
these two points and create securities sought by
both types of investors. In fact, the securities can
be tranched easily so that the senior tranche is by
far the largest tranche, aligning with the greater
demand for highly rated securities.

Notwithstanding the highly rated nature of the
top tranche of an SPV’s debt securities, there is
demand for credit protection on these securities.
As noted above, the bulk of AIGFP’s CDS portfo-
lio was comprised of protection it wrote on what it
refers to as the ‘super senior’ tranche of various
types of asset-backed securities. AIG defines the
‘super senior’ tranche ‘as the layer of credit risk
senior to a risk layer that has been rated AAA by
the credit rating agencies, or if the transaction is not
rated, equivalent thereto’ (AIG Annual Report
2007). On 31 December 2007, AIGFP had the net
notional amount of protection outstanding on the
super senior tranche of securities backed by the
specified types of financial assets shown in Table 2.

Fall of AIG

Fall of AIG, Table 2 Notional value of credit default
swaps issued by AIG, 2007

Net notional amount

(in $billions)
Corporate loans 230
Prime residential mortgages 149

Corporate debt/collateralized 70
loan obligations

Multi-sector collateralized 78
debt obligations
Total 527

Source: AIG Annual Report ( 2007)

Approximately $379 billion of AIGFP’s port-
folio (the corporate loans and prime residential
mortgages CDSs) were written to provide various
European financial institutions ‘regulatory capital
relief”. By purchasing CDSs from AIG, these
institutions were able to reduce the amount of
capital they were required by banking regulations
to maintain against securities they held. The bal-
ance of AIGFP’s CDS portfolio (the remaining
$148 billion) was arbitrage motivated, meaning
that the counterparties bought the protection as
part of some type of arbitrage trading strategy.

AIGFP was able to amass such a large CDS
portfolio in part because AIG contractually
guaranteed all AIGFP payment obligations on
the CDSs it wrote. In effect, AIGFP was leverag-
ing the comfort provided to counterparties by
AIG’s stellar credit rating (AAA until 2005) and
hundreds of billions in assets.

Obviously, AIGFP sold protection to make
money. A former AIGFP senior executive charac-
terized writing CDSs as ‘gold’ and ‘free money’
because AIGFP’s risk models indicated that the
underlying securities would never go into default
(Mollenkamp et al. 2008). Thus, the CDSs would
expire untriggered and AIGFP would pocket
the premiums. These premiums averaged about
0.12% per year of CDS notional amount
(Financial Crisis Inquiry Commission, 2011).

After the fact, the strategy was a disaster, but
not necessarily irrational or reckless before the
fact. Because almost all of AIGFP’s CDSs were
written on super senior tranches and losses are
allocated sequentially starting with the equity
tranche, a pool of loans backing the SPV’s



Fall of AIG

securities could suffer substantial defaults before
any losses would be incurred by the super senior
tranche. If lower rated tranches absorb all the
losses, meaning no losses have to be allocated to
the super senior tranche, there will be no ‘credit
event’ with respect to the super senior tranche and,
therefore, no payment obligation under the CDS
AIGFP wrote on the tranche. AIGFP’s model had
determined with 99.85% confidence that no credit
event would ever occur with respect to the super
senior tranches on which AIG wrote protection
‘even in an economy as troubled as the worst post-
World War II recession’ (Financial Crisis Inquiry
Commission 2011). This proved to be largely
correct, but, as discussed next, it was not the
occurrence of ‘credit events’ that crippled AIG,
but collateral calls.

AIG's Collapse

AIG collapsed largely because of the collateral
posting obligations with respect to $61.4 billion
notional amount of CDSs that AIGFP wrote on
debt securities with subprime mortgage exposure.
As discussed above, these obligations are a com-
mon feature of CDSs designed to reduce the coun-
terparty credit risk assumed by a CDS protection
buyer. In this case, the obligations were based on
(1) the difference between the notional amount of
the particular CDS and the market value of the
underlying debt security, and (2) the rating on the
debt securities. Accordingly, as the housing mar-
ket steadily declined in 2008, causing subprime
borrowers to default on their mortgages, the value
and ratings of the debt securities underlying the
$61.4 billion of CDSs plummeted. As a result,
AIG was obligated to post more and more cash
collateral. By June 2008, AIG had posted $13.2
billion, and counterparties were demanding an
additional $9.2 billion.

Adding to AIG’s cash struggles was its securi-
ties lending program, a program managed by AIG
Investments, AIG’s institutional asset manage-
ment unit. Under the program, AIG Investments
loaned securities from the investment portfolios of
AIG’s insurance companies to various financial
institutions (the typical reason that an institution
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borrows securities is to sell them short) in
exchange for cash collateral posted by the bor-
rower. AIG Investments would then invest the
collateral in debt securities to earn a return
which would serve as compensation for lending
securities. At one point, AIG investment had
loaned $76 billion in securities to US companies.

As borrowers received news about AIG’s trou-
bles, they became concerned about the safety of
the cash collateral they had posted with AIG
Investments. Thus, many of them decided to
return lent securities and get their collateral
back. Unfortunately, AIG Investments had
invested a significant portion of the cash in resi-
dential mortgage-backed securities which had
plummeted in value and liquidity. As a result,
the program lacked sufficient funds to satisfy
collateral-return obligations. Accordingly, AIG
was forced to transfer billions in cash to the pro-
gram, cash which was immediately paid out to
these borrowers. By late August, AIG had trans-
ferred $3.3 billion in cash to the program, and
borrowers were demanding billions more.

By early September 2008, AIG realized that its
cash situation was dire and therefore accelerated
its ongoing efforts to raise additional capital. It
held discussions with private equity firms, sover-
eign wealth funds and other investors, but was
unable to strike a deal. Furthermore, several of
AlIG’s subsidiaries were unable to roll over
their commercial paper financing, meaning that
AIG was essentially shut out of the commercial
paper market.

On 15 September 2008, the credit rating agen-
cies downgraded AIG’s long-term debt rating.
This downgrade triggered in excess of $20 billion
in additional collateral obligations because the
collateral posting provisions contained in many
of AIGFP’s CDSs also took into account the credit
rating of AIG, with a credit downgrade triggering
additional posting obligations.

The day after the downgrade, AIG made a last
ditch effort to raise additional financing. Among
other things, AIG management met with represen-
tatives of Goldman, Sachs & Co., J. P. Morgan
and the Federal Reserve Bank of New York
(NY Fed) to discuss putting together a $75 billion
secured lending facility syndicated among various
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financial institutions. By the early afternoon, how-
ever, it was apparent that no private sector lending
facility was forthcoming and that AIG ‘had an
immediate need for cash in excess of its available
liquid resources’ (AIG Quarterly Report, Septem-
ber 2008). AIG still had close to $1 trillion in
assets but they were either illiquid or held by
regulated insurance subsidiaries and thus were
out of AIG’s reach. As a result, the government
decided to intercede.

The Bailout

On 16 September 2008, the Federal Reserve
Board (Fed) announced, with the support of the
US Department of the Treasury (Treasury), that it
had authorized the NY Fed to rescue AIG through
an $85 billion revolving credit facility (Fed Credit
Facility). According to the Fed, the bailout was
necessary because ‘in current circumstances, a
disorderly failure of AIG could add to already
significant levels of financial market fragility and
lead to substantially higher borrowing costs,
reduced household wealth, and materially weaker
economic performance’ (Fed Press Release
2008). The intent of the loan was to ‘facilitate a
process under which AIG will sell certain of its
businesses in an orderly manner, with the least
possible disruption to the overall economy’ (Fed
Press Release 2008). In exchange for making the
loan, the US government received a 79.9% equity
stake in AIG.

The Fed Credit Facility kept AIG out of bank-
ruptcy but it did not cure its financial woes. Thus,
in November 2008, the government restructured
its aid to AIG. The restructuring consisted of three
components: an equity purchase, changes to the
Fed Credit Facility, and creation of additional
lending facilities. Under the equity purchase com-
ponent, the US Treasury invested $40 billion in
AIG under the Troubled Asset Relief Program
(TARP) included in the Emergency Economic
Stabilization Act of 2008. AIG used this money
to pay down the Fed Credit Facility. The Fed
Credit Facility was reduced from $85 billion to
$60 billion and its term changed from two years to
five years. To address continuing problems related
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to AIG’s securities lending program, the NY Fed,
purchased $39.3 billion face amount in residential
mortgage-backed securities from AIG for $19.8
billion. These securities were purchased by AIG
with cash collateral posted by borrowers under its
securities lending program. AIG used the pro-
ceeds from the NY Fed and additional funds to
repay this cash collateral, and it then terminated its
securities lending program. Finally, to address
AlG’s continuing collateral posting obligations
from its CDS portfolio, AIG and the NY
Fed established a facility to purchase from
counterparties the debt securities underlying the
problematic $61.4 billion in CDSs in exchange for
these counterparties concurrently terminating the
related CDSs. The NY Fed provided a $30 billion
term loan to fund the purchase of the CDOs, and
AIG contributed $5 billion.

In March 2009, the government added an
equity capital commitment facility to the aid pack-
age. Under this facility, Treasury agreed to pro-
vide AIG with up to approximately $30 billion
over the ensuing five years. This last facility
brought US government commitments to AIG to
$182.5 billion, with AIG ultimately drawing
down approximately $126.1 billion of the total.

In January 2011, the US government and AIG
closed on a recapitalization plan. Under the plan,
(1) AIG repaid amounts it owed under the Fed
Credit Facility, (2) the various types of AIG pre-
ferred shares issued to the US government in
connection with the bailout and restructuring
were converted into 1.655 billion shares of AIG
common stock, all of which are now held by
Treasury, and (3) AIG issued Treasury approxi-
mately $20 billion of preferred equity interests in
two AIG subsidiaries. Upon completion of the
recapitalization, Treasury owned approximately
92% of AIG’s common stock.

Regulatory Gap and Response

AIGFP was able to amass its huge portfolio of
CDSs in part because of deliberate regulatory
gaps. Specifically, the Commodity Futures Mod-
ernization Act of 2000 (CFMA) amended the
federal securities laws to essentially prohibit the
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US Securities and Exchange Commission (SEC)
and the Commodity Futures Trading Commission
(CFTC) from regulating over-the-counter (OTC)
derivatives. Prior to CFMA passage, there was
uncertainty as to whether SEC and CFTC regula-
tions applied to OTC derivatives. A November
1999 report from a working group comprised of
the Secretary of the Treasury, Chairman of the
Fed, Chairman of the SEC and Chairman of the
CFTC concluded that this uncertainty, ‘if not
addressed, could discourage innovation and
growth of these important markets and damage
U.S. leadership in these arenas by driving trans-
actions off-shore’ (President’s Working Group on
Financial Markets, 1999). Hence Congress
resolved the uncertainty by making it clear that
SEC and CFTC regulations did not apply. The
justification for this approach was that CDSs and
the like were transacted only by sophisticated
parties who can fend for themselves and therefore
do not need the protections afforded by SEC and
CFTC regulations.

Additionally, although CDSs have characteris-
tics of insurance contracts, they generally have not
been considered insurance for purposes of state
insurance regulations, and therefore have not been
subject to these regulations. This was made crystal
clear by the state of New York in 2004 when it
amended its insurance laws specifically to exclude
CDSs from coverage. A number of other states
have done likewise. The basic justification for the
exclusion is that the purpose of insurance regula-
tion is to protect American consumers. Because
the CDS market is comprised entirely of institu-
tional investors, the thinking went that there was
no consumer interest with respect to CDSs in need
of protection.

While CDSs themselves were not regulated,
many of the players in the CDS market were. For
example, nationally chartered banks are supervised
by the Office of the Comptroller of the Currency
(OCC), and bank holding companies are regulated
by the Fed. In fact, since 1999, when AIG orga-
nized AIG Federal Savings Bank, it had been sub-
ject to Office of Thrift Supervision (OTS)
regulation, examination, supervision and reporting
requirements. According to AIG, ‘[aJmong other
things, this permits the OTS to restrict or prohibit
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activities that are determined to be a serious risk to
the financial safety, soundness or stability of AIG
Federal Savings Bank’ (AIG Annual Report 2007).
While the OTS was aware of AIG’s CDS business,
reviewed some of the contracts, and knew about
the collateral posting provisions, they failed to
recognize the extent of the risk. Congress abolished
the OTS in 2010 and transferred the bulk of its
responsibilities to the OCC.

In sum, because CDSs fell within a regulatory
gap and the OTS did not appreciate their risks,
AIGFP was able to pursue a multi-billion dollar
CDS business free from regulatory filings,
mandated capital requirements and government
intervention.

Congress closed the CDS regulatory gap
through the Dodd-Frank Wall Street Reform and
Consumer Protection Act of 2010. Among other
things, the Act (1) authorizes the SEC and CFTC to
regulate over-the-counter derivatives, (2) requires
certain formerly OTC derivatives to be exchange-
traded and centrally cleared, and (3) allows regula-
tors to impose capital and margin requirements on
swap dealers and major swap participants. As of
this writing, regulations implementing these pro-
visions are in the process of being finalized.

Conclusion

AIG collapsed because collateral obligations
embedded in the CDSs it wrote triggered a chain
reaction that drained it of cash. Unable to raise
funds in the private markets or quickly sell off
some of its trillion dollars in assets, AIG was
forced to accept a government bailout. In hind-
sight, it is easy to conclude that AIG should have
never gone into the CDS business, or at least not
written the $61.4 billion of CDSs on multi-sector
CDOs with subprime mortgage loan exposure.
Ultimately, however, AIG took a calculated busi-
ness risk that turned out disastrously.

In the wake of the bailouts of Bear Stearns,
Freddie Mac and Fannie Mae, and the bankruptcy
of Lehman Brothers, the government determined
that the financial markets were too fragile to
absorb an AIG bankruptcy. Thus, it rescued AIG
with a package that soon grew to $182.5 billion.
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AIGFP was able to amass its huge CDS port-
folio without setting aside capital reserves or
hedging its exposure because of a deliberate reg-
ulatory gap. This gap has since been closed, so a
repeat of AIG is unlikely.
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Falling Rate of Profit

Walter Eltis

Adam Smith, David Ricardo, Karl Marx, John
Stuart Mill and John Maynard Keynes all
expected the rate of profit to decline in the longest
of long runs. It goes without saying that their
reasons differ, with the result that we have several
theories which point to this possibility.

Adam Smith

Smith is generally regarded as an optimist who
saw more potential for progress in real wages and
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labour productivity than several of his successors.
He expected productivity to be constant in agri-
culture, while in his Lectures he claimed that the
division of labour in industry would permit twenty
million workers to produce one hundred times the
output of two million (p. 392). Capital accumula-
tion would inevitably lead to population growth
which should enable these potential benefits from
the division of labour to be realized, and the extra
population would allow the division of labour to
be further extended and permit yet higher produc-
tivity. If productivity is constant in agriculture and
rising in industry, its average in industry and agri-
culture together, Q,, will have a persistent ten-
dency to rise (as Hollander (1973) shows).

At first sight most of the benefits from this
rising productivity trend should go to profits and
rents. The level of wages will be higher in a fast
than in a slow-growint economy, but Smith does
not expect the high wages of a fast growing econ-
omy to rise each year. There will be one particular
level of wages, W, in a stationary state, a higher
level, W+, in a slow growing economy, and a still
higher level, W + +, where capital and population
are growing rapidly. As capital and employment
can grow rapidly without any need for wages to
rise above W+ +, all the gains in Q,, can be added
to profits and rent. This ought to produce a rising
rate of profit, for if O, is rising while the wage is
stuck at '+ +, then the surplus for profits and rent
per worker, (Q,, — W+ +), and the share of profits
and rent in output, (Q,, — W + +)/Q,, will all the
time increase. Unless rents take an ever growing
share of ‘profits and rents’, this continual rise in
the proportion of output which can go to profits
and rent should allow the share of profits and
therefore the rate of profit to keep on rising. So it
is at first sight puzzling that Smith should insist in
The Wealth of Nations (1776) that:

In a country which had acquired that full comple-
ment of riches which the nature of its soil and
climate, and its situation with respect to other coun-
tries allowed it to acquire; which could, therefore,
advance no further, and which was not going back-
wards, both the wages of labour and the profits of
stock would probably be very low (p. 111).

The cause of the declining rate of profit which
takes Smith’s economy gradually to a stationary
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state where wages and profits are both low is most
easily understood if (to follow Eltis 1984) atten-
tion is focused on agriculture, and the corn harvest
in particular.

Smith suggests that each corn harvest is pro-
duced with unchanging labour productivity, ‘In
every different stage of improvement. . . the rais-
ing of equal quantities of corn in the same soil
and climate, will, at an average, require nearly
equal quantities of labour’ (p. 206), while the
wage is also just sufficient to buy a given quan-
tity of corn for,

the money price of labour . .. must always be such

as to enable the labourer to purchase a quantity of

corn sufficient to maintain his family either in the

liberal, moderate, or scanty manner in which the
advancing, stationary or declining circumstances of

the society oblige the employer to maintain him
(p- 509).

In a rapidly progressing economy where the
wage is W + +, this will be a sufficient sum of
money to purchase a fixed quantity of corn of W, ++.
If the constant output of corn per worker is Q,,,
while the wage represents W, + + of corn, the
surplus that is available for profits and rent will
be the constant (Q, — W, + +) of corn per worker.
Therefore, if we measure output per worker and
the wage in corn, there is no tendency for profits
plus rent per workers to rise. If this constant share
of surplus is divided equally between profits and
rents, then Smith would predict an approximately
constant share of profits in agriculture.

Smith envisages that an economy will become
increasingly capital intensive.

As the division of labour advances. .. in order to
give constant employment to an equal number of
workmen, an equal stock of provision, and a greater
stock of materials and tools than what would have
been necessary in a ruder state of things must be
accumulated beforehand (p. 277).

In the case of agriculture this increase in capital
intensity takes the form of a growing use of oxen
(‘labouring cattle’) and increasing sums will be
spent on fertilization and improvements to the
soil. So there will be a continual tendency for the
agricultural capital-output ratio to rise. With a con-
stant share of profits (P/Y), and a rising capital-
output ratio (K/Y), the rate of profit ((P/K) which
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is (P/Y) + (K/Y)) will tend to fall. Entrepreneurs
can choose whether to deploy their capital in agri-
culture, industry, or commerce, so the rate of profit
cannot fall in agriculture without similar falls else-
where. Hence as the agricultural rate of profit falls,
the capital withdrawn from agriculture will be
transferred, and the increase in competition that
this causes will also force industrial and commer-
cial profits down for,
When the stocks of many rich merchants are turned
into the same trade, their mutual competition natu-
rally tends to lower its profit; and when there is a
like increase of stock in all the different trades

carried on in the same society, the same competition
must produce the same effect in them all (p. 105).

The general fall in the rate of profit will grad-
vally reduce capital accumulation, and as this
diminishes, wages will fall from W, + + to W, +

and subsequently to W, At this lower wage,
profits will recover a little, but the same cause, a
rising K/Y in agriculture while P/Yis constant, will
cause a resumption of the falling trend which will
continue until the stationary state where wages
and profits are both ‘very low’ is reached.

David Ricardo

During the Napoleonic Wars, high food prices
caused British farmers to cultivate inferior land,
and this led Ricardo and his great contemporary,
Malthus, to attribute a major role to agricultural
diminishing returns. The simplest representation
of Ricardo’s theory of income distribution which
follows from this is also a ‘corn-model’ (as Sraffa
(1951) and Eatwell (1975) suggest; Hollander
(1979) dissents). Ricardo himself published a
table in his initial statement of his new theory,
An Essay on the Influence of a Low Price of
Corn on the Profits of Stock (1815), where the
wage, output and capital per agricultural worker
are all expressed as quantities of corn. Because
landlords receive no rent from marginal land, its
entire corn output, Q,, goes either to wages or
profits. If the equilibrium or natural wage is
fixed as a specific quantity of corn, W,, then the
equilibrium profits earned from the employment
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of a marginal agricultural worker will be
(Q, — W,). If the capital required to employ him
can be expressed as a quantity of corn, K, then the
rate of profit at the margin will be (Q,— W,)/K,,. In
the Essay table, corn output per worker, Q,,, falls
as a growing demand for food forces the margin of
cultivation onto inferior land; capital per worker,
K,, rises because extra transport costs are
involved in farming inferior land (which is further
from the market), while /¥, the natural wage
expressed as a quantity of corn, is constant and
independent of the extent to which inferior agri-
cultural land has to be used. The continual ten-
dency for marginal agricultural productivity to
diminish, while the capital cost of employing an
agricultural worker increases, persistently reduces
the agricultural rate of profit, (Q, — W,)/K,. As
with Smith, if the rate of profit falls in agriculture,
then competition must reduce it equally in indus-
try and commerce.

Ricardo moved on from the ‘corn-model’ of
the Essay table to a more general theory in Prin-
ciples of Political Economy and Taxation (1817).
There (as Hicks (1972) suggests) the natural wage
is expressed as specific quantities of food-and-
manufactures. The food items in this ‘basket’ of
consumer goods become more expensive as agti-
culture is driven onto inferior land where more
workers are needed to produce the food workers
require, while the manufactured items included in
the natural wage become cheaper as technical
progress, the division of labour and a growing
use of machinery reduce labour requirements.
Ricardo believed that the tendency for food to
require more labour will have a stronger influence
on the real cost of the basket of goods that consti-
tute the natural wage than the tendency for
manufactures to require less. In consequence the
aggregate labour required to produce wage goods
rises all the time, so a marginal worker will spend
a higher fraction of his week producing the wage
goods that his constant wage requires. Then the
fraction of his output that is surplus to wages and
available for profits (marginal output never goes
to rent) will have a continual tendency to fall, so
there will be a declining trend in P/Yand in the rate
of profit:
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The natural tendency of profits then is to fall; for, in
the progress of society and wealth, the additional
quantity of food required is obtained by the sacrifice
of more and more labour. This tendency, this grav-
itation as it were of profits, is happily checked at
repeated intervals by the improvements in machin-
ery, connected with the production of necessaries,
as well as by discoveries in the science of agricul-
ture which enable us to relinquish a portion of
labour before required, and therefore to lower the
price of the prime necessary of the labourer (p. 120).

In this statement of Ricardo’s argument in the
Principles, the rate of profit is influenced by
developments in both agriculture and industry
(as Hollander (1979) emphasizes), for anything
which causes workers to spend a higher fraction
of time producing wage goods must increase the
proportion of marginal production that goes to
wages, while any increase in productivity in the
manufacture of industrial necessities will reduce
the proportion of workers’ time required to pro-
duce wage goods, and so increase the fraction
which can go to profits. If the tendency for real
agricultural productivity to fall has more influence
than the tendency for industrial productivity to
rise, then P/Y, the fraction of marginal production
which is surplus to wages will have a continual
tendency to fall. In the Principles Ricardo does
not repeat the proposition (from the Essay) that
capital per worker rises as the margin of cultiva-
tion moves onto inferior land, so the tendency for
the rate of profit to fall is dominated by the influ-
ence of declining agricultural productivity upon
P/Y, while K/Y plays a neutral réle.

In the Principles as in Smith, wages fall (from
W+ + to W + and then to W) as capital accumu-
lation and population growth diminish, and
(as Hicks and Hollander (1977) show) this
reduces the rate at which profits decline, without
affecting the proposition that they must fall even-
tually to the minimum stationary state level.

In 1820 five years after the conclusion of the
Napoleonic Wars, Ricardo wrote an essay for the
Encyclopedia Brittanica on ‘Funding Systems’
(which Dobb (1973) considers significant) in
which he modified the proposition that declining
agricultural productivity in an individual country
will inevitably cause a continual decline in its rate
of profit. A country such as Britain could avoid
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the influence of agricultural diminishing returns
by importing its marginal food and paying with
exports of manufactures:
a country could go on for an indefinite time increas-
ing in wealth and population, for the only obstacle
to this increase would be the scarcity, and conse-
quently high value, of food and other raw produce.
Let these be supplied from abroad in exchange for
manufactured goods, and it is difficult to say where

the limit is at which you would cease to accumulate
wealth and to derive profit from its employment

(p. 179).

Ricardo did not go on to say, though it is
implicit in this statement, that global diminishing
returns would force profits down in the end. If
marginal productivity fell at a world level, food
and necessary minerals would only be obtainable
at a rising real marginal cost, and wages would
absorb a growing fraction of marginal production
and leave a diminishing fraction over for profits,
so that P/Y would persistently fall. A country
importing food in such circumstances would
face deteriorating terms of trade, and wages
would have to rise in its manufacturing industries
to pay the ever rising cost of imported food with
the result that wages would absorb an increasing
fraction of the revenues that manufacturers
obtained, and so force P/Y downwards in pre-
cisely the manner set out in Ricardo’s Principles.

John Stuart Mill

Mill went on to develop the economic analysis of
Smith and Ricardo (as Hollander (1985) shows).
He agreed that the rate of profit will be strongly
influenced by population growth, capital accumu-
lation and techniques of production which he
refers to as ‘the arts of production’, and that
these will generally advance together. But ‘Agri-
cultural skills are of slow growth’, and inventions
occur only occasionally, so that, as with Ricardo,
agricultural improvements are no more than an
intermittent counteracting tendency which tempo-
rarily relieves the adverse pressure of growing
population on agricultural productivity. ‘The eco-
nomical progress of a society constituted of land-
lords, capitalists, and labourers, tends to the

4423

progressive enrichment of the landlord class;
while the cost of the labourer’s subsistence tends
on the whole to increase, and profits to fall” (1848,
pp. 731-2).

The fall in the rate of profit will continue until
an eventual stationary state is reached. The mini-
mum to which the rate of profit will then fall will
be made up of two elements. There must first be a
sufficient reward for the postponement of con-
sumption to ensure the maintenance of the capital
stock. This will determine the riskless rate of
interest that lenders will receive from financially
sound governments. The rate of profit will exceed
this minimal interest rate for there will inevitably
be risks of default in commercial undertakings
and entrepreneurs must earn more than the rates
at which they borrow if they are to be persuaded to
organize production in circumstances where each
faces risk. Mill believed that the minimum rate of
profit set by these considerations will have a ten-
dency to fall because a growing security of prop-
erty rights would continually improve incentives
to accumulate and at the same time reduce the
risks involved:

a change which has always hitherto characterized,
and will assuredly continue to characterize the pro-
gress of every civilized society, is a continual
increase of the security of person and property.
The people of every country in Europe, the most
backward as well as the most advanced, are, in each
generation, better protected against the violence and
rapacity of one another, both by a more efficient
judicature and police for the suppression of private
crime, and by the decay and destruction of those
mischievous privileges which enabled certain clas-
ses of the community to prey with impunity upon
the rest. They are also, in every generation, better
protected, either by institutions or by manners and
opinion, against arbitrary exercise of the power of
government (p. 707).

For these and similar reasons, ‘The risks
attending the investment of savings in productive
employment require, therefore, a smaller rate of
profit to compensate for them than was required a
century ago’ (p. 737). As civilization advances,
mankind becomes less the slave of the moment,
and more habituated to carry their desires forward
into a distant future which is ‘a natural result of the
increased assurance with which futurity can be
looked forward to’ (p. 738). All this will ‘diminish
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the amount of profit which people absolutely
require as an inducement to save and accumulate’.

Hence the minimum rate of profit required to
sustain a stationary state should fall all the time.
Because there has been

a diminution of risk and increase of providence, a
profit or interest of three or four per cent is as
sufficient a motive to the increase of capital in
England at the present day, as thirty or forty per
cent in the Burmese Empire, or in England at the
time of King John.

Mill actually envisaged a time when this min-
imal interest rate might fall as low as one per cent.

He believed that opulent societies like 19th-
century England were continually close to this
minimum. If all British saving was suddenly
invested at home, ‘Few persons would hesitate
to say, that there would be great difficulty in
finding remunerative employment every year for
so much new capital’, and ‘if the present annual
amount of savings were to continue, without any
of the counteracting circumstances which now
keep in check the natural influence of those sav-
ings in reducing profit, the rate of profit would
speedily attain the minimum, and all further accu-
mulation of capital would for the present cease’
(p. 741).

Counteracting tendencies which prevent the
rate of profit from actually attaining the mini-
mum are the diversion of a good deal of saving
overseas where a higher rate of profit can be
earned, and technical progress in the manufac-
ture of wage goods which adds new opportuni-
ties for profitable investment, but Mill believed
that the adverse influence on the rate of profit of
the pressure to accumulate would exercise the
dominant influence. Diminishing returns would
even set in in North America, for as its popula-
tion rose ‘unless great improvements take place
in agriculture’ there would need to be increases
in capital per worker which would gradually
produce the same effects on profitability as in
Europe (p. 745).

Like Ricardo, Mill did not envisage that tech-
nical progress in the production of workers’
necessities would be sufficient to overcome the
influence of population growth and agricultural
diminishing returns, so profits would continually
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fall towards the level set by the returns which
savers and entrepreneurs must receive, which
would itself diminish.

Karl Marx

Marx did not follow Ricardo and Mill in attri-
buting particular significance to agricultural
diminishing returns. In Capital the production of
food is not singled out in relation to the other
goods that workers buy, and there is no tendency
for the real cost of workers’ consumer goods to
rise. Marx actually argued the contrary, for he
attributed great significance to the favourable
effects of industrial mechanization and the divi-
sion of labour. Because of these, there is a falling
trend in the real cost of the goods workers buy in
order to achieve the equilibrium wage, ‘the value
of labour in exchange’. Analogously with Smith
and Ricardo, this has to provide a standard of
living sufficient to sustain the population — or as
Marx puts it, ‘to ensure the reproduction of the
working class’.

Measured in hours of labour time, his preferred unit
of value, each worker labours for (¥ + §) hours a
day, of which V suffice for the production of the
wage goods required for the equilibrium wage,
while the product of the remaining S hours is sur-
plus to workers’ subsistence requirements and
belong to the capitalist employers. Marx describes
the ratio of S, the total hours workers labour for
others, to ¥, the hours they labour for their own
subsistence needs, as ‘the rate of exploitation’.
Because of continuing productivity growth as a
result of increasing mechanization and extensions
of the division of labour, workers’ subsistence
needs can be met in fewer hours, so / has a persis-
tent tendency to fall. As Marx sees no tendency for
total hours of work to fall, S can rise as V falls with
the result that there is a persistent tendency for S/V,
the rate of exploitation, to rise. As S/ rises, so will
the ratio of profits to wages and therefore the share
of profits in output. Given this prediction of a rising
P/Y, Marx can only arrive at the conclusion that P/K,
the rate of profit, has a persistent tendency to fall, if
K/Y, the capital-output ratio, rises still more persis-
tently than P/Y.

Marx believed that there are strong historical
tendencies for capital per worker and the capital-
output ratio to rise. The total capital tied up in the
employment of a worker consists of means of
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production, namely physical capital equipment
and raw materials, of C, and advance payments
of wages of V per worker, in return for which the
employer obtains the worker’s ‘labour power’.
Total capital per worker is (C + V), and Marx
refers to C, raw materials and machinery, as con-
stant capital, and V, the advance purchase of
‘labour power’, as variable capital. He believed
that there is a persistent tendency for C/V which he
refers to as ‘the organic composition of capital’ to
rise. As the division of labour advances, a ‘greater
mass of raw material and auxiliary substances
enter into the labour process’, while increases in
the mass of machinery, furnaces, means of trans-
port and the means of production concentrated in
buildings, are ‘a condition of the increasing
productivity of labour’. A ‘growing extent of the
means of production, as compared with the
labour-power incorporated with them, is an
expression of the growing productiveness of
labour’, and the ‘law of the progressive increase
in constant capital, in proportion to the variable, is
confirmed at every step... whether we compare
different economic epochs or different nations in
the same epoch’ (Vol. 1, pp. 583—4). Now the rate
of profit is the ratio of total profit, that is, surplus-
value, S, to total capital, (C + V), and S/(C + V)
can be written as (S/V)/(C/V + 1). The continual
tendency for C/V; the organic composition of cap-
ital, to rise will all the time reduce the rate of
profit, but the tendency for S/V, the rate of exploi-
tation, to rise, will continually raise the rate of
profit. Marx believed he had demonstrated a con-
tinual tendency for the rate of profit to decline, but
(as Meek shows) there is no presumption that
S/MICV + 1) will decline if there are upward
tendencies in both the organic composition of
capital (C/V), and the rate of exploitation (S/V).
But Marx’s conclusion of a declining rate of
profit can be established if these trends are pushed
to their ultimate limits. The upper limit to total
surplus value per worker, S, cannot exceed one
working day, while the upper limit to C, constant
capital per worker (or the ‘dead labour’ with
which workers are equipped) can become indefi-
nitely high if the tendency for C/V to rise is con-
tinual. Thus, if the historical tendency is for S to
rise to the maximum hours in a working day, S;ax,
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and for C to rise without limit, then the rate of
profit, Sy /(C + V), will become indefinitely
small.

Several modern commentators (e.g., Fine and
Harris 1976, and Shaikh 1978) have underlined
this interpretation, by adding that the upward
boundary to S/(C + V), which is set by the profit
rate where the wage (V) is zero is Spa,/C, which
will fall continually as C'rises. If the upper limit to
the rate of profit has a continual tendency to fall,
then it is a reasonable presumption that there will
be a declining trend in the actual rate of profit,
despite fluctuations associated with vicissitudes in
wage bargaining.

Marx himself emphasized that his ‘law of the
tendency of the rate of profit to fall’ is no
more than a fendency which can and will be
counteracted by a variety of developments over
considerable periods. Wage costs may fall for a
time and permit the rate of profit to rise if imported
workers’ consumer goods can be produced more
cheaply overseas. New industries may begin to
produce with low capital intensity (and therefore
a low C/V): in Marx’s words they begin by
employing mainly living labour. But as these
industries develop, capital intensity will rise and
the ratio of dead to living labour increase, so that
C/V rises in the same way as in older industries.
Another possibility is that capital equipment may
fall in price relative to consumer goods, and in this
case industry will become more capital intensive
in technical terms without any necessary tendency
for the organic composition of capital to rise. The
‘technical composition of capital’ (C/V measured
in technical units) would still be rising, but not its
‘organic composition’ which is C/V in Marx’s
labour units.

But the tendency for growing capital intensity
to reduce the rate of profit would dominate any
secular trend, for these helpful developments
could only operate for a time.

John Maynard Keynes
There is an echo of Mill’s theory in The General

Theory of Employment, Interest and Money
(1936). Keynes believed that if a country could
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reduce its rate of interest to a level compatible
with full employment, and then invest its full
employment saving, it would be ‘comparatively
easy to make capital-goods so abundant that the
marginal efficiency of capital is zero’. He believed
that ‘a properly run community equipped with
modern technical resources, of which the popula-
tion is not increasing rapidly, ought to be able to
bring down the marginal efficiency of capital in
equilibrium approximately to zero within a single
generation’ (pp. 220-21).

Thus Keynes, like Mill, believed that a modern
economy’s potential to accumulate greatly trans-
cended the rate at which new investment oppor-
tunities would arise, with the result that the rate of
profit would rapidly fall towards the stationary
state level if its full potential for accumulation
could ever be realized.

Conclusion

The theories of these great economists have rested
on three general predictions about the future
development of capitalist economies which have
not been borne out empirically.

Smith and Marx both believed that capital
would have a persistent tendency to grow faster
than output, which could be expected to produce a
declining tendency in the rate of profit, and the
trend in the capital-output ratio was indeed
upward prior to 1776 and 1867. But the British
capital-output ratio has been approximately stable
since 1867 (Matthews et al. 1982), while the
United States capital-output ratio has been falling
(Klein and Kosobud 1961). Few now speak of a
long term tendency for the capital-output ratio to
rise, so this line of argument finds little echo in
20th-century economics.

Ricardo and Mill were much influenced by a
belief that the adverse influence of agricultural
diminishing returns would inevitably outweigh
any favourable effects from technical progress,
with the result that the real cost of workers’ neces-
sities would rise continuously and squeeze the rate
of profit. But since they wrote, there has been no
tendency for the real cost of food and raw materials
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to rise faster than manufactures. The terms of trade
have fluctuated a good deal, but technical progress
has raised productivity enormously in both indus-
try and agriculture, and there has been no tendency
for a rising relative cost of food to squeeze profits in
the manner that Ricardo and Mill expected. Some
futurologists predict a gradual depletion of the
world’s natural resources with inevitable Ricardian
(and Malthusian) consequences, but the 20th cen-
tury itself has provided no empirical support for
their pessimism.

Mill and Keynes were impressed by the prop-
osition that continuing capital accumulation
would exhaust opportunities for profit faster than
new investment opportunities can be created. But
since World War II technical progress has accel-
erated, and there have been decades when new
investment opportunities providing enormous
scope for profitable investment have emerged. It
is rarely argued now that there is any necessary
tendency for the new investment opportunities
created by technical advance to fall short of actual
investment so that the marginal efficiency of
investment must tend to fall.

So there is little late 20th-century support for
the theories which have been outlined. There is
however a further hypothesis which is germane to
the general direction of Marx’s political and social
thought. If there is a continual increase in the
power of workers in wage bargaining in compar-
ison with the power of capitalists to resist their
influence, then the share and rate of profit will
have a tendency to fall. This will be reinforced if
workers’ political representatives exercise a grow-
ing legislative influence over wage bargaining and
price formation. If workers become immune from
dismissal or redundancy without compensation,
while the prices companies set are increasingly
subject to public scrutiny, then there will be an
accompanying tendency for the rate and share of
profits to decline. In the 1970s in several countries
the political power of the working class appeared
to rise with accompanying shifts in income distri-
bution, but political developments have been in
the other direction in the early 1980s, so as with
previous hypotheses, there is no particular reason
to anticipate any clear future trend.
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Many economists would emphasize that scientific
claims must be capable of falsification. According
to Milton Friedman, an hypothesis ‘is rejected if
its predictions are contradicted.... Factual evi-
dence can never “prove” a hypothesis; it can
only fail to disprove it...” (1953, p. 9). These
claims echo Karl Popper’s philosophy of science,
which, on one interpretation, maintains that what
distinguishes scientific theories from theories that
are not scientific is that scientific theories are
falsifiable. A theory is falsifiable if it is logically
inconsistent with some finite set of ‘basic
statements’ — that is, true or false reports of
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observation. A true theory will not be inconsistent
with any set of true basic statements, but it will
still be falsifiable because it is inconsistent with
(or ‘forbids’) some observation reports. In other
words, logic and observation can force one to give
up falsifiable theories. Popper notes that there is
an asymmetry between falsification and verifica-
tion: basic statements can be logically inconsistent
with universal generalizations and can thereby
disprove them, but they do not imply that any
universal generalizations are true. In his view
scientific knowledge grows exclusively from fal-
sification. Verification and even confirmation are
impossible.

Although Popper distinguishes theories that are
falsifiable from theories that are not falsifiable, he is
also distinguishes the ‘critical’ attitudes and norms
that characterize scientists — who are willing to test
theories harshly and to give up claims that do not
pass the test — from the dogmatic attitudes of
non-scientists, who seek supporting evidence and
explain away apparently disconfirming evidence. It
is this latter methodological distinction between
science and non-science that is Popper’s more
important contribution.

To maintain that scientific theories are falsifi-
able is problematic, because, with very few
exceptions, scientific theories are not testable or
falsifiable by themselves. Observing an increase
in demand for some commodity after a rise in its
price does not falsify the law of demand if there
has been a change in tastes, an even greater
increase in the price of a close substitute, a gen-
eral rise in the price level and hence a drop in the
real price, or some other complicating factor. To
say that an hypothesis ‘is rejected if its predic-
tions are contradicted’ is misleading, because
hypotheses rarely have predictions of their own.
Significant scientific hypotheses imply predic-
tions only when combined with other statements.
So, if one insists that scientific claims have to be
testable all by themselves, virtually nothing in
science counts as science. On the other hand, if
one insists only that, like the law of demand,
scientific claims must be falsifiable in combina-
tion with other claims, then one cannot rule out
even the most blatant pseudo-sciences. When
Popper criticizes the scientific credentials of

Falsificationism

Freudian psychology, he does not maintain that,
coupled with other statements, it makes no pre-
dictions. His criticism is instead that, when those
predictions fail, psychoanalysts never cast blame
on Freud’s theory.

What distinguishes sciences from pseudo-
sciences is methodology: when amalgams of the-
ories and various auxiliary hypotheses make
false predictions, scientists, unlike practitioners
of pseudo-science, are willing to modify or even
discard their theories. However, it is difficult to
specify exactly how willing scientists should be to
surrender their theories. Deciding whether obser-
vations give one good reason to reject an hypoth-
esis, like deciding whether observations give one
good reason to accept an hypothesis, requires
weighing alternative explanations of the data.
There is no simple asymmetry between falsifica-
tion and confirmation.

The significance of falsification is methodolog-
ical rather than logical or linguistic — a question of
the norms that should govern science. The mes-
sage of falsification is that science treats its find-
ings as subject to criticism and revision. How can
one make this platitude concrete? As even Popper
and his followers have recognized, some dogma-
tism may be a good thing. Theories are hard to
come by and should not be surrendered too easily.
What characterizes successful sciences is on the
one hand a mixture of attitudes on the part of
individual scientists, with some much more criti-
cal than others, and on the other hand an institu-
tional structure in which criticism is not too risky
to individuals, and successful criticisms are
strongly rewarded.

Those commentators on economic methodol-
ogy who have been most influenced by Popper
have generally been critical of economists. Mark
Blaug, for example, argues that economists
practise  ‘innocuous falsificationism’ (1976,
pp- 159-60), paying lip service to the importance
of falsification while in fact showing little interest
in criticism.

See Also
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Abstract

Eugene Fama is known as the father of empiri-
cal finance. Over an unusually active career that
spans more than five decades, Fama has pro-
duced pioneering research on efficient capital
markets and asset pricing models, as well as the
behaviour of interest rates, exchange rates,
futures prices and inflation rates. He has also
produced important papers on capital structure
and payout policy. His theoretical work on
agency problems and banking is ground-
breaking and influential. In addition, Fama’s
influence on finance through the doctoral stu-
dents he has supervised and his diligent work as
a professional colleague are widely recognised
and appreciated.

Keywords
Agency costs; American finance association;
Anomaly; Capital structure; Capital asset

4429

pricing model; Dimensional fund advisors;
Dividend policy; Dividend yields; Efficient
capital markets; Exchange rates; Fama—French
three factor model; Financial markets; Gover-
nance; Inflation rates; Interest rates; Small firm
effect; Stock returns; University of Chicago;
Value effect

JEL Classifications
G11; G12; G14; G15; G21; G31; G32; G34;
G35; E31; E43; E44; C31; C46; B31

Eugene Fama began his doctoral studies at the
University of Chicago in the early 1960s when
finance was first becoming the subject of scientific
inquiry. The existence of computing technology
and the creation of new financial databases at that
time allowed Fama, his co-authors and his stu-
dents to make a big leap forward in the types of
questions that could be studied and the kinds of
evidence that could be produced. The synergy
between the new possibilities of studying finan-
cial data and the ideas that were being produced
by the pioneers of financial economics at Chicago
and MIT at that time led to an explosion of theo-
ries and evidence that remain the foundation for
what financial economists know and study to this
day. Eugene Fama led the vanguard that made
finance one of the most productive and influential
fields of economics.

Born on 1 February 1939 in Boston, Massachu-
setts, Fama graduated from Tufts University in
1960 with numerous academic and athletic awards,
including honours in Romance Languages. He then
entered the doctoral programme of the Graduate
School of Business of the University of Chicago,
receiving his MBA in 1963 and his PhD in 1964.
His doctoral dissertation, ‘The Behavior of Stock
Prices’, supervised by Merton Miller and Harry
Roberts, was published in the Journal of Business
in 1965 and is frequently cited 50 years later.

Fama joined the faculty of the GSB at Chicago
and began a career of teaching and research that
has spanned more than 50 years at the date of this
article. He was appointed as a chaired professor in
1973 and is now the Robert R. McCormick Dis-
tinguished Service Professor of Finance.



4430

During his career he has been honoured in
many ways. He is the recipient of the 2013
Nobel Prize in Economic Sciences, along with
Lars Hansen and Robert Shiller. He received the
Belgian National Science Prize (1982) and honor-
ary doctor of laws degrees from the University of
Rochester (1987), DePaul University (1989),
Catholic University of Leuven (1995) and Tufts
University (2002). He has been elected as a Fel-
low of the American Finance Association (the first
elected, in 2001), the Econometric Society and the
American Academy of Arts and Sciences. He was
the first recipient of the Deutsche Bank Prize in
Financial Economics (2005), the first recipient of
the Morgan Stanley American Finance Associa-
tion Award for Excellence in Finance (2007) and
the first recipient of the Onassis Prize in finance
(2009). Many of his papers have won awards for
being among the best in publications such as the
Journal of Finance and the Journal of Financial
Economics. He is one of the most cited authors
across all fields of economics.

Efficient Capital Markets

Fama essentially invented the concept of efficient
capital markets in his early work on the time series
behaviour of stock prices. He extended it, in col-
laboration with Larry Fisher et al. (1969), in a
study of stock splits that pioneered the technique
of ‘event studies’. They found that once informa-
tion about the existence of a stock split becomes
known to the public, there are no abnormal returns
available by either buying or selling a stock that is
splitting. Event studies have been used in many
fields of applied economics and have become an
integral part of securities law through the concept
of ‘reliance’ and ‘fraud on the market’.

Three subsequent papers, Fama (1970, 1991,
1998), and Chap. 5 of his 1976 book, Foundations
of Finance, articulate the important idea that all
tests of market efficiency are dependent on some
assumption about ‘equilibrium expected returns’.
In other words, to test whether a security or trading
strategy earns ‘abnormal returns’, it is first neces-
sary to specify a model for ‘normal returns’. Thus,
while the earliest tests of market efficiency were
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based on things like serial correlations of stock
returns, modern tests of market efficiency are
based on much more sophisticated benchmarks
that allow for cross-sectional and time series vari-
ation in asset returns that are assumed to represent
differences in risks, liquidity or some other eco-
nomic factor that would explain these differences.
Thus, when tests find that some trading strategy
cannot be explained by the maintained asset pricing
model, it is referred to as an ‘anomaly’, that is
something awaiting further explanation. An anom-
aly may represent true abnormal returns —
essentially a money-making opportunity — or it
may merely represent an incomplete model of the
risk of that particular asset or class of assets. Anom-
alies represent opportunities for further explora-
tion, not a definitive proof of market inefficiency.

Asset Pricing

At the same time that Fama was formulating the idea
of the efficient markets hypothesis, Sharpe (1964),
Lintner (1965) and Mossin (1966) were developing
the capital asset pricing model (CAPM) based on
Markowitz’s (1952, 1959) model for portfolio selec-
tion. Fama (1968) clarified this model and showed
that the apparent differences between the Sharpe and
Lintner models were not real.

Fama and MacBeth (1973) and Black et al.
(1972) performed early tests of the CAPM. These
papers developed the empirical tools that have
been used since that time to test more sophisti-
cated models of asset pricing that allow for mul-
tiple sources of risk. For example, the technique of
estimating cross-sectional regressions of portfolio
returns on estimates of portfolio risk in each
month and then using the monthly time series of
these estimates to estimate the average risk pre-
mium and the standard error of the estimate has
been widely used and is commonly called the
‘Fama—MacBeth’ technique.

Fama next turned to studying the relation
between nominal interest rates and the inflation
rates of consumption goods’ prices. His 1975
paper in the American Economic Review used
the simple predictive regression of inflation rates
on the interest rate for that month to study the joint
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hypothesis of efficient markets for Treasury bills
and an expected real return to bills that is constant
over time. For the 1953—71 sample period he
studied, this simple model works well. An impli-
cation of this simple model is that realised real
returns to Treasury bills are serially uncorrelated,
even though serial correlations of nominal interest
rates and inflation rates are substantially non-zero.
Fama and Schwert (1977) took the results of
Fama (1975) and studied the relation between
various classes of assets, including stocks,
bonds, Treasury bills, real estate and human cap-
ital with the expected and unexpected components
of inflation. A surprising finding that was an early
part of the literature on time-varying expected
stock returns was that expected stock returns
were negatively related to nominal interest rates.
This also meant that the excess returns of stocks
relative to Treasury bills were even more nega-
tively related to nominal interest rates. Fama and
French (1988) extended the idea that expected
returns to stocks vary over time using aggregate
dividend yields as a predictor variable. The liter-
ature on time-varying expected returns to assets
has since exploded after these early contributions.
Fama and French (1992, 1993) began a new
approach to the empirical modelling of expected
stock returns using firm size and book-to-market or
‘value’ factors in addition to the return to a market
portfolio of stocks. The ‘Fama—French three factor
model’ became the benchmark that others in both
academia and Wall Street used to measure
expected stock returns. The size factor builds on
earlier work by Rolf Banz (1981) in his disserta-
tion, which was supervised by Fama. In subse-
quent work Davis et al. (2000) showed that the
three factor model works well in US data before
1962, and Fama and French (1998) showed that it
works well in equity markets outside the USA.
While the academic impact of the Fama—French
model is substantial (as reflected in thousands of
citations to their papers), it is perhaps even more
impressive that their work has had a large impact
on professional practice. For example, the firm
Dimensional Fund Advisors (DFA), for which
Fama has been a Board member since its founding
and at times was its Director of Research, has
grown to have more than $380 billion under

4431

management, largely following strategies moti-
vated by the Fama—French model. David Booth,
one of the co-founders of DFA and a student of
Fama, gave a naming gift to the Chicago Business
School in honour of the contributions that Fama
made to the success of DFA.

Recently, Fama and French (2015) have
extended their research to include two additional
factors that reflect evidence produced by others
that the three-factor model can be improved. The
new factors reflect the profitability of the firm and
the rate of investment. They find that, in general,
smaller firms earn higher average returns, value
firms (high B/M) earn higher average returns than
growth firms (low B/M), firms that are more prof-
itable earn higher average returns and firms that
invest less earn higher average returns.

Interest Rates, Exchange Rates
and Futures Prices

Fama developed a method to analyse the term
structure of interest rates and exchange rates that
is based on the following decomposition:

Forward Rate, — Spot Rate, = Premium,
+ [E(Spot Rate,.;) — Spot Rate,].

If Premium¢ is constant over time, the current
spread between the spot rate and the forward rate
is just a forecast of the future spot rate. Based on
extensive empirical analysis, he concludes that
most of the variation in forward rates relative to
spot rates is due to variation in premiums, so that
forward rates alone are poor forecasts of future
spot rates. He also finds that premiums and
expected changes in spot rates are negatively cor-
related, although the reason for this negative cor-
relation remains a puzzle.

Fama (1984a) and Fama and Bliss (1987) apply
this analysis to the term structure of interest rates.
Fama (1984b) studies forward exchange rates and
Fama and French (1987) study the structure of
futures prices using this approach. Even today,
this approach to studying the structure of future
or forward interest rates or exchange rates remains
standard in the literature.
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Another recent innovation in the exchange rate
literature is to use factors, similar to Fama and
French (1989, 1993), to help explain average cur-
rency returns (e.g. Lustig et al. (2011)).

Agency Theory

Stimulated by the Jensen and Meckling (1976)
paper on agency problems, Fama (1980) explores
the role that competition from internal and external
managerial labour markets can play to mitigate
or control agency problems within firms. He
then collaborated with Mike Jensen on papers
(1983a, b) that extend the Jensen—Meckling analy-
sis to a variety of settings, including not-for-profit
organisations, professional partnerships and others.
All of these papers have been cited thousands of
times and thus influenced many subsequent papers.

Corporate Finance and Banking

At various times during his carecer Fama has
delved into a variety of standard topics in the
corporate finance literature, including cash man-
agement models and studies of capital structure
and of dividend policy. He also wrote fundamen-
tal papers on the differences between commercial
banks and other kinds of financial institutions, and
the implications of that for monetary policy. The
Fama and Miller (1972) book is a concise and
complete exposition of the Modigliani—-Miller
irrelevance propositions about capital structure
and dividend policy. For many people, this set of
papers would represent a very successful career,
but for Fama these papers were an interesting
subplot in his research portfolio.

Fama’s Students

Fama’s earliest PhD students at Chicago were a
group that became the pioneers of finance and
accounting. Michael Jensen, Myron Scholes, Rich-
ard Roll, Ross Watts, William Beaver and Ray Ball
were all supervised by Fama and have subse-
quently produced research that has been cited
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tens of thousands of times by other authors. Later
generations of students included Campbell
Harvey, Brad Barber, Francis Longstaff, Robert
Stambaugh and many others (including the author
of'this article). In total, Fama served on dissertation
committees of more than 100 doctoral students at
the University of Chicago Business School and
Economics Department. Those students have writ-
ten papers that have been cited more than 585,000
times on Google Scholar (Schwert and Stulz
(2014) provide detailed information).

The Legacy

Eugene Fama, along with Merton Miller, built a
very strong finance group at the University of
Chicago through their intellectual leadership.
Fama’s devotion to intellectual honesty and the
importance of careful data analysis, along with his
commitment to providing comments and guid-
ance to colleagues, set an important tone for the
entire group. Similarly, his approach to research
and writing are much appreciated by colleagues
across the finance profession. His energy and
enthusiasm for his research remains strong more
than 50 years after he began his career. Fama
(2011, 2014) provide more detailed and personal
insights into his research career.
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Family

Gary S. Becker

In virtually every known society — including
ancient, primitive, developing, and developed
societies — families have been a major force in
the production and distribution of goods and ser-
vices. They have been especially important in the
production, care, and development of children, in
the production of food, in protecting against ill-
ness and other hazards, and in guaranteeing the
reputation of members. Moreover, parents have
frequently displayed a degree of self-sacrifice for
children and each other that is testimony to the
heroic nature of men and women.

Of course, families have radically changed
over time. The detailed kinship relations in prim-
itive societies traced by anthropologists contrast
with the predominance of nuclear families in
modern societies, where cousins often hardly
know each other, let alone interact in production
and distribution. The obligations in many socie-
ties to care for and maintain elderly parents is
largely absent in modern societies, where the
elderly either live alone or in nursing homes.

Nevertheless, families are still much less prom-
inent in economic analysis than in reality.
Although the major economists have claimed
that families are a foundation of economic life,
neither Marshall’s Principles of Economics,
Mill’s Principles of Political Economy, Smith’s
Wealth of Nations nor any of the other great
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works in economics have made more than casual
remarks about the operation of families.

One significant exception is Malthus’s model of
population growth. Malthus was concerned with
the relation between fertility, family earnings, and
age at marriage, and he argued that couples usually
do (or should) marry later when economic circum-
stances are less favourable. However, this impor-
tant insight (see Wrigley and Schofield 1981, for
evidence that prior to the 19th century, marriage
rates in England did increase when earnings rose)
had no cumulative effect on the treatment of the
family by economists.

During the last 40 years, economists have
finally begun to analyse family behaviour in a
systematic way. No aspect of family life now
escapes interpretation with the calculus of rational
choice. This includes such esoteric subjects as
why some contraceptive techniques are preferred
to others, and why polygamy declined, as well as
more ‘traditional’ subjects such as what deter-
mines age at marriage, number of children, the
amount invested in the human capital of children,
and the amount spent by children on the care of
elderly parents. This essay sets out the ‘economic
approach’ to various aspects of family behaviour.
Detailed discussions of particular aspects can be
found in the bibliography.

Fertility

Let us start with the Malthusian problem: how is
the number of children, or fertility, of a typical
family determined? Crucial to any discussion is
the recognition, taken for granted by Malthus, that
men and women strongly prefer their own chil-
dren to children produced by others. This prefer-
ence to produce one’s children eventually helped
stimulate economists to recognize that families,
and households more generally, are important pro-
ducers as well as consumers.

The desire for own children means that
the number of children in a family is affected
by supply conditions. Supply is determined by
knowledge of birth control techniques, and by
the capacity to produce children, as related to
age, nutrition, health, and other variables.
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The demand side emerges through maximization
of'the utility of a family that depends on the quantity
of children () and other commodities (z), as in

U=U(n,z). (1)

Utility is maximized subject not only to house-
hold production functions for children and other
commodities, but also to constraints on family
resources. Money income is limited by wage
rates and the time spent working, and the time
available for household production is limited by
the total time available. These constraints are
shown by the following equations where A is the
marginal utility of family income. The total net
cost of rearing a child (/7,)) equals the value of the
goods and services that he consumes, plus the
value of the time spent on him by family members
(Zwj(t,;)), minus his earnings that contribute to
family resources.

Py Pz =) Witi+v } allief, (2
i +li +ti =t

where t,,; is the hours worked by the ith family
member, w; is his or her hourly wage, v is
non-wage family income, ¢,; and ¢,; are the time
allocated to children and other commodities by
the ith member, and ¢ is the total time available per
year or other time unit.

By substituting the time constraints into the
income constraint, one derives the family’s full
income (S):

(Pp+ X witw)n+ (p. + > wit)Z => wit+v

=S ,n+1.Z=S.

3

If utility is maximized subject to full income,
the usual first order conditions follow:

ou |

% = Al,, 4)
and

ou

5 = AL, 5)
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The basic theorem of demand states that an
increase in the relative price of a good reduces
the demand for that good when real income is held
constant. If the qualification about income is
ignored, then, in particular, an increase in the
relative price of children would reduce the chil-
dren desired by a family. The net cost of children
is reduced when opportunities for child labour are
readily available, as in traditional agriculture. This
implies that children are more valuable in tradi-
tional agriculture than in either cities or modern
agriculture, and explains why fertility has been
higher in traditional agriculture (see the evidence
in Jaffe 1940; Gardner 1973).

Production and rearing of children have usu-
ally involved a sizeable commitment of the time
of mothers, and sometimes also that of close
female relatives, because children tend to be
more time intensive than other commodities,
especially in mother’s time (i.e. in equation (3),
p/1I, < p/I1,). Consequently, a rise in the value
of mother’s time would reduce the demand for
children by raising the relative cost of children.
In many empirical studies for primitive, develop-
ing, and developed societies, the number of chil-
dren has been found to be negatively related to
various measures of the value of mother’s time
(see e.g. Mincer 1962; Locay 1987).

Women with children have an incentive to
engage in activities that are complementary to
child care, including work in a family business
based at home, and sewing or weaving at home for
pay. Similarly, women who are involved in
complementary activities are encouraged to have
children because children do not make such
large demands on their time. This explains why
women on dairy farms have more children than
women on grain farms: dairy farming inhibits
off-farm work because that is not complementary
with children.

During the past one hundred years, fertility
declined by a remarkable amount in all Western
countries; as one example, married women in the
US now average a little over two live births com-
pared with about five-and-a-half live births in
1880 (see US Bureau of the Census 1977). Eco-
nomic development raised the relative cost of
children because the value of parents’ time
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increased, agriculture declined, and child labour
became less useful in modern farming. Moreover,
parents substituted away from number of children
toward expenditures on each child as human
capital became more important not only in agri-
culture, but everywhere in the technologically
advanced economies of the 20th century (for a
further discussion, see Becker 1981, ch. 5).

‘Quality’ of Children

The economic approach contributes in an impor-
tant way to understanding fertility by its emphasis
on the ‘quality’ of children. Quality refers to
characteristics of children that enter the utility
functions of parents, and has been measured
empirically by the education, health, earnings, or
wealth of children. Although luck, genetic inher-
itance, government expenditures, and other events
outside the control of a family help determine
child quality, it also depends on decisions by
parents and other relatives.

The quality and quantity of children interact
not because they are especially close substitutes in
the utility function of parents, but because the true
(or shadow) price of quantity is partly determined
by quality, and vice versa. To show this, write the
utility function in equation (1) as

U=U(ngq.2), (6)

where ¢ is the quality of children. Also write the
family budget equation in equation (3) as

an+1Il,q+Heng+ 11,2 =8, 7

where 11, is the fixed cost of each child, /7, is the
fixed cost of a unit of quality, and /7. is the
variable cost of children.

By maximizing utility subject to the family
income constraint, one derives the following first
order conditions:

o _

AT, + Moq) = AT,
oy =~ UL+ Ieq) = AT, ®)
ou *
87q: A(HquHCq) :/'{Hq, (9)
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ou
5 = Al (10)
Quantity and quality interact because the shadow
price of quantity (IT,,) is positively related to the
quality of children, and the shadow price of qual-
ity (H;) is positively related to the quantity of
children.

To illustrate the nature of this interaction, con-
sider a rise in the fixed cost of quantity ([],,) that
raises the shadow price of quantity (I7,), and
thereby reduces the demand for quantity.
A reduction in quantity however, lowers the
shadow price of quality (I1 ;), which induces an
increase in quality. But the increase in quality, in
turn, raises further the shadow price of quantity,
which reduces further the quantity of children,
which induces a further increase in quality, and so
on until a new equilibrium is reached. Therefore, a
modest increase in the fixed cost of quantity could
greatly reduce the quantity of children, and greatly
increase their quality, even when quantity and qual-
ity are not good substitutes in the utility function.

The interaction between quantity and quality
can explain why large declines in fertility are
usually associated with large increases in the edu-
cation, health, and other measures of the quality of
children (see the evidence in Becker 1981, ch. 5).
It also explains why quantity and quality are often
negatively related among families: evidence for
many countries indicates that years of schooling
and the health of children tend to be negatively
related to the number of their siblings (see e.g. De
Tray 1973; Blake 1981).

The influence of parents on the quality of
their children links family background to the
achievements of children, and hence links family
background to inequality of opportunity and
intergenerational mobility. Sociologists have
dominated discussions of intergenerational mobil-
ity, but in recent years economists have empha-
sized that the relation between the occupations,
earnings, and wealths of parents and children
depends on decisions by parents to spend time,
money, and energy on children. Economists have
used the concepts of investment in human capital
and bequests of nonhuman wealth to model the
transmission of earnings and wealth from parents
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and children (see e.g. Conlisk 1974; Loury 1981;
Becker and Tomes 1986). These models show that
the relation between say the earnings of parents
and children depends not only on biological and
cultural endowments ‘inherited’ from parents, but
also on the interaction between these endow-
ments, government expenditures on children,
and investments by parents in the education and
other human capital of their children.

Altruism in the Family

I have followed the agnostic attitude of econo-
mists to the formation of preferences, and have
not specified how quality of children is measured.
One analytically tractable and plausible assump-
tion is that parents are altruistic toward their chil-
dren. By ‘altruistic’ is meant that the utility of
parents depends on the utility of children, as in
Up=U(z,Uy,...,U,), (1)
where z is the consumption of parents, and U,
i = 1,..., nis the utility of the ith child.
Economists have generally explained market
transactions with the assumption that individuals
are selfish. In Smith’s famous words,
It is not from the benevolence of the butcher, the
brewer, or the baker, that we expect our dinner, but
from their regard to their own interest. We address
ourselves, not to their humanity but to their self-

love, and never talk of our own necessities but of
their advantages.

The assumption of selfishness in market trans-
actions has been very powerful, but will not do
when trying to understand families. Indeed, the
main characteristic that distinguishes family
households from firms and other organizations is
that allocations within families are largely deter-
mined by altruism and related obligations,
whereas allocations within firms are largely deter-
mined by implicit or explicit contracts. Since fam-
ilies compete with governments for control over
resources, totalitarian governments have often
reached for the loyalties of their subjects by
attacking family traditions and the strong loyalties
within families.
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The preference for own children mentioned
carlier suggests special feelings toward one’s chil-
dren. Sacrifices by parents to help children, and
vice versa, and the love that frequently binds
husbands and wives to each other, are indicative
of the highly personal relations within families
that are not common in other organizations (see
also Ben-Porath 1980; Pollak 1985).

Although altruism is a major integrating force
within families, the systematic analysis of altru-
ism is recent, and many of its effects have not yet
been determined. One significant result has been
called (perhaps infelicitously) the Rotten Kid the-
orem, and explains the coordination of decisions
among members when altruism is limited. In par-
ticular, if one member of a family were suffi-
ciently altruistic toward other members to spend
time or money on each of them, they would have
an incentive to consider the welfare of the family
as a whole, even when they are completely selfish.

The proof of this theorem is simplest when the
utility of an altruist (called the ‘head’) depends on
the combined resources of all family members.
Consider a single good (x) consumed by all mem-
bers: the head and n beneficiaries (not only
children but possibly also a spouse and other
relatives). The head’s utility function can be writ-
ten as

U;,:U(xh,xl,...,x,,). (12)
The budget equation would be
n
Y g =1 (13)
i=h

where 7, is the head’s income, g; is the gift to the
ith beneficiary, and the price of x is set at unity.
With no transactions costs, each dollar contrib-
uted would be received by a beneficiary, so that

xi=1I;+g;, (14)
where /; is the income of the ith beneficiary. By
substitution into equation (13),

xh+zxizlh+zlizsh-

(15)
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The head can then be said to maximize the
utility in (12), subject to family income (S},).

To illustrate the theorem, consider a parent
who is altruistic toward her two children, Tom
and Jane, and spends say $200 on each. Suppose
Tom can take an action that benefits him by $50,
but would harm Jane by $100. A selfish Tom
would appear to take that action if his responsi-
bility for the changed circumstances of Jane
were to go undetected (and hence not punished).
However, the head’s utility would be reduced by
Tom’s action because family income would be
reduced by $50. If altruism is a ‘superior good’,
the head will reduce the utility of each benefi-
ciary when her own utility is reduced. Therefore,
should Tom take this action, she would reduce
her gift to him from $200 to less than $150, and
raise her gift to Jane to less than $300. As
a result, Tom would be made worse off by
his actions.

Consequently, a selfish Tom who anticipates
correctly the response from his parent will not
take this action, even though the parent may not
be trying to ‘punish’ Tom because she may
not know that Tom is the source of the loss to
Jane and the gain to herself. This theorem requires
only that the head know the outcomes for both
Tom and Jane and has the ‘last word’ (this term is
due to Hirshleifer 1977).

The head has the ‘last word” when gifts depend
(perhaps only indirectly) on the actions of benefi-
ciaries. In particular, if gifts to the ith beneficiary
depend both on his income and on family income,
as in

d;

;=Y (Sy) — I;, with >0 16
8i WI( h) w1 ds,, (16)

then by substitution into equation (14),
xi=1I; + g = Y;(Sn). (17)

The head would then have the ‘last word’
because x; would be maximized by maximizing
S;; for further discussion of the Rotten Kid theo-
rem, see Becker (1981, ch. 5), Hirshleifer (1977),
and Pollak (1985).

Family

Although this theorem is applicable even when
beneficiaries are envious of each other or of the
head, it does not rule out conflict in families with
altruistic heads. Sibling rivalry, for example, is to
be expected when children are selfish because
they each want larger gifts from the head, and
each would try to convince the head of his or her
merits. Conflict also arises when several members
are altruistic to the same beneficiaries, but not to
each other. For example, if parents are altruistic to
their children but not to each other, each benefits
when the other spends more on the children. Mar-
ried parents might readily work out an agreement
to share the burden, but divorced parents have
more serious conflict. Noncustodial parents
(usually fathers) fall behind in their child support
payments partly to shift the burden of support to
custodial parents (see the discussion in Weiss and
Willis 1985).

Altruism provides many other insights into
the behaviour of families. For example, an effi-
cient division of labour is possible in altruistic
families without the usual principal-agent con-
flict because selfish as well as altruistic members
consider the interests of other members. Or con-
trary to some opinion, bequests and gifts to
children are not perfect substitutes even in
altruistic families. Bequests not only transfer
resources to children but also give parents the
last word, which induces children to take
account of the interests of elderly parents (see
Becker 1981, ch. 5; and also Bernheim et al.
1986). Moreover, if public debt or social secu-
rity were financed by taxes on succeeding gen-
erations that are anticipated by altruistic parents
who make bequests, they would raise their
bequests to offset the higher taxes paid by their
children. Such compensatory reactions negate
the effect of debt or social security on consump-
tion and savings (see the detailed analysis in
Barro 1974).

The Sexual Division of Labour
A sharp division of labour in the tasks performed

by men and women is found in essentially all
societies. Women have had primary responsibility
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for child care, and men have had primary respon-
sibility for hunting and military activity; even
when both men and women engaged in agricul-
ture, trade, or other market activities, they gener-
ally performed different tasks (see the discussion
in Boserup 1970).

Substantial division of labour is to be expected
in families, not only because altruism reduces
incentive to shirk and cheat (see section III), but
also because of increasing returns from invest-
ments in specific human capital, such as skills
that are especially useful in child rearing or in
market activities. Specific human capital induces
specialization because investment costs are par-
tially (or entirely) independent of the time spent
using the capital. For example, a person would
receive a higher return on his medical training
when he puts more time into the practice of med-
icine. Similarly, a family is more efficient when
members devote their ‘working’ time to different
activities, and each invests mainly in the capital
specific to his or her activities (see Becker 1981,
1985; for developments of this argument outside
families, see Rosen 1981).

The advantages of a division of labour within
families do not alone imply that women do the
child rearing and other household tasks. However,
the gain from specialized investments implies the
traditional sexual division of labour if women
have a comparative advantage in childbearing
and child rearing, or if women suffer discrimina-
tion in market activities. Indeed, since a sexual
division of labour segregates the activities of men
and women, and since segregation is an effective
way to avoid discrimination (see Becker 1981),
even small differences in comparative advantage,
or a small amount of discrimination against
women, can induce a sharp division of labour.

Until recently, the sexual division of labour in
Western countries was extreme; for example,
in 1890, less than five per cent of married
women in the United States were in the labour
force. In 1981, by contrast, over 50 per cent even
of married women with children under six were in
the labour force (see Smith and Ward 1985).
However, the occupations of employed men and
women are still quite different, and women still do
most of the child rearing and other household
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chores (see Journal of Labor Economics,
January 1985).

The large growth in the labour force participa-
tion of married women during the 20th century is
mainly explained by the economic development
that transformed Western economies. Substitution
toward market work was induced by the rise in the
potential earnings of women (see Mincer 1962).
Moreover, the growth in clerical jobs and in the
services sector generally, gave women more flex-
ibility in combining market work and child
rearing (see Goldin 1983). In addition, the large
decline in fertility during this period (see section I)
greatly facilitated increased labour force partici-
pation by married women. The converse is also
true, however, because the rise in participation of
women discouraged child-bearing.

Divorce

Since women specialize in child care, they have
been economically vulnerable to divorce and the
death of their mates. All societies recognized this
vulnerability by requiring long term contracts,
called ‘marriage’, between men and women
legally engaged in reproduction. In Christian soci-
eties, these contracts often could not be broken
except by adultery, abandonment or death. In
Islam and Asia they could be broken for other
reasons as well, but husbands were required to
pay compensation to their wives when they
divorced without cause.

The growth of divorce during this century in
Western countries has been remarkable. Essen-
tially no divorces were granted in England prior
to the 1850s (see Hollingsworth 1965), whereas
now almost 30 per cent of marriages there will
terminate by divorce, and the fraction is even
larger in the United States, Sweden and some
other Western countries (see US Bureau of the
Census 1977). What accounts for this huge
growth in divorce over a relatively short period
of time?

The utility-maximizing rational choice per-
spective implies that a person wants to divorce if
the utility expected from remaining married is
below the utility expected from divorce, where
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the latter is affected by the prospects for
remarriage; indeed, most persons divorcing in
Western countries now do remarry eventually
(see e.g. Becker et al. 1977). This simple criterion
is not entirely tautological because several deter-
minants of the gain from remaining married can
be evaluated.

Some persons become disappointed because
their mates turn out to be less desirable than orig-
inally anticipated. That new information is an
important source of divorce is suggested by the
large fraction occurring during the first few years
of marriage. Although disappointment is likely to
be involved in most divorces, the large growth in
divorce rates, especially the acceleration during
the last 20 years, is not to be explained by any
sudden deterioration in the quality of information.
Instead, we look to forces that reduced the advan-
tages from remaining in an imperfect marriage.

The strong decline in fertility over time discour-
aged divorce because the advantages from staying
married are greater when young children are pre-
sent. Conversely, fertility declined partly because
divorce became more likely since married couples
are less likely to have children when they anticipate
a divorce (see Becker, Landes and Michael, 1977,
for supporting evidence). The rise in the labour
force participation of married women also lowered
the gain from remaining married because the sex-
ual division of labour was reduced, and women
became more independent financially. At the
same time, the labour force participation of married
women increased when divorce became more
likely since married women want to acquire skills
that would raise their incomes if they must support
themselves after a divorce.

Legislation certainly eased the legal obstacles
to divorce, but empirical investigations have not
found significant permanent effects on the divorce
rate (see e.g. Peters 1983). Moreover, economic
analysis suggests that even no-fault divorce and
other radical changes in divorce legislation would
not significantly affect the rate of divorce because
bargaining between husbands and wives about the
terms of staying married or divorcing offsets even
sharp changes in divorce laws.

To show this, let income be I and I
w respectively, if 2 and w decide to divorce, and
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Iy and I}, respectively, if they remain married. The
budget equation is

My =4 =7 (18)
when divorced, and
W =0 I =] (19)

when married. I suggest that the decision to
divorce is largely independent of divorce laws,
and depends basically on whether < dout > 1 ¢
1™, because both /# and w can be made better off
by divorce when I* > I™ and by remaining mar-
ried when /™ > [,

Consider, for example, a comparison between
unilateral or no-fault divorce, and divorce only by
mutual consent. Assume that the husband appears
to gain from divorce (/{ > I}') but the apparent
loss to the wife is greater, so that /4 < /™. If
divorce were unilateral, he might be tempted to
seek a divorce even when she would be greatly
harmed. However, she could change his mind by
offering a bride (b,,) that would make both of them
better off by staying married:

"> [ and I — by, > 1Y (20)
This bribe is feasible because x + x = " > [
He would then prefer to remain married, even if he
could divorce without her consent. Note that they
would also decide to remain married if divorce
required mutual consent because at least one of
them must be made worse off by divorce.
Divorce rates have been affected less by legis-
lation that has regulated the conditions for divorce
than by legislation that has affected the gains from
divorce. For example, aid to mothers with depen-
dent children and negative income taxes encourage
divorce by providing poorer women with child
support and ‘alimony’ (see Hannan et al. 1977).

Marriage

Marriages can be said to take place in a ‘market’
that ‘assigns’ men and women to each other or to
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remain single until better opportunities come
along. An optimal assignment in an efficient mar-
ket with utility-maximizing participants has the
property that persons not assigned to each other
could not be made better off by marrying
each other.

In all societies, couples tend to be of similar
family background and religion, and are posi-
tively sorted by education, height, age, and many
other variables. The theory of assignments in effi-
cient markets explains positive assortative mating
by complementarity, or ‘superadditivity’, in
household production between the traits of hus-
bands and wives. Efficient assignments also partly
explain altruism between husbands and wives:
persons ‘in love’ are likely to marry because, at
the detached level of formal analysis, love can be
considered one source of ‘complementarity’.

Associated with optimal assignments are
imputations that determine the division of
incomes or utilities in each marriage. Equilibrium
incomes have the property that

I+ =1 1)

and

I+ 15> 1,

i = i (22)
where [;; the output from a marriage of the ith man
(m;) to the j the women (f}), and 7;; and I, are the
incomes of m; and f}, respectively. The inequality
in equation (22) indicates the {ii} is an optimal
assignment because m; and f; j # i, could not be
made better off by marrying each other instead of
their assigned mates (f; and m;, respectively).
Equilibrium incomes include dowries, bride
prices, leisure and ‘power’ (further discussion
can be found in Becker 1974, 1981; the analysis
of optimal assignments in Gale and Shapley 1962;
and Roth 1984, is less relevant to marriage
because equilibrium prices — i.e. incomes — are
not considered).

Many of the forces in recent decades that
reduce the gain from remaining married (see sec-
tion V) have also raised the gain from delaying
first marriage and remarriage. These include the

4441

decline in fertility and the rise in labour force
participation of married women. The reduced
incentive to marry in Western societies is evident
from the rapid increase in the number of couples
living together without marriage, and in the num-
ber of births to unmarried women. Nevertheless,
even in Scandinavia, where the trend toward
cohabitation without marriage has probably gone
furthest, married persons are still far more likely to
remain together and to produce children than are
persons who cohabit without marriage (for Swed-
ish evidence, see Trost 1975).

Summary and Concluding Remarks

Families are important producers as well as
spenders. Their primary role has been to supply
future generations by producing and caring for
children, although they also help protect members
against ill health, old age, unemployment, and
other hazards of life.

Families have relied on altruism, loyalty, and
norms to carry out these tasks rather than the
contracts found in firms. Altruism and loyalty
are concepts that have not been utilized exten-
sively to analyse market transactions, and our
understanding of their implications is only begin-
ning. Yet a much more complete understanding is
essential before the behaviour and evolution of
families can be fully analysed.

Firms and families compete to organize the
production and distribution of goods and services,
and activities have passed from one to the other as
scale economies, principal-agent problems, and
other forces dictated. Agriculture and many retail-
ing activities have been dominated by family
firms that combine production for the market
with production for members. Presumably, such
hybrid organizations are important when altruism
and loyalty are more effective than contracts in
organizing market production (see Becker 1981,
ch. 8; Pollak 1985), and when the production and
care of children complements production for the
market.

Families in Western countries have changed
drastically during the past thirty years; fertility
declined below replacement levels, the labour
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force participation of married women and divorce
soared, cohabitation and births to unmarried
women became common, many households are
now headed by unmarried women with dependent
children, a large fraction of the elderly either live
alone or in nursing homes, and children from first
and second, sometimes even third, marriages fre-
quently share the same household.

Nevertheless, obituaries for the family are
decidedly premature. Families are still crucial
to the production and rearing of children, and
remain important protectors of members against
ill-health, unemployment, and many other haz-
ards. Although the role of families will evolve
further in the future, I am confident that families
will continue to have primary responsibility for
children, and that altruism and loyalty will con-
tinue to bind parents and children.

See Also

Altruism

Family Planning

Fertility

Gender

Household Production
Human Capital

Inequality Between the Sexes
Value of Time

Women’s Wages

Bibliography

Barro, R.J. 1974. Are government bonds net wealth? Jour-
nal of Political Economy 82(6): 1095-1117.

Becker, G.S. 1974. A theory of marriage: Part 1. Journal of
Political Economy 82(2): S11-S26, part II.

Becker, G.S. 1981. 4 Treatise on the family. Cambridge,
MA: Harvard University Press.

Becker, G.S. 1985. Human capital, effort, and the sexual
division of labor. Journal of Labor Economics 3(1):
533-558, Part II.

Becker, G.S., and N. Tomes. 1986. Human capital and the
rise and fall of families. Journal of Labor Economics
4(2, pt. 2): S1-S39.

Becker, G.S., E.M. Landes, and R.T. Michael. 1977. An
economic analysis of marital instability. Journal of
Political Economy 85(6): 1141-1187.

Family

Ben-Porath, Y. 1980. The F-connection: Families, friends,
and firms and the organization of exchange. Population
and Development Review 6(1): 1-30.

Bernheim, B.I., A. Schleiffer, and L.H. Summers. 1986.
Bequests as a means of payment. Journal of Labor
Economics 4(3): S151-S182, pt. 2.

Blake, J. 1981. Family size and the quality of children.
Demography 18(4): 421-442.

Boserup, E. 1970. Woman s role in economic development.
London: Allen & Unwin.

Conlisk, J. 1974. Can equalization of opportunity reduce
social mobility? American Economic Review 64(1):
80-90.

De Tray, D.N. 1973. Child quality and the demand for
children. Journal of Political Economy 81(2):
S70-S95, Pt 1.

Gale, D., and L.S. Shapley. 1962. College admissions and
the stability of marriage. American Mathematical
Monthly 69(1): 9-15.

Gardner, B. 1973. Economics of the size of North Carolina
rural families. Journal of Political Economy 81(2):
S99-S122, Part II.

Goldin, C. 1983. The changing economic role of women:
A quantitative approach. Journal of Interdisciplinary
History 13(4): 707-733.

Hannan, M.T., N.B. Tuma, and L.P. Groeneveld. 1977.
Income and martial events: Evidence from an income
maintenance experiment. American Journal of Sociol-
ogy 82(6): 611-633.

Hirshleifer, J. 1977. Shakespeare vs. Becker on altruism:
The importance of having the last word. Journal of
Economic Literature 15(2): 500-502.

Hollingsworth, T.H. 1965. The demography of the British
peerage. Supplement to Population Studies 18(2).

Jaffe, A.J. 1940. Differential fertility in the white popula-
tion in early America. Journal of Heredity 31(9):
407-411.

Locay, L. 1987. Population density of the North American
Indians. Cambridge, MA: Harvard University Press.
Loury, G.C. 1981. Intergenerational transfers and the dis-

tribution of earnings. Econometrica 49(4): 843-867.

Malthus, T.R. 1798. An essay on the principle of popula-
tion. Reprinted. London: J.M. Dent, 1958.

Marshall, A. 1890. Principles of economics. London:
Macmillan.

Mill, J.S. 1848. Principles of political economy, with some
of their applications to social philosophy. Reprinted.
New York: Colonial Press, 1899.

Mincer, J. 1962. Labor force participation of married
women. In Aspects of labor economics. Princeton:
Princeton University Press.

Peters, E. 1983. The impact of state divorce laws on the
marital contract: Marriage, divorce, and marital prop-
erty settlements. Discussion Paper No. 83-19. Eco-
nomics Research Center/NORC.

Pollak, R.A. 1985. A transactions cost approach to families
and households. Journal of Economic Literature 23(2):
581-608.


https://doi.org/10.1057/978-1-349-95189-5_470
https://doi.org/10.1057/978-1-349-95189-5_653
https://doi.org/10.1057/978-1-349-95189-5_604
https://doi.org/10.1057/978-1-349-95189-5_1171
https://doi.org/10.1057/978-1-349-95189-5_945
https://doi.org/10.1057/978-1-349-95189-5_743
https://doi.org/10.1057/978-1-349-95189-5_1045
https://doi.org/10.1057/978-1-349-95189-5_1273
https://doi.org/10.1057/978-1-349-95189-5_1608

Family Decision Making

Rosen, S. 1981. Specialization and human capital. Journal
of Labor Economics 1(1): 43-49.

Roth, A. 1984. The evolution of the labor market for
medical interns and residents: A case study in game
theory. Journal of Political Economy 92(6): 991-1016.

Smith, A. 1776. An inquiry into the nature and causes of
the wealth of nations. Reprinted. New York: Modern
Library, 1937.

Smith, J.P., and M.P. Ward. 1985. Time series growth in the
female labor force. Journal of Labor Economics 3(1):
559-590, Part II.

Trost, J. 1975. Married and unmarried cohabitation: The
case of Sweden and some comparisons. Journal of
Marriage and the Family 37(3): 677-682.

US Bureau of the Census, 1977. Current population
reports. Series P-20, No. 308, Fertility of American
‘Women: June, 1976.

Weiss, Y., and R. Willis. 1985. Children as collective goods
and divorce settlements. Journal of Labor Economics
3(3): 268-292.

Wrigley, E.A., and R.S. Schofield. 1981. The population
history of England 1541-1871. Cambridge, MA:
Harvard University Press.

Family Decision Making

Shelly Lundberg and Robert A. Pollak

Abstract

The classic unitary model assumes that house-
holds maximize a household utility function
and implies resource ‘pooling’ — household
behaviour does not depend on individuals’
control over resources within the household.
Since the 1980s, economists have modified the
unitary model in ways that have theoretical,
empirical and  practical  implications.
Non-unitary alternatives based on joint
decision-making by individual family mem-
bers with distinct preferences broaden the
range of observable behaviour consistent with
economic rationality. Many non-unitary
models imply that both individuals’ control
over resources and ‘environmental factors’
can affect intra-household allocation. Empiri-
cal evidence has consistently rejected income
pooling and, hence, the unitary model.
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Economic models of consumer demand and
labour supply begin with an individual economic
agent choosing actions that maximize his or her
utility subject to a budget constraint. How can we
reconcile this individualistic theory of the con-
sumer with the reality that people tend to live,
eat, work and play in families? Economists have
dealt with a possible multiplicity of decision-
makers in the family in two ways. The first, in
ascendancy until the 1980s, was the unitary
approach — treating the family as though it were
a single decision-making agent, with a single
pooled budget constraint and a single utility func-
tion that includes the consumption and leisure
time of every family member. The second
approach, pioneered in the early 1980s by Manser
and Brown and by McElroy and Horney, was to
model family behaviour as the solution to a
cooperative bargaining game. Other non-unitary
approaches have subsequently been developed,
including the ‘collective’ model of Chiappori,
extensions of the cooperative models of
Manser—Brown and McElroy—Horney, and vari-
ous non-cooperative models.

Most non-unitary models of family behaviour
allow two decision makers — the husband and the
wife; children are customarily excluded from the
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set of decision-making agents, though they may
be recognized as consumers of goods chosen and
provided by loving or dutiful parents. Bargaining
models have also been used to analyse interac-
tions between parents and adolescent or young
adult children, and between elderly parents and
adult children. These interactions may involve
family members living in different households,
and, in many of these models, who lives with
whom is endogenous. As a class, non-unitary
models are consistent with a wider range of
behaviour than unitary models. The empirical
implications of specific non-unitary models of
the family depend upon their assumptions about
preferences, opportunities, and the form of
the game.

Unitary Models

Two models provide the theoretical underpinning
of the unitary, or common preference, approach to
family behaviour: Samuelson’s (1956) consensus
model and Becker’s (1974, 1981) altruist model.
The consensus model was introduced by Samuel-
son to exhibit the conditions under which family
behaviour can be rationalized as the outcome of
maximizing a single utility function. Consider a
two-member family consisting of a husband and a
wife. Each partner has an individual utility func-
tion that depends on his or her private consump-
tion of goods, but, by consensus, they agree to
maximize a social welfare function incorporating
their individual utilities, subject to a joint budget
constraint that pools the income received by the
two spouses. Then we can analyse the household’s
observed aggregate expenditure pattern as though
the family were a single agent maximizing a util-
ity function (that is, the consensus social welfare
function). That is, the household maximizes U (",
"), where ¢ and ¢" are the private consumptions
of husband (%) and wife (w), subject to the budget
constraint p(c”" + ¢")=y = y" + y which pools the
individual incomes of husband and wife. This
problem generates demand functions ¢ = f(p, y)
that depend only on prices and total family income
and that have standard properties provided the
utility functions are well behaved. Thus, the
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comparative statics of traditional consumer
demand theory apply directly to family behaviour
under the consensus model. Samuelson did not,
however, purport to explain how the family
achieves a consensus regarding the joint welfare
function, or how this consensus is maintained.

Becker’s (1974, 1981) altruist model
addresses these questions, and also provides an
account of how resources are distributed within
the family. In Becker’s model, the family con-
sists of a group of purely selfish but rational
‘kids’ and one altruistic parent whose utility
function reflects his concern for the well-being
of other family members. Becker argues that the
presence of an altruistic parent who makes pos-
itive transfers to each member of the family is
sufficient to induce the selfish kids to act in an
apparently unselfish way. The altruistic parent
will adjust transfers so that each ‘rotten kid’
finds it in his interest to choose actions that
maximize family income. The resulting distribu-
tion is the one that maximizes the altruist’s utility
function subject to the family’s resource con-
straint, so the implications of the altruist model
for family demands coincide with those of the
consensus model (see Bergstrom 1989 for a dis-
cussion of the conditions under which the rotten
kid theorem holds and does not hold).

Unitary models provide a simple, powerful
mechanism for generating demand functions and
establishing their comparative statics for use in
applied problems. Since the introduction of the
bargaining paradigm however, these models have
been criticized on both empirical and theoretical
grounds. We first discuss the theoretical criticisms,
and then turn to the accumulating empirical evi-
dence inconsistent with the unitary model.

Dissatisfaction with unitary models on theoret-
ical grounds has been the product of serious study
of marriage and divorce. Models of marriage and
divorce require a theoretical framework in which
agents compare their expected utilities inside mar-
riage with their expected utilities outside mar-
riage, but the individual utilities of husband and
wife outside marriage cannot be recovered from
the social welfare function that generates con-
sumption, labour supply, fertility, and other
behaviour within marriage. If the analysis of
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marriage and divorce is awkward, the analysis of
marital decisions in the shadow of divorce is even
more so. If unilateral divorce is possible, individ-
ual rationality implies that marital decisions can-
not leave either husband or wife worse off than
they would be outside the marriage. This individ-
ual rationality requirement, however, alters the
comparative statics of the model, and destroys
the correspondence between the behaviour of a
single utility maximizing agent and the behaviour
of a family.

Non-unitary Models

Cooperative Bargaining Models
A viable alternative to unitary models of the fam-
ily must recognize, in a non-trivial fashion, the
involvement of two or more agents in determining
family consumption. Bargaining models from
cooperative game theory, first applied to marriage
by Manser and Brown (1980) and by McElroy and
Horney (1981), satisfy these conditions. A typical
cooperative bargaining model of marriage begins
with a family that consists of only two members, a
husband and a wife. Each has a utility function
that depends on his or her consumption of private
goods (U*(c") for the husband and U"(c") for the
wife). If agreement is not reached, then the payoff
received is represented by the ‘threat point’,
(T"(2), 1" (2)) — the utilities associated with a
default outcome of divorce or, in the ‘separate
spheres’ model of Lundberg and Pollak (1993), a
non-cooperative equilibrium within the marriage.
The threat point depends, in turn, upon a set of
exogenous distribution factors Z that influence
individual well-being in the default outcome.
The Nash bargaining model provides the lead-
ing solution concept in bargaining models of mar-
riage. Nash bargaining implies that the couple
maximizes the Nash product function N =
[U'(c") — T'(2)] [U*(c") — T"(Z)] subject to a
pooled budget constraint, and this results in
demand functions of the form ¢’ = f'(p, y, 2).
Thus demands and individual utilities depend
upon the distribution factors Z, which may include
individual incomes y" and y". This solution can be
illustrated by a diagram in utility space (Fig. 1),
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solution

where AB is the utility-possibility frontier. Nash
(1950) shows that a set of four axioms, including
Pareto efficiency — which ensures that the solution
lies on the utility-possibility frontier — uniquely
characterize the Nash bargaining solution.

The utility received by husband or wife in the
Nash bargaining solution depends upon the threat
point: the higher one’s utility at the threat point,
the higher one’s utility in the Nash bargaining
solution. This dependence is the critical empirical
implication of Nash bargaining models: family
demands depend, not only on prices and total
family income, but also on determinants of the
threat point.

In divorce-threat bargaining models, the threat
point is the maximal level of utility attainable
outside the marriage. Hence, the threat point
depends on wage rates and on the assets each
spouse would take if the marriage were to end in
divorce. The divorce threat point is also likely
to depend on environmental factors (extra-
household environmental parameters, or EEPs,
in McElroy’s 1990, terminology) that do not
directly affect marital utility, such as conditions
in the remarriage market and the income available
to divorced men and women. The family demands
that result from divorce-threat marital bargaining
will therefore depend upon these parameters
as well.
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In the separate spheres bargaining model of
Lundberg and Pollak (1993), the threat point is
internal to the marriage, not external as in divorce-
threat bargaining models. The husband and wife
settle their differences by Nash bargaining, but
the alternative to agreement is an inefficient
non-cooperative equilibrium within marriage. In
this non-cooperative equilibrium, each spouse
voluntarily provides household public goods,
choosing actions that are utility-maximizing,
given the actions of their partner. Divorce may
be the ultimate threat available to marital partners
in disagreement, but a non-cooperative marriage
in which the spouses receive some benefits due to
joint consumption of public goods may be a more
plausible threat in day-to-day marital bargaining.

The introduction of this internal threat point
has important implications, because the separate
spheres model generates family demands that,
under some circumstances, depend not on who
receives income after divorce, but on who
receives (or controls) income within the marriage.
Lundberg and Pollak assume gender specializa-
tion in the non-cooperative provision of house-
hold public goods, with the husband providing
one good out of his own resources, and the wife
providing a separate good from her individual
resources. This specialization occurs because
socially prescribed gender roles provide a focal
point for non-cooperative bargaining. The indi-
vidual reaction functions in this game determine
a Cournot—Nash equilibrium in which the public
goods contributions may be inefficiently low, and
may depend upon the distribution of individual
incomes within the family.

As the divorce-threat and separate spheres
models show, cooperative bargaining does not
necessarily imply income pooling, that is, the
property that demands depend only on total
household income, rather than its separate com-
ponents. Bargained outcomes depend upon the
threat point, and the income controlled by hus-
band and wife will affect family behaviour (and
the relative well-being of men and women within
marriage) if this control influences the threat
point. This dependence implies that public policy
(for example, taxes and transfers) need not be
neutral in their effects on distribution within the
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family. Also, the absence of pooling and the pres-
ence of extra-household environmental parame-
ters in family demands yield a model that can be
tested against the unitary alternative. For example,
changes in the welfare payments available to
divorced mothers, or in the laws defining marital
property and regulating its division upon divorce,
should affect distribution between men and
women in two-parent families through their effect
on the threat point.

The ‘Collective’ Approach

Most models of the family either assume or con-
clude that family behaviour is Pareto efficient. Uni-
tary models ensure Pareto efficiency by assuming a
family social welfare function that is increasing in
the utilities of all family members: when such a
utility function is maximized, no member can be
made better off without making another worse
off. Cooperative bargaining models characterize
the equilibrium distribution by means of a set of
axioms, one of which is Pareto efficiency.

Pareto efficiency is the defining property of the
‘collective model’ of Chiappori (1988, 1992).
Rather than applying a particular cooperative or
non-cooperative bargaining model to the household
allocation process, Chiappori assumes only that
equilibrium allocations are Pareto efficient. He
demonstrates that, given a set of assumptions
including weak separability of public goods and
the private consumption of each family member,
Pareto efficiency implies, and is implied by, the
existence of a ‘sharing rule’. Under a sharing rule,
the family acts as though decisions were made in
two stages: first total family income is divided
between public goods and the private expenditures
of each individual, and then each individual allo-
cates his or her share among private goods. The
collective model implies a set of testable restrictions
on the response of household demands to ‘distribu-
tion factors’ that affect the household’s sharing rule.

Non-cooperative Bargaining Models

The use of models that assume Pareto efficiency
of outcomes relies on the judgement that informa-
tion within families is relatively good (or at least
not asymmetric) and that members are able to
make binding, costlessly enforceable agreements.
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Since legal institutions do not provide for external
enforcement of contracts regarding consumption,
labour supply, and allocation within marriage,
however, the binding-agreement assumption is
unappealing.

Non-cooperative game theory focuses on
self-enforcing agreements. It is possible for
non-cooperative bargaining to yield Pareto effi-
cient outcomes under certain conditions. For
example, repeated non-cooperative games have
multiple equilibria which are sustained by credi-
ble threats of punishment, and some of these equi-
libria are Pareto efficient. One of the benefits of
modelling distribution within marriage as a
non-cooperative game is the opportunity to treat
efficiency as endogenous, potentially dependent
upon the institutions and social context of mar-
riage in a particular society and upon the charac-
teristics of the marital partners.

The prevalence of destructive or wasteful phe-
nomena such as domestic violence and child
abuse, as well as the demand for marriage
counselling and family therapy, suggests that we
consider the possibility that family behaviour is
sometimes inefficient. Other researchers have
pointed to gender segmentation in the manage-
ment of businesses or agricultural plots in many
countries as evidence of an essentially non-
cooperative, and possibly inefficient, family envi-
ronment. One piece of evidence is provided by
Udry (1996), who finds that in Burkina Faso the
marginal product of land controlled by women is
below the marginal product of land controlled by
men and concludes that the household allocation
of inputs to male- and female-controlled agricul-
tural plots is inefficient.

Intertemporal Models

In dynamic bargaining models, decisions made in
one period can alter the relative bargaining power
of individual family members in future periods. If
family members cannot agree on rules for sharing
household resources in the future, and make cred-
ible promises to obey such rules, then inefficien-
cies of the standard ‘hold-up’ variety will result.
Lundberg and Pollak (2003) model the two-earner
couple location problem as a two-stage game in
which a couple must decide where to live and
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whether to stay together without being able to
make binding commitments about allocation in
the new location. Lundberg and Pollak show that
the equilibrium of this two-stage game need not be
efficient even if the second-stage game is condi-
tionally efficient (that is, efficient given the loca-
tion determined at the first stage).

Even if prospective spouses can make binding
agreements in the marriage market, they cannot
make agreements with potential spouses they
have not yet met. Konrad and Lommerud (2000)
show that individuals will over-invest in educa-
tion prior to marriage to increase their marital
bargaining power, even if they expect to bargain
cooperatively once they find and marry a spouse.
Models of limited commitment in marriage can
also be applied to decisions about childbearing,
career choice and work effort.

Empirical Evidence

Recent empirical evidence suggests that the
restrictions imposed on demand functions by uni-
tary models are not well supported. Rejections of
the family income pooling hypothesis, in particu-
lar, have been most influential in weakening econ-
omists’ attachment to unitary models. Unitary
models imply that the fraction of income received
or controlled by one family member should not
influence demands, given total family income.
A large number of recent empirical studies have
rejected pooling, finding that earned and unearned
income received by the husband or wife signifi-
cantly affect demand patterns when total income
or expenditure is held constant. Some studies find
that children appear to do better when their
mothers control a larger fraction of family
resources (Thomas 1990; Haddad and Hoddinott
1994). These results are inconsistent with the
unitary framework, but consistent with both
bargaining models (provided individual incomes
affect the threat point) and with the collective
model (provided individual incomes are included
among the ‘distribution factors’ that influence the
household’s sharing rule).

The collective model imposes, in addition, a
proportionality restriction on the influence of
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distribution factors on demands. The ratio of the
marginal propensities to consume any two goods
must be the same for all sources of income, for
example, because individual incomes affect
consumption only through the sharing rule.
A generalization of Slutsky symmetry in price
effects can also be derived (Browning and
Chiappori 1998). A series of empirical tests have
found that consumption expenditures in house-
holds reject the unitary framework but are gener-
ally consistent with the collective model (for
example, Bourguignon et al. 1993; Browning and
Chiappori 1998).

Tests of the unitary model against non-unitary
alternatives require a measure of husband’s and
wife’s relative control over resources. Relative
earnings would seem to be an attractive candidate
for this measure, since labour income is by far the
largest component of family income, and earnings
data are readily available and reliably measured.
Also, the earnings of wives relative to husbands
have increased dramatically in the United States
and many other countries, and we would like to
assess the distributional consequences, if any, of
this change. The difficulty with this approach is
that earnings are clearly endogenous with respect
to household time-allocation decisions. Earnings
are the product of hours worked, a choice variable,
and hourly wage rates, which measure the prices
of time for husband and wife and therefore enter
demand functions directly in the unitary model.
This implies that households with different ratios
of wife’s earnings to husband’s earnings are likely
to face different prices and may have different
preferences.

One might try to avoid these problems by
testing the pooling of unearned income rather
than earnings. Unearned income is not contami-
nated by price effects, but most unearned income
sources are not entirely exogenous with respect to
past or present household behaviour. Schultz
(1990), who like Thomas (1990) uses unearned
income to test the pooling hypothesis, points out
that variations in unearned income over a cross-
section are likely to be correlated with other
(possibly unobservable) determinants of con-
sumption. For example, property income reflects,
to a considerable extent, accumulated savings and

Family Decision Making

is therefore correlated with past labour supply
and, if those who worked a lot in the past continue
to do so, with current labour supply. Public and
private transfers may be responsive to household
distress due to unemployment or bad health, and
may be related to expenditures through the events
that prompted them. Unexpected transfers such as
lottery winnings, unexpected gifts or unexpected
bequests will affect resources controlled by indi-
viduals without affecting prices, but are likely to
be sporadic and unimportant for most families.

Other standard empirical proxies for the rela-
tive bargaining power of husbands and wives (or,
in the terminology of the collective model, distri-
bution factors) include the relative ages, educa-
tions, or measures of family background of
husband and wife. The interpretation of these
factors, however, is contaminated by assortative
mating on unobserved characteristics. It would be
unwise to assume that a highly educated woman
married to a man with less education has relatively
more control over the allocation of household
resources without controlling for other personal
characteristics that affected the decision of this
couple to marry in the first place. The same cri-
tique applies to measures of relative assets
brought to the marriage by the husband and
wife, even when they maintain separate owner-
ship of these assets during marriage and divorce.

The ideal test of the pooling hypothesis, and
therefore of the unitary family model, would be
based on an experiment in which some husbands
and some wives were randomly selected to
receive income transfers. A less-than-ideal test
could be based on a ‘natural experiment’ in
which some family members receive an exoge-
nous income change, and one can study a constant
population of families before and after the change.
Several studies exploiting such policy changes
have found evidence against income pooling,
and have also supported the hypothesis that
women have a greater propensity, on average, to
spend on children’s goods.

Lundberg et al. (1997) examine the effects of a
policy change in the United Kingdom that trans-
ferred a substantial child allowance from hus-
bands to wives in the late 1970s. They find
strong evidence that a shift towards relatively
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greater expenditures on women’s goods and chil-
dren’s goods coincided with this income redistri-
bution, and interpret this as a rejection of the
pooling hypothesis. Duflo (2000) studied the
effect of an extension of the South African Old
Age Pension on children’s health and nutrition,
and found that payments to grandmothers had a
substantial effect on these outcomes, especially
for girls, while payments to grandfathers had no
effect. These results both reject a unitary frame-
work for multi-generation families, and support
the hypothesis that children benefit from female
control of household resources. Tests of pooling
using PROGRESA, a public cash transfer pro-
gramme in Mexico directed at women, have
been more complicated. A random assignment
social experiment, PROGRESA had a substantial
income effect and benefits were conditional on
child school enrolment. Attanasio and Lechene
(2002) reject household pooling using PRO-
GRESA data, and Rubalcava et al. (2004) find
that these transfers to women were more likely
to be spent on child goods, improved nutrition,
and investments in small livestock than other
household income.

One important implication of non-unitary
models of the household is that government pro-
grammes targeted to particular individuals within
households may affect the intra-household alloca-
tion. Even if, as rejections of the unitary model
suggest, targeted transfers are effective in the
short run, we cannot conclude that targeted trans-
fers will be effective in the long run. Lundberg
and Pollak (1993) show that the long-term effects
of such policy changes on intra-household alloca-
tion may be very different from the short-term
effects, as adjustments occur in the marriage mar-
ket of subsequent cohorts. If prospective couples
can make binding agreements when they marry,
then the distributional effects of policy can be
offset by subsequent generations of families.
Even if such marital agreements are not possible,
changes in the expected gains to marriage will
affect who marries whom and who marries at all,
and this will also affect the long-run distributional
effects of policy. Cross-sectional studies of intra-
household allocation that use state variation in
policy or laws (such as divorce laws or property
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settlement rules) will be estimating the equilib-
rium effects of long-standing differences in pol-
icy, including any marital sorting effects.

Conclusion

The classic unitary model assumes that house-
holds maximize a household utility function sub-
ject to household resource and technology
constraints. Unitary models imply income or
resource ‘pooling” — household behaviour does
not depend on individual control over resources
within the household. Since the 1980s, econo-
mists have modified the unitary model in ways
that have theoretical, empirical and practical
implications. Non-unitary alternatives based on
joint decision-making by individual family mem-
bers with distinct preferences broaden the range of
observed behaviour consistent with economic
rationality. Non-unitary models also permit the
analysis of marriage and divorce within the same
framework as household demands and the labour
supply of household members. Unlike unitary
models, many non-unitary models imply that
both individual control over resources and ‘envi-
ronmental factors’, such as divorce laws, that
affect the well-being of individuals outside the
household can affect intrahousehold allocation.
Empirical evidence has consistently rejected
income pooling and, hence, the unitary model.
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Abstract

Family economics is the application of the
analytical methods of microeconomics to fam-
ily behaviour. It aims to improve our under-
standing of resource allocation and the
distribution of welfare within the family,
investment in children and inter-generational
transfers, family formation and dissolution and
how families and markets interact. In family
economics, non-market interactions are crucial
for family behaviour and individual welfare.
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Family economics is the application of the analyt-
ical methods of microeconomics to family behav-
iour. It aims to improve our understanding of
resource allocation and the distribution of welfare
within the family, investment in children and
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inter-generational transfers, family formation and
dissolution, and how families and markets inter-
act. Family economics lifts the lid on the ‘black
box’ of the family, within which non-market inter-
actions are crucial for family behaviour and indi-
vidual welfare. It analyses how markets affect
family behaviour and on how family context
affects market behaviour, such as labour supply
and consumer demand, thereby linking family
economics with traditional fields of economics.

Medical and social sciences indicate the impor-
tance of nutritional, cognitive and emotional
development during childhood for a person’s life-
time health and prosperity, and these devel-
opments are a product of parents’ actions,
including family break-up. Acquiring a better
understanding of family formation and dissolu-
tion and of decisions within the family, particu-
larly as these are affected by elements of people’s
budget constraints, is an important prerequisite for
understanding how public policy can influence
the family.

In a broad sense, family economics has been
around for over two hundred years. Thomas
Malthus believed that human fertility was deter-
mined by the age at marriage and frequency of
coition during marriage. He contended that an
increase in people’s income would encourage
them to marry earlier and have sexual intercourse
more often. Modern economic theories of fertility
generalized the Malthusian theory (starting with
Becker 1960), and Gary Becker subsequently
developed a broader economic analysis of the
family (Becker 1981), which forms the foundation
for today’s family economics (Ermisch 2003).

What Influences Family Decisions?

Individualism needs to be the foundation of fam-
ily economics if we are to analyse the impacts of
public policies and technological developments
on the welfare of individuals. In particular, deci-
sions about marriage and divorce must make com-
parisons between individual welfare within and
outside a couple. The family is best viewed as a
‘governance structure’ for organizing its activities
rather than as a preference ordering augmented by
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home production technology, or as a set of long-
term contracts (Pollak 1985). This suggests that
bargaining models, in which alternatives and
‘threat points’ affect intra-family allocation and
distribution, provide a useful framework for
analysing family behaviour. A bargaining
approach naturally focuses on the structure of
family membership and its internal organization
(for example, comparing an intact nuclear family
with divorced parents), and allows decisions to
evolve in a flexible way.

A fruitful starting point is to assume that all
individuals act to maximize their welfare as they
evaluate it, given the predicted behaviour of
others in the family. Some authors have adopted
this non-cooperative approach to studying family
choices (for example, Konrad and Lommerud
1995). But, in many circumstances (for example,
the co-resident family), cooperative behaviour is a
better representation of family behaviour because
of repeated interaction between family members,
which facilitates information flows and monitor-
ing. Nevertheless, family members must obtain
welfare from cooperation that is at least as great
as they would achieve from a non-cooperative
outcome, although in some circumstances divorce
may be a credible threat affecting decisions within
the family (Bergstrom 1996).

Cooperation achieves an efficient allocation of
resources within the family. Individual welfare
depends, in general, on individual incomes and
prices and possibly other ‘distribution factors’ like
marriage market conditions, divorce laws and
other institutions (Browning and Chiappori
1998), whose influence reflects bargaining
between family members. For example, an
increase in the mother’s income may have two
effects on family choices. It increases family
resources, expanding welfare-enhancing opportu-
nities for all family members. It also may increase
her threat point (bargaining power), which pushes
family choices in her favour, thereby increasing
her welfare relative to the father’s. Put differently,
her income affects the position of the family’s
utility possibility frontier and also the position
on it. If, for example, mothers’ preferences put
more weight on children than fathers’ preferences
do, then an increase in her share of family income
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would increase expenditure on children. If this is
the case, then children do better when mothers
control more of family resources, developments
which improve women’s earning opportunities
affect the distribution of welfare within families,
and it is possible to target policies on individuals
within families. In a dynamic setting, in which
current decisions affect future bargaining power,
efficiency is harder to sustain because of the dif-
ficulty of making binding commitments, but indi-
vidual incomes and distribution factors still affect
intra-family allocation.

One particular decision-making rule has been
an important part of family economics: the family
maximizes the welfare of an ‘effective altruist’. It
is in fact a special case of the cooperative (efficient
outcomes) framework just discussed. A person is
said to be altruistic toward someone if his or her
welfare depends on the welfare of that person.
Altruism is usually defined more narrowly, by
what have been called ‘caring’ preferences:
the altruist’s ‘social’ utility takes the form
WU (x4,G), UP(x5,G)], where x, and xj are
vectors of private goods consumed by persons
A and B respectively, G is a vector of public
goods and U () and U?(") are “private’ utility
indices for each person. The altruist 4 does not
care how (in terms of xgz and G) a given level of
private utility is obtained by his/her beneficiary B.

Caring preferences limit only the relevant
range of the utility possibility frontier expressed
in terms of private preferences. Some family deci-
sion rule is still needed to determine the point on
the frontier that is chosen, but there are circum-
stances in which caring preferences can produce
distinctive predictions. Suppose that a wife and
her husband care for each other, and her share of
joint income is sufficiently large that she is mak-
ing transfers to him to ensure that his welfare is
not too low. To use Becker’s (1981) term, she is an
effective altruist. Only joint income matters for
family decisions in these circumstances. Thus,
effective altruism provides partial insurance for
family members and insulates the family from
targeted changes in taxes and benefits. Becker’s
(1981) claim that effective altruism also provides
incentives for the beneficiary to act in the best
interests of the family and reduces intra-family
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conflict — the so-called Rotten Kid Theorem — is,
however, valid only with very restrictive prefer-
ences (Bergstrom 1989).

If, however, the couple’s incomes are relatively
similar, then neither spouse is rich enough relative
to the other to make transfers to the other, and
individual incomes are likely to affect family
decisions. In either case, non-market interactions
between family members are important for
determining individual welfare, through either
bargaining or intra-family transfers motivated by
altruism, and these also affect market behaviour
like consumer demand and labour supply.

Fertility, Investments in Children
and Security in Old Age

The primary reason that most men and women
enter a long-term relationship is to bear and raise
children. In addition to the number of children,
parents’ welfare is likely to depend on the lifetime
well-being of each child — “child quality’ for short.
That is, parents receive more satisfaction from
having children who are better off throughout
their life, and they make monetary transfers and
human capital investments to influence their chil-
dren’s lifetime standard of living.

If parents view child quantity and quality as
substitutes and treat all their children equally, their
budget constraint contains the product between
the number of children and quality per child
(Willis 1973). This implies that the ‘shadow
price’ of an additional child is proportional to
the level of child quality, and the shadow price
of raising child quality is proportional to the num-
ber of children. As a consequence, there is an
important interaction between family size and
child quality. For example, a higher return to
human capital increases investment per child.
This raises the shadow price of children, which
lowers family size and the price of child quality,
thereby raising child quality further, and so
on. Thus, increases in the returns to human capital
investment associated with technical change may
lead to simultaneous large reductions in fertility
and increases in human capital investment in chil-
dren. This is consistent with important stylized
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facts of economic development and links family
economics with the study of economic growth and
development (Rosenzweig 1990).

The quantity—quality interaction may also pro-
duce a ‘high fertility—low child investment trap’,
in which low quality produces a low price of
children, high fertility and a high shadow price
of child quality. Higher parents’ income increases
fertility and the price of child quality, keeping
child investment low. It may take some policy or
technological development that alters the prices of
quantity or quality independently, such as a family
planning intervention or a large change in the
return to human capital investment, to ‘spring
the trap’. Once sprung, if the quality income elas-
ticity exceeds the one for quantity, then the ratio of
quality to the number of children rises with higher
income, thereby increasing the shadow price of an
additional child relative to the shadow price of
child quality. The substitution effect induced by
this increase may be sufficiently large to produce a
decline in fertility when income increases, even
though children are normal goods.

The ultimate manifestation of low child quality
is a child not surviving to adulthood. Scientific
advance or a policy intervention, such as better
water supply or public health, increases the prob-
ability of child survival, but it has conflicting
impacts on fertility. On the one hand, it reduces
the price of a surviving birth, thereby encouraging
higher fertility. But if parents can influence the
chances that their own children survive to become
adults by spending more on each child, then it is
possible that exogenous improvements in child
survival reduce fertility, provided that improve-
ments in child survival substitute for parents’
expenditure on child health (Cigno 1998). Such
a relationship may help account for the ‘demo-
graphic transition’ — the change from a high
fertility-high ‘child mortality environment to a
low fertility-low mortality one.

The factors affecting the cost of children
(including investment in them) are closely associ-
ated with the key role of parental time in the rearing
of and investment in children. The rearing of chil-
dren is usually presumed to be time-intensive rela-
tive to other home production activities, and
mothers provide a disproportionate share of

4453

parental time in the production of child quality.
Thus, the cost of children relative to the cost of
the parents’ living standard is directly related to the
mother’s cost of time (Willis 1973). This links the
cost of children with women’s educational and
earning opportunities, with implications for their
effects on fertility, women’s labour supply and
investment in children.

Fertility and child investment may also be
motivated by the need for support in old age. If
people do not have access to a capital market, an
extended family network including three genera-
tions at different stages of life could substitute for
a capital market (Cigno 2000). In effect, it
arranges ‘loans’ to its young members from its
middle-aged ones and enforces repayment later
when the young borrowers have become middle-
aged and the middle-aged lenders have become
old. People may have children only because they
are needed to transfer resources through time. The
opening of a capital market with a sufficiently
high interest rate offers the middle-aged an alter-
native to this family transfer system. A threat of no
support from the family in old age is no longer a
deterrent, because they can make their own pro-
vision for old age through the market. In broad
terms, this prediction is consistent with the obser-
vation that the growth of the financial sector, or
the introduction of a state pension system, tends to
coincide with a sharp decline in private transfers
from the middle-aged to their elderly parents and a
fall in fertility. The fact that childbearing does not
cease suggests that the demand for children is not
entirely derived from the need for transfers from
them to finance consumption in old age. Again we
see the important role of institutions in shaping
family behaviour.

In countries with well-developed capital mar-
kets and pension systems, it is often observed that
financial transfers from adult children to parents
are rare, but transfers in the other direction are
more common. Also, children are often observed
providing ‘services’ to their parents that do not
have clear market substitutes, such as companion-
ship, attention and adapting their behaviour to
their parents’ wishes. Such services come at a
cost to the children, and so transfers from parents
to their child may be an exchange for these
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services (Cox 1987). Parents may also want to
help their children financially when they need it,
but they want them to behave responsibly in the
sense of expending sufficient effort to support
themselves. How transfers from parents respond
to an adult child’s income depends on the balance
of altruistic motives, parents’ intention to provide
an incentive for high effort and the effects of
parent—child bargaining on the provision of
child-services.

Marriage and Divorce

In addition to love and companionship, marriage
offers two people the opportunity to share house-
hold public goods and benefit from the division of
labour, and it facilitates risk sharing. Whom a
person marries influences family behaviour (for
example, fertility) and individual welfare through
family resources, bargaining and costs (for exam-
ple, of children). But the process of finding a
spouse is one in which information is scarce, and
it takes time to gather it. These market frictions
affect who marries whom, the gains from each
marriage and the distribution of gains between
spouses (Burdett and Coles 1999). The positive
correlation between spouses in desirable attributes
like education is expected to be weaker when
frictions are larger. The chances of divorce, and
therefore divorce laws, also affect matching in the
marriage market. A higher divorce rate makes
people less choosy when selecting a spouse,
because it reduces the perceived benefits from
waiting for a better match by making it more
likely that a person will return to the single state.
Poorer matches ensue, and these have a higher
probability of dissolving.

Marriage market frictions may also be respon-
sible for childbearing outside marriage. A woman
who has a relationship with a man she does not
wish to marry, or who will not marry her, would
choose to have a child by the man if the short-run
gain exceeds the long-term costs in terms of dam-
age to her marriage prospects (Ermisch 2003,
ch. 7). Those women who expect to obtain a
significant increase in welfare when they marry
suffer a greater long-term cost by having a child
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while single than women whose marriage pros-
pects are such that they expect to gain little from
marriage. Thus, women with poorer marriage
prospects are more likely to have children outside
marriage.

Parents are likely to continue to care about the
welfare of their children after they divorce, and so
expenditure on children, such as investment in
their human capital, is a public good to the par-
ents. When living together, they choose the effi-
cient level of this public good. But after breaking
up, the mother usually obtains custody of the
children and she decides the level of expenditure
on children (Weiss and Willis 1985). The father
can influence it only by making transfers to the
mother, and he must transfer more than a dollar to
obtain a dollar’s more expenditure on children,
because the mother spends part of the transfer on
herself. The higher effective price for child expen-
diture when divorced encourages him to spend
less on children after divorce (perhaps nothing),
resulting in a lower, inefficient level of expendi-
ture on children overall. This is likely to have
implications for the lifetime welfare of children.
The probability that a couple divorces is inversely
related to this efficiency loss from divorce.

Behaviour within marriage is likely to be
affected by exogenous variation in the probability
of divorce (for example, through legal changes). If,
for example, more participation in paid employ-
ment raises future wages, the risk of divorce can
encourage more paid employment by the mother
during marriage and, by raising the cost of child
quality, lower expenditure on children and lower
fertility. These ‘defensive investments’ are under-
taken to increase welfare later, when outcomes are
uncertain because of the possibility of divorce.
Thus, the probability of divorce affects women’s
wages and labour supply in the economy.

Examples have illustrated the distinctive
aspects of family economics: how market prices
and personal incomes affect non-market interac-
tions between individuals in the family (through
altruistic motives and bargaining), fertility and
investment in children. These channels link fam-
ily economics to traditional fields like growth
and development, labour economics, consumer
demand, savings and inter-generational transfers.
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Family Planning

Mark R. Rosenzweig

The phrase ‘family planning’ has come to mean
the set of institutions, policies and programmes
whose principal objective is to alter the family size
decisions of households. Family planning institu-
tions, private or public, attempt to influence fertil-
ity choices by (a) direct persuasion of couples to
adopt socially ‘appropriate’ family size goals;
(b) the dissemination of information on tech-
niques of birth or conception prevention, and
(c) the provision of birth or conception control
services or inputs at subsidized cost. In addition,
governments may adopt policies that directly alter
the incentives for bearing and rearing children.
Such policies may include income tax exemptions
or direct transfers which vary by the number of
children and/or economic and social sanctions
related to family size, such as restrictions on
parental work opportunities or restrictions on
schooling or consumption privileges when those
are principally supplied by the public sector.

Of course, to the extent that fertility decisions
are responsive to changes in relative prices and to
income changes, all governmental policies (tax,
transfer, expenditures) indirectly influence the
family size goals of households. What principally
distinguishes family planning interventions from
other government programmes is their attempt to
affect fertility outcomes by influencing the means
by which households achieve their family size
goals.

Family Planning and the Economic
Theory of Fertility

Economic models of fertility that incorporate the
technology of reproduction provide a general
framework with which to analyse the influence
of family planning programmes on the family
size plans of families (Easterlin et al. 1980;
Rosenzweig and Schultz 1985). In these models,
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births or conceptions are viewed as byproducts of
sexual activity. These byproducts can be averted
by the employment of methods of birth control or
contraceptive techniques. The set of relationships
between sexual and other behaviours, contracep-
tive practices, and conceptions or births is the
reproductive technology, analogous to the tech-
nology of production in firms, which describes the
effects of inputs on outputs. Couples thus deter-
mine their fertility through the use of reproduction
inputs. And just as firms adjust output when either
input prices or the technology of production
change, given demand for the firm’s product, cou-
ples alter their fertility in response to changes in
the costs of reproductive inputs or to changes in
the technology of reproduction, given their family
size goals.

Family planning initiatives that lower the costs
of averting births through subvention of reproduc-
tion inputs or information provision have price
and income effects. The lowering of the costs of
averting births induces couples to avert more
births (the own price effect); but couples’ real
incomes are also higher as a consequence and
they may decide to spend some of that income
by having larger families. If income effects are
small relative to price effects (more likely the
smaller the share of contraceptive costs in the
family budget), such family planning activities
should lower fertility, whatever the motivations
of couples for having children.

The degree to which a couple benefits from or
is influenced by programmatic family planning
activities depends on its family size goals and on
the type of family planning activity. If family
planning interventions make birth reduction less
costly, those couples who desire smaller families
(avert more births) benefit most. If the poorest
households have the largest families it is thus not
clear that non-selective contraceptive subsidy pro-
grammes benefit the poor relative to the rich. To
the extent, however, that family planning initia-
tives are characterized chiefly by information dis-
semination, the distribution of the benefits will
depend on the pre-programme distribution of
such information in the population. If more edu-
cated or wealthier couples are better able to
acquire information in the absence of such
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programmes than are other couples, the pro-
grammes will benefit such couples least. Fertility
reductions associated with contraceptive informa-
tion dissemination will be larger in poorer, less-
educated families.

Economic theory also suggests that the effects
of family planning, by altering the costs of fertil-
ity, will not be confined to changes in family size.
As noted, the increase in income associated with
the subsidy may be spread among other family
activities. But there are also substitution or cross
price effects. In models (Willis 1973; Becker and
Lewis 1973) in which couples care about the
average ‘quality’ of children, reductions in the
cost of fertility control and thus reduced family
size make the provision of resources to children
less costly, as such resources need be allocated
among less children. If family size and child qual-
ity are substitutes in the usual consumer demand
sense, then it is likely that the reduction in fertility
induced by family planning activities will also
result in increased investments by families in
each child born even if there are no direct biolog-
ical links between birth order, birth intervals and
the characteristics of children.

Rationales for Family Planning
Interventions

Rigorous theoretical justifications for the public
subvention of family planning activities are sur-
prisingly scarce. As for all public interventions, a
rationale on efficiency grounds should be based
on a demonstration that the costs incurred by
private agents making fertility decisions diverge
from the social costs of those decisions. The exact
nature of the market failure or market incomplete-
ness or the direct negative externalities associated
with the production of children that might render
family planning programmes appropriate instru-
ments for achieving more efficient outcomes in an
economy have not been clearly identified. In
growth models incorporating optimal fertility
decision-making, the results appear to depend
critically on the assumed degree of altruism par-
ents have for children (and vice versa), the allo-
cation of property rights over parental investments
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in children, and the completeness of intertemporal
markets. In the absence of clear resolutions of
such issues, a number of other justifications for
publicly supported family planning activities have
been put forth. One rationale is based on the
existence of positive externalities associated with
human capital investment (Rosenzweig and
Wolpin 1986). If investments in health or in
schooling by households directly benefit other
households such that public subventions of such
activities are optimal, then it may be efficient to
subsidize fertility control (a) if reductions in fam-
ily size induce greater investments in human cap-
ital and/or (b) since reductions in the number of
children make less costly public subsidization of
investments in children. This argument suggests
that health, schooling and family planning pro-
grammes are complementary and would tend to be
positively correlated over time within countries
and across areas.

Two other rationales for family planning inter-
ventions are based on information problems. The
rise in incomes accompanying economic develop-
ment and the use of newer medical technologies
have contributed to the dramatic fall in infant and
child death rates in low income countries over the
past decades without a concomitant decline in
fertility in many countries. If parents do not cor-
rectly foresee the future drop in the risk of death
for their children associated with the health exter-
nalities of economic growth and development
(infection reduction), then subsidization of fertil-
ity control may be warranted to reduce fertility to
appropriate levels.

Technological innovation has also character-
ized the control of fertility. If the market provision
of information about new methods of contracep-
tion is problematic, then publicly funded informa-
tion dissemination about innovations in this
technology may be warranted. Family planning
services are then analogous to extension services
in agriculture.

Evaluating Family Planning Programmes

The conceptual experiment needed to ascertain
how and to what extent family planning subsidies
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or information provision actually influence fertility
and other behaviours is straightforward - randomly
select an area or set of areas for intervention and
compare the fertility and other relevant outcomes
there with those in non-intervention areas. Since
dynamic models of fertility (e.g. Heckman and
Willis 1978) have as yet little to say about how
reductions in the costs of fertility control influence
the timing and spacing of births, it may not be
appropriate to measure the effects of such pro-
grammes over short intervals of time. Couples
with less costly and/or improved means of control-
ling fertility may choose to have their children
earlier or later; the short-run response of fertility
to a family planning intervention may be quite
different from the response in terms of completed
family size.

Information from appropriate randomized
experiments involving family planning activities
is scarce. Most estimates of the impact of family
planning interventions have come from non-
experimental data, chiefly cross-sectional data.
The best of the cross-sectional studies of the
effects of public expenditures on family planning
or measures of access to family planning institu-
tions examine as well the natalist effects of other
programmes (health programmes, for example).
Since theory suggests that health and family plan-
ning interventions are complementary and are
likely to be distributed similarly, failure to take
into account the existence and distribution of
other programmes when evaluating the impact of
family planning interventions may yield mislead-
ing estimates of family planning efforts. Multivar-
iate studies combining spatial information on
programmes and household data from rural and
urban Colombia and rural India (Rosenzweig and
Schultz 1982; Rosenzweig and Wolpin 1982)
indicate that family planning and health institu-
tions (clinics) are associated with both lower fer-
tility and lower rates of child mortality, although
no effects of these programmes were found in
rural areas of Colombia. Results from the urban
Colombia data, moreover, indicated that the
effects of the programmes were significantly
greater among households with less-educated
mothers. This result is consistent with the notion
that the family planning (and health) programmes
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principally serve to disseminate information, this
function being of less value for the more educated
(and better informed) households.

A study using longitudinal information on the
nutritional status of children and information on
the dates of initiation of health and family plan-
ning programmes (Rosenzweig and Wolpin 1986)
tested whether the timing of public programme
interventions across areas was correlated with
unmeasured area factors associated with child
health. The results suggested the spatial distribu-
tion of both health and family planning pro-
grammes was not random, with both types of
programmes tending to be similarly placed
(in low health areas), and that once non-random
programme placement was taken into account
(but not before), both the family planning and
health programmes appeared to improve signifi-
cantly the nutritional status of children.

These empirical studies thus suggest that fam-
ily planning activities have succeeded in lowering
fertility and in augmenting human capital invest-
ment, in at least some countries, but that more
attention to the rules by which public programmes
are distributed and initiated may be needed to
obtain more accurate estimates of the effects of
such programmes. Improved estimates of the con-
sequences of family planning initiatives are thus a
byproduct of a better understanding of the ratio-
nale for such programmes and of public sector
behaviour.
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Famines
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Abstract

Today the ultimate Malthusian check of
‘gigantic, inevitable famine’ is confined to the
very poorest pockets of the globe. Economic
development, medical technology and the
globalization of disaster relief have reduced
the size and duration of famines in the recent
past. On the other hand, totalitarianism and the
enhanced role of human agency produced in
the 20th century some of the biggest famines
ever. Topics discussed include the demography
and long-run impact of famine, the role of
public and private action in relieving those at
risk, and how markets function during famines.
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‘Famine’ is defined narrowly here as a food
shortage leading directly to excess mortality
from starvation or hunger-induced illnesses
(compare Howe and Devereux 2004). By this
definition, the 20th century presents a paradox
in the history of famines. On the one hand, it
witnessed in China in 1959-61 the greatest fam-
ine in world history. On the other, it saw the
virtual elimination of famine across most of the
globe. Economic growth in the 19th century led
to the disappearance of famine in Europe in
peacetime and, after the 1870s, a reduction in
famine intensity throughout Asia.

Today’s high-profile famines are, relatively
speaking, small and confined to poverty-stricken
and often war-torn corners of Africa. In principle,
famine prevention should be ‘easy’. Better com-
munications, better understanding of nutritional
requirements and medical remedies, and the glob-
alization of disaster relief mean that the risks faced
by the world’s most underdeveloped economies
should be far fewer than those faced by equally
poor countries in the past.

‘Malthusian’ Famines

Famines and economic backwardness are closely
related. Malthus would not have been surprised to
hear of famine in Niger, probably the world’s
poorest economy, in 2005, or that the cross-
sectional correlation between excess mortality
and poverty was strong within Ireland in the
1840s and Bengal in the 1940s. And he would
have deemed the extreme backwardness of the
Chinese economy in the mid-1950s a contributory
factor to the Great Leap Forward famine of
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1959-61: Chinese real GDP per head then was
less than half the African average in 2006
(Maddison 2006).

Most famine victims succumb to infectious
diseases rather than to actual starvation. Poverty
prevents proper medical care because the associ-
ated remedies are costly and difficult to implement
in crisis conditions. Sub-Saharan Africa has yet to
complete the ‘epidemiological transition’, mainly
because the resources and the political capabilities
to put what is available locally or obtainable from
abroad to most effective use are lacking. Famines
are the exception where the transition has been
completed, but when they occur, as in Nazi-
occupied Leningrad, Greece, and the western
Netherlands during the Second World War, the
diseases mainly responsible for excess mortality
were very different. In these relatively developed
societies, public health structures that prevented
the spread of infectious disease had become part
of daily routine, and continued to be so during the
war (Mokyr and O Grada 2002; Maharatna 1996,
pp- 159—61; Hionidou 2006).

Most famines strike in the wake of major crop
failures, although crop failure is neither a neces-
sary nor a sufficient condition for famine. Even
the most backward economies often have the
resilience to cope with once-off harvest short-
falls, so that in the past the worst famines have
been the product of back-to-back shortfalls of the
staple crop. Thus, the probability of back-to-
back poor harvests should provide some sense
of the likelihood of famine in the past. Agricul-
tural and meteorological data imply that such
back-to-back events were uncommon (O Grada
2007).

Entitlements and Governance

Civil unrest and bad government can also lead to
famine by limiting production and trade or failing
to prevent the spread of epidemic disease. The
impact of war on the supply of shipping and
grain imports from abroad was an important con-
tributory factor to famine in Bengal in 1943-44.
Panics about the food supply and poorly



4460

performing food markets may exacerbate famine.
In such instances factors other than crop shortfalls
reduce the purchasing power or ‘entitlements’ of
vulnerable sections of the population: the size of
the loaf matters less than its distribution. Claims
that even during famines there is adequate food
for everyone are not new. Such claims, which
invert the relative importance of food supply on
the one hand, and human action and distribution
on the other, had a particular resonance for the
20th century.

On several occasions between the 1930s and the
1950s, not only did totalitarian regimes engage in
policies that placed millions at risk, but they also
managed to keep the consequences largely hidden
from the outside world. Analyses of 20th-century
famines accordingly have tended to dwell less on
economic factors such as the background level of
development and the extent of the crop shortfall
than on the role of human agency — be it the
ruthlessness of dictators or the incompetence of
officialdom. Yet closer inspection suggests that
even the most notorious ‘man-made’ famines of
the 20th century in the Soviet Union in 1932-33, in
China in 1959-61, and even in Bengal in 194344,
entailed what Amartya Sen (1981) has dubbed
‘food availability declines’ (FADs) (Davies and
Wheatcroft 2004: ch. 5; Tauger 2006; O Grada
2007). The paucity of evidence for ‘pure’ entitle-
ment famines — famines where there was no food
availability decline — suggests that modern schol-
arship may underestimate the role of food supply in
the relatively recent past.

Sen’s claim that famine and democracy are
incompatible (Sen 2001) is a special case of the
more general claim that democratic institutions
promote economic justice and reduce inequality.
Exceptions to this rule seem few: Banik’s analysis
of press reports of starvation deaths in Orissa in
the 1990s confirms it in so far as famines are
concerned, but highlights the inability of a free
press and collective action to prevent mass mal-
nutrition and ‘many, many deaths’ (Banik 2002).
It also bears noting that in poverty-stricken, eth-
nically divided, low-literacy economies democ-
racy may not be sustainable. Nonetheless, the
exogenous element in democratic institutions
surely matters.

Famines
Markets and Famines

Economists have long argued that, since crop
failures are subject to spatial variation and rarely
occur two years in succession, spatial and
intertemporal arbitrage in food markets should
help mitigate the cost of famines (Persson 1999).
However, natural obstacles (poor communica-
tions) and artificial obstacles (war, civil unrest,
trade restrictions and price controls) have often
impeded the scope for arbitrage.

Research on Bengal in 1942-44 and
Bangladesh in 1974-75 claims that food markets
worked poorly in these instances, in the double
sense of inadequate interregional trade and
‘excessive’ hoarding on the part of producers
and traders (Sen 1981; Ravallion 1987,
pp. 19, 111-13; 1997, pp. 1219-21). Formal stud-
ies of market performance during pre-20th cen-
tury famines are few, although evidence from pre-
industrial Europe suggests that they functioned no
worse than in normal times (O Grada 2005). The
asymmetry in speculators’ expectations implied
by the findings of Sen and Ravallion — over-
pessimism in the event of a harvest shortfall — is
absent in the earlier data. That does not mean that
markets worked like clockwork in pre-industrial
Europe, but merely that their responses to spatial
and intertemporal disequilibria were no weaker
than in non-crisis times. In practice, markets
may adjust too slowly to prevent famine: in the
mid-19th century, for example, before the tele-
graph and long-distance bulk carriage by steam-
ship could have made the difference, global grain
markets could not have prevented mass mortality
in Ireland and India. Nor does this mean that well-
functioning, integrated markets always benefit the
poor: as Sen emphasizes, they might allow inhab-
itants of less affected areas, endowed with the
requisite purchasing power, to attract food away
from famine-threatened areas. Much depends on
whether such exports are used to finance cheaper
imported substitutes, and on the speed with which
food markets adjust. Dogmatic generalizations are
not warranted.

Free markets can mitigate the impact of fam-
ines in two other respects. First, migration argu-
ably limits the damage wrought by poor harvests,
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since the migrants reduce the pressure on scarce
food and medical resources where the crisis is
deepest. This is probably true even when the
poorest lack the resources to migrate. Although
migration undoubtedly exacts a cost in terms of
the spread of infectious disease in host countries,
on balance it saves lives.

Second, regional specialization increases
aggregate output, with a resultant reduction in
the risks attendant on any proportionate harvest
shortfall. Increasing commercialization also
makes for more effective arbitrage in food mar-
kets. For example, the implied reduction in the
cost of holding carry-over stocks and of transport
greatly reduced the vulnerability of the Italian and
the English poor in the early modern era (Persson
1999; O Grada 2007).

Public and Private Action

Throughout history, whether out of fear or com-
passion, ruling elites have accepted a degree of
responsibility for those at risk during famines.
Most analytical attention has focused on the man-
agement rather than the extent of relief allocation.
Since human interventions almost always give
rise to principal-agent problems, choosing the
appropriate yardstick for effective famine relief
is an abiding issue. In the past, because governing
elites were remote from those at risk, they often
relied on sub-bureaucracies and landowners to
identify deserving recipients of relief. History is
full of examples of trade-offs between the degree
of delegation on the one hand, and corruption and
red tape on the other (see, for example, Shiue
2004).

The choice of appropriate public action in the
presence of such agency problems during famines
is discussed in Dréze and Sen (1989), Besley and
Coate (1992), Ravallion (1997), and elsewhere.
Transfers of food at subsidized prices may risk
corruption and hoarding; hence the frequent focus
on the provision of nontradable and highly per-
ishable food rations. Income transfers (for exam-
ple, through wages paid on public work schemes)
are less likely to distort food markets, though if
linked to work performance they may well
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discriminate against those in most need. Public
works schemes also risk spreading infectious dis-
eases. A further problem with public works is that
fiscal stringency or fears of distorting labour mar-
kets, as in Ireland in the 1840s and in southern
India in the 1870s, may entail below-subsistence
wages and consequent excess mortality.

Private charity can mitigate famine but is rarely
adequate during big crises.

Since the 1950s famine relief has been global-
ized through non-governmental organizations
(NGOs) such as Oxfam. NGOs have been effec-
tive at highlighting the link between Third World
poverty and the risk of famine, and at fund-raising
in the wake of highly publicized crises. Nonethe-
less, their record in mitigating and averting famine
raises several issues.

First, agencies originally founded as famine
relief agencies tend to reinvent themselves as
bureaucracies. Such organizations must balance
the public’s wish to relieve disasters as they
happen with their own need for bureaucratic
sustainability. This has entailed focusing more
on development than on famine relief per
se. Budgetary pressures have also tempted
NGOs to exaggerate the risks or gravity of famine,
or to claim the credit when the crisis is ‘averted’
(De Waal 1997). Given the likely long-term costs
of such tactics, and the recent increasing depen-
dence of NGOs on public funding, independent
monitoring of their activities is essential. More-
over, NGO interventions typically lag, rather than
lead, media reports; instead of drawing on previ-
ously accumulated reserves, they rely on crises to
solicit aid, and their overreliance on emergency-
generated funding has led them to locations where
they lack the detailed expertise and connections
essential for effective famine relief. Most NGOs
continue to spread themselves too thin, and are too
small to offer the insurance required for a rapid
response against famine.

Measuring the Demographic Cost
Soaring food prices and poor harvests are often

harbingers of famine, but are neither necessary
nor sufficient conditions for one. On the one
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hand, appropriate relief policies may prevent fam-
ine; on the other, not all famines result from
aggregate food deficits or inflated food prices.
An abnormal jump in mortality is a surer signal
of famine, and is usually regarded as its defining
feature. For most historical famines, however,
establishing excess mortality with any precision
is impossible, and inferences derived from incom-
plete data are often controversial. Much hinges on
assumptions about the under-registration of
deaths at the time. Controversy still surrounds
the true tolls in the Soviet Union in 1931-33,
China in 1959-61, Cambodia in 1975-79, and
North Korea in 1995-99.

Nonetheless, it is clear that modern famines
are, relatively speaking, far less costly in terms
of human lives than earlier famines. Although
non-crisis death rates in Africa remain high,
excess mortality from famines in recent decades
has been low. In Devereux’s useful listing of
major 20th-century famines only two — Nigeria
in 1968-70 and Ethiopia in 1983-85 — are
accorded tolls nearing one million (Devereux
2000). Elsewhere, deaths were far fewer.

Although famine had virtually disappeared
from Europe by the mid-19th century, 30 million
is a conservative estimate of famine mortality in
India and China alone between 1870 and about
1900, and ‘fifty million might not be unrealistic’
(Davis 2001, p. 7). One hundred million would be
a conservative guess at global famine mortality
during the 19th century as a whole. Given that
global population rose from about 1.3 billion in
1870 to 2.5 billion in 1950, in relative terms
famines were much more lethal in the 19th cen-
tury than in the 20th. The late 19th century saw a
reduction in famine intensity in India, due to a
combination of better communications and
improvements in relief policy; in Russia, too,
famines became more localized. Japan, where
famines were common in the 17th century, and
less so in the 18th, experienced its last true famine
in the 1830s.

As noted earlier, infectious diseases usually
account for most famine deaths. These include
deaths due to diet-related diseases brought on by
impaired immunity, or to poisoning from inferior
or unfamiliar foods. They also include deaths
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stemming from the disruption of personal life
and societal breakdown attendant on famine. Dis-
ease spreads with the increased mobility of the
poor and the inevitable deterioration in sanitary
conditions. Famines also are associated with out-
breaks of seemingly unrelated diseases such as
cholera, influenza, and malaria (Mokyr and O
Grada 2002).

The implications of focusing on relative rather
than absolute mortality are also worth noting. In
relative terms, excess mortality in China in
1959-61 was modest compared, for example,
with Ireland in the 1840s or Finland in 1867—68.
The lower rate matters to the extent that it affected
the characteristics of the famine. But such com-
parisons beg the question of the appropriate
denominator. Most of these famines were region-
ally concentrated, but the denominators refer to
larger political or geographical units. Finally,
most famines last a year or two at most. Ireland
in the 1840s, Cambodia in the 1970s, and North
Korea in the 1990s are exceptional in this respect.

Although in the past non-crisis male life expec-
tancy usually exceeded female, the evidence for a
female advantage during famines is overwhelm-
ing (for example, Hionidou 2006, p. 165;
Maharatna 1996, pp. 231-4). The main reason
for this is physiological. Whether the female
advantage has changed over time remains a moot
point, but there is some presumption that the
female advantage is greater when the main cause
of death is literal starvation. Most famine victims
tend to be the very young and those beyond
middle age, although the greatest proportional
increases in death rates are at ages in between. In
cases where population growth of two or three per
cent per annum is the norm, such age and gender
biases are unlikely to have much impact, and
population growth may be expected to quickly
fill the resultant demographic vacuum. Where
non-crisis growth is slow, these biases may matter
more, and post-famine recovery is likely to be
slower.

For several reasons, the demographic conse-
quences of famine are more complex than implied
by the standard measure of excess mortality.
First, that measure ignores the drop in births that
usually accompanies famine. Famines almost
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invariably entail significant reductions in births
and marriages (for example, Maharatna 1996,
pp. 179-83; Hionidou 2006, pp. 178-89). There
is a case for including the births deficit in the
demographic reckoning. Births lost due to the
Great Irish Famine numbered about 0.4 million
in a population of eight million, whereas estimates
for China in the wake of the 1959-61 famine run
as high as 30 million in a population of 650 million
(Yao 1999). There are several reasons for such
declines in the birth rate, including lower libido,
spousal separation, and weaker reproductive func-
tioning. Famines also usually entail fewer mar-
riages although, clearly, in most situations
marriage reductions have implications only for
first births.

Second, the excess mortality measure omits
both the rebound in the birth rate and the decline
in the death rate that sometimes follow once the
crisis has passed. Births in China in 1962
exceeded those in any year since 1951, and in
the following three years the birth rate was also
higher than in any other year in the 1950s and
1960s. Therefore, to some extent at least, births
‘lost’ during the famine seem to have been merely
postponed.

Third, it leaves out of account any longer-run
impact on mortality and morbidity. Famines has-
ten the deaths of some ill and elderly people who
would have died soon in any case. The ensuing
impact on the demographic structure entails a
reduction in the death rate in the wake of famines.

Long-Term Health Effects

Recent medical-historical research has revealed a
close link between health and nutrition in utero
and in early childhood on the one hand, and adult
health and longevity on the other (Barker 1992).
The implications for the long-term demographic
and health effects of famines are obvious. Research
on Russian, Dutch and Chinese data links foetal
exposure to famine to increased risks in later life of
diseases as varied as schizophrenia, breast cancer,
arteriosclerosis, and antisocial personality disor-
ders (Khoroshinina 2005, p. 208). There is evi-
dence from Leningrad that being born just before
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or during famines reduces expected adult height
(for example, Kozlov and Samsonova 2005,
pp. 178-89; Khoroshinina 2005, pp. 198-200).
Such evidence suggests that the human cost of
famines has been underestimated in the past,
although it is too soon to say by how much. Finally,
there is the further disturbing possibility — still
unexplored — that famine-induced malnutrition in
utero or early childhood adversely affects the men-
tal development of those at risk.

Conclusion

Famine’s range has been narrowing since
Malthus’s time. By 1900 Europe and its industri-
alized extensions, Latin America, and Japan
were virtually famine-free, and today major, pro-
longed famine anywhere is conceivable only in
contexts of endemic warfare or self-enforced iso-
lation. Compared with the persistent effects of
HIV/AIDS on the population of sub-Saharan
Africa, the damage wrought by famine is minimal.
Moreover, given that throughout most of history
land hunger has been a powerful predictor of
famine, recent trends in the balance between pop-
ulation and food production offer room for cau-
tious optimism about the near future. In both Asia
and Latin America, food production has grown
much faster than population since the 1960s. In
sub-Saharan Africa the balance has been much
closer, although the problem there has been very
rapid population growth rather than sluggish food
output growth. Moreover, some African countries
such as Burkina Faso and Niger have walked a
high demographic tightrope while others (such as
Malawi and Zimbabwe) have performed poorly
despite slower population growth.

The few remaining places still vulnerable to
textbook Malthusian famine are those yet to
undergo the fertility decline of the demographic
transition. Those countries have experienced con-
siderable mortality improvement in recent
decades, but they lag behind in terms of fertility
decline. A key issue is how fertility decline,
scarcely yet under way, unfolds in such vulnerable
economies. The experience of post-fertility tran-
sition economies worldwide strongly mirrors the
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historical pattern whereby declines in fertility
were preceded by declines in mortality. However,
the length of the lag and the extent of the fertility
decline are clearly crucial. A guarded historical
lesson for countries like Niger is that the transi-
tion, once under way, has been more rapid in
latecomers than in pioneers. Africa’s sluggish fer-
tility transition, itself a function of economic
underdevelopment, has increased its share of
global population from only 8.8 per cent in 1950
to 14 per cent today; it is set to reach 21.7 per cent
by 2050. Even though a drop in the annual growth
rate from 2.5 per cent during the second half of the
20th century to 1.4 per cent during the first half of
the 21st in Africa as a whole is implied, popula-
tion is predicted to treble by 2050 in famine-prone
countries such as Niger, Uganda and Mali. When
coupled with the problem of global warming,
which is likely to impact disproportionately on
the productivity of arid lands limited to a short
growing season, the implied threat to living stan-
dards is clear.
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Abstract
Fannie Mae and Freddie Mac are two large
companies — ‘government-sponsored enter-

prises’ (GSEs) — that are heavily involved in
the secondary market for residential mort-
gages. The GSEs’ expansion into lower qual-
ity mortgages, especially during the middle
years of the 2000s, was supported by insuffi-
cient capital and led to their insolvency and
conservatorships on 6 September 2008 —
which essentially placed them under full gov-
ernment control. As of the spring of 2011 they
remain as mainstays of the US residential
mortgage market; but they also remain in con-
servatorships. Their future and the future of
mortgage finance is an active topic of political
debate.
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Introduction

The Federal National Mortgage Association (more
commonly known as ‘Fannie Mae”) and the Fed-
eral Home Loan Mortgage Corporation (‘Freddie
Mac’) are two large companies — frequently
described as ‘government-sponsored enterprises’
(GSEs) — that are heavily involved in the
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secondary market for residential mortgages.
They played a major role in the expansion of
residential mortgage finance in the 1990s and
into the middle of the decade of the 2000s.
When housing prices began to fall after mid-
2006, mortgage borrowers began to default.
The GSEs’ expansion into lower quality mort-
gages, especially during the middle years of the
decade of the 2000s, was supported by insuffi-
cient capital and led to their insolvency in the late
summer of 2008 and to the US Government’s
decision to place them into conservatorships on
6 September 2008 — which essentially placed
them under full government control.

As of the spring of 2011 they remain as main-
stays of the US residential mortgage market; but
they also remain in conservatorships. The Obama
administration in February 2011 proposed a num-
ber of alternative structures for the future of resi-
dential mortgage finance, all of which involve the
eventual demise of the two companies; but Con-
gress has yet to take any action.

What They Do

Fannie and Freddie’s business activities can be
separated into two somewhat related functions:

1. They invest in residential mortgages. In
essence, they buy mortgages from originators
(i.e. from the entities that, in the first instance,
lend to the mortgage borrower) and hold those
mortgages on their own balance sheets. As of
year-end 2009, Fannie Mae had $745 billion in
mortgage assets on its balance sheet; Freddie
Mac had $717 billion (see Table 1). Even before
their insolvencies, they financed their holdings
of mortgages almost entirely with debt; typi-
cally, $100 in mortgages would be financed
with $96-$97 of debt and only $3-$4 of equity
capital. They were thus highly leveraged.

2. They securitize residential mortgages. In this
function, they buy mortgages from originators,
bundle them into packages or ‘pools’ of
mortgage-backed securities (MBS), and sell
the MBS to investors (banks, insurance com-
panies, pension funds, mutual funds, hedge
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Fannie Mae, Freddie Mac and the Crisis in US Mort-
gage Finance, Table 1 Mortgages held and MBS out-
standing, by Fannie Mae and Freddie Mac, 1948-2009 (all
dollar amounts are in $ billions). All mortgage amounts

encompass single-family mortgages plus multi-family
mortgages (Sources: Federal Reserve ‘Flow of Funds’,
various years; FHFA (2010))

Fannie Mae Freddie Mac

Mortgages MBS Mortgages MBS Total US Total (F + F)/total

held in outstanding | held in outstanding | residential residential
Year | portfolio ($) %) portfolio ($) %) mortgages ($) mortgages (%)
1948 0.2 39.8 0.5
1949 0.8 452 1.8
1950 | 1.3 54.3 2.4
1951 1.8 62.3 2.9
1952 122 69.9 3.1
1953 2.5 78.1 32
1954 |24 88.0 2.7
1955 2.6 101.4 2.6
1956 |3.1 112.8 2.7
1957 4.0 121.9 33
1958 3.9 133.7 2.9
1959 |53 148.7 3.6
1960 6.2 162.1 3.8
1961 6.1 177.6 3.4
1962 5.9 195.0 3.0
1963 | 4.7 215.1 22
1964 4.4 136.9 32
1965 | 4.7 257.6 1.8
1966 | 7.1 274.0 2.6
1967 | 8.9 290.7 3.1
1968 | 7.1 311.1 2.3
1969 | 11.0 331.8 33
1970 | 15.5 352.2 4.4
1971 | 179 0.9 0.1 388.5 4.9
1972 1 19.7 1.7 0.4 440.2 5.0
1973 |23.6 2.5 0.8 493.0 5.5
1974 | 28.7 4.5 0.8 535.1 6.4
1975 |30.8 49 1.6 574.6 6.5
1976 | 31.8 4.2 2.8 640.9 6.1
1977 |33.3 3.2 6.8 742.0 5.8
1978 | 42.1 3.0 12.0 863.4 6.6
1979 498 4.0 15.3 990.7 7.0
1980 |55.6 5.0 17.0 1100.4 7.1
1981 |59.6 0.7 52 19.9 1172.6 7.3
1982 694 14.5 4.7 43.0 1216.3 10.8
1983 | 75.2 25.1 7.5 57.7 1347.3 12.3
1984 | 84.1 357 10.0 70.0 1507.2 13.3
1985 |94.6 54.6 13.5 99.9 1732.1 15.2
1986 | 94.1 95.6 13.1 169.2 2068.8 18.0
1987 |93.7 135.7 12.4 212.6 2186.1 20.8
1988 | 100.1 170.1 16.9 226.4 2436.6 21.1
1989 | 108.0 216.5 21.4 272.9 2655.9 233

(continued)
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Fannie Mae, Freddie Mac and the Crisis in US Mortgage Finance, Table 1

Fannie Mae Freddie Mac
Mortgages MBS Mortgages
held in outstanding | held in

Year | portfolio ($) ) portfolio ($)

1990 | 114.1 288.1 21.5

1991 | 126.7 3553 26.7

1992 | 156.3 4244 33.6

1993 | 190.2 471.3 55.9

1994 |220.8 486.3 73.2

1995 |252.9 513.2 107.7

1996 | 286.5 548.2 137.8

1997 |316.6 579.1 164.5

1998 |415.4 637.1 255.7

1999 |523.1 679.1 3229

2000 | 607.7 706.7 385.5

2001 | 706.3 863.4 503.8

2002 | 820.6 1040.4 589.9

2003 |919.6 1300.5 660.5

2004 | 925.2 1408.0 664.6

2005 | 736.8 1598.9 709.5

2006 | 726.4 1777.6 700.0

2007 | 723.6 21189 710.0

2008 | 768.0 2289.5 748.7

2009 | 745.3 2432.8 717.0

funds, etc.). As of year-end 2009, Fannie Mae
had $2433 billion in its MBS outstanding in
investors’ hands; Freddie Mac had $1495 bil-
lion outstanding (see Table 1). The MBS rep-
resent a ‘pass-through’ claim on the streams of
interest payments and principal repayments by
the underlying mortgage borrowers. Since the
investors might otherwise be leery of investing
in such securities because of the unknown
repayment prospects of the underlying bor-
rowers, both Fannie and Freddie guarantee
repayment to the investors, for which they
have charged annual ‘guarantee fees’ (which
are approximately 0.20-0.25%, or 20-25 basis
points) on the unpaid principal and against
which they are required to set aside a small
amount of capital ($0.45 per $100 of
guaranteed MBS).

One important feature of the GSEs’ MBS is
worth keeping in mind: although the GSEs’
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(continued)
MBS Total US Total (F + F)/total
outstanding | residential residential
3) mortgages ($) mortgages (%)
316.4 2893.7 25.6
359.2 3058.4 28.4
407.5 3212.6 31.8
439.0 3368.4 343
460.7 3546.1 35.0
459.0 3719.3 35.8
473.1 3954.5 36.6
476.0 4200.4 36.6
478.4 4790.5 373
537.9 5055.5 40.8
576.1 5508.6 41.3
653.1 6102.6 44.7
729.8 6896.3 46.1
752.2 7797.0 46.6
852.3 8872.5 434
974.2 10049.0 40.0
1122.8 11112.9 389
1381.9 11955.4 41.3
1402.7 11911.1 43.7
1495.3 11707.7 46.0

guarantees protect their MBS investors against
the credit risk of their underlying borrowers’
defaulting, the MBS investors are nevertheless
exposed to interest-rate risk, since the underlying
mortgages typically have a 30-year maturity. Fur-
ther, because the mortgage borrowers can always
pre-pay their mortgage principal without paying
any fees (i.e. they can exercise their ‘option’ to
pre-pay at no explicit cost to themselves at the
time of exercise), the interest-rate risk that the
MBS investors face is thereby heightened: when
interest rates increase (above the contract rate on
the mortgage), the MBS will be worth less to the
investors (which is the standard risk that fixed-rate
lenders face); but when interest rates decrease
(below the contract rate), the mortgage borrowers
are likely to pre-pay their mortgages and refinance
at the new (lower) rates, thus depriving the investors
of the capital gain that would normally occur on a
fixed-rate instrument (and forcing the investors to
have to reinvest their funds at the lower rates).
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Why Fannie and Freddie Have Been
Treated as Special

Prior to their conservatorships, both Fannie Mae
and Freddie Mac might have appeared, at first
glance, to be ordinary US corporations: Their cor-
porate structures appeared quite ordinary, with
chief executive officers (CEOs) and boards of
directors, and their shares of stock could be bought
and sold on the New York Stock Exchange.

However, there was much more to them, which
differentiated them from other corporations and
made them quite special (White 2003, 2004;
Frame and White 2005):

* Their corporate charters were created through
specific congressional legislation;

* The board of directors of each company was
mandated to have 18 members, of which the
President of the United States could appoint
five members;

» They paid no state or local income taxes;

* They each had a potential line of credit with the
US Treasury of up to $2.25 billion;

* Their securities were considered to be ‘govern-
ment securities’ under the Securities Exchange
Act of 1934;

* They were not required to register their securi-
ties with the US Securities and Exchange Com-
mission (SEC), and they were exempt from
SEC fees;

 Their securities could be purchased and held in
unlimited quantities by US banks and savings
institutions;

e Their securities could be purchased by the
Federal Reserve for the latter’s ‘open market
operations’;

* They each could use the Federal Reserve as
their fiscal agent; and

* Their insolvencies could not be resolved by a
bankruptcy process or by a regulatory agency
but instead would have to be resolved by the
US Congress.

There were also limitations:

* Their activities were specifically restricted
(again, by statute) to the secondary mortgage
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market; they were specifically prohibited from
originating mortgages;

» The size of mortgage that they could buy (the
‘conforming loan limit’), either for investment
or for securitization, was limited in amount
(which was adjusted each year in accordance
with an index of house prices); as of early 2008
that amount was $417,000 (but Congress sub-
sequently expanded this amount for high-cost
housing areas to as high as $729,750);

» They were subject to prudential regulation by a
federal regulatory agency (until 2008, this was
the Office of Federal Housing Enterprise Over-
sight [OFHEO]; in the summer of 2008 the
Federal Housing Finance Agency [FHFA]
replaced OFHEO); and

* They were subject to ‘mission regulation’ (i.e.
regulatory requirements that they meet targets
with respect to their mortgage purchases in
areas with low-and moderate-income and
underserved households), which was under the
jurisdiction of the US Department of Housing
and Urban Development (HUD) until the sum-
mer of 2008 (when FHFA absorbed this role).

It was thus no accident that the GSE label came
to be applied to these two companies.

There was one additional feature about the two
companies that made them special: their sheer
size. Their combined mortgage ownership and
mortgage guarantees meant that they were
involved with approximately $5 trillion in US
residential mortgages (which, in turn, meant that
they were involved with over 40% of the US
residential mortgage market).

The GSEs’ specialness had an important (and
wholly intended) consequence: they could borrow
at interest rates that were more favourable (i.e.
lower) than their financial condition would other-
wise justify. The consensus of academic studies
was that this borrowing advantage was approxi-
mately two-fifths of a percentage point (40 basis
points) (Frame and White 2005). In essence, the
financial markets believed (correctly, as events
turned out) that if either of the two companies
were ever in financial difficulties, the US Treasury
would very likely rescue (‘bail out’) their
creditors — despite the explicit language that
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accompanied all of their debt securities that these
securities were not ‘full faith and credit’ obliga-
tions of the US Government. This belief on the part
of the financial markets came to be known as the
belief in the US Treasury’s ‘implicit guarantee’.

In turn, their favourable borrowing costs had a
consequence for residential mortgages: Mortgages
that were within the conforming loan limits carried
interest rates that were approximately a quarter of a
percentage point (25 basis points) lower than larger
(‘jumbo’) mortgages that the GSEs were not per-
mitted to buy (Frame and White 2005).

Until their insolvencies and conservatorships
in 2008, the GSEs seemed to be providing a ‘free
lunch’: they caused interest rates on conforming
mortgages to be lower, without any apparent need
for explicit budgetary subsidy from the federal
fisc. It is not surprising that the GSEs enjoyed
wide popularity in Congress.

The GSEs’ Origins, and Subsequent
Developments Through the 1980s

Fannie Mae began in 1938 as a federal agency,
designed to buy and hold residential mortgages,
using borrowed money (which, since it was a
federal agency, meant US Treasury borrowings).
In essence, this meant that Fannie Mae was
channeling more funds into the mortgage market.
Fannie Mae’s operations were part of the larger
efforts of President Franklin D. Roosevelt’s New
Deal to bring the US economy out of the Great
Depression (including substantial efforts at
assisting the housing sector through the mortgage
insurance that was provided through the Federal
Housing Administration [FHA]).

Through the 1950s and most of the 1960s
Fannie Mae’s growth was modest; as late as
1965, its mortgage holdings accounted for less
than 2% of all residential mortgages in the USA
(see Table 1). Most mortgages at the time were
originated, and held in portfolio, by US savings
and loan (S&L) institutions. Nevertheless, Fannie
Mae had an important symbolic position as part of
the federal government’s efforts to assist housing.

Beginning in 1965 Fannie Mae grew more
rapidly; and in 1968, as part of an effort to reduce
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the apparent size of the US Government’s debt
(and also because of a budgetary accounting quirk
that would have meant that Fannie Mae’s mort-
gage purchases would be scored as government
expenditures and thus would contribute to the
annual budget deficit), the Johnson administration
privatized Fannie Mae (and its associated debt). In
essence, Fannie Mae became a publicly traded
company, but it retained the array of special fea-
tures that were listed above and thus became a true
GSE (although the term itself did not come into
widespread use until the 1990s).

Fannie Mae was replaced within the US
Department of Housing and Urban Development
by the Government National Mortgage Associa-
tion (‘Ginnie Mae’), which was tasked with devel-
oping a method of securitizing the residential
mortgages that were being insured by the FHA
and by the US Veterans Administration (VA). The
first Ginnie Mae MBS were issued in 1970.

The US S&L industry had largely shunned
Fannie Mae, seeing it as the instrument of (and
for) the non-depository mortgage finance compa-
nies (which have subsequently come to be known
as ‘mortgage bankers’). The S&Ls wanted a sec-
ondary mortgage market entity of ‘their own’.
Congress complied and created Freddie Mac in
1970, though it was initially owned by yet another
GSE (the Federal Home Loan Bank System
[FHLBS], which in turn was owned at the time
by the S&L industry). Freddie Mac immediately
began buying loans, and in 1971 Freddie Mac
issued its first MBS. (Fannie Mae was slow to
develop MBS and did not issue its first MBS
until 1981.) Since Freddie Mac was owned by
the FHLBS, and ultimately by the S&L industry,
there was a certain logic to having the GSE
governed by the federal regulator of the S&L
industry and of the FHLBS (the Federal Home
Loan Bank Board), which is what Congress
arranged when it created Freddie Mac.

The US S&L industry hit hard times in the late
1970s, as accelerating inflation and then sharply
higher interest rates made its basic model of
accepting short-maturity deposits and lending
these funds to borrowers for 30-year fixed-rate
mortgage loans (‘borrowing short and lending
long’) extremely problematic. Faced with a severe
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interest rate squeeze in the high-interest rate envi-
ronment, the S&L industry lobbied Congress for
deregulation that would provide the industry with
more flexibility, which Congress granted in 1980
and in 1982. Unfortunately, Congress neglected to
increase the rigour of prudential regulation of the
industry, which was needed to ensure that the new
powers of flexibility would not be used for
increased risk-taking (White 1991, 1993); instead,
Congress did the opposite and weakened the pru-
dential regulation of the industry. Hundreds of
S&Ls took advantage of their new powers to
take on enhanced risks, especially in the ‘sunbelt’
and ‘oil patch’ states of Florida, Louisiana, Texas,
Arizona and California in the years 1983—1985. In
the wake of decreasing prices of petroleum from
1981 through 1986 and changes in the US tax
code in 1986 that made commercial real estate
(in which these S&Ls had invested heavily) less
attractive, these risky S&Ls failed, causing the
industry to shrink.

Fannie Mae, which had a similar financial
structure to that of the S&Ls (i.e. Fannie also
borrowed short and lent long), suffered through
a similar financial squeeze in the late 1970s and
early 1980s. Although its accounting results con-
tinued to show that Fannie Mae was solvent, it
was well known in Washington policy circles that
the GSE was insolvent on a mark-to-market (i.-
e. market value) basis.Receding interest rates after
1982 allowed Fannie Mae to regain solvency later
in the decade, even on a mark-to-market basis. But
its ‘near-death’ experience chastened its senior
management and limited its growth in on-balance-
sheet mortgages for the remainder of the 1980s,
though it did expand its MBS business.

The GSEs’ Growth and Further
Developments in the 1990s and 2000s

By the beginning of the 1990s, Fannie Mae and
Freddie Mac were ready to expand substantially
and replace the ailing and shrunken S&L industry
as the dominant influence in residential mortgage
finance. Fannie Mae finally shook off'its trauma of
the early 1980s. Freddie Mac, which had been
somewhat restrained by its federal governors
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(the Federal Home Loan Bank Board) in the
1980s, at least in terms of its on-balance-sheet
mortgage assets, was converted into a publicly
traded company (but, again, with the full array
of special features listed above) by Congressional
legislation in 1989 and thus was (like Fannie Mae)
now a full-fledged GSE. With a board of directors
that was now answerable to shareholders, and
with shareholders eager for the profits that could
come from rapid growth, Freddie Mac (like
Fannie Mae) was ready to grow.

The growth experience of both GSEs is shown
in Table 1. It is clear from the table that both GSEs
grew rapidly, in terms of the mortgage assets that
were on their balance sheets and the mortgages
that they were converting into MBS, from 1990
through 2000 and also from 2000 through 2003.
There are multiple reasons for their growth:

* The decline of the S&L industry left a gap in
the residential mortgage finance area;

* Both GSEs were primed for growth after the
restraints of the 1980s;

» The process of securitization as a new technol-
ogy for mortgage finance did offer efficiencies
compared with the ‘traditional’ process of mort-
gage finance through depository institutions;

» The two companies’ status as GSEs gave them
the borrowing advantage that was described
above, making it advantageous for them to
expand through borrowing;

* When they bought mortgages and held those
mortgages in their own portfolios, the GSEs
were required to hold only 2.50% capital
against those mortgages; by contrast, S&Ls
and commercial banks (which were also trying
to expand to fill the gap that was left by the
shrinking S&L industry) were required to hold
4.00% capital against mortgages that they held,
so the GSEs had a clear cost advantage (since
equity is generally more costly than is debt) in
holding mortgages; and

* When they bought mortgages and converted
them into guaranteed MBS, the GSEs were
required to hold only 0.45% capital against
the guarantees; when banks or S&Ls bought
these GSE MBS as investments, these deposi-
tories needed to hold only 1.60% in capital
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against these investments (as compared to the
4.00% in capital that they needed when they
held the original ‘whole loan’ mortgages);
thus, even though they had to pay an annual
guarantee fee to the GSEs, depositories gener-
ally found it worthwhile to swap their whole
loan mortgages for GSE MBS, which fuelled
the rise of the GSEs” MBS business.

Critics of the GSEs in the late 1990s and early
2000s worried that the combination of the large
(and rapidly growing) sizes of their on-balance-
sheet assets, which were primarily 30-year
fixed-rate mortgages, and their thin capital
levels — recall that the liabilities side of their
balance sheets had 96-97% debt and only 3—4%
equity capital — meant that the two companies
were exposed to excessive interest-rate risk that
could cause their insolvencies (Wallison 2000,
2001; Jaffee 2003; White 2003, 2004; Frame and
White 2005). The two companies’ public assur-
ances that they were adequately containing their
interest-rate risk through the use of derivatives did
little to reassure the critics, since the details of the
derivatives activities were not public information.

The asset growth paths of the two companies
came to a halt around 2003-2004 because of
accounting scandals that first engulfed Freddie
Mac (in 2003) and then Fannie Mae (in 2004).
The two companies’ accounting irregularities pro-
vided their prudential regulator (OFHEO) with
sufficient leverage to claim that they were operat-
ing in an ‘unsafe and unsound’ condition and that
their asset growth needed to be contained (and
they needed to maintain higher levels of capital).
Since their MBS issuances did not create interest-
rate risk for the GSEs, these activities were not
restrained (and most critics did not complain).

What was overlooked by the critics at the time
was the deteriorating quality of the mortgages that
Fannie and Freddie were buying (Acharya et al.
2011, Chs. 2-3).

In order to limit the credit risk to which they
might otherwise be exposed (which was espe-
cially important because of their thin capital
levels), the GSEs were supposed to buy only
high-quality mortgages that met ‘investment qual-
ity standards’ (as determined by OFHEO, their
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prudential regulator). In the early 1990s and
before, these had usually meant mortgage loans
where the borrower had made at least a 20% down
payment (or, equivalently, the loan-to-value
[LTV] ratio was 80% or less) or had private mort-
gage insurance for loans where the down payment
was as little as 5%; where the borrower had a good
credit history (as represented by a good ‘credit
score’ that was usually compiled by Fair, Isaac
and Company and that came to be known as the
‘FICO score’); and where the borrower’s income
was deemed adequate so that the monthly pay-
ments on the mortgage were affordable. These
indicia meant that the borrower was unlikely to
default and that even in the event of default the
sizable down payment (or mortgage insurance)
provided a buffer that would protect the GSEs
(as investor or as guarantor) against loss.

But, beginning in the mid-1990s, these credit
quality standards began to slip (Acharya et al.
2011, Ch. 2) — partly because lower-quality mort-
gages provided an additional path for expansion for
the GSEs and partly because the regulatory pres-
sures on the GSEs to expand their mortgage pur-
chases from low-and moderate-income households
and households that were located in underserved
areas were increasing. The general upward trend in
housing prices in the USA, which especially picked
up steam around 1996, masked this deterioration.
In an environment where housing prices are gener-
ally rising, the standard quality indicia become less
important: even if the borrower experiences an
adverse shock — she is involved in a severe accident
or otherwise becomes unemployed — and thereby
cannot make the monthly payments on her mort-
gage, she can avoid defaulting on that mortgage by
selling the house (at a profit) and paying off the
mortgage through that route. Indeed, the GSEs
experienced credit losses on their combined mort-
gage holdings plus MBS outstanding that were
annually below 0.1% (!) from 1996 onward
(FHFA 2010).

The GSEs’ involvement in lower quality mort-
gages became substantially greater around 2003
(Jaffee 2010; Acharya et al. 2011, Ch. 3). From
2000 onward, the growth in sub-prime mortgage
lending and securitization threatened the market
shares of the GSEs. At first glance, this should not
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have been so, since the high quality standards of
the GSEs should have kept them separated and
aloof from the sub-prime lenders and borrowers,
and vice versa. However, in the environment of
rising housing prices, mortgage borrowers who
otherwise would have qualified for a conforming
loan were being encouraged by lenders to borrow
larger amounts (which would push them into
‘jumbo’ territory) and/or to structure their loans
in ways that would not meet the GSEs’ underwrit-
ing standards (which would push them into non-
conforming territory). The latter was done, for
example, by the borrower’s making less than the
requisite 20% down payment but not arranging for
(costly) private mortgage insurance, or by getting
a second mortgage loan to cover some or even all
of the down payment, or by getting an initial low
‘teaser’ interest rate but with a scheduled upward
adjustment after two or three years.

Supplementing these market-share pressures
were the aforementioned regulatory pressures to
expand the GSEs’ purchases of mortgages from
low-and moderate-income households and from
households in underserved areas. These regula-
tory pressures also led to the GSEs’ decisions to
purchase significant volumes of ‘private label’
AAA-rated MBS (i.e. MBS that were issued by
banks and other issuers that were not GSEs) that
had sub-prime mortgages as their underlying col-
lateral, since many of these sub-prime borrowers
were households in the designated categories and
the GSEs received regulatory credit for these
securities purchases.

Again, rising home prices initially masked the
consequences of these actions. Credit losses at both
GSEs remained well below 0.05% from 1999
through 2006. But the Case-Shiller national index
of home prices peaked in the second quarter of
2006 and then began to decline. Without the ‘you-
can-surely-sell-the-house-at-a-profit” safety valve
for borrower difficulties, mortgage delinquencies
began to rise, and then defaults followed. The
increases were especially sharp for sub-prime mort-
gages, but all categories of mortgages suffered
increases, including (not surprisingly) GSE mort-
gages. The pattern of cumulative defaults by year of
origination can be seen in Fig. 1 for Fannie Mae
and Fig. 2 for Freddie Mac. It is clear that 2004
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marked the beginning of a different default experi-
ence, due to a combination of the lower quality of
the mortgages that the GSEs bought and the lesser
amount of time for house price appreciation to
cover the sins of lower quality. The successive
annual cohorts were appreciably worse.

The rising defaults on sub-prime mortgages
and then on the MBS that were based on
sub-prime mortgages also meant that the GSEs’
experienced losses on their investments in those
apparently safe AAA-rated private label MBS.

The GSEs failed to earn profits in 2007, instead
running losses — for the first time ever for Freddie
Mac, and for the first time since 1985 for Fannie Mae.

In the first two quarters of 2008, the losses for
both GSEs continued to rise. Although the delin-
quencies on GSE mortgages were at lower rates
than for other mortgages (see, for example, Fannie
Mae 2011, p. 13, and Freddie Mac 2011, p. 17),
nevertheless their thin capital levels were an insuf-
ficient buffer against these losses. By the end of
the summer of 2008, their insolvencies were
looming, and the capital markets began to worry
whether the Treasury really would come to the
rescue. As Jaffee (2010) points out, although the
deteriorating credit quality of the GSEs’ mort-
gages was the ultimate problem, the immediate
problem that the GSEs faced was their difficulties
in rolling over their short-term debt — in financing
themselves. On 6 September 2008, in coordina-
tion with the Treasury, the FHFA placed them into
conservatorships. In principle, the companies
were still intact, with their shareholder/owners
still in place; in practice, they had become wards
of the US Government (which immediately
dismissed and replaced their senior managers).
The Treasury agreed to cover their losses and
thus keep their creditors whole. (Accounts of the
Treasury’s day-to-day and hour-to-hour decisions
can be found in Paulson (2010) and Sorkin
(2009)). The financial markets’ belief in the
implicit guarantee had proved correct.

Epilogue

As of the spring of 2011, Fannie Mae and Freddie
Mac remain in conservatorships, but also remain
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key participants in the secondary mortgage mar-
ket. The Treasury has had to make capital contri-
butions of over $150 billion in the two GSEs to
cover their accumulated losses. Because there
are still pre-2008 mortgages that have not yet
defaulted but that are highly likely to do so over
the next few years, the GSEs’ accumulated losses
will probably increase, to at least $200 billion, and
possibly as high as $400 billion. It is these
delayed-recognition losses that continue to make
headlines every quarter as the GSEs announce
their latest financial results.

Because of the trauma of the collapse of the
sub-prime mortgage securities market and of the
financial markets more generally, residential
mortgage lending remains in a fragile condition,
with Fannie and Freddie purchases and
guaranteed MBS accounting for about 70% of
mortgage originations and FHA guarantees (and
Ginnie Mae MBS) accounting for about 20%.
Government guarantees thus are involved with
over 90% of mortgage originations. The GSEs
appear to have tightened their quality standards,
back to their pre-1990s levels (with 20% down
payments, etc.); the early (lower) foreclosure
results for the 2009 are consistent with this claim
(see Figs. 1 and 2). Thus, their new mortgage
activity is unlikely to exacerbate their losses.

Nevertheless, there is a general consensus that
their quasi-private, quasi-public status is highly
problematic (Acharya et al. 2011) and that they
should be phased out, with an expanded private
presence to replace them. But what, if any, fed-
eral government role should persist in the
general residential mortgage market remains an
open question. The Obama administration for-
mulated its proposals in February 2011. Con-
gress has yet to act. The GSEs’ current status in
conservatorship limbo could well endure for a
few years before a political consensus on their
phase-out (and what would replace them) is
reached.

See Also
Credit Crunch Chronology: April 2007—Sep-

tember 2009
Run on Northern Rock

Fanno, Marco (1878-1965)
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Fanno, Marco (1878-1965)

Joseph Halevi

Fanno was a most distinguished Italian economist
who became Professor of Political Economy in
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Farr, William (1807-1883)

1909 and taught at the universities of Sassari,
Cagliari, Messina and Padua.

His work places him between the Italian tra-
dition of General Equilibrium and the macro-
dynamic theories developed during the 1930s.
From this perspective, Fanno was unique
among the scholars who shaped Italy’s economic
thought until the end of World War II. Indeed,
most economists were reared in the General
Equilibrium school of Pareto and Pantaleoni
and did not absorb the new formulations of the
1930s.

Fanno’s contributions range from the theory
of joint costs (1914) to the analysis of the elas-
ticity of demand (1929, 1933) and monetary
issues (1913, 1937). Yet it is a study on eco-
nomic fluctuations that constitutes Fanno’s
most important work (1947). This study is char-
acterized by a systematic sifting of the major
theoretical literature on the subject, as well as
of a large amount of historical and empirical
material. Analytically, his approach to the trade
cycle reflects Ragnar Frisch’s model of the prop-
agation of impulses in economic activity. In his
book, Fanno discusses in detail the role of credit
in determining the duration of the cycle. In this
respect he departed from the theories of the real
trade cycle and moved closer to Keynes’s Trea-
tise on Money.
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William Farr, born in Kenley, Shropshire on
30 November 1807, died in London on 14 April
1883, was a statistician in the General Register
Office who had been appointed in 1840 as ‘com-
piler of abstracts’ and was two years later made
Statistical Superintendent, a post he held until his
retirement in 1880. He pioneered the quantitative
study of morbidity and mortality and in the process
became one of Victorian England’s most prominent
figures in the public health and reform movements
(Cullen 1975). He made major contributions in the
fields of data collection, being largely responsible
for the introduction of a cause of death classifica-
tion which was linked with his derivation of the
‘zymotic’ theory of epidemic disease (Eyler 1979;
Pelling 1978). As an Assistant Census Commis-
sioner for each of the censuses of 1851, 1861 and
1871, he was largely responsible for the develop-
ment of reliable procedures for the recording of
occupations (McDowall 1983). He is, however,
best known as a statistical analyst, for in 1843 he
constructed the first English Life Table based on
deaths in 1841 linked to the census of that year. At
the same time he established the formula for deriv-
ing from a rate of mortality by age m the probability
of survival p at the initial age. In 1850 and 1864
Farr produced his second and third English Life
Tables, the last mentioned being used as the actu-
arial basis for the life insurance scheme set up by
the Post Office for its employees. Farr in his work
on occupational mortality was the first to make
extensive use of the standard mortality rate, allo-
wing comparisons of the mortality of different
groups by means of a summary statistic which
took account of differences in the age structure of
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the groups being compared. A recurring theme in
his work was the identification of variation in mor-
tality in different urban areas of the country. Such
differential mortality was viewed as an index of
human welfare. For example, in 1850 one-tenth of
the registration districts, those he named ‘healthy
districts’, had average mortality rates not exceeding
17 per 1,000, a rate he thought indicative of the
‘natural’ mortality which, when exceeded, would
indicate those deaths attributable to unnatural and
preventable diseases. An underlying aim in much
of his work was to discover statistical laws or
numerical expressions of regularities such as he
proposed in the laws of recovery and death in
smallpox, the elevation law for cholera mortality
in London (Lewes 1983) and the law of the relation
between population density and mortality. He was
also an early contributor to human-capital theory
(Kiker 1968) arguing, in particular, that the eco-
nomic value of men varied with age as well as
social class, and this he used as powerful publicity
for urban reform by drawing attention to the finan-
cial losses that followed from diseases that were the
causes of death and illness in society at large.

Selected Works
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eral, 406—435 (Parliamentary Papers XXI,
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1843Db. English life Table no. 1. 5th annual report
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1852b. Report on the mortality of Cholera in
England, 1848—49. London: HMSO.
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extent, physical capacities, population, industry,
and civil and religious institutions, ed. J.R.
McCulloch, 4th edn. London: Longman,
Brown, Green and Longmans.
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1864. English life Table: Tables of lifetimes, annu-
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William Farr, M.D., FR.S., D.C.L. London.

1866. Mortality of children in the principal states
of Europe. Journal of the Statistical Society
29, 1-35.

1867-8. Report of the Cholera Epidemic of 1866
in England: supplement 29th annual report on
the registrar general (Parliamentary Papers
XXXVI).

1885. Vital statistics: A memorial volume of selec-
tions from the reports and writings of
William Farr, M.D. D.C.L. C.B. FR.S, ed.
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M.J. Farrell was born in 1926 and read Politics,
Philosophy and Economics at New College,
Oxford, graduating with First Class Honours. He
moved to Cambridge in 1949 to work with Rich-
ard Stone at the Department of Applied Econom-
ics. He became a Fellow of Gonville and Caius
College and the University made him Lecturer in
Economics and eventually Reader. He was Editor
of the Review of Economic Studies and a Fellow
of the Econometric Society. In 1957 Farrell
contracted poliomyelitis which left him dependent
on crutches to get about. He died in 1975.

The bibliography of Farrell’s work provided by
Fisher (1976) lists 25 journal papers, about one a
year in a cruelly shortened academic life. The
quality of these papers is remarkable. They reveal
the clarity of their author’s mind and an outstand-
ing creativity. Farrell often answered questions
that others had hardly considered.

As a young man Farrell was influenced by
Phillip Andrews, the author of Manufacturing
Business, and they shared a dissatisfaction
concerning the prevailing theory of the firm:
‘They [economists in the 1920s and 1930s]
reduced the theory of the firm to a maximization
problem soluble by the most elementary applica-
tion of the differential calculus ...” and ‘Unfortu-
nately these conclusions did not fit the regrettably
complex facts well ...” (Farrell 1971, p. 10).
Farrell’s work on the theory of the firm displayed
an acute understanding of the subtlety of profit
maximization as a strategy. In (1954) he provided
one of the first applications of linear programming
to this field. Farrell believed that the case for profit
maximization eventually depended in part on the
operation of a selection process. His (1970) paper
remains to this day one of the best papers ever
written on that topic.

Farrell wrote on the measurement of produc-
tive efficiency, on the consumption function, and
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on welfare economics. On some topics he pro-
duced a single paper — his last was on social
choice theory.

In (1959) Farrell made two observations
which were important innovations at the time.
First, he exposed what he called ‘the fallacy’.
This is a confusion between sufficient and nec-
essary conditions for competitive equilibrium to
be efficient. Convexity, as Farrell neatly demon-
strated, is sufficient for existence of equilibrium
but is necessary neither for existence nor for
efficiency. Second, ‘... concavities in individual
indifference maps disappear when one aggre-
gates over a large enough number of individuals’
(1959, p. 381).

This deep aggregation result, which gave rise
to an extensive literature (see, for example, Arrow
and Hahn 1971, chs 7 and 8), is based on a simple
point. To illustrate it consider consumers and let
them all have the same tastes, which may be
represented by U(x), where x is a vector of con-
sumptions. Suppose that U(x;) = U(x,) and let
there be N consumers. We now wish to see
whether a convex combination of N - x; and
N -x,, thatis - N-x; +(1 — 1) - N - x,, can
be distributed so as to make each consumer at
least as well off as with x; or x,. If it can, commu-
nity indifference curves will be convex even if
those derived from U( ) are not.

If consumers were indefinitely divisible we
could achieve this result by giving x; to 41 - N
consumers and x, to (1 — A) - N consumers.
However, as / - N may not be an integer this
exact procedure is inadmissable. Nevertheless, as
N becomes large an integer M < N will eventually
emerge such that M/N approximates A to any
desired degree of accuracy. Hence Farrell’s result
follows.

Farrell treated the often sloppily discussed
question  whether  speculation could be
destabilizing and still profitable, in (1966). His
demonstration within a very general framework
that linearity of demand functions is required to
exclude this possibility greatly advanced the gen-
eral understanding of this problem.

In (1962) Farrell considered the well-known
problem of the yield gap, the observation that
equities at certain times show a different rate
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of return from that obtained from bonds.
He provided some calculations which showed
that there had been yield gaps in the past even
when returns were corrected for capital gains. In
considering what light these ex post observations
throw on investors’ ex ante decisions, Farrell
asked ‘... what do we mean by perfect knowledge
in a market where uncertainty is present?’ (1962,
p. 835). This led him to analyse what he called
‘accurate’ expectations: ‘... an individual’s expec-
tation is “accurate” if his subjective probability
distribution is the same as the hypothetical fre-
quency distribution by which we represent the real
world’ (1962, p. 836). Long before the idea of
rational expectations became fashionable, Farrell
saw its relevance to the analysis of securities
markets. However the careful student of profit
maximization and selection processes found no
reason to assume that expectations would neces-
sarily be ‘accurate’.
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Fascism

Fascism

Wolfgang-Dieter Classen

The term fascism can be applied to historical
reality only as an approximation, because the dif-
ferences between what are called fascist move-
ments and regimes seem to be greater than the
similarities, and leave room for many contrary
interpretations (cf. de Felice 1969; Gregor 1974).
Given this restriction the term is applied to both
radical populistic mass movements, primarily of
the middle classes, and, where they attained
power, to the political regimes they created
between the two world wars.

The fascist movements emerged as a result of
the political, economic and social crisis of the
bourgeois societies in European countries after
World War 1. They propagated an extreme anti-
liberal, anti-socialist, nationalist and imperialist
(and, in Germany, racial) ideology, and above
all, they struggled with militancy and terror
against the labour organizations. Where these
movements came to power (Italy and Germany)
it was by coalition with the bourgeois upper class
and thanks to the simultaneous failure of labour
organizations to present any effective resistance.
The political structure of the fascist regimes was,
on the surface, marked by the dictatorial leader,
the single party system, the total control of the
press and all information sources, massive propa-
ganda campaigns, tendencies toward the coordi-
nation of all political, economical, social and
cultural institutions from above, and the power
of the party militia, the police and the secret
police. But behind this surface of strictly hierar-
chical dictatorship the fascist leaders’ disregard
for administration, their glorification of struggle
and competition as an ideological expression of
Social Darwinism led to a lack of constitutional-
ity, to a deficient division of spheres of control and
influence between the agencies, and, especially in
the later years, to a multiplication of hurriedly
erected ad hoc Commissariats without any proper
plan of coordination. That, in turn, left much room



Fascism

for constant quarrels and boundary disputes
between the party leaders, representatives of spe-
cial party organizations (e.g. the SS, the
Arbeitsfront in Germany), the army, the state
machinery (traditionally the realm of the conser-
vative bourgeoisie) and big industry as rival
power blocs. This disintegration of the regime’s
power structure often made political decision pro-
cedures very ineffective. (With regard to Ger-
many, see Fraenkel 1941; Neumann 1944;
Broszat 1969; Hirschfeld and Mommsen 1980.)

Fascism and the Economy

Fascism did not lead to any original contributions
to economic theory except for some elements in the
theory of corporatism added by Italian fascists.
Positing the primacy of national over individual
welfare, the fascist state was to direct economic
activities for these purposes. In principle national
interests meant economic strength on the basis of
private ownership of the means of production, mil-
itary power as a precondition for imperialistic
expansion, independence in the world and autarky.
These objectives implied in turn the necessity of
rearmament. Thus in fascism the economy became
ultimately an instrument of rearmament and
autarky objectives; in Germany soon after fascism
came to power (1934-5), in Italy during the World
Depression that followed a period of relatively
liberal economic policy (until 1926-7), in which a
free-trade and a deflationary fiscal policy (to bal-
ance the budget) was implemented.

To revive the economy after the Depression the
fascist regimes utilized deficit-financed govern-
ment expenditures partly for infrastructural invest-
ments (like the Autobahnbau in Germany) but
mainly for rearmament. Thus in Germany the
total government expenditures as a proportion of
gross national product doubled from 1932 to 1938.
The armament expenditures as a proportion of
GNP rose in the same time from nearly 1 per cent
to more than 15 per cent, which in 1938 was 50 per
cent of total government expenditure (Erbe 1958).
In addition the regimes tried to stimulate civil eco-
nomic activities — such as house renovation — by
tax reductions and/or pecuniary aid.
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Credit policy basically functioned as a means to
finance the budget deficit. Because the public debt
could not be totally financed from the private capital
market, the credit institutions were obliged to
absorb the public debt by accepting public treasury
certificates. Thus the credit institutions lost their
usual function as intermediaries in the private cir-
culation of capital. They served instead as a
collecting box of money to cover public debts.
Tax credit notes and, in Germany, the so-called
Mefo-bills were further financing instruments. The
German Reich’s debt increased from RM14 mil-
liard in 1933 to RM42 milliard in 1938, of which
RM12 milliard were raised by the Mefo-bills,
showing the high proportion of short-term debts.
As long as full employment had not been achieved
this credit expansion had little inflationary effect.

The control over the volume of investment by
prohibiting the distribution of dividends above a
fixed level (in Germany, six per cent, by sub-
jecting new issues of shares to the permission of
the state and by obliging firms to lend the govern-
ment all their non-invested excess capital were
supportive measures to the management of deficit
spending.

Falling imports and exports as a result of the
Depression and the protectionism of the time led,
especially in the fascist countries, to serious ten-
dencies towards an insulation from cyclical
trade movements and the creation of a closed
economy. A neomercantilistic foreign trade policy
became a means of achieving these objectives.
Bilaterization of foreign trade, based on clearing
and barter agreements accompanied by the use of
economic, political and, later, military pressure to
attain favourable trade arrangements; import
licences; export subsidies; fixing of quotas; con-
trol over foreign exchange and high tariff barriers:
all these instruments were used to regulate foreign
trade totally with regard to the programmes of
autarky and rearmament.

Thus, in accordance with the old imperialist
aims of big business and as a preliminary to cre-
ating the closed ‘Grossraumwirtschaft’, German
foreign trade shifted from the western to the weak
southeast European countries with their large
resources of raw materials (Sohn-Rethel 1973).
The volume of German foreign trade with these



4480

countries as a proportion of total German foreign
trade more than doubled between 1932 and 1938.
To get special raw materials German foreign trade
with Latin America and northeast European coun-
tries developed in the same direction.

Based on growing internal demand Germany
experienced rapid economic revival. Full employ-
ment had been achieved by 1937-8 from a situa-
tion of over six million jobless in 1932-3.
Although this success served to establish mass
loyalty toward the fascist regime, economic
development was undoubtedly more for the ben-
efit of the propertied classes and, above all, of big
industry, whose profits in 1938 were twice as high
as in 1932 (Bettelheim 1971, p. 232). As a result
of the brutal destruction of all traditional indepen-
dent labour organizations, the prohibition of
strikes and the elimination of free wage negotia-
tions, the degree of working class exploitation
was increased, scarcely masked by some welfare
services. While in Germany wages were fixed at
the low level of the Depression year 1932, in Italy
they were even cut. In Germany, the index of
average weekly real wages reached the level of
1928 only in 1938, yet the average weekly labour
time increased from 41.5 hours in 1932 to nearly
47 hours in 1938. Thus the growth of wages is to
be seen as the result of rising working hours
(Mason 1977, p. 149). Wages and salaries as a
proportion of national income fell from 64 per
cent in 1932 to 57 per cent in 1938.

The growing profits were mostly ploughed back
into investments. In Germany the gross investment
as a proportion of GNP rose from 9 per cent in 1932
to more than 15 per cent in 1938. Although per-
sonal consumption increased, total consumption as
a proportion of GNP fell from 81 per cent in 1932
to less than 64 per cent in 1938 (Mason 1977,
p. 149). The transformation of the production struc-
ture from consumer good industries to those of
capital equipment was completely in line with the
rearmament programme.

In pursuit of autarky, surrogates for imports
and foreign raw materials were increasingly pro-
duced, shifting the orientation of many firms’
production processes from the world to the
domestic market. This often led to a loss of strong
world market positions. This process was

Fascism

supported by a cartellization policy which was in
contrast to the earlier anti-capitalist slogans of the
fascist movement. Moreover, state-run factories
were built up to increase the use of low-quality
domestic raw materials with correspondingly high
production costs. However, self-sufficiency could
never be achieved. At the outbreak of the war
Germany was still dependent on foreign supplies
of oil, iron ore, manganese and many other raw
materials (Kaldor 1945, p. 42).

With the intensification of measures for rear-
mament and autarky, after full employment had
been achieved, beginning in Germany with the
declaration of Hitler’s “Vierjahresplan® in 1936,
public finances drifted towards a ruinous situa-
tion. Inflation was only suppressed by extensive
controls of prices and wages. In an attempt to
manage critical shortages of raw materials, quota
systems were introduced. For the same reason,
the employment of the labour force was increas-
ingly controlled and directed. However, these
interventions into the running of the economy
took place without any proper planning.

Although the outbreak of the war necessitated
the further intensification of armaments production
German war potential was never fully exploited
(Kaldor 1945). This would have meant the further
extension of the average labour time, the employ-
ment of more women, the further reduction of
consumer good production to the advantage of
war production, and total planned economy. The
reason the fascist leaders did not force the people to
greater sacrifices is to be seen in their interpretation
of Germany’s defeat in World War I as a result of
internal political instability (Mason 1977).
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Corporatism
War Economy
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Fasiani was born in Turin and died in Genoa.
Clearly the most important Italian scholar of fiscal
theory to emerge in the interwar period (Buchanan
1960, p. 36), he taught public finance in Turin,
Sassari, Trieste and, from 1934, in Genoa. His
career was rapid and exclusively academic.
Despite his untimely death, he left important
works on fiscal theory, and also on economic
theory, economic policy and the history of eco-
nomic thought.

Following Pareto’s theory of the ruling class
and Puviani’s idea of fiscal illusion, which he
rediscovered, Fasiani asserts that fiscal activity is
to be explained on the basis of the nature of the
political entity and not in terms of economic cal-
culus or by sacrifice theories or by the ability-to-
pay principle (1932a, 1941). As taxation and pub-
lic expenditure are political phenomena, it is
impossible to know the laws of fiscal activity.
Fiscal theory can only be built through static
models reflecting the different types of political
societies. To De Viti de Marco’s models of the
‘monopolistic’ state, where the ruling class gov-
erns only in its own interest, and of the ‘coopera-
tive’ state, where the ruling class governs in the
interest of every member of the community,
Fasiani adds the model of the ‘modern, national-
istic or corporative’ state, in which the ruling class
governs in the interest of the collectivity, consid-
ered as a whole (1941).

He dealt with the duration of the process of tax
shifting (1934) and with the characteristics of
intermediate positions in the transition from one
state of equilibrium to another (1932b); with tax
shifting in conditions of constant, increasing and
decreasing costs in competition and in monopoly
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(1941, App. I and II) and with the effects of an
excise tax under conditions of industrial concen-
tration (1942a). He analysed the different ele-
ments determining the ‘quantity of labour’ and
proved the impossibility of understanding the
effects of taxation on labour supply assuming as
variables only working hours and income
(1942c). He devoted much research to the prob-
lem of the double taxation of saving (1926),
confirming the validity of J.S. Mill’s thesis in
opposition to the theories of Einaudi and of Fisher.
Fasiani also wrote important notes on the applica-
tion of the Paretian indifference curve apparatus to
the classical problem of the relative burden of
income tax and consumption tax (1930) and on
the analysis of the relationship between taxation
and risk-taking (1935b).

In order to study the effects of taxation in a
state of equilibrium, Fasiani re-examined and crit-
icized some problems of economic theory.
Among other things, he reasserted the hypothesis
of production at constant costs and redefined the
variables of the labour supply. Specifically he
dealt with business cycles and stabilization policy,
giving a decisive role to monetary policy (1935a,
1937a, 1942b).

His most important work in the history of eco-
nomic thought is a very long essay on fiscal theory
in Italy (1932c). In this work Fasiani critically
examined the general theories of public finance
formulated in Italy between 1880 and 1930, that is
to say the economic theory, the political theory,
the sociological theory, and also the theses on the
effects of taxation and public debt on tax shifting
and tax incidence.

Finally, the essays on fiscal theory in the 18th
century (1936) and on Francesco Fuoco
(1774-1841), a forerunner of mathematical eco-
nomics (1937b), are worthy of note.

Selected Works

A full bibliography of Fasiani’s works is
contained in: Rivista di Diritto finanziario e
Scienza delle Finanze 9(September 1950):
216-218.
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Faustmann was a German forester who spent
much of his life working on the grand-ducal for-
ests of Hesse. Between 1849 and 1865 he entered
into controversies with other foresters concerning
methods of forest valuations, his ideas eventually
prevailing among that minority of forest econo-
mists who accepted the discipline of a positive
rate of interest in making forest calculations.
Although it has been said that his work was
approved by such ‘national economists’ as
Wagner and Roscher (Allgemeine Deutsche
Biographie, 1877), it was evidently quite
unknown to the more theoretically oriented
German and Austrian specialists in capital and
interest. Incorrect solutions to the optimum forest
rotation problem were subsequently offered by
such economists as Jevons, J.B. Clark and Irving
Fisher, in the course of simplified expositions of
the idea of the production period of a single
investment. Not until the 1950s did economists
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working outside forestry realize that Faustmann’s
approach as explained to generations of resistant
forestry school students contained a correct
approach to the forestry question.

The economists’ discovery was sparked by
F. and V. Lutz, M. Gaffney, P.H. Pearse and, a few
years later, Paul Samuelson. (The literature suggests
that some Scandinavian and German economists,
notably Ohlin, either knew of Faustmann’s formula
or worked it out for themselves.)

Faustmann’s formula is derived from his inves-
tigations into forest values, needed at that time to
guide the allocation of landowners’ acres between
trees and agriculture. His predecessors had conse-
quently attempted to value the soil and the forest
separately. In this they failed, partly because they
confused stocks and flows. Faustmann cleared
this up in 1849 by providing a single forward-
looking approach for the present value of the
next and future forest crops. As his professional
readership required, his formulation also made it
possible to take account of expected planting,
husbanding, thinning and harvesting net costs
during the life of each subsequent stand. He was
able to solve his predecessors’ problem by show-
ing that the soil value (with which agricultural
values are to be compared) is the value of the
forest enterprise when it is still bare land, before
a crop rotation has been commenced.

Faustmann is known today by resource econo-
mists for two by-products of his original percep-
tion. First, he showed correctly how to calculate
the rotation age that is optimal for the owner in the
presence of all expected costs and expected sub-
sequent harvests. Second, by including the
expected net discounted returns from subsequent
rotations in his value and rotation-age formulae,
he took the step that later eluded 20th-century
economists, such as Fisher. He included the
implicit forgone rent or shadow price of the land.
He showed that the effect of doing this is that a
given growth-and-harvest cycle will be shorter
than economists’ analyses would have predicted.
Shorter rotations advance the date on which the
next and all subsequent rotations will be
harvested, thus reducing the effect of waiting on
calculated soil values.
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Faustmann made subsequent contributions
to professional forestry, but they are of little inter-
est today.

Selected Works
1849. Berechnung des Werthes, welchen
Waldboden sowie noch nicht haubare

Holzbesténde fiir die Waldwirtschaft besitzen.
Allgemeine Forst und Jagd-Zeitung 25:
441-455. Trans. W. Linnard and included in
Gane (1968). Samuelson (1976) contains an
extended bibliography.

1877. Faustmann, Martin. In Allgemeine
Deutsche Biographie, vol. 6. Leipzig: Duncker
& Humblot.
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Fawcett, Henry (1833-1884)

Phyllis Deane

Born on 26 August 1833, the son of a Salisbury
draper, Henry Fawcett died on 6 November 1884,
by which time he had been Professor of Political
Economy in the University of Cambridge since
1863, a Liberal MP since 1864, and Postmaster
General under Gladstone since 1880. His political
career fulfilled a youthful ambition; his commit-
ment to economics was a consequence of a shooting
accident which blinded him at the age of 25. For
although he was elected a Fellow of Trinity Hall
soon after completing the Cambridge Mathematical
Tripos in 1856, the loss of his sight forced him to
abandon his studies for the Bar in favour of a
professional career which could more easily dove-
tail with his political preoccupations. He had
already begun to read himself into his parliamentary
role with the aid of J.S. Mill’s Principles of Political
Economy (1848), and henceforth he depended
exclusively on that text to supply the analytical
and theoretical framework for his economics.
Fawcett’s own textbook, A Manual of Political
Economy (1863), expounded orthodox classical
political economy in the tradition of Adam Smith
as updated by Mill. Designed to provide the student
(whether undergraduate, politician or general
reader) with a clear, relevant, uncomplicated intro-
duction to the state of economic knowledge, and to
illustrate its applicability to a changing and com-
plex real world, it went through six diligently
revised editions in his lifetime; and his wife,
Millicent Garrett Fawcett, a famous suffragette,
saw two further editions through the press, the
last in 1907. There was much repetition between
this work and his other articles and books and the
18 lectures which were his only professorial duty.
Fawcett wrote as he spoke, in the spirit of a deter-
minedly non-doctrinaire liberal economist, prag-
matically applying the principles of an established
discipline to the practical policy problems currently
facing government. Prevented by disability from
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engaging in systematic research in applied eco-
nomics, he lacked the interest in abstract reasoning
that might have drawn him to theoretical research,
where his blindness would have been less of a
handicap. Nevertheless, although he chose for him-
self the role of a teacher, a popularizer of classical
orthodoxy, he was intelligently alive to the need to
take other considerations into account when pre-
scribing practical policies. For example, his best-
seller on Free Trade and Protection (1878), after
listing all the classical arguments in favour of free
trade, went on to defend an Indian five per cent
tariff on cotton imports from the United Kingdom,
partly on revenue grounds and partly on grounds of
natural justice.

The intellectual ferment associated with mar-
ginal revolution passed Fawcett by. Yet he did
contribute to the debates of the 1860s on the labour
question. Mill, for example, took into his
Principles (with handsome acknowledgement to
Fawcett) the idea that unionization was altering
behaviour in the labour market by making
employers and workers negotiate more rationally.
But Fawcett refused to follow Mill in the latter’s
1869 recantation of the wages-fund doctrine and
took no interest in the ‘new political economy’
which was exciting the younger generation of
Cambridge economists in the late 1870s and early
1880s and on which his successor Alfred Marshall
was to set a distinctive personal stamp. On the other
hand, his direct, realistic, unpolished attempts to
explain the substance and policy implications of
elementary economic analysis to non-professionals
reached a much wider contemporary audience than
the writings of any other late 19th-century English
professor of political economy.

Selected Works

1863. Manual of political economy. Cambridge.

1865. The economic position of the British
Labourer. London.

1871. Pauperism: Its causes and remedies.
London.

1878. Free trade and protection. An inquiry into
the causes which have retarded the general
adoption of free trade. London.
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Fawcett, Millicent Garrett
(1847-1929)

Murray Milgate and Alastair Levy

A leading suffragist, Millicent Garrett Fawcett was
also the author of a widely used elementary text-
book, Political Economy for Beginners (1870).
She married Henry Fawcett in 1867, when he
was already Professor of Political Economy at
Cambridge, the Member of Parliament for Brigh-
ton, and sightless (the result of a stray shot from his
father’s hunting gun in 1858). This led her to settle
down as her husband’s full-time secretary. It also
brought her at the early age of twenty into close
contact with a progressive intellectual circle which
included among its elder statesmen Grote and
Mill, and also Maurice, Sidgwick and Cairnes.
Her first published article, in Macmillan's Maga-
zine on Sidgwick’s lectures at Cambridge to the
unrecognized women students of the day (who
included Mary Paley), led to a commission from
Alexander Macmillan to write a primer on political
economy based on her husband’s Manual of Polit-
ical Economy. While her Political Economy for
Beginners is unremarkable in most respects, it
does not follow Mill into the quick-sand of the
wages-fund doctrine (see, for example, 1870,
p. 25), and it was influential in accelerating that
process of establishing economics as a suitable
discipline for textbook writers which had been set
in motion by Jane Marcet.

Nearly a quarter of a century later, she
followed it with Tales in Political Economy
(1894) which she confessed was little more than
a ‘plagiarism of Harriet Martineau’s idea of hid-
ing the powder of political economy in the rasp-
berry jam of a story’ (p. v). The book comprises
four stories set on a desert island (thereby
inculcating the view that the discipline deals in
universals, which some see as having had unfor-
tunate consequences in subsequent years), to
illustrate the doctrines of free trade and division
of labour, the theory of competition, and the
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theory of money. In the latter, coconuts serve as
money, and the usual rules of the quantity theory
are thereby elucidated in what is, for that theory,
a rich institutional setting.

In 1872 she contributed eight of the fourteen
chapters to Essays and Lectures, a book co-
authored with Henry Fawcett. Amongst other
topics, she attacked the expansion of the national
debt, and opposed the extension of free elemen-
tary education on the grounds that it might
remove checks to population. In two other essays
she promoted the cause of higher education for
women, a programme to which she helped to
give more concrete form when she was later
instrumental in the setting-up of Newnham
Hall, Cambridge, which was incorporated as the
first women’s college in that city’s university
in 1874.

It was, however, in the area of the struggle for
women’s citizenship that she played her most
significant role. She had joined a suffragist
group as early as 1867, but it was only after
Henry Fawecett’s death in 1884 that she was
able to allocate more time to her own political
activities. From 1897 until 1918 (the year in
which the suffrage was first extended to
women in Britain), she was President of the
National Union of Women’s Societies and after
her retirement she continued to campaign for
full suffrage (achieved in 1928) and for profes-
sional and legal rights. She gave the movement
her practical and intellectual support for better
than 50 years, a measure of her dedication to the
cause.

Selected Works

1868. The education of women of the middle and
upper classes. Macmillan s Magazine 17(102):
511-517.

1870. Political economy for beginners. London:
Macmillan.

1872. (With H. Fawcett.) Essays and lectures on
social and political subjects. London: Macmillan.
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Macmillan.

1924. What i remember. London: T. Fisher Unwin.
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Fay, Charles Ryle (1884-1961)

Murray Milgate and Alastair Levy

Lancashire-born economic historian, whose grand-
father worked as a boy on the construction of the
first railway coaches for the Liverpool and Man-
chester Railway and later invented the chain brake
used for the emergency stopping of trains, Fay
subscribed to a vision of the progress of industrial
society towards ‘happiness and beauty’. Increased
specialization and improvements in the division of
labour were, for him, essential to progress. Fay was
not, however, unaware that the historical record of
industrialization had been marred by hardship,
poverty and waste. But these effects had not, in
his view, been unavoidable. The exploitation of
child and female labour, the appalling conditions
in Britain’s factories and industrial towns in the
19th century, and the recurrence of distress in agri-
cultural communities, all received Fay’s strong
condemnation. His liberalism had a social con-
science about it. He certainly did not number
among those apostles of social laissez-faire who,
on his own speculation, might well be found on the
lowest ledge of Dante’s Inferno (1928, p. 358).
Fay’s academic career is easily summarized.
He was a favourite pupil of Marshall at Cam-
bridge, and in 1908 he was elected to a fellowship
at Christ’s College. The same year saw the publi-
cation of his study of co-operation in agriculture
which established his credentials as an economic
historian. Fay remained in Cambridge until 1921,
when he removed to Canada to take up a chair in
Economic History at Toronto. Nine years later, he
returned to Cambridge as Reader in Economic
History, where he remained until his retirement.
Some idea of Fay’s humane and liberal instincts
can be gained from his Co-operation at Home and
Abroad (1908). Its central thesis was that, contrary
to popular opinion at the time, there remained both a
social and economic role to be filled by small cul-
tivating ownership. Its prospects, however, rested
on the ability of its participants to establish what
would today be called marketing boards. Fay saw in
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the Canadian wheat pools and the cases of
co-operation among Californian fruit growers the
promise of things to come (1928, p. 250). Never
losing his faith in the market, he stressed that this
kind of co-operation was the antithesis of collective
ownership and that, what is more, it was the only
form of agricultural co-operation that the historical
record suggested might work (1908, pp. 350-52).
There is more than a faint echo of John Stuart Mill
in this advocacy of producer co-operatives over
collectivization.

Fay’s Life and Labour in the Nineteenth Cen-
tury (1920) expanded on his concern with social
history and was based on his Cambridge lectures;
it surveyed the main features and figures of the
economic, political and social history of the
period, and examined the relationship between
them and theoretical discourse in economics.
This project was repeated on a rather more grand
scale in Great Britain From Adam Smith to the
Present Day, a book first published in 1928 which
went through five editions before Fay’s death in
1961. This book embodies all the hallmarks of
Fay’s approach to the study of history. In particu-
lar, it reveals very clearly his attempt to trace to
their basis in economic theory the practical and
political ideas around which history unfolded. Ina
similar fashion, the subject of protection came
under Fay’s scrutiny in 7he Corn Laws and Social
England (1932) and Imperial Economy (1934).

Selected Works

1908. Co-operation at home and abroad:
A description and analysis. London: P.S. King.

1920. Life and labour in the nineteenth century.
Cambridge: Cambridge University Press.
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bridge: Cambridge University Press.

1934. Imperial economy and its place in the for-
mation of economic doctrine 1600—1932.
Oxford: Oxford University Press.

1940. English economic history, mainly since
1700. Cambridge: W. Heffer & Sons.
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Fecundity

John L. Newman

Fecundity is defined as the ability to reproduce,
whereas fertility is actual reproduction. Because
differences in both unobserved fecundity and con-
traceptive behaviour can cause observed variation
in fertility, it can be difficult to separate biological
from behavioural influences on fertility. This
identification problem is more troublesome in
studies of individual than in aggregate fertility
behaviour. Fertility trends and differentials at the
aggregate level must be due primarily to socio-
economic factors since even wide variations in
levels of health and nutrition have little effect on
fecundity. Only in populations experiencing wide-
spread malnutrition or a high prevalence of dis-
eases leading to sterility (as has occurred in parts
of Africa) does fecundity appear to be signifi-
cantly impaired.

The treatments of fecundity in economic and
demographic models of individual fertility behav-
iour will be compared using a framework that
focuses on the stochastic process generating
births. The single parameter (p) characterizing a
waiting time process generating births is specified
as the difference between an underlying compo-
nent (n) that is exogenous to the individual deci-
sions and the choice of contraception (c). Based
on perceived costs and benefits, parents choose
¢ (between 0 and n) to affect their probability of a
birth.

Demographers who follow in the tradition of
Henry (1957) model the reproductive process and
the stages through which a women passes
throughout her fertile period, but do not model
the choice of ¢. Such a demographic model of a
non-contracepting population can be considered a
special case of a more general decision-theoretic
model if that model permits the optimal choice of
¢ to be zero. The demographic and economic
approaches are therefore not to be distinguished
by whether they model the decision for ¢, but by
how they implicitly or explicitly model n, the
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underlying component that is exogeneous to the
couple’s decisions. The main distinguishing fea-
tures are (1) whether 7 is assumed to be a function
of fecundity only or also of various socioeco-
nomic variables and (2) whether 7 is represented
by a single (or possibly age-dependent) value or
takes on distinct values corresponding to different
stages throughout the interval between births. If
n is solely a function of fecundity, then observed
correlations of fertility with socioeconomic vari-
ables will reflect only those variables’ influence
on c. If not, the observed correlations will reflect a
combined influence on # and c.

Economic models that focus on the price and
income variables affecting fertility typically
regard n as reflecting the level of fecundity, with
variations in n being uncorrelated both with socio-
economic variables that explain ¢ and with ¢’s
error term. The level of fecundity can influence
the choice of ¢, whether or not couples can per-
ceive their fecundity. Couples who perceive their
higher fecundity may try to offset their higher n by
choosing a higher c. If total contraceptive costs
depend on the level chosen, the offset may not be
complete and couples with higher » may have a
higher probability of a birth than otherwise iden-
tical couples. The contraceptive decisions of those
unable to ascertain n will also be affected, to the
extent that they choose ¢ conditional on their
current number of children alive and to the extent
that, at any given time, higher fecundity couples
have more children.

The possible dependence of ¢ on n does not
present difficulties in estimating the determi-
nants of n—c. However, the determinants may
be estimated only after eliminating the effects
of both unobserved fecundity, n, and the errors
in predicting the choice of ¢ from the likelihood
function used to describe fertility histories. Pro-
vided n is uncorrelated with the socioeconomic
variables, the combined error terms can be
treated as a random effect. The random effect
can be integrated out of the likelihood function
by assuming a parametric distribution, if
results do not appear sensitive to the choice of
distribution. If the results are sensitive to the
distributional assumption, then a nonparametric
procedure may be followed.

Fecundity

While the expected number of births can be
derived from the estimated probabilities, the
usual procedure has been to regress the number
of births on the socioeconomic variables that
determine c. If n is uncorrelated with the latter
variables, then the error term of a regression on
completed family size will also be uncorrelated
with them.

Two potential problems arise when the number
of births to those at younger ages and with incom-
plete families is regressed on socioeconomic vari-
ables. The distribution of the error term in the
regression may then be misspecified since the
number of births reflects the outcomes of
waiting-time processes. This is not likely to be a
serious problem when couples have had sufficient
time for their behaviour to compensate for differ-
ences in levels of fecundity.

A more serious problem arises if the observa-
tions on fertility histories are censored, as would
be expected for younger women. Those couples
who have chosen a lower probability of a birth are
more likely to have the lengths of their births
intervals truncated by the observation date. This
imparts a bias to the estimated effects of socio-
economic variables on the number of births. It can
be corrected by using additional information on
the censored lengths of birth intervals to infer the
distribution of uncensored intervals. The likeli-
hood function describing fertility histories is
amended to incorporate the probability of not
observing a birth, which is equal to one minus
the cumulative distribution function of the
uncensored distribution. How useful the censored
observations are in providing information on the
uncensored observations is an issue that must be
decided on empirical grounds.

In summary, economic models that assume 7 to
be uncorrelated with socioeconomic variables will
attribute an observed correlation of fertility with
such variables to their influence on ¢. An explicit
consideration of fecundity will be required in
these models if one is interested in the determi-
nants of the probability of a birth and the spacing
of births or if one is interested in the determinants
of births and must use observations on women
who cannot be assumed to have completed their
fertility.
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Demographic models of birth probabilities
implicitly model » as being correlated with socio-
economic variables. Under this interpretation, an
observed correlation between fertility and such
variables can exist even when c is always equal
to zero (i.e. when couples are not trying to control
their births).

The implicit dependence of # on socioeconomic
variables is apparent in the analyses of natural
fertility populations, defined by Henry as those
populations that do not practice contraception or
induced abortion. A key technique of these ana-
lyses (e.g. Leridon 1977) is to decompose natural
fertility into its underlying components which are:
(1) the age at marriage and duration of marital
separation, (2) the waiting time to conception for
a susceptible woman (3) the time added to the birth
interval by intra-uterine mortality, (4) the duration
of postpartum infecundability and (5) the age at
onset of permanent sterility. Differences in gesta-
tion lengths are inconsequential. This methodology
of breaking down fertility outcomes into interven-
ing components has been extended to the case of
contracepting populations by considering (6) the
use and effectiveness of contraception and
(7) induced abortion. By definition, any determi-
nant of fertility must act through one or more of
these proximate determinants.

The first five components interact to yield
substantial variations across natural fertility
populations in expected mean completed family
sizes for women who are married at age 20. The
mean family sizes range from 5.4 under the mar-
ital fertility rates prevailing in villages near Bom-
bay in 1954-55 to 10.9 for the Hutterite
population in the USA with marriages between
1921 and 1930 (Leridon 1977). Based on a sensi-
tivity analysis where the natural fertility com-
ponents are varied separately through their
approximate ranges, Bongaarts and Potter (1983)
conclude that the largest variations in simulated
total fertility rates are due to changes in the age at
marriage and in the duration of postpartum
infecundability, both of which can be substantially
affected by individual decisions.

Thus, one implication of the demographic
approaches is that » is determined by a combina-
tion of factors (2) through (5). If » is represented
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by a single value throughout the birth interval
when, in fact, distinct biological factors operate
over different stages of the birth interval, the
model will be misspecified. The possible specifi-
cation error must be balanced against the bias that
would arise if the identification of the different
stages is accomplished by conditioning on a
choice variable of the parents, such as the length
of breastfeeding.

A second implication is that n is a function of
socioeconomic variables. If both n and ¢ are
functions of the same variables, then a non-
contracepting population can be identified solely
on the basis of fertility data, only under a
maintained hypothesis that parents initiate or
alter their control after a birth. This hypothesis is
maintained in the literature on natural fertility.
Identifying the effects of observed socioeconomic
variables requires an explict formulation of how
the variables affect n and ¢, noting that ¢ may also
depend on n. Identification may be facilitated
if either economic theory, or a biological theory
of the determinants of n, specifies how »n and
¢ respond to births and deaths.

Treating the unobserved components of n—c
as a random effect, as described above, will
provide a reduced form estimate of the effect
on fertility of a variable that affects both » and
c. Identifying the separate effect on ¢ is possible
if n can be treated as a fixed effect and elimi-
nated from the estimating equation. A compar-
ison of the estimated coefficients from the fixed
effect model and the random effect model
would provide information on the variable’s
effect on n.

See Also

Demography
Family Planning
Fertility
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Federal Reserve System
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Abstract

The Federal Reserve System was established
in 1913 to provide the United States with an
elastic currency. It managed security offer-
ings to finance the First World War, and
evolved from a set of 12 semi-autonomous
banks to a centralized institution in the 1920s.
Having failed to prevent the Depression
of the early 1930s, it was substantially
reorganized in 1933 and 1935. After the Sec-
ond World War and a 1951 accord reached
with the Treasury, it started on an odyssey of
monetary policy interventions, employing
many policy instruments, indicators, and
powers with varying degrees of success to
the present day.
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The Federal Reserve System of the United States
was established on 23 December 1913, when
President Woodrow Wilson signed the Federal
Reserve Act. The need for a new federal banking
institution became clear when a severe crisis
occurred in 1907. In May 1908 the Aldrich—
Vreeland Act established a bipartisan National
Monetary Commission that proposed establishing
a National Reserve Association with 15 locally
controlled branches that would ‘provide an elastic
note issue based on gold and commercial paper’
(Warburg 1930, p. 59). The proposal was not
enacted, nor was a subsequent proposal for a
central bank with about 20 branches that would
be controlled by a centralized Federal Reserve
Board, consisting largely of commercial bankers.
In the debate preceding the Federal Reserve Act,
banking industry domination was rejected in
favour of a board that had five members appointed
by the President and two ex officio members, the
Secretary of the Treasury and the Comptroller of
the Currency. The appointed members had stag-
gered terms and were to represent different com-
mercial, industrial, and geographic constituencies.
A sixth appointed member representing agricul-
ture was added in 1923. The composition of the
Board and its relation to Federal Reserve banks
were drastically changed in 1935. Partly because
of continuing disagreements about public versus
commercial bank control, the new Board’s powers
were left ambiguous in the act.

The act mandated that all national banks
become members of the new system and stock-
holders of Federal Reserve banks. Because
reserves were to be concentrated in 12 Federal
Reserve banks, the act substantially reduced
reserve requirements at national banks. State
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chartered banks could join if they chose to and
were judged to be financially strong. The first
Board was sworn in on 10 August 1914 and the
system opened for business on 16 November
1914. Federal Reserve notes that were backed
100 per cent by ‘eligible paper’ and, additionally,
40 per cent by gold began to circulate. Eligible
paper was self-liquidating, short-term paper that
arose in commerce and industry. The rationaliza-
tion for eligible paper was the real bills doctrine,
which held that credit extended for financing only
the production and distribution of goods would
not lead to inflation. The doctrine is invalid
because of fungibility; there is no relation between
paper acquired by Federal Reserve banks and
loans the commercial banks are extending. In
addition, all deposits at Federal Reserve banks
had to be backed at least 35 per cent by gold.
Subsequent amendments to the act effectively
eliminated the supra-100 per cent collateralization
of notes. A June 1917 amendment to the act
forced all member banks to pool required reserves
at Federal Reserve banks and further reduced
reserve requirements to decrease the burden of
membership on national banks and attract more
statechartered banks to the system.

The Early Years

The early years of the Federal Reserve System
were marked by struggles to define the distribu-
tion of power between Federal Reserve banks and
the Board, in the context of growing US involve-
ment in the First World War. The Board gradually
assumed more powers, but was unsuccessful in
controlling open-market trading, which inevitably
was concentrated in New York. Benjamin Strong,
the New York bank governor, managed system
trading. (Until 1935 the chief executives of Fed-
eral Reserve banks were called ‘governors’. After
1935 their title was changed to ‘president’ and
members of the Board were called ‘governors’.)
The Federal Reserve System was made fiscal
agent for the Treasury in 1920, but the Treasury
dealt directly with Federal Reserve banks, not the
Board. Until 1922 the Board’s statistical research
office was located in New York, and arguably the
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Board was less informed than the New York bank
about money market conditions.

Federal Reserve banks immediately sought
earning assets in order to pay expenses and the
six per cent required dividends on member bank
capital subscriptions. As they expanded their port-
folios of bills, US securities, discounted commer-
cial paper, and acceptances, the breadth and
liquidity of these markets increased. In early
1915 the New York bank was buying and selling
for other Federal Reserve banks. Discount rates
charged by reserve banks varied across Federal
Reserve districts.

In anticipation of the US declaration of war on
Germany in 1917, Federal Reserve banks became
responsible for issuing and redeeming short-term
Treasury debt certificates before and during Lib-
erty Loan drives. There would be four large Lib-
erty Loans and a Victory Loan in 1919 that
required extensive Federal Reserve involvement.
US bonds were sold to the public on an instalment
plan by member banks; the interest rate banks
charged on the unpaid balance on a bond was
equal to the coupon rate on the bond. Member
banks, in turn, discounted short-term US debt at
Federal Reserve banks at an interest rate below the
yield on the debt, which allowed them to recover
their costs of instalment lending.

US government interest-bearing debt rose from
$1.0 billion at the end of 1916 to $25.5 billion at
the end of 1919, and would never again fall below
$15 billion. This huge increase, and the fact that
Federal Reserve banks offered preferentially low
interest rates when member banks discounted
government debt, had important lasting conse-
quences on the money market. Before the war,
Federal Reserve banks had schedules of discount
rates that varied across the quality and maturity of
discounted paper and the amount of borrowing by
a member bank. Because of the low discount rate
on government debt, member banks almost exclu-
sively offered it as collateral when borrowing. The
discount rate effectively became the rate charged
on government debt. By 1922 each reserve bank
effectively had a single discount rate, but rates still
varied across Federal Reserve districts.

The November 1918 armistice brought new
challenges. Continuing shortages of food and
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other goods in Europe and large increases in the
stock of money led to inflation in the United
States. The rate of inflation peaked in May 1920
and was followed by a sharp deflation in the
following year of about 45 per cent in wholesale
prices. In that year industrial production fell by
about 30 per cent and unemployment soared.
Until October 1919 Federal Reserve banks were
obliged to keep the low wartime discount rates in
order to allow banks and the public to absorb the
1919 Victory Loan. In November, Federal
Reserve banks began raising their discount rates
in an effort to combat inflation. In June 1920 four
banks raised the rate to seven per cent. Amplify-
ing the effects of the interest rate increases was an
outflow of gold to Europe and a sharp reduction in
discount window borrowing as Federal Reserve
banks cut back on subsidizing the public’s instal-
ment purchases of US bonds.

The Boston bank lowered its rate from seven
per cent to six per cent in April 1921, and was
gradually followed by other reserve banks in an
effort to respond to the slowdown. Deposits at all
member banks reached a local maximum of $26.1
billion in the December 1919 call report and then
fell to $22.8 billion in the April 1921 report.
Discount window borrowings reached a year end
high of $2.7 billion in December 1920 and then
fell to $0.6 billion at the end of 1922 as gold flows
turned positive. As gold flowed in, reserve banks
lowered their discount rates to 4.5 per cent in 1923
and early 1924.

While gold inflows slackened after 1923, it
became apparent that new operating guidelines
were needed. Governor Strong understood that
the real bills doctrine was invalid and that many
countries were not acting according to the old
gold-standard rules. As interest rates fell, most
reserve banks were again acquiring securities to
augment their income. Strong, on the other hand,
had begun to sterilize the New York bank’s hold-
ings of gold by selling its securities in the open
market. The Treasury was concerned that reserve
bank trading was upsetting securities markets
when it was buying or selling debt. In May 1922
the reserve banks established the Governors Exec-
utive Committee consisting of the governors of
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the Boston, Chicago, Cleveland, New York, and
Philadelphia banks to manage transactions for all
12 banks. The committee executed orders on
behalf of the banks in the light of Treasury plans
and made recommendations, but acted only as
agents and had no executive power. In April
1923 it was renamed the Open Market Investment
Committee (OMIC), which had the same mem-
bership as its predecessor but was required
to come under the general supervision of the Fed-
eral Reserve Board; and that it be the duty of this
committee to devise and recommend plans for the
purchase, sale and distribution of open-market pur-
chases of the Federal Reserve Banks in accordance
with. . .principles and such regulations as may from

time to time be laid down by the Federal Reserve
Board. (Chandler 1958: 227-8)

Strong dominated the OMIC and began to
understand the way open-market operations
worked. He noted in particular that the sum of
reserve bank open-market purchases and gold
inflows almost equalled negative changes in
member bank borrowing. He developed a case
for active monetary policy and argued that restric-
tive monetary policy should be initiated with
open-market sales and followed by increases in
the discount rate. This was the likely origin of
member bank borrowings and nominal interest
rates as indicators of monetary policy. Policy
instruments were open-market operations and
the discount rate. While proposals to change dis-
count rates originated with Federal Reserve
banks, they required Board approval, which may
explain why Strong preferred to lead with open-
market operations. Strong was sensitive to the
effects of monetary policy on prices, but objected
to any legislated targeting of prices. His analysis
was seriously incomplete when banks were not
net borrowers from the Federal Reserve, and in
such circumstances so were his policy tactics.
Tragically, beginning in 1916 Strong suffered
from recurrent attacks of tuberculosis and
would die in October 1928, before such circum-
stances arose.

The 1923 Board Annual Report advocated an
activist policy, but continued to support the real
bills doctrine. In response to pressure from the
Treasury and the Board, Federal Reserve banks
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sold most of their government securities in 1923;
yearend holdings fell from $436 million to
$134 million between 1922 and 1923. Federal
Reserve notes and member bank reserves backed
by such assets were unjustifiable under the doc-
trine, and the Treasury objected to Federal
Reserve banks profiting from such assets. How-
ever, at the end of 1924 the banks held $540
million, and the banks’ portfolio of government
securities fluctuated considerably in the follow-
ing years in response to changes in the volume of
discounted bills and gold flows. Discount rates at
Federal Reserve banks were lowered in the latter
half of 1924 and 1925 before converging on four
per cent at the beginning of 1926, largely fol-
lowing short-term interest rates in New York.
Short-term market rates fell because of a sharp
recession; the Federal Reserve index of indus-
trial production (1997 = 100) fell from 7.84 in
May 1923 to 6.43 in July 1924. Clearly policy
was active, but not because of the real bills
doctrine!

The discount rate was four per cent in June,
when Federal Reserve banks began to cut the rate
to 3.5 per cent and to make open-market pur-
chases. At the beginning of 1928 discount rates
were increased because of developing speculation
in the stock market and continued to rise to as
much as six per cent in October 1929, when the
stock market crashed. In part, Federal Reserve
discount rates were again responding to changes
in industrial production, which had been quite
sluggish until the end of 1927 and then began to
grow rapidly until July 1929. In part, the 1927 rate
cut reflected Federal Reserve efforts to help the
United Kingdom maintain sales of gold at the
pre-war sterling price, which had been restored
in 1925. Governor Strong and Montagu Norman,
the Governor of the Bank of England, were work-
ing to reestablish a gold standard that could
restore order to international finance. To help the
United Kingdom in 1925, the New York bank
extended the Bank of England a $200 million
gold credit and attempted to keep interest rates
low in New York relative to those in London. By
reopening gold sales at the pre-war price, Britain
had effectively revalued the pound upward in
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1925 by about ten per cent, with devastating con-
sequences for its economy.

As Strong’s health failed in 1928, a leadership
vacuum developed. In an attempt to coordinate
policy among all 12 reserve banks and the Board,
the Board proposed in August 1928 that the five
member OMIC be replaced by a new Open Mar-
ket Policy Committee (OMPC) that included all
12 reserve bank governors and was chaired by the
Governor of the Federal Reserve Board. This pro-
posal was rejected by bank governors, but a mod-
ified form was adopted in January 1930. Strong
had been aware of growing stock market specula-
tion and did not object to Federal Reserve open-
market sales and the increase in the discount rate.
These actions were reinforced by outflows of
gold. In mid-1928 gold flows reversed, apparently
attracted by high and rising short-term interest
rates. Federal Reserve banks continued to sell
bills and government debt, forcing member
banks into the discount window to the extent of
about $1 billion in the second half of 1928 and in
the middle of 1929. At the end, Strong was aware
of the danger of restrictive monetary policy
actions over an extended period on the real econ-
omy, but remained reasonably optimistic that the
situation could be controlled (Chandler 1958:
460-3). After his death the struggle for control
continued between his successor at the New York
bank, George L. Harrison, and the Board; the
latter argued that the real bills doctrine was not
dead and that reserve banks should take direct
action to penalize member banks making loans
that supported security speculation. The Federal
Reserve index of industrial production peaked in
July 1929, Bureau of Labor Statistics (BLS)
wholesale and consumer price indices had been
slowly falling since 1926, and in October the
stock market collapsed.

The Great Depression

Led by the New York bank, the Federal Reserve
flooded the money market with cash by aggres-
sively buying government securities. Discount
window borrowing by member banks fell from
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$1037 million in June 1929 to $632 million in
December and to $271 million in June 1930.
Further, discount rates at reserve banks were rap-
idly reduced; at the New York bank the rate was
lowered from six per cent in October to 2.5 per
cent in June 1930. The monthly average
Standard and Poor common stock index
(1935-1939 = 100) began to stabilize; it was
195.6 in January 1929, 237.8 in September,
159.6 in November, and 191.1 in April 1930.
However, the index of industrial production con-
tinued to fall after the open-market purchases, and
the BLS index of wholesale prices was ten per
cent lower in 1930 than in 1929.

In mid-1930 reserve banks sharply reduced
their purchases of government securities in the
belief that monetary policy was adequately
expansionary. The OMPC seems to have been
guided by what Meltzer (2003: 164) calls the
Riefler—Burgess Doctrine: ‘If [discount window]
borrowing and interest rates were low, policy was
easy; if the two were high policy was tight.” An
interpretation is that if member banks wanted to
lend they could have inexpensive and relatively
easy access to funds; if not, there was little more
that the Federal Reserve could do. While total
member bank discount window borrowing was
positive, many banks were holding excess
reserves. Conventional wisdom has it that the
reserve banks should have continued buying secu-
rities. However, it is unclear even today whether
continued large open-market purchases by the
Federal Reserve would have had much of an
impact on real economic activity in late 1930;
the experiment was never tried. Rapid expansion
of reserves and member bank deposits did occur in
the late 1930s, with little effect on real economic
activity.

On average about 600 bank failures a year
occurred between 1920 and 1930; most failing
banks were small and not members of the Federal
Reserve System. The number of failing banks
doubled in 1930 and increased by another 70 per
cent in 1931. The total deposits of failing banks
between 1920 and 1930 averaged less than $200
million a year, but more than quadrupled in 1930
and doubled again in 1931. Total deposits and
currency had begun to fall after December 1928
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and continued to fall after the stock market crash.
Currency in circulation began to rise in November
1930, as bank failures increased. Industrial pro-
duction and wholesale prices were falling at an
accelerating rate. The directors of the New York
bank counselled Governor Harrison to continue
open-market purchases in 1930, but he encoun-
tered opposition in the OMPC and little was done.
Net gold inflows were offset by open-market sales
because the OMPC collectively believed mone-
tary policy was expansionary. Reserve bank dis-
count rates and money market interest rates
trended down until 21 September 1931, when
the United Kingdom suspended gold payments.

The British abandonment of gold led to very
large withdrawals of gold and currency from the
United States that were initially partially offset by
open-market purchases of bills and increased dis-
count window borrowing, which occurred at
sharply higher interest rates as recommended by
Bagehot (1873). However, Federal Reserve bank
credit fell from $2.2 billion in October 1931 to
$1.6 billion in March 1932. During this period of
rising bank failures, rapidly declining economic
activity, and falling prices, Harrison argued
against open-market purchases for a number of
reasons, but primarily because of the possibility of
a shortage of ‘free gold’, that is, gold that was not
required as collateral for Federal Reserve notes
and reserves. The Glass—Steagall Act of 1932
authorized the Federal Reserve banks temporarily
to use US government securities as collateral for
Federal Reserve notes and thus largely solved the
problem of a lack of free gold. In February 1932
Federal Reserve banks began aggressive open-
market purchases of government securities that
more than offset continuing gold losses and allo-
wed member bank borrowings to fall about 50 per
cent by August 1932. Discount rates at the New
York and Chicago banks were lowered to 2.5 per
cent in June 1932, but all other banks kept their
rates at 3.5 per cent until the national banking
‘holiday’ that began on 5 March 1933 when Pres-
ident Roosevelt closed all US banks. Net free
reserves (excess reserves minus discount window
borrowing) had turned positive in September and
thus signalled excessive ease to some individuals
on the OMPC.
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Restructuring the Federal Reserve
System

It was obvious that the Federal Reserve had been
ineffective in combating the collapse of the bank-
ing system and responding to the Great Depres-
sion. The banking system and the Federal Reserve
needed to be restructured and strengthened. The
Emergency Banking Act of 9 March 1933 autho-
rized the Treasury to license and reopen national
banks that were judged to be sound; state
chartered banks that were sound would receive
licences from state banking commissioners.
Many reopening banks received capital injections
by selling preferred stock to the Reconstruction
Finance Corporation. At year end 1929 there were
24,026 commercial banks of which 8522 were
members of the Federal Reserve System; at year
end 1933 there were 14,440 commercial banks of
which 6011 were member banks. For a period of
one year all banks, whether members or not, could
borrow on acceptable collateral from Federal
Reserve banks.

Many of the reforms that were adopted would
survive at least until late in the 20th century.
Because of a belief that the collapse lay in
undisciplined stock market trading, the
Glass—Steagall Act of 1933 required that commer-
cial banks divest themselves of investment
banking activities. This act introduced deposit
insurance that became effective in January 1934,
It also banned interest payments on demand
deposits and allowed the Board to impose ceilings
on interest rates that banks could pay on time and
savings deposits. Finally, the act renamed the
OMPC the ‘Federal Open Market Committee’
(FOMC), but as in earlier incarnations its execu-
tive committee remained the same. The Securities
Exchange Act of 1934 authorized the Board to
impose margin requirements on stock market
trades. Federal Reserve banks were authorized
to make commercial and industrial loans to
non-financial firms.

Having failed to expand reserve bank credit
between July 1932 and February 1933, the
Board found itself under extraordinary political
pressure to expand resources to the banking
system. As Meltzer (2003: 435-41) explains,
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President Roosevelt threatened to have the Trea-
sury issue currency in the form of greenbacks if
the FOMC failed to expand sufficiently. Net free
reserves turned positive in May 1933 and rose to
more than $3.0 billion by January 1936. The
revaluation of gold in February 1934 together
with subsequent large gold inflows from Europe
and hesitancy to lend by member banks contrib-
uted to this surge in excess reserves.

The reconstruction of the Federal Reserve Sys-
tem continued with Roosevelt’s nomination of
Marriner Eccles to become Governor of the
Federal Reserve Board in November 1934. Eccles
had argued that system power should be concen-
trated in the Board and that reserve banks be
prevented from undertaking open-market opera-
tions on their own accounts. Eccles’s initiatives
were opposed by Senator Carter Glass, many
reserve bank governors, and the banking industry,
but he largely succeeded in achieving his goals.
The reforms were in the Banking Act of
1935, which restructured the Board to consist of
seven appointed governors, each with a staggered
14-year term. The FOMC was restructured to
consist of the seven governors and five reserve
bank presidents. Two of the governors were to be
appointed for four year terms as chairman and
vice-chairman of the Board by the president,
with the advice and consent of the Senate. Eligible
paper was no longer restricted to being short-term
paper that originated in commerce and industry.
The Board was empowered to vary reserve
requirements; the upper limit was twice the per-
centages that were specified in the 1917 amend-
ments to the Federal Reserve Act.

Members of the renamed Board of Governors
of the Federal Reserve System took office in Feb-
ruary 1936, with Eccles as chairman. For some
time the FOMC had expressed concern about the
inflationary potential of large excess reserves. In
particular, because excess reserves exceeded
reserve bank credit, the FOMC would not be
able to absorb them without an increase in reserve
requirements. Employing its new policy instru-
ment, on 14 July 1936 the Board announced an
increase in reserve requirements on August 15 of
50 per cent on all deposits at member banks. The
increase was expected to absorb less than half of
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system excess reserves and was not expected to
impinge on member bank lending or the economic
recovery. In part because of continuing gold
inflows, excess reserves were $3.0 billion at the
end of July 1936, and averaged about $2.0 billion
through the end of February 1937. Because excess
reserves continued to be large, the Treasury began
to sterilize gold inflows in December 1936, but
not to the extent desired by the Board. At the
end of January the Board announced a further
two-step increase in reserve requirements of
one-third to take place in March and May 1937.
These actions took reserve requirements to their
legal maxima and reduced excess reserves to
below $800 million in summer months. In August
and September reserve banks reduced their dis-
count rates to one per cent or 1.5 per cent, levels
that would last until December 1941. Coinciding
with the May increase, the industrial production
index.

(1997 = 100) reached a high of 10.4 and then
decreased to 7.0 in May 1938. Continuing gold
inflows and the Treasury’s February 1938 aban-
donment of gold sterilization allowed excess
reserves to increase to $1.5 billion in March
1938. Beginning after the Board’s reduction in
reserve requirements of more than ten per cent in
April 1938, excess reserves began a rise to nearly
$7 billion in late 1940; however, industrial produc-
tion did not pass its 1937 peak until October 1939,
after the Second World War had begun in Europe.

Second World War and Recovery

As the war approached gold flowed into the
United States, and the FOMC allowed its security
holdings to fall and their maturity to lengthen. In
response to inflationary pressures, the Board
introduced consumer credit controls in September
1941 and again raised reserve requirements to
their legal maxima in November. After the United
States declared war, monetary policy was
constrained to facilitate war finance. In April
1942 the FOMC set interest rate ceilings on trea-
sury bills at 0.375 per cent and on long-term
bonds at 2.5 per cent. The yield curve was
upward-sloping and effectively ‘pegged’ by
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these two boundary conditions into the post-war
period. Because capital gains could be earned by
buying high coupon securities and selling as they
approached maturity, the cost of intermediate term
debt was higher than rates shown on the yield
curve. Discount rates were lowered to one per
cent by all reserve banks and were not raised
again until 1948. A preferential discount rate of
0.5 per cent was charged for loans collateralized
by short-term US debt. Reserve requirements for
central reserve city member banks were lowered
in 1942, causing interest-free reserves to disap-
pear into interest-bearing US securities. Finally, a
variety of selective credit controls were imposed
during and after the war, which ended in
August 1945.

Yearend deposits and government securities of
member banks had risen from $61.7 billion and
$19.5 billion in 1941 to $129.7 billion and $78.3
billion respectively in 1945. Because of the peg-
ging of the yield curve, Federal Reserve bank
yearend ownership of US securities rose from
$2.3 billion in 1941 to $24.3 billion in 1945;
treasury bills were $10 million in 1941 and
$14.4 billion in 1946.

The preferential discount rate was eliminated in
the spring of 1946. In July 1947 the FOMC relaxed
the rate ceiling on treasury bills and the rate rose to
about one per cent by yearend. Reserve banks
raised the discount rate to 1.25 per cent in early
1948. Eccles’s long term as chairman ended in
February 1948, but he continued as a member of
the Board. Reserve requirements were increased in
1948 as the Board sought to control inflation,
although prices were actually falling at yearend
when a recession occurred. Indeed, the reserve
requirement policy instrument was used many
times between April 1948 and February 1951
because it was perceived not to have a direct effect
on treasury interest rates. A continuing struggle
between the Board and the Treasury for an inde-
pendent monetary policy would not be resolved
until a spurt of inflation after the start of the Korean
War led to an accord signed on 4 March 1951. It
effectively freed the Board from pegging interest
rates. Partly because of frictions leading to the
accord, a new chairman, William McChesney Mar-
tin, Jr., was appointed in April.
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Resumption of Discretionary Monetary
Policy

In the Martin era of discretionary monetary policy,
new operating techniques were needed. In 1953
the FOMC settled on a policy of ‘bills only’,
which meant that open-market operations would
be largely confined to the market for treasury bills,
because it was recognized that large policy actions
in thin markets could impair market efficiency.
Indicators of monetary policy continued to be
net free reserves and market interest rates.
Because evidence was lacking that interest rates
had much effect on private sector investment, a
new paradigm, the ‘availability of credit’ doctrine,
was used to rationalize the transmission of policy
actions to the real economy. It argued that banks
rationed credit to marginal borrowers when
restrictive policy led to rising interest rates or
indebtedness at the discount window. With these
adjustments the FOMC vigorously and unsuc-
cessfully pursued goals of lowering inflation and
combating unemployment in the turbulent decade
of the 1950s. In that decade there were three
business cycles, which were marked by succes-
sively rising peaks of interest rates, inflation, and
unemployment. The reason for this failure was
thought to be inflation-induced rising marginal
rates of taxation, which were addressed by large
tax cuts in the following decade.

As interest rates rose, the opportunity cost of
holding excess reserves rose, which led to the
reappearance of a federal funds market in which
banks traded reserves. Because banks paid no
interest on demand deposits, there was also rapid
expansion of the market for commercial paper in
which large firms with good credit ratings traded
idle funds without the direct intervention of
banks. Both markets had atrophied after the
1920s because of low interest rates, and served
to change the relation between open-market oper-
ations and real economic activity. They were pre-
cursors of a wave of innovations that would have
similar effects in the coming decade. These
included large-denomination negotiable certifi-
cates of deposit, one-bank holding companies,
offshore ‘shell” branches, the Eurodollar market,
and bankrelated commercial paper.
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Beginning in 1961, the Kennedy administra-
tion attempted to coordinate fiscal and monetary
policy by proposing large tax cuts to encourage
investment and economic expansion. A new prob-
lem was that the United States was experiencing
large gold outflows as the world continued to
recover from the world war. To cope with this
new approach and problem, the FOMC was
encouraged to abandon its bills-only policy and
to attempt to twist the yield curve by buying long-
term bonds and selling bills. As short-term rates
rose the Board repeatedly raised the ceiling on
interest rates that banks could pay on time and
savings deposits. It was argued that lower long-
term interest rates would encourage capital forma-
tion and that higher short rates would discourage
foreign interests from converting dollars into
gold, as they were entitled to under the Bretton
Woods agreements. These efforts were not suc-
cessful in discouraging gold outflows, but invest-
ment and the economy expanded strongly. In
1965 the Board introduced a Voluntary Foreign
Credit Restraint programme, which discouraged
banks from overseas lending that was not financ-
ing US exports. Nevertheless, gold continued to
flow out and the requirement that Federal Reserve
notes and reserves be backed by gold was can-
celled in 1968. Large open-market purchases had
been needed to offset gold losses.

Policy coordination between the Board and the
new Johnson administration effectively ended in
December 1965, when the Board approved an
increase in the discount rate because of inflation
arising from mobilizing for the Vietnamese War.
Net free reserves had turned negative in 1965 and
were increasingly so until late 1966. Short-term
interest rates rose until October. Higher rates
increased the cost of the mobilization and had
devastating effects on residential construction
and the savings and loan associations and mutual
savings banks (hereafter thrifts) that financed it,
because in September Congress passed legislation
limiting interest rates that thrifts could pay on time
and savings accounts. These limits meant thrifts
would experience withdrawals of funds or ‘disin-
termediation’ because depositors switched funds
to government securities, which had no limits.
This policy transmission channel would soon
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disappear because Congress and the administra-
tion could not withstand the resulting political
pressures. In 1968 the Federal National Mortgage
Association was privatized and in 1970 the Fed-
eral Home Loan Mortgage Corporation was cre-
ated. Both bypassed depository institutions
by securitizing mortgage loans. Banks also
responded to Board policies and restrictions on
innovations by opening overseas offices that were
not subject to them. A ten per cent income tax
surcharge in 1967 was insufficient to stop infla-
tion, and short-term interest rates rose to new
highs in January 1970, when Chairman Martin’s
term ended. Net free reserves averaged about a
negative $1 billion between May 1969 and July
1970. A decrease in short-term interest rates
followed the then largest-ever US bankruptcy of
the Penn Central Transportation Company in June
1970, but led to large new capital outflows in 1971
that pressured the dollar. The FOMC responded
by forcing short-term rates and net borrowed
reserves up again.

Towards Flexible Exchange Rates

The amplitude of changes in interest rates
increased between 1965 and 1971, and the United
States experienced a recession in 1970. As in the
1950s the Federal Reserve was unable simulta-
neously to achieve satisfactory unemployment,
inflation, and exchange rate outcomes. Many of
the Board’s policy instruments, such as the dis-
count rate, reserve requirement changes, and
many regulations had effectively been disabled
by innovations, so that only open-market opera-
tions were available to achieve multiple targets.
For example, an increase in reserve requirements
induced banks to resign from the system or to
conduct more of their business overseas. One
exception to this loss of powers was the 1970
amendments to the Bank Holding Company Act,
which finally gave the Board regulatory authority
over one-bank holding companies. In August
1971 the Nixon administration, with new Board
Chairman Arthur F. Burmns as an advisor,
announced a 90-day freeze on prices and wages,
suspension of gold sales, and several other major
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changes in the United States. The suspension of
gold sales led to a floating exchange rate system,
devaluation of the dollar, and sharp rises in dollar-
denominated prices in international markets. The
shift from a fixed to a floating exchange rate
system is likely to have increased the potency of
monetary policy, as was predicted by Mundell
(1961). The FOMC responded to consequent
high inflation by driving nominal short-term inter-
est rates to very high levels in 1973 and 1974,
which helped to induce a severe recession begin-
ning in August 1973, but were inadequate because
on average the real federal funds interest rate
(calculated with the GDP deflator) was negative
between the end of 1973 and 1978. Real estate and
other durable goods prices rose relative to the
GDP deflator, and the international value of the
dollar fell. After the resignation of President
Nixon in 1974, Congress required the Chairman
to explain policy in semi-annual public hearings
and report the FOMC’s targets for two money
stock measures: M1, a measure of transactions
balances, and M2, a measure of liquid assets.
Friedman and Schwartz (1963) had recommended
using money as an indicator of monetary policy
instead of interest rates or net free reserves.

Part of the explanation for the policy failure
was continuing financial market innovation. For-
eign banks operating in the United States grew
rapidly and were unregulated until the 1978 Inter-
national Banking Act, which placed them under
Board supervision. The introductions of money
market mutual funds (MMMFs) and negotiable
order of withdrawal (NOW) accounts in 1972,
the Chicago Board Options Exchange in 1973,
and financial futures markets in 1975 again
began changing the relation between financial
and real markets. A more important change was
the rapid expansion of repurchase agreements
after 1970. In a repurchase agreement, a client’s
deposits are borrowed to finance a bank’s or
dealer’s inventory of government securities,
often only overnight. Large bank holdings of gov-
ernment securities often represented transactions
balances of large corporations and state govern-
ments that could not easily be controlled.

The real federal funds rate turned distinctly
positive in the third quarter of 1979 when Paul
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A. Volcker became chairman. In early October he
announced that the FOMC would no longer limit
fluctuations in short-term interest rates and would
use open-market operations to control bank
reserves. This was a major policy change from
practices dating from the 1951 accord. Further,
he imposed eight per cent marginal reserve require-
ments on non-deposit liabilities, that is, Eurodollar
borrowing, federal funds purchased from
non-member banks, and funds acquired through
repurchase agreements. These vigorous actions
together with large income tax cuts by the Reagan
administration between 1981 and 1983 drove real
short-term interest rates to levels not seen since the
early 1930s and caused MMMFs to grow rapidly.
In only two quarters between 1979 and 1986 was
the average real federal funds less than five per
cent. These high rates caused the trade-weighted
value of the US dollar to appreciate by 87 per cent
between July 1980 and February 1985, which sav-
aged US exports and attracted imports with adverse
consequences for US manufacturing.

Financial Deregulation

The landmark Depository Institutions Deregula-
tion and Monetary Control Act was signed by
President Carter at the end of March 1980. It
radically changed the Federal Reserve System by
eliminating the significance of membership in the
system. After an 8 year phase-in period, all
depository institutions would be subject to uni-
form reserve requirements on demand and time
deposits, although the requirement on the first $25
million of transactions deposits was less than that
on other transactions deposits. The Board could
vary reserve requirements. All depository institu-
tions had access to reserve bank discount win-
dows. This strengthened the system because
banks could no longer threaten to leave it in
order to get the lower requirements that many
states imposed. Further, Federal Reserve banks
were required to charge banks for the cost of
services they provided. Before this act they had
been giving away services as an inducement for
banks to stay in the system. This pricing require-
ment in turn forced depository institutions to
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begin to charge their clients for services, which
changed the way banking services were used. The
act mandated that interest rate ceilings on time and
savings accounts be eliminated after six years,
increased deposit insurance, and had other impor-
tant provisions that are beyond the scope of this
discussion.

In late 1980 the Board announced that transfers
from overseas branches to the United States could
be treated as collected funds on the day they were
transferred. Before then, transfers in a day were
not ‘good funds’ until the following day. The
expansionary effects of this change, rapidly grow-
ing repurchase agreements, and other innovations
are evident in demand deposit turnover statistics
that the Board reported from 1919 until August
1996. Turnover is the annualized value of all
withdrawals from deposit accounts divided by
aggregate deposit balances.

High interest rates were savaging thrift institu-
tions, which had negative gaps (more fixed-rate
assets than fixed-rate liabilities on most future
dates), and allowed MMMFs to expand rapidly.
Congress intervened in September 1982 by passing
the Garn—St Germain Act, which provided
temporary emergency assistance and among other
changes introduced money market deposit
accounts and super NOW accounts, which paid
market interest rates. MMMF growth was slowed
by this act, but the weakening condition of banks
and thrift institutions would result in large numbers
of failures as the decade wore on. Large banks also
experienced large losses because the appreciating
dollar had resulted in failures of sovereign states,
especially in Latin America, to meet their loan
obligations. Chairman Volcker was heavily
involved in negotiating solutions for these defaults.

The restrictive monetary policy resulted in the
deepest recession since the Depression; the unem-
ployment rate was 10.8 per cent at the end of
1982. At the end of Volcker’s term in August
1987 the unemployment rate had fallen to six per
cent and the consumer inflation rate was less than
two per cent. Real interest rates had fallen from
10.5 per cent in mid-1981 to four per cent, and the
trade-weighted value of the dollar fell correspond-
ingly. Volcker’s February 1987 statement of mon-
etary policy objectives to the Congress reported
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that M1 was not a reliable indicator of monetary
policy and would be de-emphasized.

While his successor, Alan Greenspan,
inherited a much improved economy, many prob-
lems remained from a rising wave of bank failures
and the collapse of thrift institutions. Real estate
markets were especially disorderly when the thrift
crisis was resolved beginning in 1989 and were
further distorted by provisions in the Tax Reform
Act of 1986, which disallowed many interest tax
deductions. After 1990 interest on home loans
was effectively the only deductible interest on
individual income tax returns. In addition, a col-
lapse of stock prices in October 1987, strong
foreign demand for US currency associated with
the collapse of the Soviet Union, and a recession
at the end of 1990 presented further challenges.
The FOMC responded to these challenges by
varying the real federal funds rate, defined using
the contemporaneous GDP price deflator inflation
rate. This rate fell sharply for two quarters after
the stock market crash, rose before falling for two
quarters after a second stock market dip in Octo-
ber 1989, and then began to fall in the fourth
quarter of 1990. In July 1993 testimony before
Congress, Greenspan disclosed that the FOMC
was downgrading M2 as an indicator of monetary
policy and, as could have been surmised from its
actions, that an important guidepost was now real
interest rates. The real federal funds rate averaged
less than one per cent in 1993. In early 1995 it had
risen to four per cent and held that value as an
average until the collapse of a large hedge fund in
September 1998. After the fallout from the hedge
fund collapse had been resolved, the real federal
funds rate was restored to an average of about four
per cent in 2000. When a new recession appeared
in 2001 together with a sustained large collapse in
stock market prices, the real federal funds rate was
lowered to near zero in the fourth quarter; the rate
had averaged zero for 13 consecutive quarters as
of March 2005.

Between December 1990 and April 1992
reserve requirements on time and demand
deposits were reduced, which helped banks to
increase net income. In January 1994 ‘retail
sweep programmes’ were introduced. In these
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programmes, a bank shifts funds from a deposi-
tor’s transactions account to a synthetic time
deposit account in the depositor’s name in order
avoid reserve requirements, usually without the
depositor’s knowledge. The Board does not mea-
sure the amount of funds swept, except at the time
the programme was established. The Board esti-
mated that as of August 1997 required reserves
fell by one-third because of these programmes.

In November 1999 President Clinton signed
the Financial Services Modernization (Gramm-—
Leach-Bliley) Act, which reversed the 1933
Glass—Steagall Act’s ban on combining commer-
cial and investment banking. The ban had been
eroding since 1987, when some large bank hold-
ing companies were authorized by the Board to
establish subsidiaries that could underwrite state
and local government revenue bonds. The new
act authorized the establishment of financial
holding companies, which were to be regulated
by the Board and could engage in an approved
list of activities that included commercial bank-
ing, insurance, securities underwriting, merchant
banking, and complementary financial undertak-
ings. In 2003 there were more than 600 financial
holding companies, which resemble the univer-
sal banks that exist in other countries.

In December 2002 the Federal Reserve
discarded the discount rate as a policy instrument
by replacing it with an interest rate on primary
credit extended by the discount window that is
one per cent above the FOMC target federal funds
rate. Primary credits are collateralized loans to
banks in sound financial condition.

As the foregoing dramatic institutional
changes suggest, the Federal Reserve System is
a work in progress. Its set of policy instruments
and its dimensions have radically changed.
Because of offshore banking facilities and retail
sweep accounts, reserve requirement changes
are no longer an effective policy instrument. As
noted in the preceding paragraph, the discount
rate has been discarded as an instrument; it is
simply a penalty rate that is related to a bank
rate, as is often the practice in other countries.
Regulations on the interest rates banks pay on
time and savings deposits have been discarded.
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Open-market operations are almost the sole pol-
icy instrument that can be used to achieve the
Board’s target nominal and real federal funds
interest rates. While the FOMC has been able
to control the overnight federal funds rate, the
linkage between it and real economic activity is
changing. First, the combined holdings of US
government securities by foreign central banks
have recently exceeded those of Federal Reserve
banks. Foreign central bank holdings are partly a
result of their efforts to manipulate exchange
rates; their holdings are likely to change when
FOMC policies change. Second, repurchase
agreements and offshore transactions vary con-
siderably over time and their volumes appear to
be sensitive to US economic activity. Third, the
outstanding stock of securitized mortgage and
other debt has been growing rapidly; such debt is
a close substitute for US government debt and
its amount has real economic effects. Fourth,
because of decreasing required reserves and
growing offshore holdings of US currency,
89 per cent of Federal Reserve liabilities were
in the form of Federal Reserve notes in Decem-
ber 2003; the corresponding share was 34 per
centin 1941, 57 per cent in 1970, and 79 per cent
in 1989. In part, the Federal Reserve recently has
become an institution for collecting seigniorage
from the rest of the world. Finally, over the
decade ending in 2003, the share of all credit
market assets held by depository institutions in
the Federal Reserve’s flow of funds accounts
fell. In the context of the most recent 13 quarters
of a zero real federal funds interest rate, more
changes could be expected.
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Fel’dman, Grigorii Alexandrovich
(1884-1958)
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Abstract

Fel’dman was one of the founders of the theory
of economic growth, the economics of planning
and development economics. His contributions
were made in the USSR in the late 1920s. He
developed a two-sector growth model and
showed how different growth rates implied dif-
ferent economic structures. He derived two the-
orems. He is regarded as the father of the ‘heavy
industry first’ strategy of economic develop-
ment. A brilliant pioneer, Fel’dman’s work
was cut short by the Stalinists. Later analysis
and international experience revealed a number
of limitations of a narrowly Fel’dmanite
approach to economic policy.
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Fel’dman was one of the founders of the theory of
economic growth under socialism, the economics
of planning and development economics. An elec-
trical engineer by profession, he worked in Gosplan
from February 1923 to January 1931. It was in this
period that his contribution to economics was made.
At first he was in the department analysing and
forecasting developments in the world economy
(he concentrated on Germany and the USA). His
first work on the theory of growth was a compara-
tive study of the structure and dynamics of the US
economy in 1850-1925 with projections of the
Soviet economy between 1926/1927 and 1940/
1941. His most important work (‘On the theory of
the rates of growth of the national income’) was a
report to Gosplan’s committee for compiling a long-
term plan for the development of the national econ-
omy of the USSR. It was published in two parts in
Gosplan’s journal in 1928. A year later Fel’dman
published a paper (1929c) which provides a more
popular presentation of how to utilize his ideas to
calculate long-term plans. The ideas of Fel’dman
formed the methodological basis for the preliminary
draft of a long-term plan worked out by the com-
mittee, then headed by N.A. Kovalevskii. This draft
was discussed at meetings of Gosplan’s economic
research institute in February and March 1930.
Apart from this serious discussion, during 1930
Fel’dman came under public attack for his ideas.
His reliance on mathematics and his lack of fanat-
icism did not fit in well with the political fervour of
1930. The concrete numerical work of Fel’dman
and Kovalevskii in 1928-1930 was much too
optimistic. It treated as feasible entirely unrealizable
goals. The attempt to realize them had disastrous
effects on the economy. Unfortunately, the political
situation in the USSR prevented Fel’dman from
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publishing anything on economics after 1930.
Even when, in 1933, he reverted from the sensitive
subject of socialist industrialization to the problems
of capitalist growth, his book was not published.

As far as growth theory is concerned,
Fel’dman’s work was much in advance of con-
temporary Western work. He developed a two-
sector growth model and showed how different
growth rates implied different economic struc-
tures. He derived two important results, one
about the ratios of the capital stocks in the two
sectors, the other about the allocation of invest-
ment between the two sectors. The first result is
that a high rate of growth requires that a high
proportion of the capital stock be in the producer-
goods sector. This is illustrated in Fig. 1.
Fel’dman’s second theorem is that, along a steady
growth path, investment should be allocated
between the sectors in the same proportion as the
capital stock. For example, suppose that a 20 per
cent rate of growth requires a K /K, of 3.7. Then, to
maintain growth at 20 per cent p.a. requires that
3.7/4.7 of annual investment goes to the consumer-
goods industries and 1.0/4.7 of annual investment
goes to the producer goods industries.

The interrelationship between the two theo-
rems is shown in Table 1, in which Fel’dman
explained how any desired growth rate, given
the capital-output ratio, determined both the nec-
essary sectoral composition of the capital stock
and the sectoral allocation of investment.

Given the capital-output ratio, the higher the
K,/K. ratio, that is, the greater the proportion of
the capital stock in the producer goods sector, and
correspondingly the higher the AK,/AK,. + AK))
ratio, that is, the greater the proportion of new
investment in the producer-goods sector, the
higher the rate of growth. With a capital-output
ratio of 2.1, to raise the growth rate from 16.2 to
24.3 per cent requires raising the proportion of the
capital stock in the producer-goods sector from a
third to a half, and the share of investment in the
producer-goods sector from a third to a half.

The conclusion Fel’dman drew from his model
was that the main tasks of the planners were to
regulate the capital-output ratios in the two sectors
and the ratio of the capital stock in the producer-
goods sector to that in the consumer-goods sector.
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Fig. 1 Fel’dman’s first
theorem. Notes: K. is the
capital stock in the
consumer goods industry,
K, is the capital stock in the
producer goods industry
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Table 1 Fel’dman’s two theorems

(1884-1958),

2 O(in % p.a.) (when K/Y = 2.1) ﬁ
0.106 4.6 0.096
0.2 8.1 0.167
0.5 16.2 0.333
1.0 243 0.500

For the former task, Fel’”dman recommended ratio-
nalization and multi-shift working; for the latter,
investment in the producer-goods sector.

As far as the economics of planning is
concerned, the main lesson to be learned from
the Fel’dman model is that the capacity of the
capital-goods industry is one of the constraints
limiting the rate of growth of an economy. There
may well be other constraints, such as foreign
exchange, urban real wages or the marketed out-
put of agriculture. (Indeed, it is possible that one
or more of these are binding constraints and that
the limited capacity of the producer-goods sector
is a non-binding constraint.) Economic planning
is largely concerned with the removal of con-
straints to rapid economic growth. Accordingly,
a planned process of rapid growth may require
that the planners stimulate the rapid development
of the producer-goods sector.

As far as development economics is concerned,
Fel’dman is important because of the argument in

his 1928 paper that ‘an increase in the rate of
growth of income demands industrialization,
heavy industry, machine building, electrification...’.
When first formulated, this conclusion struck many
economists as counter-intuitive and paradoxical.

Fel’dman’s work, as is natural for a pioneer,
suffers from serious limitations. As far as the
theory of economic growth under socialism is
concerned, he was an important early contributor,
but his work has to be complemented by
Kalecki’s (1969) emphasis on the limits of growth
and Kornai’s (1992, ch. 9) emphasis on the
behavioural regularities actually generating the
growth process. As for the economics of planning,
his arguments have to be complemented by a
proper understanding of the role of agriculture,
foreign trade and personal consumption and of
the danger of an over-accumulation crisis. In
development economics, experience in the
USSR in the 1930s, India in the 1950s and
China in the Maoist period has shown the limita-
tions of a narrowly Fel’dmanite approach.

A brilliant pioneer, Fel’”dman’s work was ended
after only a few years by the Stalinists. In January
1931 Fel’dman was forced out of Gosplan. He
seems to have been arrested in 1937 and only
released — probably from the Gulag — in 1943, but
even then was forbidden to return to Moscow. He
was only allowed to return to Moscow in 1953, by
which time he was seriously ill.
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Fellner was born in Budapest and received his
PhD at the University of Berlin. In 1938 he
moved to the United States and taught at Berkeley
(1939-52) and Yale (1952—73). He was President
of the American Economic Association (1969)
and a member of the Council of Economic
Advisers (1973-5).

His major contributions were to macroeco-
nomic theory and policy. Those who, like myself,
were fortunate enough to know him came to wor-
ship him because of his combination of nobility of
spirit, profundity, subtlety, humility, deep culture
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and inherent humanity. His writings were shaped
by all these qualities as well as by his formative
experiences in interwar Europe. He was a liberal
of the old school — a humanist and an anti-
authoritarian. He had been traumatized by the
German hyperinflation, the mass unemployment
of the Great Depression, and by the Nazi totalitar-
ianism which ensued. His teachings were commit-
ted to avoiding a repetition.

Upon re-reading his Monetary Policies and
Full Employment (1946), one is struck by how
far ahead of his time he was. A limited Keynesian,
he advocated policies aimed at avoiding severe
recessions and allowing small ones to run their
course because he foresaw that an unconditional
guarantee of full employment would lead monop-
olistic groups of industrialists and workers to con-
stantly raise wages and prices and reduce quality.
This is precisely what happened in the industrial
countries between 1965 and 1973. The result
would be that an unconditional full employment
guarantee would require government controls on
wages and prices and would ultimately result in a
severe abrogation of both liberty and market effi-
ciency. He argued that growth and cycles are
interdependent as are price stability and employ-
ment. He emphasized the role of uncertainty,
expectations and credibility of government-policy
commitments. He foreshadowed both a subtler
version of supply-side economics and of rational
expectations. With respect to supply-side eco-
nomics, he argued that fiscal expansionism should
be limited to counteracting severe recessions only
and that otherwise a combination of credit poli-
cies, price- cost policies, and tax policies aimed at
increasing the level of private activity would be
preferable. He argued that price-wage expecta-
tions are critical since uncertainty could defeat
Keynesian policies.

Thirty years later (Fellner 1976), he amplified
this theme. He suggested that dynamic macroeco-
nomic equilibrium requires not only that savings-
investment decisions be validated but also that
price expectations be close to actual price levels.
He qualified the now usual rational expectations
model with the view that public predictions of
government reactions are probabilistic; credibility
is, therefore, critical. But government should not
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passively validate just any expectations. Rather, a
major policy aim should be to create an environ-
ment of restraint which leads to stable rather than
explosive expectations. Thus, he cast government
in the same role as himself — that of a wise teacher.

Selected Works

1946. Monetary policies and full employment.
Berkeley: University of California Press.

1949. Competition among the few. New York:
Alfred A. Knopf.

1955. Trends and cycles in economic activity.
New York: Holt, Rinehart & Winston.

1960. Emergence and content of modern eco-
nomic analysis. New York: McGraw-Hill.

1965. Probability and profit. Homewood.:
Richard D. Irwin.

1976. Towards a reconstruction of macroeconom-
ics. Washington, DC: American Enterprise
Institute.

Female Labour Force Participation:
Persistence and Evolution

Paola Giuliano

Abstract

This article explores the relevance of deep
historical forces that have influenced the his-
torical gender division of labour and the per-
ception of women’s roles in society more
generally. In particular, we will review how
different types of subsistence activity in the
ancient past — such as hunting and gathering
and various types of agricultural technology —
and geography and language can affect the role
of women and their relative bargaining posi-
tions up to modern times. Finally, we will
review the relevance of mechanisms such as
learning, in contrast to deep historical forces, to
explain the evolution of female labour force
participation.
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Social attitudes toward women and their role in
society show remarkable differences across coun-
tries, including those with similar institutions or
economic development; in some countries, they
have also changed dramatically in a relatively
short time.

The economics literature initially explained dif-
ferences in female labour force participation by
looking at standard economic variables such as the
level of development, women’s education, fertility
and marriage/divorce prospects and the expansion
of the service sector (see Goldin (1990) for a
review). Some scholars have emphasised the role
played by market prices, such as the decline in
childcare costs (Attanasio et al. 2008), and by tech-
nological factors such as the invention of baby
formula (Albanesi and Olivetti 2014).

A more recent literature has argued that differ-
ences in female labour force participation across
countries could reflect underlying cultural values
and beliefs, which tend to be transmitted from
parents to children and to stay fairly stable over
time. This article will review the literature on the
relevance of culture in the determination of female
labour force participation and especially on the
long-term historical origins of these differences,
which will help us understand their persistence.
We will also look at research emphasising a change
in the bargaining power of women inside the mar-
ried couple which helps explain the dramatic
increase in female labour force participation in
many countries over the last century. Concluding
remarks will discuss directions for further research.

Persistence in Female Labour Force
Participation

In 2000, the share of women aged 15-64 in the
labour force ranged from 16% in Pakistan to
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90.5% in Burundi. Traditional economic interpre-
tations having proven insufficient to explain these
differences, a recent strand of literature has
emphasised the role of culture. In an important
contribution, Fernandez and Fogli (2009) show
that female labour force participation amongst
second-generation immigrants in the USA is
very strongly correlated with female labour force
participation in the country of origin. This evi-
dence is relevant to explain the importance of
culture, because migrant women of various ori-
gins are all observed in the same institutional and
labour market environment. (The authors chose
second-generation immigrants because the prob-
lem of selection and disruption due to migration is
less relevant for them than for first-generation
immigrants.)

Although this evidence clearly shows that cul-
ture matters, little is known of the historical origin
of these cultural differences. In this section, we
will look at three important long-term historical
determinants of gender roles: agricultural technol-
ogy, language and geography.

Differences in Historical Agricultural
Technologies

Alesina et al. (2013) study the historical persis-
tence of differences in female labour force
participation. The hypothesis for their empirical
analysis comes from the seminal work of Ester
Boserup (1970), in which she argued that differ-
ences in the role of women in societies originate in
different types of agricultural technologies, par-
ticularly the differences between shifting and
plough agriculture. Shifting agriculture, which
uses hand-held tools such as the hoe and the
digging stick, is labour-intensive, with women
actively participating in farm work, while plough
agriculture is more capital-intensive, using the
plough to prepare the soil. Unlike the hoe or
digging stick, the plough requires significant
upper-body strength, grip strength and bursts of
power to either pull the plough or control the
animal that pulls it. Farming with the plough is
also less compatible with childcare, which is
almost always the responsibility of women. As a
result, men tended to specialise in agricultural
work outside the home, while women specialised
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in activities within the home. In turn, this division
of labour generated different norms about the
appropriate role of women in society. Societies
characterised by plough agriculture developed
the belief that the natural place for women is in
the home. This belief tends to persist even if the
economy moves out of agriculture, affecting the
participation of women in activities performed
outside the home, including market employment,
entrepreneurship and politics.

The authors start their analysis by docu-
menting a very strong negative correlation
between traditional use of the plough and female
participation in agriculture in pre-industrial soci-
eties, using the Ethnographic Atlas, a dataset
assembled by George Peter Murdock in 1967
and containing ethnographic information for
1,265 ethnic groups covering the whole world.
To investigate whether plough-based agriculture
correlates with lower female participation in all
agricultural tasks or only in a few (such as soil
preparation), the authors report results on specific
activities carried out in the field or outside the
home: land clearance, soil preparation, planting,
crop tending, harvesting, caring for small and
large animals, milking, cooking, fuel gathering,
water fetching, burden carrying, handicraft pro-
duction and trading. Their empirical analysis care-
fully controls for all the other variables that could
be correlated with plough use and gender roles:
the presence of large domesticated animals, a
measure of economic development, the fraction
of land where the ethnic group lives defined as
tropical or subtropical, and the fraction of land
that is defined as overall suitable for agriculture.
Overall, the authors find that plough use is asso-
ciated with less female participation in all agricul-
tural tasks, with the largest declines in soil
preparation, planting, crop tending and burden
carrying. But they find that plough use tends not
to be significantly correlated with female partici-
pation in other activities. This interpretation of the
correlations is fully consistent with Boserup’s
hypothesis.

After looking at the correlation between agri-
cultural technology and female participation in
agriculture in pre-industrial societies, Alesina
et al. (2013) study whether differences in
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agriculture technologies still have an impact on
female labour force participation today. The exis-
tence of a correlation between female labour force
participation in agriculture and agricultural tech-
nology in the past does not necessarily imply that
differences in historical agriculture technologies
affect female labour force participation today.
Goldin and Sokoloff (1984), for example, docu-
ment that within the northeastern USA the low
relative productivity of women and children in
agriculture (and their low participation in this
sector) allowed them to participate actively in
the manufacturing sector. In this setting, initial
female labour force participation in agriculture is
inversely related to subsequent participation in
manufacturing, showing a lack of continuity of
female labour force participation over time as
industrialisation occurred. An interpretation
based on social norms could, however, help
explain the long-term persistence.

To show long-term persistence, Alesina et al.
(2013) look at differences in female labour force
participation, but also at beliefs about the role of
women in society in 2000.

To analyse contemporary female labour force
participation, they match ethnographic data to
current populations using the global distribution
of 7,612 language groups from the 15th edition of
the Ethnologue and the global distribution of pop-
ulation densities from the 2000 Landscan data