Abbott, Edith (1876-1957)

P. Kerr

Social reformer, economic historian and a pioneer
in America of the study of the economic position of
women, Edith Abbott was born on 26 September
1876 in Nebraska, and graduated from the Univer-
sity of Nebraska in 1901. She enrolled in a summer
session at the University of Chicago in 1902,
attracting the attention of James Lawrence Laugh-
lin and Thorstein Veblen, and on their recommen-
dation returned to Chicago in 1903 on a fellowship
in political economy, taking her PhD in 1905 with a
dissertation on the wages of unskilled labour in the
USA between 1850 and 1900 (Abbott 1905). It was
during this period at Chicago that she met
Sophonisba Breckinridge who became her mentor
and lifelong friend. In 1906, on a Carnegie Fellow-
ship, she went to the LSE to carry out research on
women in industry. In London she was influenced
by the social reformers of the day, including
Charles Booth and Sydney and Beatrice Webb.
She returned to the USA in 1907 and taught polit-
ical economy at Wellesley. In 1908 Breckinridge,
now Director of Research at the newly established
Chicago School of Civics and Philanthropy, invited
her to become her assistant.

Abbott’s work there involved her directly in
action for the protection and education of
juveniles and immigrants, for improvements in
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housing, and for the reform of correctional insti-
tutions. She also worked towards women’s suf-
frage, the 10-h law to protect women in
employment, and the admission of women into
trades unions. In the 1930s she was to become a
staunch advocate of social insurance measures
and the welfare state. Although sympathetic to
the New Deal, she felt it to be entirely inadequate
when it came to welfare policies.

Her publications ranged over a number of areas
in social and public policy, and with Breckinridge,
she was an influential proponent of the role of the
state as the key element in any extensive pro-
gramme of social welfare. The journal they jointly
established in 1927, Social Science Review, was
immediately recognized as a highly esteemed pro-
fessional journal. Her main writings on economics
were collected in her Women in Industry (1910),
where a recurring theme was the distinction
between the progress of ‘professional’ women
(and the women’s movements with which they
were associated) and the relatively unchanged
position of working-class women.

After 1920, although social work came
increasingly to dominate her time, Abbott contin-
ued her role as an applied economist. She was a
member of the advisory committee of the ILO on
immigration, and succeeded Breckinridge as
Dean of the School of Social Studies Administra-
tion at Chicago. She remained in the post until
1942, and continued editing the Social Science
Review until 1953. She died at the age of 80 at
her family home in Grand Island.
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Born in Brooklyn, New York, Abramovitz was
educated at Harvard (AB, 1932) and Columbia
(Ph.D., 1939). He held faculty appointments at
Columbia (1940-2, 1946-8) and Stanford Univer-
sity (1948—77) and was a member of the research
staff of the National Burecau of Economic
Research from 1938 to 1969. From 1942 to 1946
he worked as an economist for several organiza-
tions within the United States government. He
was elected president of the American Economic
Association in 1979-80.

Abramovitz’s work, which was particularly
influenced by Wesley C. Mitchell and Simon
Kuznets, centres on the study of long-term
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economic growth and fluctuations in industrialized
market economies. His first major contribution was
an empirical study of business inventories that
demonstrated the importance of inventory change
in the shorter swings of the business cycle, and
showed how the classification of inventories by
stage of processing aided in the explanation of
their behaviour (Abramovitz 1950). From this,
Abramovitz went on to the study of longer-term
fluctuations, Kuznets cycles of 15 to 20 years dura-
tion, and formulated the most widely accepted
interpretation of these cycles. Using Keynesian
aggregate demand theory, Abramovitz developed
a model linking Kuznets cycles to long swings in
building cycles and demographic variables, and to
shorter-term business cycles (Abramovitz 1959a,
1961, 1964, 1968).

Contemporaneously with his work on fluctua-
tions, Abramovitz made important contributions
to long-term economic growth. He was one of the
first to demonstrate that only a small share of long-
term output growth in the United States was
explained by factor inputs (Abramovitz 1956).
He documented and analysed the increasing role
of government during long-term economic growth
(Abramovitz 1957, 1981) and directed and coordi-
nated a comparative study of the post-war eco-
nomic growth of a number of industrialized
market nations (Abramovitz 1979b, 1986). Finally,
he challenged in characteristically perceptive fash-
ion the facile linkage made by many economists
between economic growth and improving human
welfare (Abramovitz 1959b, 1979a, 1982).
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Absentee

F. Y. Edgeworth

An absentee may be variously defined (1) as a
landed proprictor who resides away from his

estate, or (2) from his country; or more generally
(3) any unproductive consumer who lives out of
the country from which he derives his income.

Examples of these species are (1) a seigneur
under the ancien régime living in Paris at a dis-
tance from his estates; (2) an Irish landlord
resident abroad; (3) an Anglo-Indian ex-official
resident in England and drawing a pension from
India. In writing briefly on the evils of absentee-
ism it is difficult to use general terms appropriate
to all the definitions; but considerations primarily
relating to some one definition may easily be
adapted to another by the reader.

It is useful to consider separately the effects of
the absentee proprietor’s consumption upon the
wealth of his countrymen; and the moral, as well
as economical effects of other circumstances.

I. The more abstract question turns upon the fact
that the income of an absentee is mostly remit-
ted by means of exports. ‘The tribute, subsidy,
or remittance is always in goods . .. unless the
country possesses mines of the precious metals’
(Mill). So far as the proprietor, if resident at
home, would consume foreign produce, his
absence, not increasing exports, does not affect
local industry. So far as the proprietor’s absence
causes manufactures to be exported, his coun-
trymen are not prejudiced. For they may have
as profitable employment in manufacturing
those exports as, if the proprietor had resided
at home, they would have had in supplying
manufactured commodities or services for his
use. But if the proprietor by his absence causes
raw materials to be exported, while if present
he would have used native manufactures and
services, his absence tends to deprive his coun-
trymen of employment, to diminish their
prosperity, and perhaps their numbers. This
reasoning is based on Senior’s Lectures on the
Rate of Wages (Lecture 11), and Political Econ-
omy (pp. 155-61). Senior’s position is in a just
mean between two extremes — the popular fal-
lacy and the paradox of McCulloch. On the one
hand it is asserted that between the payment of
a debt to an absentee and a resident there is the
same difference as between the payment and
non-payment of a tribute to a foreign country.



On the other hand it is denied that there is any
difference at all. The grosser form of the vulgar
error, the conception that the income of the
absentee is drawn from the tributary country
in specie, is exemplified in Thomas Prior’s
List of Absentees (1727). McCulloch’s argu-
ments are stated in the essay on ‘Absenteeism’
in his Treatises and Essays on Money, etc., and
in the evidence given by him before some of the
parliamentary commissions which are referred
to below. Asked ‘Do you see any difference
between raw produce and manufactured
goods’, McCulloch replies, ‘I do not think it
makes any difference’ (compare Treatises and
Essays, p. 232). He appeals to observation, and
finds that the tenants of absentee landlords are
‘subjected to less fleecing and extortion than
those of residents’.

J.S. Mill attributes to absenteeism a tendency
to lower the level of prices in the country from
which the absentee draws an income; with the
consequence that the inhabitants of that country
obtain their imports at an increased cost of effort
and sacrifice (Unsettled Questions, Essay 1, p. 43).
Mill’s meaning may be made clearer by a study of
the rest of the essay which has been cited, and of
the parallel passage in his Political Economy
(Book v, ch. iv, § 6), where he argues that an
inequality between exports and imports results in
an ‘efflux of money’ from one country to another.

Upon less distinct grounds Quesnay connects
absenteeism with a development of trade and
industry in an unhealthy direction (Oeuvres, ed.
Oncken, p. 189). Among recondite considerations
which may bear on the subject should be men-
tioned Cantillon’s theory concerning the effect of
the consumption of the rich on the growth of pop-
ulation (Essai, pt. 1, ch. xv).

II. Other economical advantages lost by absen-
teeism are those which spring from the interest
which a resident is apt to take in the things and
persons about him. Thus he may be prompted
to invest capital in local improvements, or to
act as an employer of workmen. ‘It is not the
simple amount of the rental being remitted to
another country’, says Arthur Young, ‘but the
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damp on all sorts of improvements’.
D’Argenson in his Considérations sur le
gouvernement ancien et présent de la France
(1765, p. 183), attributes great importance to
the master’s eye.

The good feeling which is apt to grow up
between a resident landlord and his tenantry has
material as well as moral results, which are gen-
erally beneficial. The absentee is less likely to take
account of circumstances (e.g., tenant’s improve-
ments), which render rack-renting unjust. He is
less likely to make allowance for calamities which
render punctual payment difficult. ‘Miseries of
which he can see nothing, and probably hear as
little of, can make no impression’ (A. Young). He
is glad to get rid of responsibility by dealing with a
‘middleman’, or intermediate tenant — an addi-
tional wheel in the machinery of exaction, calcu-
lated to grind relentlessly those placed underneath
it. Without the softening influence of personal
communication between the owner and the culti-
vator of the soil, the ‘cash nexus’ is liable to be
strained beyond the limit of human patience, and
to burst violently. There can be little doubt but that
absenteeism has been one potent cause of the
misery and disturbances in Ireland. The same
cause has produced like effects in cases widely
different in other respects. The cruellest oppres-
sors of the French peasantry before the Revolution
were the fermiers, who purchased for an annual
sum the right to collect the dues of absentee sei-
gneurs. The violence of the Granger Railway leg-
islation in the western states of America is
attributed to the fact that the shareholders damni-
fied were absentee proprietors (Seligman, Journal
of Political Science, 1888).

There are also the moral advantages due to the
influence and example of a cultivated upper class.
The extent of this benefit will vary according to
the character of the proprietors and the people. In
some cases it may be, as Adam Smith says, that
‘the inhabitants of a large village, after having
made considerable progress in manufactures,
have become idle in consequence of a great
lord having taken up his residence in their
neighbourhood’. The opposite view, presented
by Miss Edgeworth in her Absentee, may be true
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in other states of civilization. Perhaps the safest
generalization is that made by Senior that ‘in
general the presence of men of large fortune is
morally detrimental, and that of men of moderate
fortune morally beneficial, to their immediate
neighbourhood’.

Reprinted from Palgrave s Dictionary of Polit-
ical Economy.
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Absolute and Exchangeable Value

John Eatwell

Abstract

The notion of absolute (as distinct from
exchangeable or relative) value arises in clas-
sical economics from the image of a given
magnitude of output being distributed between
the social classes. Ricardo posited that the
value of the social surplus could be expressed
in terms of labour regardless of how the surplus
was distributed. But since changes in distribu-
tion affect exchangeable value, the value of the

surplus will typically vary as distribution
varies, even though its physical magnitude
remains unchanged. In 1823 Ricardo con-
cluded that ‘there is no such thing in nature as
a perfect measure of value’.
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No one can doubt that it would be a great desid-
eratum in political economy to have such a mea-
sure of absolute value in order to enable us to
know, when commodities altered in relative
value, in which the alteration in value had taken
place (David Ricardo 1823, p. 399n).

The idea that changes in the relative or
exchangeable value of a pair of commodities
might usefully be attributed to alterations in the
‘absolute value’ of one or the other of them will
appear rather odd to anyone accustomed to think-
ing of the basic problem of price theory as being
the determination of sets of relative prices, with
any consideration of ‘absolute’ value being con-
fined to problems in monetary theory and the
determination of the overall price level. Since in
neoclassical theory it is the relative scarcity of
commodities, or of the factor services which are
used to produce them, which is the key to relative
price formation, no conception of ‘absolute’
value, that is, a price associated with the condi-
tions of production of a single commodity, is
either relevant or necessary.

Yet the notion of absolute value arose naturally
within Ricardo’s analysis of value and distribu-
tion. The central problem of classical theory is to
relate the physical magnitude of surplus (defined
as the social output minus the replacement of
materials used in its production and the wage
goods paid to the labourers employed) to the
general rate of profit and the rents in terms of



which the surplus is distributed. The key image is
the distribution of a given magnitude of output
between the classes of the society. ‘After all’, as
Ricardo put it, ‘the great questions of Rent, Wages
and Profits must be explained by the proportions
in which the whole produce is divided between
landlords, capitalists, and labourers, and which
are not essentially connected with the doctrine of
value’ (1820, p. 194). Ricardo was able to sustain
this ‘material’ view of distribution only in the
Essay on Profits, and only there by the implicit
device of a sector in which all inputs and all output
consist of the same commodity, corn, which is
also used to pay wages in the other sectors of the
economy. In the corn sector the division of the
product may be expressed in physical terms, and
the rate of profit expressed as a ratio of physical
magnitudes.

This clear and direct analysis is no longer pos-
sible once the strong assumption of a self-
reproducing sector is dropped.

The need to express heterogeneous surplus (net
of rent) and heterogeneous capital as homoge-
neous magnitudes in order to determine the rate
of profit created the need for a theory of value.
Ricardo’s materialist approach led him to the
labour theory of value. The quantity of labour
embodied directly and indirectly in the production
of a commodity is determined by the conditions of
production of that commodity, or as Ricardo put it,
by the difficulty or facility of production, and will
change only when the technique changes. Hence
the aggregates of social surplus and capital
advanced may be expressed as quantities of
labour, these quantities being invariant to changes
in the distribution of social product. So the rate of
profit is determined as the ratio of surplus (on the
land last brought into use) to the means of pro-
duction, including wages.

Once, however, the impact of changes in dis-
tribution on exchangeable value is taken into
account the picture is far less clear. The value of
social output, and of the surplus, measured in any
given standard, will typically now vary as distri-
bution varies, even though the physical magnitude
of social output remains unchanged. The direct
deductive relationship between wages, surplus,
and hence, the rate of profit, is no longer
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self-evident, or indeed, evident at all. It was
Ricardo’s desire to restore clarity to his analysis
which led to his search for an invariable standard
of value (a standard in terms of which the size of
the aggregate would not vary as distribution was
changed) and for what Sraffa describes as ‘for
Ricardo its necessary complement’, absolute
value (Sraffa 1951, p. x1vi).

The term ‘absolute value’ was used by Ricardo
but once in the first edition of the Principles and
occasionally in letters. It was clarified in the
papers on ‘Absolute Value and Exchangeable
Value’, written in 1823 in the last few years of
his life. These were discovered in a locked box at
the home of F.E. Cairnes, the son of the economist
John Elliot Cairnes, in 1943, and published for the
first time in Sraffa’s edition of Ricardo’s Works
and Correspondence.

There are two versions of the essay. One, a
rough draft, is written on odd pieces of paper,
some of them the covers of letters addressed to
Ricardo. The other is a scarcely corrected draft,
written on uniform sheets of paper. This clean
draft breaks off, unfinished.

The importance of the essay derives from the
reinforcement it provides to that interpretation of
Ricardo’s theory of value and distribution which
suggests that the problem of the determination of
the relative values of commodities stemmed from
Ricardo’s desire to relate his image of the division
of social product as a physical magnitude to the
wages, rents, and rate of profit of a market econ-
omy. Ricardo was not interested for its own
sake in the problem of why two commodities
produced by the same quantities of labour are
not of the same exchangeable value. He was,
rather, concerned by the fact that as distribution
of social output changes exchangeable value
changes, disrupting and obscuring an otherwise
clear vision. It was this emphasis on the fact
that changes in distribution lead to changes in
exchangeable value, even though the quantity of
social output and the method by which it is pro-
duced are unchanged, which led Ricardo into the
intellectual cul-de-sac of the search for an invari-
able standard of value.

The absolute value of a commodity is the value
of that commodity measured in terms of an
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invariable standard. An invariable standard of
value may be found
... if precisely the same length of time and neither
more nor less were necessary to the production of
all commodities. Commodities would then have an

absolute value directly in proportion to the quantity
of labour embodied in them. (Ricardo 1823, p. 382.

Changes in the absolute values of commodities
could then derive only from changes in the
amount of labour embodied in them, and the
value of social output would be invariate to its
distribution.

Yet precisely because all commodities are not
produced under the same circumstances, ‘diffi-
culty or facility of production is not absolutely
the only cause of variation in value, there is one
other, the rise or fall of wages’ since commodities
cannot ‘be produced and brought to market in
precisely the same time’ (1823, p. 368). Hence
Ricardo must conclude, rather sadly, that ‘there is
no such thing in nature as a perfect measure of
value’ (1823, p. 404) — there is no such thing as an
invariable standard of value.

Marx (1883), who could not, of course, have
seen the papers on Absolute and Exchangeable
Value, was critical of Ricardo’s absorption with
the search for an invariable standard. The focus on
changes in relative value obscured the fact that
commodities do not exchange at rates propor-
tional to their labour values (labour embodied).
Yet Marx’s attempt to restore clarity to the analy-
sis of distribution by first determining the rate
of profit as the ratio of quantities of labour, and
then ‘transforming’ labour values into prices of
production, encounters difficulties which derive
from exactly the same source as those which
bedevilled Ricardo — the difference in production
conditions or ‘organic composition of capital’ of
commodities.

The data of classical theory can be used to
determine the rate of profit, as Sraffa (1960)
has shown. But the determination cannot be
‘sequential’ — first specifying a theory of value
and then evaluating the ratio of surplus to capital
advanced by means of that predetermined theory
of value. Rather the rate of profit and the rates at
which commodities exchange must be determined
simultaneously.
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Absolute Rent

Ednaldo Araquem da Silva

Marx’s work on rent was based on his studies of
the statistical reports published after the Russian
Agrarian Reform of 1861. The importance of the
Russian case on Marx’s thinking is highlighted in
Engels’ ‘Preface’ to the third volume of Marx’s
Capital, which draws a parallel between the influ-
ence of Russia’s diverse land tenure system on
Marx’s analysis of rent and the role of England
on his analysis of industrial wage-labour.

Although the economic surplus normally takes
the form of profits in the capitalist system, Marx
gave considerable attention to rent. In chapter
XLV of the third volume of Capital (1894), and
in his critical comments on Ricardo’s theory of
rent, published in Theories of Surplus-Value
(1905), Marx introduced the concept of absolute
rent as the rent paid by capitalist tenant farmers to
landowners, regardless of the fertility of the
rented land.
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Marx (1894, pp. 760, 771; 1905, pp. 244, 392)
defined absolute rent as the difference between
the value of the agricultural product of the least
productive land and the general production
price, P(g). Absolute rent can absorb the entire
[value—P(g)] difference or a proportion of this
difference. In contrast, differential rent is defined
as the difference between the general production
price and the individual production price, P(i).
These concepts are depicted in Fig. 1. By defini-
tion, absolute rent is positive even on the worst
cultivated land, A, whereas differential rent is zero
on A, but then becomes positive and increases
with improved land fertility, B, C, and D.

Marx’s concept of absolute rent is based on two
assumptions: (1) the agricultural organic compo-
sition of capital is lower than the average of agri-
culture and industry; and (2) land is cultivated by
capitalist tenant farmers. Assumption (1) implies
that the value of an agricultural commodity will be
above its production price; under assumption (2),
landowners will lease land only to those capitalist
tenants who can pay absolute rent even on the worst
quality and most inconveniently located land.

In contrast to other commodities whose
organic composition of capital is lower than the
average of agriculture and industry, and thus have
their values above their production prices, com-
petition among capitalist producers does not

I I I
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Increasing land fertility

reduce the values of the agricultural products to
their production prices. The separation of land-
owners from tenant operators prevents the equal-
ization of profit rates in agriculture with the single
rate prevailing in industry. Landowners are there-
fore able to seize excess or above average agricul-
tural profits and prevent them from entering the
process by which the average profit rate is formed
(see Marx 1905, p. 37; Murray 1977).

Under Marx’s assumptions, the market price of
an agricultural product will include the absolute
rent above the general production price.

If the worst soil cannot be cultivated — although its

cultivation would yield the price of production —until

it produces something in excess of the price of

production, [absolute] rent, then landed property

is the creative cause of this rise in price (Marx
1894, p. 755).

There has been some confusion as to whether
the upper limit of the market price of an agricultural
product would be set by its individual value on the
worst cultivated land. Marx (1905, p. 332) himself
asked: ‘If landed property gives the power to sell
the product above its [production price], at its
value, why does it not equally well give the
power to sell the product above its value, at an
arbitrary monopoly price?” Echoing Marx,
Bortkiewicz (1911) and, much later, Emmanuel
(1972) have also questioned why landlords limit
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absolute rent to the excess of value over the pro-
duction price on the worst cultivated land. They
suggest that since landowners have the power to
withdraw land from cultivation until the market
price covers both the absolute rent and the produc-
tion price of the highest-cost producer, they could
also charge a rent in excess of the corresponding
value. In capitalist agriculture, absolute rent has a
negative impact because it prevents agricultural
prices from falling, and because it removes above
average profits, a major source of capitalist techni-
cal innovation (see Lenin 1901, pp. 119-29).
Despite some ambiguity in Marx’s formulation
of absolute rent, his argument is persuasive:
Although landed property may drive the price of
agricultural produce above its price of production, it
does not depend on this, but rather on the general
state of the market, to what degree market-price
exceeds the price of production and approaches

the value (Marx, 1894, p. 764, see also p. 762;
Murray 1977; Flichman 1977).

According to Marx (1894, pp. 760, 765; 1905,
pp. 244, 393), the lower composition of agricul-
tural capital compared to that of industry ‘is
a historical difference and can therefore disap-
pear’, and so absolute rent would also tend to
disappear as the productivity of agricultural
labour approaches that of industry. In this case,
the production price of an agricultural product
would approach its value and any rent paid by
the capitalist tenants would constitute a monopoly
rent. The monopoly rent is paid above the value of
the agricultural product, and it would thus be
limited not by value, as in the case of absolute
rent, but by foreign agricultural trade, competition
among landowners, and the consumers budget
(see Marx 1894, pp. 758, 805, 810; 1905, p. 332).

Marx’s theory of absolute rent has been
by-passed by the controversy over the transforma-
tion of values into production prices, and has been
little used as a conceptual device to analyse the
effect of landownership on capitalist investment
in agriculture or the effect of landownership on
agricultural prices. Unfortunately, absolute rent
has been neglected by Marxist economists, while
it seems to be a favourite béte noire among sym-
pathetic critics of Marx, such as Bortkiewicz
(1911) and Emmanuel (1972). As a result,

absolute rent has an uncertain future as a useful
theoretical device, despite the fact that in many
countries capitalist agriculture still largely con-
forms to the two basic assumptions made by
Marx more than a hundred years ago.

See Also

Land Rent

Marx, Karl Heinrich (1818-1883)
Rent

Unequal Exchange
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Absorption Approach to the Balance
of Payments

David Vines

JEL Classifications
EO

The absorption approach to the balance of pay-
ments states that a country’s balance of trade will
only improve if the country’s output of goods and
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services increases by more than its absorption,
where the term ‘absorption’ means expenditure
by domestic residents on goods and services.
This approach was first put forward by Alexander
(1952, 1959).

The novelty of this approach may be appreci-
ated by considering the particular question ‘will a
devaluation improve a country’s balance of
trade?’ The elasticities approach, popular when
Alexander was writing, answers this question by
focusing on the price elasticities of supply and
demand for exports and imports. It holds that the
devaluation will be successful if the price elastic-
ities of demand for exports and imports are large
enough so that the increase in exports sold to
foreigners and the reduction in imports bought
by domestic residents together more than offset
the terms of trade loss caused by the devaluation
(A special case of this result is formalized in the
Marshall-Lerner conditions). The absorption
approach argues, by contrast, that the devaluation
will only be successful if it causes the gap between
domestic output and domestic absorption to
widen. In effect Alexander criticizes the elastici-
ties approach for focusing on the movement along
given supply and demand curves in the particular
markets for exports and imports (a microeco-
nomic approach), instead of looking at the pro-
duction and spending of the nation as a whole
which shift these curves (a macroeconomic
approach).

Alexander’s criticism of the elasticities
approach is valid. But without further elaboration
the absorption approach is unhelpful in rectifying
the inadequacy. This is because, taken at face
value, the absorption approach merely states an
identity. Let the symbols, ¥, C, I, G, X and M stand
for output, consumption, investment, government
expenditure, exports and imports respectively.
Then the Keynesian income-expenditure identity
states that

Y=C+I+G+X—-M 1)
which may be rewritten
X-M=Y—-(C+I+G). 2

Absorption Approach to the Balance of Payments

This identity states precisely that the trade balance
will improve if output, Y, increases by more than
absorption (C + I + G).

What is needed, and what Alexander helped to
provide, is an analysis of exactly how output and
absorption change, in response to a devaluation,
and indeed in response to other developments in
the economy. Such a gap was also being filled at
the time by Keynesian writers (Robinson 1937,
Harrod 1939; Machlup 1943; Meade 1951;
Harberger 1950; Laursen and Metzler 1950; see
also Swan 1956).

All of these authors grafted the Keynesian
multiplier onto the elasticities approach. The
resulting hybrid construct can be used to analyse
the effects of a devaluation as follows. Suppose
that the price elasticity effects do improve the
balance of trade, X—M, by ‘switching’ expen-
ditures towards domestic goods. Then these
‘expenditure-switching’ effects provide a positive
stimulus to the Keynesian multiplier process, and
drive up output Y and absorption C + [ + G. Let
x be the expenditure-switching effects on the trade
balance of a devaluation of the currency by one
unit, and let the overall effects of this devaluation
on the trade balance be y. Let the propensity to
consume be c, the tax rate be ¢ and the propensity
to import m, so that the Keynesian multiplier is
k= 1/[1 — (1 — {) + m]. The increase in output
resulting from the devaluation is 4x and the
increase in absorption is ¢(1 — #)kx. And so

y=k[1 —c(1 —t)]x. 3)

If the propensity to consume c is less than unity
and the tax rate ¢ is positive then absorption
increases by less than output, and, as Eq. (3)
shows the trade balance is improved by the deval-
uation. The above sketch shows how the combi-
nation of the elasticities approach and Keynesian
theory is able to provide the needed analysis of
how output and absorption change following
a devaluation. And instead of describing the
outcomes in terms of output and absorption, as
Alexander did, it is possible to give a more
conventional Keynesian description, which
would proceed as follows. Since the multiplier



Absorption Approach to the Balance of Payments

k= 1/[1 — c(1 — £) + m] times the propensity to
import m is less than unity, the increase in imports
induced by the multiplier, mkx, is less than the
positive ‘expenditure-switching effects’, x, and so
the trade balance improves.

We can also show how output and absorption
change after an ‘expenditure-changing’ adjustment
of policy. For example, a one unit increase in gov-
ernment spending will cause output to increase by
k whereas absorption increases by the sum of
the increase in government expenditure and the
induced increase in consumption (1 — f)ck; the trade
balance thus worsens by an amount z where

z=k—[14+(1—1)ck]

=k—[l—c(l—t)+m+c(1—-1)k

= —mk. @)

Again this outcome can be described in the
more conventional Keynesian way: high govern-
ment expenditure drives up output by the multi-
plier, &, and sucks in imports of an amount mk.
The combination of the elasticities approach

and Keynesian multiplier theory was used to pro-
duce a theory of economic policy for an open
economy, which involved the pursuit of full
employment as well as a satisfactory balance of
trade as policy objectives (Meade 1951; see espe-
cially Swan 1956). This theory can be stated
just as well in terms of Alexander’s absorption
approach. For example an improvement in the
balance of trade at full employment requires a
reduction in absorption, without any change in
output. It is obvious from the previous two
paragraphs that this, in turn, requires both
expenditure-switching policies and expenditure-
changing policies, since both of these policies
and influence output as well as absorption.
Johnson (1956) put this point masterfully, and
I now express it algebraically. Let the desired
increase in the trade balance be w, let the required
devaluation of the currency be o units and let the
required change in government expenditure be f5.
Then from Egs. (3) and (4)

w=[1—c(l —t)|kxa — mkf )

whereas, since output is not to be affected,

1

0 = kxo + kB (6)
Solving for f from Eq. (6) and substituting into
Eq. (5), nothing that 1 — ¢ (1 — #) = l/k — m, gives

w = [1/k — mlkxo. + mkxo = xo.

Thus the required devaluation is simply o =
w/x and substituting in Eq. (6) the required change
in government expenditure is simply f = —w.
This states what is obvious: government absorp-
tion must be reduced enough to release resource
from domestic use — the expenditure-changing
component of policy — and the devaluation must
ensure that these resources are actually used to
improve the trade balance, rather than leading to
a fall in domestic output — the expenditure-
switching component of policy.

Laursen and Metzler (1950) show that what is
obvious must in fact be qualified. A more careful
analysis would show that the positive expenditure
switching effect of a devaluation on the trade
balance is slightly smaller than the positive
expenditure switching stimulus which devalua-
tion imparts to the Keynesian multiplier process
(whereas we have assumed both of these effects to
be equal, and have denoted them by f). See also
Harberger (1950) and Svensson and Razin (1983).

Modern balance of payments theory has car-
ried criticisms much further than this. It has shown
that the hybrid of the Keynesian multiplier and
elasticities approaches is inadequate in providing
a full analysis of how output and absorption
change. First it does not deal with the inflationary
effects of devaluation. But one way in which
devaluation depresses absorption relative to out-
put is through engendering rises in costs and
prices which depress the real incomes (particu-
larly real wages) of domestic consumers (Diaz
Alexandro 1966). Furthermore, devaluation may
also engender a wage-price spiral so strong as to
preserve the real incomes of domestic consumers,
with the end result that prices rise by the full
extent of the devaluation and there is no relative
price change for the price elasticities effects to
work on (Ball et al. 1977). In that case positive
effects of devaluation on the trade balance can
only emerge as a result of the effects of higher
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prices on absorption (Higher prices lower the real
wealth of consumers and perhaps also increase the
tax burden if tax rates are progressive and not
indexed with inflation). Second, the multiplier-
plus-elasticities analysis is not appropriate in
analysing the effects of a devaluation not accom-
panied by any expenditure changing policy if
the economy is at full employment, for in that
case output cannot be expanded through the
multiplier, and the effects of the devaluation
must primarily work through the influence of
inflation on absorption described above. Third,
the multiplier-plus-elasticities analysis does not
deal with monetary conditions. A devaluation,
because it raises prices, may initially also cause
higher interest rates which helps to curtail absorp-
tion. But if the improvement in the trade balance
caused by the devaluation is allowed to lead to an
expansion of the domestic money supply, then
gradually interest rates will fall, absorption will
rise, and the effects of the devaluation may turn
out to be temporary. This issue has been analysed
by the Monetary Approach to the Balance of
Payments (Frenkel and Johnson 1976; Kyle
1976; McCallum and Vines 1981). Alexander
made many of these points in his articles whereas
the authors cited at the end of the fourth paragraph
tended to skate over them. For that reason his
work prefigures much subsequent balance of pay-
ments theory.

In conclusion, the absorption approach pro-
vides a useful perspective from which to view
the trade balance. But it must be supplemented
by a theory both of what determines absorption
and of what determines output. And of course, the
absorption approach only deals with the trade
balance; a full theory of the balance of payments
requires a theory of capital account movements
(and a discussion of how the exchange rate itself'is
determined).

See Also

Elasticities Approach to the Balance of
Payments
Monetary Approach to
Payments

the Balance of

Absorptive Capacity
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Absorptive Capacity

Richard S. Eckaus

The idea that the productivity of new investment is
a declining function of the rate of investment — the
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Absorptive Capacity

concept labelled ‘absorptive capacity’ has
attracted attention in development economics
because of its implications as a constraint on growth.
The hypothesis began to emerge most clearly
in the 1950s in the form of a limit on the total
amount of investment which could be carried out
and/or used in any period, as if the marginal
productivity of resources devoted to investment
would, at some level of total investment under-
taken, fall to zero. This was the position taken by
Horvath (1958), citing experience in Yugoslavia
and Eastern Europe. An Economic Commission
for Asia and the Far East (ECAFE) report claimed
that ‘capacity sets a limit to the amount of efficient
investment physically possible’, introducing the
distinction between ‘efficient’ and, presumably,
‘inefficient’ investment (ECAFE 1960). In the
early discussions, the concept was used to repre-
sent all the constraints on development which
economists could not easily put into the conven-
tional production function, ‘the supply of skilled
labour, administrative capacity, entrepreneurship
and social change’ (Marris 1970).
Rosenstein-Rodan (1961), Adler (1965) and
others described the absorptive capacity concept
as a relationship between the productivity and the
rate of investment, rather than as an absolute
ceiling on investment’s productivity. The source
of the relationship were not discussed in depth nor
investigated empirically and it remained a ‘black
box’ whose inner workings were never fully
explained. Nonetheless, by the mid-1960s the
absorptive capacity idea had become a part
of the standard toolbox of development econom-
ics and used readily to explain difficulties experi-
enced in attempts to accelerate economic growth.
Research on growth and planning models led
to both a refinement of the concept and new spec-
ulation about its sources. Kendrick and Taylor
(1969), following a suggestion by Dorfman and
Thoreson (1969), modelled the absorptive capac-
ity constraint as a permanent reduction in the
productivity of new investment related to the
rate of investment, as if an increase in investment
were accompanied by the use of progressively
inferior engineering design and materials. Eckaus
(1972) formulated the constraint by making the
productivity of successive tranches of investment
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in any year decline relative to the original tranche
with, however, the decline only being temporary.
In subsequent periods after the new capital was
completed, its productivity would grow to ‘rated’
levels. He offered the hypothesis that, as invest-
ment increases, less and less well qualified engi-
neers and workers and less suitable equipment are
employed in producing the new capital goods and
bringing them into production.

The absorptive capacity concepts came to play
a critical role in the economy-wide policy models
which were formulated as linear programming
problems. If the objective function in such models
is linear, for example, the simple discounted sum
of aggregate consumption over the plan period
and, if all the constraints are linear and do not
control the timing of consumption, the solutions
of the models will exhibit ‘flip-flop’ or ‘bang-
bang’ behaviour. Aggregate consumption will be
concentrated either at the beginning or at the end
of the planning period. This unrealistic and unde-
sirable result can be controlled by constraints on
the timing of consumption (Eckaus and Parikh
1968). An aggregate utility function with declin-
ing marginal utility as a nonlinear objective func-
tion and/or absorptive capacity constraints, which
are essentially nonlinear relations between invest-
ment and increments in output, are, however, the-
oretically more satisfactory means of avoiding
‘bang-bang’.

The absorptive capacity concept is related
closely to a generalization which emerged quite
independently of the development literature from
the study of factors constraining the growth of
firms in advanced countries (Penrose 1959). This
was embodied in a theoretical growth model by
Uzawa (1969). The concept is also a close rela-
tion, if not the twin, of an idea which appeared
early in the macroeconomic analysis literature
only to be lost and then revived once more. In
chapter 11 of the General Theory, Keynes
describes the marginal efficiency of capital, that
is, the productivity of new investment, as declin-
ing with the rate of new investment because,
‘pressure on the facilities for producing that type
of capital will cause its supply price to increase’
(Keynes 1936). Under the title of ‘adjustment
costs’, this characterization began to figure
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prominently in the macroeconomic literature in
the late 1960s (Lucas 1967).

‘Adjustment costs’ is a phrase which is as
appealing as ‘absorptive capacity’. The phenom-
enon is not explained by giving it a name, how-
ever. While the fact that economists continue to
resort to the idea might be counted as evidence
that it reflects a reality, the empirical research on
its sources is still limited.

See Also

Adjustment Costs
Development Economics
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Abstinence

Abstinence

N. De Marchi

‘Abstinence’ was Nassau Senior’s term for that
conduct for which profit is the reward (1836,
p. 59). He meant it to convey two things: ‘both
the act of abstaining from the unproductive use of
capital, and also the similar conduct of the man
who devotes his labour to the production of
remote rather than immediate results’ (1836,
p- 89). The term he knew was not ideal, but it
was preferable to ‘providence’, which implies
nothing of self-denial; and to ‘frugality’, which
implies care and attention, that is, labour, which
analytically Senior wanted to keep distinct from
the agent of production rewarded by profit. For the
same reason he chose not to speak of profit in
relation to ‘capital’. Capital usually combines the
services of natural agents, labour and abstinence,
but it is desirable in an analysis to keep their
several contributions distinct.

Despite the desirability of precision in analy-
sis, Senior had to admit that in practice ‘it is often
difficult to distinguish profit from wages’, or, for
that matter, rent from profit (18489, pp. 149-50).
Nor was he, nor any of the other classical writers
who took over his terminology (e.g. J.S. Mill
1848, p. 34), able to quantify the reward of absti-
nence. Clearly it is the minimum return for there to
be any accumulation, and, since profit is an uncer-
tain expectation (1836, p. 187), must be at least
equal to the rate of interest on a government bond;
but beyond that exactly how the rate is settled was
not paid much attention. It must not be thought,
however, that profit is just the reward for the initial
refraining from consuming one’s capital. That
would make any net return after the first period
simply rent. The fact that Senior stressed absti-
nence also in relation to activity with remote
results, suggests that he was fully aware that profit
must be calculated as the present value of a stream
of returns.

The notion of abstinence has been regarded
by Marxian writers as a poor apology for a
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justification of the payment of interest. They have
ridiculed it, using examples comparing the ‘absti-
nence’ of a Rothschild with the profligacy of a
labourer who spends all his meagre income. Even
John Stuart Mill, in his draft Chapters on Social-
ism wrote: ‘The very idea of distributive justice, or
proportionality between success and merit, or
between success and exertion, is in the present
state of society so manifestly chimerical as to be
relegated to the regions of romance’ (1879,
p. 714).

These sentiments are misleading in relation to
Senior’s deployment of ‘abstinence’. The idea
derives from his Stoic perspective on supply. Pro-
duction involves overcoming obstacles such as a
natural preference for leisure and for present
enjoyment; hence prudent behaviour to counter
these impediments requires and merits recom-
pense. Abstinence, for Senior, was on a par with
the other agents of production — labour and natural
agents — and is critical to one of his four funda-
mental propositions of economic science, the
notion that the powers of labour ‘may be indefi-
nitely increased by using their Products as the
means of further Production’ (1836, pp. 26, 58).
Senior’s point is simply that abstinence is a nec-
essary precondition for capital to emerge.

Marshall, with characteristic appositeness,
insisted on a distinction between abstemiousness
and waiting, and used the latter to replace absti-
nence (1890, pp. 232-3). He also saw the impor-
tant point in Senior’s discussion, namely, the need
to encourage the ‘faculty of realizing the future’ or
‘man’s prospectiveness’ (ibid., p. 233). Without
encouragement to this faculty there will be no
supply of capital. Others, such as Bohm-Bawerk
and Fisher, argued against treating abstinence as
a cost (Fisher 1907, pp. 43-5). But this criticism
scarcely touches Senior, and Fisher is basically at
one with Marshall in stressing prospectiveness.
Fisher’s emphasis, however, is on time-
preference and the fact that time-preference itself
will depend on the size, distribution over time,
composition and probability of the prospective
income stream facing an individual (ibid.,
pp. 92—4). This is the natural link with recent
models embodying inter-generational transfers
and infinite time-horizons.

See Also

Senior, Nassau William (1790-1864)
Waiting
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Abstract and Concrete Labour

Anwar Shaikh

The reproduction of society requires the produc-
tion and distribution of the mass of products
which forms the material basis of its existence.
This in turn means that each society must some-
how ensure that its available social labour time is
regularly directed, in particular quantities and pro-
portions, towards the specific applications needed
to ensure social reproduction. As Marx points out,
‘every child knows that a nation which ceased to
work ... even for a few weeks, would perish’
(Marx 1867a).

The above implies that all labour has two dis-
tinct aspects. As a part of the general pool of
society’s labour, it is merely one portion of the
human energy available to the community. In this
respect all labour is essentially the same,
representing the expenditure of ‘human labour-
power in general’ in its capacity as simply one
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part of the division of general social labour. This is
labour as social labour. But at the same time,
individual labour occurs in the form of a specific
activity aimed at a specific result. Here it is the
particular quality of the labour, its determination
as labour of mining, metalworking, weaving, dis-
tribution, etc., which is relevant. This is labour as
concrete labour, related to the concrete result of
its activity.

Although the dialectic between concrete and
social labour is a necessary part of social repro-
duction, their inter-connection is hard to discern
within societies which produce things-for-
exchange (commodities), because in this case
individual activities are undertaken without any
apparent consideration for the necessity of a social
division of labour. All useful objects now appear
to be naturally endowed with quantitative worth in
exchange (exchange value), and this apparently
natural property in turn seems to regulate the
actual division of labour.

It is at this point that Marx introduces two
crucial questions. What precisely is a commodity?
And more importantly, why does it become
socially necessary to attach an exchange value
to it? He begins his answer by observing that
as a useful good a commodity is simply a con-
crete bundle of different socially desirable prop-
erties. In this respect it is similar to particular,
qualitatively distinct useful objects in all social
forms of organization. But as an exchangeable
good, its salient property is that it is treated
socially as being qualitatively identical to every
other commodity. This is manifested in the
fact that when commodities are assigned differ-
ing quantities of exchange value, expressed in
some common measure, they are thereby being
socially regarded as qualitatively alike, all
reducible to the same homogenous measure of
quantitative worth. A commodity is therefore a
doublet of opposite characteristics: a multiplicity
of concrete useful properties (use value) on the
one hand, and a single magnitude of homoge-
nous quantitative worth (exchange value) on
the other.

The double character of a commodity is strik-
ingly reminiscent of the previously noted duality
of labour as particular concrete labour and as

Abstract and Concrete Labour

general social labour. Indeed, in commodity pro-
ducing society the various concrete labours ‘only
count as homogeneous labour when under objec-
tified husk’, that is, when they ‘relate to one
another as human labour by relating their prod-
ucts to one another as values’. The concrete
labours are thus counted as social labour only
when they are valorized, and the necessity of
exchange value lies precisely in the fact that it is
through this device that a society containing
apparently independent private producers comes
to grips with the social content of their individual
labours. To answer Marx’s second question,
exchange value is the particular historical mode
of expressing the general necessity of social
labour.

The notion that exchange value is a historically
specific way of accounting for social labour time
does not imply that the terms of exchange of
commodities always reflect the quantities of val-
orized social labour time that went into their
respective production. Indeed, Marx distinguishes
between the case in which particular useful
objects are produced for direct use and only acci-
dentally or occasionally find their way into the
sphere of exchange, and the case in which goods
are produced in order to be exchanged. In the first
case, when for example otherwise self-sufficient
tribes occasionally barter a few of their products,
the relation between concrete labour and social
labour is effectively determined within each social
group, and exchange merely serves to create a
temporary equivalence between the respective
social labours involved. Because the objects in
question are produced as useful objects and
become commodities only when they enter
exchange, the labours involved are valorized
only in exchange itself. Moreover, since these
activities do not depend fundamentally on
exchange (and hence on the valorization of their
labour), the precise conditions of exchange can in
turn be decided by a variety of factors, ranging
from broad structural influences to merely
conjunctural or even accidental ones.

At the opposite extreme is the case of goods
produced solely for exchange. Now, the particular
labours involved are aimed at producing
exchangeable goods, and the valorization of
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these labours is an intrinsic part of their reproduc-
tion. As producers of commodities, these labours
create not only bundles of useful properties
(use-values), but also amounts of abstract quanti-
tative worth. In the former aspect, they are of
course concrete labours; but in the latter, they are
value creating activities whose content as social
labour is manifest only in-and-through the
abstract quantitative worth of their products. To
emphasize this particular historical form of the
duality of labour, Marx identifies that labour
which is engaged in the production of commodi-
ties as being both concrete (use-value creating)
labour, and abstract (value creating) labour.

Three further points must be briefly mentioned.
First of all, Marx argues that abstract labour time
not only stands behind the production of com-
modities, but that the magnitudes of these labour
times actually regulate the exchange relations of
these commodities. To this end, he defines the
quantity of abstract labour ‘socially necessary
... to produce an article under the normal condi-
tions of production’ as the (inner) value of the
commodity, since it is the ‘intrinsic measure’ of
the exchange value. Secondly, he distinguishes
between the conditions under which the exchange
relations of commodities are dependent on their
(labour) values, and the conditions in which they
are controlled by them. It is only in the latter
instance, in which capitalism has effectively gen-
eralized commodity production, that the repro-
duction of society is regulated by the law of
value. Lastly, he notes that once commodity pro-
duction is indeed generalized, so that social labour
appears only under objective husk, then the social
relation among producers is actually regulated by
the mysterious value-relation between their prod-
ucts. In this topsy turvy world, a social relation
among persons appears in their eyes to be in fact a
relation among things. This is what Marx calls the
Fetishism of Commodities which is characteristic
of capitalism.
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Abstract

The acceleration principle holds that the
demand for capital goods is a derived demand
and that changes in the demand for output lead
to changes in the demand for capital stock and,
hence, lead to investment. The flexible accel-
erator, which includes both demand and supply
elements, allows for lags in the adjustment of
the actual capital stock towards the optimal
level. The principle neglects technological
change but has been used successfully in
explaining investment behaviour and cyclical
behaviour in a capitalist economy. Almost all
macroeconomic models of the economy
employ some variant of it to explain aggregate
investment.
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The acceleration principle has been proposed as a
theory of investment demand as well as a theory
determining the supply of capital goods. When
combined with the multiplier, it has played a
very important role in models of the business
cycle as well as in growth models of the
Harrod—Domar type. The acceleration principle
has been used to explain investment in capital
equipment, the production of durable consumer
goods and investment in inventories (or stocks).
In general, it has been used to explain aggregate
investment, although it is sometimes used to
explain investment by firms (micro-investment
behaviour). The main idea underlying the acceler-
ation principle is that the demand for capital goods
is a derived demand and that changes in the
demand for output lead to changes in the demand
for capital stock and, hence, lead to investment. Its
distinctive feature, then, is its emphasis on the role
of (expected) demand and its de-emphasis on rel-
ative prices of inputs or interestrates.

The acceleration principle is a relatively new
concept: it is possible to find its antecedents in
Marx’s Theories of Surplus Value, Part 11 (1863,
p. 531). Amongst the earliest exponents of the
acceleration principle is Albert Aftalion in Les
Crises périodiques de surproduction (1913).
Later contributions by J.M. Clark (1917), A.C.
Pigou (1927) and R.F. Harrod (1936) discussed
the acceleration principle both as a determinant of
investment and in its role in explaining business
cycles. Haberler (1937) provides a fairly compre-
hensive account of the acceleration principle up to
that date. Since then the contributions by Chenery
(1952) and Koyck (1954) provide important
extensions and developments of the theory. In
recent years work by Eisner (1960) has employed
the acceleration principle in econometric work.
Almost all macroeconomic models of the econ-
omy employ some variant of the acceleration
principle to explain aggregate investment.

Acceleration Principle

Underlying the acceleration principle is the
notion that there is some optimal relationship
between output and capital stock: if output is
growing, an increase in capital stock is required.
In the simplest version of the acceleration
principle,

K:‘ = VY[

where K7 is planned capital stock, Y, is output and
v is a positive capital-output coefficient. On the
assumption that the capital stock is optimally
adjusted in the initial period (that is K, = K}
where K, is the actual capital stock) an increase
in output (or planned output) leads to an increase
in planned capital stock,

.
Ky = v

and again on the assumption of an optimal adjust-
ment in the unit period

K;k-‘rl 7K;k == K,+1 7K[ == 1[ == V(Y[+1 - Y[)
= vAY,.

In other words, for net investment to be posi-
tive, output must be growing: v is called the
accelerator.

The acceleration principle can be derived from
a cost-minimizing model on the assumption of
either fixed (technical) coefficients and exogenous
output, or variable coefficients with constant rel-
ative prices of inputs and exogenous output.

Some of the shortcomings of this simple model
were well known; for example, the problem of
being optimally adjusted: this was discussed in
the context of whether or not the economy
(or the firm) was working at full capacity. If the
economy was operating with surplus capacity, an
increase in aggregate demand would not lead to an
increase in investment. Similarly, it was well
known that the accelerator may work in an asym-
metric fashion because of the limitations imposed
on decreasing aggregate capital stock by the rate
of depreciation: the economy as a whole could
only decrease its capital stock by not replacing
capital goods that were depreciating. Another
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important qualification to the simple accelerator
model was than an increase in (expected) output
would lead to an increase in investment only if it
was believed that, in some way, the increase was
‘permanent’ or at least of long duration.

A generalization of the simple accelerator is
provided by the flexible accelerator or the capital
stock adjustment principle (also known as the
distributed lag accelerator). It overcomes one of
the major shortcomings of the simple accelerator,
namely, the assumption that the capital stock is
always optimally adjusted. The flexible accelera-
tor also assumes that there is an optimal relation-
ship between capital stock and output but allows
for lags in the adjustment of the actual capital
stock towards the optimal level. This is written as

I, =b(K; — K1)

where b is a positive constant between zero and
one and K equals vY, This equation implies that
the adjustment path of actual capital stock towards
the optimal level is asymptotic. In this version, the
adjustment is not instantaneous either since,
because of uncertainty, firms do not plan to
make up the difference between K; and K, ,
and/or because the supply of capital goods does
not allow the adjustment to be instantaneous.
A similar equation was derived by assuming
increasing marginal costs of adjusting capital
stock by Eisner and Strotz (1963).

In evaluating the acceleration principle it is
worth stressing that, in some versions, it is used
as an explanation of investment demand with the
implicit assumption that the supply of capital
goods will always satisfy that demand. In models
where the acceleration principle is used to explain
the supply of capital goods, it is assumed that they
always satisfy the demand for them. The flexible
accelerator is a hybrid version which includes
both demand and supply elements. Although
there is no formal treatment of replacement invest-
ment, it is usually postulated to be determined in
the same way as net investment. A major short-
coming of the acceleration principle is its simplis-
tic treatment of expectations of future demand as
well as its neglect of expectations of the time paths
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of output and input prices. Although most of the
work in this field treats the acceleration principle
as applying to the aggregate economy, it has also
been used to explain investment by firms. It is
especially important that the supply of capital
goods is formally modelled along with the accel-
eration principle determining investment demand.
Aggregation over firms is usually assumed to be a
simple exercise of ‘blowing up’ an individual
firm’s investment demand. However, it should
not be forgotten that in a modern capitalist econ-
omy an individual firm may invest by simply
taking over an existing firm rather than by buying
new capital goods. An important shortcoming of
the acceleration principle is its neglect of techno-
logical change.

The acceleration principle is an important
concept and has been used successfully in
explaining investment behaviour as well as cycli-
cal behaviour in a capitalist economy. It will con-
tinue to play an important role in macro
econometric models as well as in models of busi-
ness cycles.
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Access to Land and Development

Alain de Janvry and Elisabeth Sadoulet

Abstract

Access to land can be an effective policy
instrument for poverty reduction. This article
shows how different types of property rights
can affect access and use, analyses different
modes of access, especially the role of land
markets, and sets out some of the policy
implications. It argues that making land
an effective tool for development requires
more than policing access: access must be
secure, combined with the use of complemen-
tary inputs, and achieved in a context of
institutions, public goods, and policies that
allow the sustainable competitiveness of
beneficiaries.
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Access to Land and Development

Access to land, and the conditions under which it
happens, play a fundamental role in economic
development. This is because the way the modes
of access to land and the rules and conditions of
access are set, as policy instruments, has the
potential of increasing agricultural output and
aggregate income growth, helping reduce poverty
and inequality, improving environmental sustain-
ability, and providing the basis for effective gov-
ernance and securing peace. This potential role is,
however, difficult to capture, and there are many
cases of failure. History is indeed replete with
serious conflicts over access to land and with
instances of wasteful use of the land, both pri-
vately and socially. Governments and develop-
ment agencies have for this reason had to deal
with the ‘land question’ as an important item on
their agendas (de Janvry et al. 2002). We explain
in this article: (a) why access to land, and the
conditions under which it is accessed and used,
are important for economic development, (b) how
different types of property rights can affect access
and use, (c) the different modes of access, and in
particular the role of land markets, and (d) some of
the policy implications, in order to show how
access to and use of the land can contribute to
economic development. We stress in this article
that access to land may be a difficult policy ques-
tion, but that access will translate into develop-
ment only if the harder question of influencing the
way it is used is effectively resolved.

Importance of Access to Land
for Development

Land is not only a factor of production, and as such
a source of agricultural output and income; it is
also an asset, and hence a source of wealth, pres-
tige, and power. Because it is a natural asset, its use
affects environmental sustainability or degrada-
tion. For these reasons, the link between access
to land and development is quite multidimensional
and complex, with many trade-offs involved.

If land is to serve as an instrument for output
and income growth, investments have to be made
to improve its productivity. For this to happen,
incentives have to be provided. Some of these
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investments are short-term, but many others are
tied to the land for long periods of time. As aresult,
security of access is a central policy issue as it is
necessary for these investments to be made. Secu-
rity can be guaranteed through formal means such
as titles and legal enforcement, but also through
informal mechanisms such as community recog-
nition and enforcement of rights. Whichever way
it is achieved, security of access must be credible if
it is to induce investment (Deininger 2003).

To result in output and income growth, access
to land must not only be secure, it must also be
accompanied by access to complementary inputs
and occur in a context favorable to productive use
of the land. Empirically well-established comple-
mentary inputs include other types of natural cap-
ital such as water, working capital, and human
capital. Access to land without these complemen-
tary inputs in the agricultural production function
is not useful for development. In addition, the
context where land is used affects its productivity.
This includes institutions (such as credit, insur-
ance, and product and factor markets with low
transactions costs), public goods (such as infra-
structure, market intelligence, research and exten-
sion, land registration, and contract enforcement
mechanisms), and policies (macroeconomic and
agricultural policies favorable to the activities in
which the land is used). If complementary inputs
and a favorable context for land use are not pro-
vided, it is quite evident that access to land will
achieve little for output and income. Access to
land is thus necessary but not sufficient. Providing
what it takes beyond access to achieve income and
growth — complementary inputs and a favorable
context — can be highly demanding.

Secure access to land and to complementary
inputs in a context that allows productive use can
be a powerful instrument for poverty reduction.
The family farm, with its labour cost advantage
when there are transactions costs in labour mar-
kets and incomplete incentives to hired labour,
can be particularly effective for this (Bardhan
1984). The inverse relation between farm size
and total factor productivity, derived from the
labour cost advantage of the family farm, has
been cited as the empirical regularity justifying
redistributive land reforms towards a family farm
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system. Access to even a small plot of land can be
a source of security in the face of food market and
labour market risks. Women’s control over land
can be a source of empowerment, helping them
consolidate their decision-making status over
household expenditures that will often favour
children (Agarwal 1994).

Finally, as a good in limited supply, the distri-
bution of access to land can have a powerful
influence on social inclusion and local gover-
nance. More egalitarian access can be the basis
for greater political participation, more respect for
the rule of law, and the ability to raise local fiscal
revenues from a land tax, and provide the basis for
the consolidation of democracy (Binswanger,
Deininger and Feder, Binswanger et al. 1995).
While these relations are far from direct, it is
impossible to ignore the role that access to land
plays in affecting these outcomes.

Property Rights Over Land

The benefits that can be derived from access to
land depend on the property rights that codify
access and use. Property rights become increas-
ingly complete as they allow the following
functions to accumulate: entry, extraction, man-
agement, exclusion, and sale (Ostrom 2002).
Open-access resources grant to all the rights of
entry and extraction. They typically induce over-
extraction, leading to the ‘tragedy of the com-
mons’. Common property resources grant to
members of a defined group, such as a commu-
nity, the rights of entry, extraction, management,
and exclusion of non-community members. This
form of property right can result in socially opti-
mal resource use if community members have the
ability to cooperate in defining and enforcing rules
for individual extraction and maintenance (Baland
and Platteau 1996). Public ownership with cen-
tralized management also gives leaders these
same rights. Socially optimum resource use can
be achieved if controls and incentives can be
aligned between leaders and workers, which has
historically proved to be difficult in agriculture,
despite many attempts. Finally, individual or cor-
porate property rights give owners the full bundle
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of rights, including those of rental and sale. The
effectiveness of this form of property right in land
use depends on the existence of efficient land
rental and sales markets, as well as the ability to
internalize externalities, achieve economies of
scale, and access mechanisms for risk spreading.
Common property resources with cooperation
may be a superior form of property right when
individual tenures are unable to fulfil these
functions.

Whether property rights correspond to com-
mon property or to individual or corporate forms
of tenure, these rights have desirable aspects that
need to be realized for access to be efficient. One
is duration of the rights: long-term investments
require sustained access and clear specification
of how rights are transferred to others. Inheritance
rights are thus a fundamental aspect not only of
access to land but also of land use. A second is
precise demarcation of land boundaries and clear
specification of rights. Geographical information
systems based land demarcation, land registries
and record keeping of transactions, and adjudica-
tion of rights mechanisms are thus fundamental
aspects of land management. A third is availabil-
ity of conflict-resolution mechanisms, where con-
flicts over access to land can be resolved through
informal or formal procedures that are fair and
expedient. Uncertain rights and unresolved con-
flicts over access rights are the norm rather than
the exception in developing countries, requiring
major investments in regularizing these situations.
Finally, property rights must be evolutive, and it
must be possible to individualize or consolidate
rights as opportunities and needs arise.

Modes of Access to Land

With open-access resources, entry is granted to
all. Access to common property resources is usu-
ally given by birthright in a particular community.
Clear demarcation of boundaries and clear deter-
mination of membership are important to permit
the definition and enforcement of rules. Individual
encroachment on public lands and establishing
adverse possession rights through occupation is
an important form of access where public lands
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remain plentiful. Finally, individual inheritance is
also one of the most prevalent forms of access to
land, with eventually discriminatory rights due to
primogeniture and to gender and kinship privi-
leges in inheritance.

Access to land through rental markets is often
constrained by insecurity of property rights, con-
fining transactions to narrow circles of confidence
(family, friends, social peers), thus segmenting
markets. While fixed-rent contracts are first-best
efficient, sharecropping contracts may be the
most efficient way of accessing land when there
are market failures in insurance, credit, and
non-traded inputs such as management and super-
vision (Hayami and Otsuka 1993). In general, the
role of land rental markets as a mode of access to
land for the poor has been under-appreciated in
land policy, and these markets have all too often
been atrophied by misguided rent controls.

Finally, the land sales market should expect-
edly be the most effective way of providing access
to land to the most efficient entrepreneurs. This
may not be the case, however, because these mar-
kets suffer from serious distortions that limit the
fulfilment of this role. Land tends to be overpriced
relative to its value in productive use due to its
function as a store of wealth, speculation on land
appreciation, tax advantages, use as collateral in
accessing credit, and the status and power it con-
veys. Overpricing implies that even full credit
lines using the land as collateral will not be suffi-
cient to allow poor people to access land without
subsidies.

Access to Land and Development: Policy
Implications

In managing their ‘land question’, most countries
have experimented with some type of land reform
programme (Dorner 1992). This includes land
reforms that have used the threat of expropriation
to induce extensively used large farms to modern-
ize or subdivide into smaller farms (Brazil). Other
reforms have collectivized the land, either as state
farms or as cooperatives. This has generally, as in
Russia and eastern Europe, been based on the
belief in economies of scale in farming and the
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superior efficiency of centralized management. In
other cases, as in Latin America, collective farms
have been used to facilitate transitions between
large haciendas and subsequent distribution of the
land as individual tenures (Mexico, Peru, Chile).
Finally, the inverse relation between total factor
productivity and farm size has been invoked in
implementing redistributive land reforms that
have established family farms out of former
large farms (Taiwan, South Korea) or out of state
farms or cooperatives (Albania, Bulgaria).

Because the land sales market should be the
most effective way of codifying access to land,
land reforms have recently taken the form of
‘market-assisted land reforms’, with examples in
Brazil, Colombia, and South Africa (Deininger
2003). In this case, transactions occur between
willing sellers and willing buyers, and subsidies
are granted to the poor in addition to credit so they
can afford purchases at market prices that are in
excess of the productive value of the land. These
interesting experiments are still in progress and in
much need of evaluation.

Conclusion

Access to and use of the land is a fundamental
instrument for successful development, both eco-
nomically and socially. History shows both suc-
cess stories and resounding failures. In general,
making land an effective tool for development
requires more than policing access: access must
be secure, combined with the use of complemen-
tary inputs, and achieved in a context of institu-
tions, public goods, and policies that allow the
sustainable competitiveness of beneficiaries.
Many policies and programmes have been put in
place to achieve this goal, but the complexity of
the task explains why success requires extensive
control and commitment (Warriner 19609).
A fundamental lesson derived from the history
of the ‘land question’ is thus that, while reforming
the pattern of access to land is difficult, it is far
more difficult to make access complete in the
sense of securing the competitiveness of benefi-
ciaries so that they achieve income growth, pov-
erty reduction, and sustainable use.

23
See Also

Common Property Resources
Land Markets

Peasant Economy

Poverty Alleviation Programmes
Property Rights

Tragedy of the Commons

Bibliography

Agarwal, B. 1994. A4 field of one'’s own: Gender and land
rights in South Asia. Cambridge, MA.: Cambridge
University Press.

Baland, J.-M., and J.-P. Platteau. 1996. Halting degrada-
tion of natural resources: Is there a role for rural
communities? Oxford: Oxford University Press.

Bardhan, P. 1984. Land, labor, and rural poverty: Essays in
development economics. New York: Columbia Univer-
sity Press.

Binswanger, H., K. Deininger, and G. Feder. 1995. Power,
distortions, revolt, and reform in agricultural land rela-
tions. In Handbook of development economics, vol.
3B, ed. J. Behrman and T. Srinivasan. Amsterdam:
North-Holland.

de Janvry, A., G. Gordillo, J.-P. Platteau, and E. Sadoulet.
2002. Access to land, rural poverty, and public action.
Oxford, UK: Oxford University Press.

Deininger, K. 2003. Land policies for growth and poverty
reduction. Washington, DC: World Bank.

Dorner, P. 1992. Latin american land reform in theory and
practice: A retrospective analysis. Madison: University
of Wisconsin Press.

Hayami, Y., and K. Otsuka. 1993. The economics of con-
tract choice: An agrarian perspective. Oxford, UK:
Oxford University Press.

Ostrom, E. 2002. The puzzle of counterproductive prop-
erty rights reforms: A conceptual analysis. In Access to
land, rural poverty, and public action, ed. A. de Janvry
et al. Oxford, UK: Oxford University Press.

Warriner, D. 1969. Land reform in principle and practice.
Oxford: Clarendon Press.

Accounting and Economics

Joel S. Demski

Abstract
Accounting provides an important source of
economic measures, yet consistently falls
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short of the economist’s conceptual ideal. This
shortfall is fodder for economic research, is the
result of economic forces, and is the key to
making the best possible use of these measures.
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Broadly viewed, economics is concerned with the
production and allocation of resources, and
accounting is concerned with measuring and
reporting on the production and allocation of
resources. Corporate financial reporting, income
tax reporting, and product cost analysis at the firm
level are familiar accounting activities. Of course,
accounting itself is a production process, and the
production and allocation of its output is even
regulated; for example, how a firm measures and
reports its financial progress and how a firm com-
municates with outsiders are regulated, and
auditing of a firm’s public financial statements is
mandatory. This suggests two interrelated themes:
accounting is useful in a wide variety of activities,
including economics research, and accounting
itself is a fascinating and important area of eco-
nomics research.

Using or researching the accountant’s prod-
ucts, however, rests on an understanding of what
those products are and how they are produced.
Accounting, in fact, uses the language of econom-
ics (for example, value, income and debt) and the
algebra of economic valuation (as income is
change in value adjusted for dividends and stock
issues). But it falls far short of how an economist
would approach these matters. For example, the
accounting value of a firm is usually well below

Accounting and Economics

its market value, as measured by the market price
of its outstanding equity securities.

This disparity is related to the institutional
setting in which accounting products are pro-
duced, and to the economic forces operating on
and within those institutions.

Institutional Highlights

Accounting cannot be divorced from its institu-
tional setting. Were firms truly single-product
entities, and were markets complete and perfect,
economic measurement would be well defined,
the nirvana of classical income measurement (for
example, Hicks 1946) would be operational.
Unfortunately, in such a setting no one would
pay for the services of an accountant simply
because the underlying fundamentals would be
assumed to be common knowledge. But firms
are multi-product entities, markets are neither per-
fect nor complete, and the underlying fundamen-
tals are far from common knowledge. Here we
find a demand for accounting services, such as
measuring a firm’s periodic income, the perfor-
mance of the divisions within that firm, and the
cost of each of its products. We also find consid-
erable ambiguity over how best to perform those
services.

Firms’ published financial reports are the
most visible accounting product. They entail a
reporting entity (the organization about which
the financial reports purport to speak), a listing
of resources and obligations in its balance sheet,
and a listing of the flow of resources during the
reporting period in its income statement. Ambi-
guity is omnipresent. The reporting entity is not an
economically defined firm, as its economic rela-
tionships are likely to be more extensive than
those identified by its formal reporting; for exam-
ple, implicit economic arrangements are generally
ignored in these reports. Nor is the reporting entity
simply a legally defined firm, as it often includes,
say, a number of wholly or partially owned though
legally free-standing legal entities aggregated into
its public reports. Even with an unambiguous
reporting entity, that entity’s control of economic
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resources would be incompletely and inaccurately
measured. Some assets, such as proprietary
knowledge or capital assets acquired through
lease arrangements, would not be included. And
among those included we would find a mixture of
current prices (for example, cash and some finan-
cial instruments) and historical cost (for example,
most real assets).

The flow measure is equally ambiguous. It is
broadly based on what customers have paid minus
the resources that were consumed in the process of
satisfying those customers. Such wide-ranging
phenomena as product warranties and potential
product liabilities, uncollectible accounts, pension
plans, advertising, research and development and
employee training render precise identification of
what customers have paid or what resources were
consumed largely the product of art as opposed to
science.

Regulation, to no one’s surprise, now enters the
picture. Public financial reports are typically
required to be produced according to Generally
Accepted Accounting Principles (GAAP). These
reports are also typically required to be audited,
where the auditor attests to the claim the reports are
in compliance with GAAP. One reason for regula-
tions is that the noted ambiguity places a premium
on coordinated measurement approaches, a classic
example of a network externality (Wilson 1983).
A second reason, based on investor protection con-
cerns and again related to the ambiguity, is the
potential for opportunism. Absent auditing, the
public financial report is simply management’s
self-report of its financial results and the unverified
claim that those results were measured according to
GAAP. Of course the auditor’s verification is sta-
tistical and judgemental; to no one’s surprise, the
auditor himself is also regulated.

GAAP itself is fluid, varied, contentious and
political at the margin. Two major, competing
boards, the Financial Accounting Standards
Board (FASB) in the United States and the Inter-
national Accounting Standards Board (IASB) out-
side the United States, are largely but not entirely
responsible for the definition of GAAP. Histori-
cally, the two boards have differed (though inter-
board coordination has become a priority in recent
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years), and have tended to lag behind innovations
in transaction design. Moreover, firms design trans-
actions with an eye towards how they will be
rendered under GAAP. Leases, as noted above,
are largely absent from firms’ balance sheets. This
reflects careful transaction design so the acquisition
and financing of capital assets can be excluded,
according to GAAP, from the firm’s balance
sheet — in effect lowering the officially measured
debt. Similarly, compensating employees with
equity options was, until most recently, a form of
compensation that, according to GAAP, is absent
from firms’ income statements. (While GAAP is
defined outside explicit governmental agencies,
compliance with GAAP is legally required. The
Securities and Exchange Commission in the
United States has statutory authority to define
GAAP, and has delegated this task, by and large,
to the FASB. The European Union, in turn, has
delegated this task to the IASB. Auditing regula-
tions, in turn, are more varied, as is enforcement.)

The least visible accounting activity is what
transpires inside the firm. Here we again find mea-
sures of stocks and flows of resources, aimed now at
divisions, plants, departments, product lines, and so
forth. The noted ambiguities remain, and extend to
such arenas as tracing services from a common
provider, such as human resources or cash manage-
ment, to the consuming units inside a firm or divid-
ing the accounting profit on some particular product
line among the various units within the firm whose
combined activities produced it. Here we also find
less, but far from nil, reliance on GAAP. These
measurement activities are not, literally speaking,
regulated; but they do rely on the same underlying
financial history. We also find a variety of non-
financial measures, such as customer and employee
satisfaction or student course evaluations. We also
find occasional wholesale redesign of a firm’s inter-
nal accounting activity (Anderson et al. 2002). (Tax
accounting is yet another activity, though the mea-
surement rules are often more directly statutory in
nature, and diverge from GAAP.)

Importantly, now, the question is: how are we
to make sense of these patterns? Two approaches
have emerged through the years, the measurement
school and the information school.
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The Measurement School

The measurement school takes its cue from clas-
sical economics. In a fully developed general
equilibrium model, with complete and perfect
markets (for example, Debreu 1959), value and
income are well defined, as is the value of a firm’s
assets and obligations. The measurement school
takes this as a desideratum and emphasizes the
importance of approaching this economic ideal
reasonably well.

This is the source of accounting’s intellectual
history, its underlying definitions of asset, liabil-
ity, income, revenue and expense, and the rhetoric
used by its regulators. (Important contributors to
this school of thought include Paton 1922; Clark
1923; Canning 1929; Edwards and Bell 1961;
Solomons 1965; Chambers 1966).

The advantage of the measurement approach is
its (Relative) clarity. Foreign currency translation
at contemporaneous exchange rates, economic
depreciation, and market value of complex finan-
cial instruments, for example, all take on a natural
conceptual clarity at this point. Indeed, at least in
the United States, we find the national income
accounts are not mere consolidations of GAAP
measures, but are produced with an eye on the
economic fundamentals. (See Petrick 2002. More
broadly, this leads us to the theory of measure-
ment in general — for example, existence, unique-
ness and meaningfulness of a measure — and the
axiomatic characterization of additive structures;
Krantz et al. 1971; Mock 1976). Unfortunately,
adding up the value of a firm’s assets views the
firm as the sum of its assets, so to speak, and is
inconsistent with synergies among the asset
groups. In parallel fashion, marginal cost is the
only meaningful product-cost statistic in a multi-
product firm, absent separability. Yet accounting
requires accounting product costs to sum to the
total cost, which implies that the accounting prod-
uct costs can be reasonably viewed as marginal-
cost estimates only under conditions of separabil-
ity and constant returns. This suggests theoretical
limits to the measurement approach).

Likewise, with the advent of financial engi-
neering it is natural, from the measurement school
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perspective, that GAAP require fair value (that is,
as if market value) estimates of these instruments.
In short, with the measurement school we at least
know what it is, conceptually, we are trying to
measure.

The disadvantage of the measurement
approach is that it relies on economics to identify
the conceptual ideal, but ignores economics
when the time comes to worry about resources
devoted to the measurement enterprise. (Audit
fees alone exceed $6 billion annually in the
United States). It also raises such questions as
why international differences persist, why
accounting does such a poor job of tracking
economic value and why, given this presump-
tively poor performance, it continues to survive.
(Flawed as it is, from this perspective, we also
know foreknowledge of firms’ annual reports
would allow highly profitable speculation; Ball
and Brown 1968). It also fails to capture the
accountant’s stock in trade of eschewing eco-
nomic measurement and embracing historical-
cost allocation. Capital assets are not measured
at economic value, and no attempt is made to
measure economic depreciation. Rather, the his-
torical cost of the capital asset is allocated, is
divided among multiple uses in some formula-
driven manner. For example, the initial cost of a
real asset is divided among periods (accounting
depreciation) and from there among products,
resulting in an allocated portion hitting the
income statement and the net balance being the
asset value on the balance sheet. Moreover, when
accounting reports the cost of a firm’s product, it
is reporting not marginal cost but an allocated
accounting cost. Morgenstern (1965, p. 79) is
particularly eloquent:

But it is clear that in the absence of a convincing and

complete theory there is no unique and objective

way of accounting for costs when overhead, amor-
tization and joint costs have to be taken into con-

sideration ... ‘Cost’ is merely one aspect of a
valuation process of great complexity.

The measurement school, then, focuses on eco-
nomic measurement as the ideal, but ignores eco-
nomic forces that impinge on the measurement
process.
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The Information School

The information school, in contrast, focuses on
these economic forces and takes its cue from the
economics of uncertainty. It views the accounting
product not literally as measures of resources but
as information that purports to inform about these
resources. Abstractly, then, accounting is a map-
ping from underlying acts and events into the real
numbers. In this view, accounting is one among
many sources of information. Analysts, the finan-
cial press and trade associations are familiar
sources of financial information, as are govern-
ment statistics themselves. Moreover, firms often
engage in voluntary disclosures; for example,
new product announcements, major investment
announcements, and even so-called earnings
warnings where they reveal that a forthcoming
earnings measure will be lower than originally
anticipated. In addition, the typical financial
report reports cash flow, an utterly reliable, unam-
biguous measure. (Important contributors to this
school of thought include Butterworth 1972;
Feltham 1972; Ljiri 1975; Beaver 1998;
Christensen and Demski 2002).

The advantage of this view is it forces us to
think in terms of complements and substitutes
when dealing with this vast array of sources, and
to look for economic forces that drive the disparity
that bedevils the measurement school. And it is
here that the comparative advantage of the
accounting channel comes into focus: it is pur-
posely designed and managed so that it is difficult
to manipulate (Ijiri 1975). This is why it often
resorts to historical-cost measurement, as this
removes major elements of subjectivity and
manipulation potential. It is also why, in orga-
nized financial markets, most valuation informa-
tion arrives before the firm’s financial reports; and
in this sense the financial reports provide a verac-
ity check on the earlier reporting sources. In addi-
tion, cost allocation now enters as a natural
phenomenon, either as a simple scaling device
or — to use an analogy with informationally effi-
cient markets — as a cousin to an information-
based pricing kernel in a financial market
(Christensen and Demski 2002; Ross 2004).
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Libraries are organized in coordinated fashion,
as are phone books; and the same can be said
about accounting. A curiosity is the political side
of the regulatory apparatus. It is difficult, for
example, for the incumbent government to alter
a government-provided statistical series, yet it is
routine for the incumbent government to inter-
vene in the accounting regulatory process.
A second curiosity is the seemingly episodic
nature of financial reporting frauds (Demski
2003), although at the micro level it is well under-
stood that opportunistic reporting is part of the
game. For example, an ability to shift income
from a later to an earlier period may be an inex-
pensive signal or, to speak more cynically, less
costly to the firm than shifting real resources.

The disadvantage of the information school
is its sheer breadth. The institutional context
includes a vast array of information sources and
actors, and sorting out first-order effects remains
problematic.

Conclusion

Accounting, then, is simultaneously an important
source of economic data and a collection of insti-
tutional regularities that provide research econo-
mists with yet another venue for documentation
and exploration of economic forces. Why do we
see episodic regulatory interventions? Why do we
see forecasts of forthcoming accounting mea-
sures? Why do we not see supplementary estima-
tion of economic depreciation? Why do we see the
mix of historical-cost and market values that char-
acterize modern financial reporting? Questions of
this sort motivate much of the current research in
accounting and finance.
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Accumulation of Capital

Edward J. Nell

The accumulation of capital has been analysed by
economists in two very different ways. The most
common has been to see it as the expansion of the
productive potential of an economy with a given
technology, which may be improved in the pro-
cess. But it has also been understood as the
outright transformation of the technical and pro-
ductive organization of the economy. The first
approach leads to analyses based on the idea of
steady growth, subsuming the concerns of the
second under the heading of ‘technical progress’.
Such an approach rests on a conception of capital
as productive goods or, in more sophisticated
versions, as a fund providing command over pro-
ductive goods. This is not wrong; it is merely
inadequate. Capital must also be understood as a
way of organizing production and economic
activity, so that the accumulation of capital is the
extension of this form of organization into areas in
which production, exchange and distribution were
governed by other rules. This conception of cap-
ital emphasizes the importance of organization; so
understood, technology and engineering are not
abstract science, they are ways of organizing pro-
duction, and so have an institutional dimension.
Accumulation then implies the transformation of
institutions as well as production, and steady
growth is not applicable (except perhaps as a
benchmark).

Besides the distinction between steady state
and transformational growth, there is another
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principal division in the way that economists have
thought about accumulation. One side sees it as
‘ploughing back’ part of the surplus arising from
production; the other as the process of adjusting a
scarce resource to its optimal uses, as determined
by the market. According to the classical ‘surplus’
approach, accumulation consists of the productive
investment of part of society’s net product — the
surplus of output over necessary consumption and
the requirements for maintaining capital intact — in
order to expand productive capacity to take
advantage of new or developing markets. The
study of accumulation, therefore, needs to explain
both the availability of the surplus and the moti-
vation for ploughing it back, and this can be
examined either as steady state expansion or as
part of a process of transformation.

The originators of the classical tradition saw
accumulation as a transformation of the economy.
Smith stressed institutional changes, in particular
the development of markets and the removal of
state barriers, but his analytics were incomplete
and partially incorrect. Ricardo offered only a
rudimentary explanation of the surplus, in the
‘iron law of wages’; accumulation, however, he
saw as the natural activity of capitalists, although
it would be limited by the rise of food prices
caused by the extension of cultivation to marginal
lands, shifting distribution in favour of rent. Marx
located the origin of the surplus in the exploitation
of labour and found the cause of the tendency of
the rate of profit to fall in the interaction of com-
petition and technological advance rather than in
pressure on marginal land. Each offered a picture
with a grand sweep, painted in large strokes.
Modern ‘surplus’ theory is more circumspect
and less interesting.

In most modern work accumulation is studied
in the context of steady growth. Growth can be
aimed at a specific target, or can continue indefi-
nitely. The first is the subject of ‘turnpike’ studies
(so called because to reach a target set of outputs
most rapidly the economy first shifts to the bal-
anced growth path — the ‘turnpike’ — and speeds
along it, changing to the desired production mix
when it reaches the right size), while the latter is
analysed by models in which equilibrium paths of
perpetual expansion are determined and their
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properties examined. So, given a system of pro-
duction, we ask how that system can be set up so
as to grow either over the indefinite future or over
some finite stretch of time to reach some target set
of outputs. In either case, however, accumulation,
the central focus around which other economic
questions are grouped, will result from the rein-
vestment of part of the surplus, and will be
analysed either as a case of steady growth or as a
deviation from steady growth.

The other approach sees accumulation or
decumulation of capital simply as the adjustment
of a particular factor of production to its equilib-
rium level, as determined by supply and demand.
In this conception, factor equilibrium is defined in
terms of the optimal allocation of scarce resources
to competing tasks (in turn defined by the equilib-
rium final bill of goods, again determined by
supply and demand.) The supply of capital may
either be taken as given, along with that of land
and labour, or it may be seen as governed by
saving behaviour, and so responsive to the rate
of interest. Demand for capital will be governed
by its productivity at the margin, as with the other
factors. Equilibrium in a particular sector comes
when supply to that sector equals the demand for
capital arising in it; equilibrium in general comes
when the overall supply of capital equals the
overall demand for it. So, according to this con-
ception, accumulation occurs only when the econ-
omy is in disequilibrium — it is the movement
along the path to equilibrium. The central eco-
nomic problem is the optimal allocation of scarce
resources, and accumulation of capital is a rela-
tively minor matter.

Technical knowledge, however, is itself a
scarce resource, and the incentives to produce it
and allocate it optimally can be studied by neo-
classical methods. Thus the allocation approach
can give rise to an account of the long-term trans-
formation of the economy.

But a reallocation process has a natural ending
at the equilibrium point, whereas capital accumu-
lation appears to be limitless. Locked into an
allocation/disequilibrium framework, the supply
and demand approach would be unable to tackle
the main questions. It was saved from this fate by
the development of the neoclassical growth
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model, based on the aggregate production func-
tion, and thus combining aspects of the traditional
‘surplus’ approach with supply and demand. This
model provides an account of ‘steady growth’
over the long run; that is, uniform expansion of
all outputs and all inputs, taking place together
with regular technical progress. The working of
this model, in turn, is based on the traditional
theory of competitive factor markets with substi-
tution between labour and capital in the process of
production, where both factors are expressed in
aggregate terms.

The Keynesian Problematic

The question of substitution initially arose
because a simple Keynesian growth model with
a given capital-output ratio led to the disturbing
conclusion that neither steady growth nor optimal
allocation could be achieved. Aggregate demand
equals Investment times the multiplier, or I/s, in
the simplest case, where s is the average and
marginal propensity to save. Aggregate supply,
then, is the capital stock times its productivity, or
K/v, where v is the capital-output ratio. So the
growth rate, G = I/K = s/v. This is the rate which
equates supply and demand; hence it is the one
that business will find satisfactory. But nothing
has been said about the labour force or employ-
ment; so the equilibrium growth rate need not be
consistent with the growth of the labour force, a
condition which cannot be optimal. Nor is that the
only problem. When I is too low, so that /K < full
employment s/v, I/s < K/v, and there will be
excess capacity; so businesses will be inclined to
reduce I still further. Similarly, when I is too large
there will appear to be capacity shortage, and
businesses will be inclined to increase I still
more. The system gives the wrong signals, and a
deviation from steady growth will tend to worsen
rather than correct itself.

The Neoclassical Response

Substitution in response to price signals appears to
correct this. The neoclassical model determines a
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path of steady and stable full-employment growth.
For instance, when the rate of growth of labour, in
efficiency units (the ‘natural’ rate of growth), per-
sistently exceeds the rate, s/v, determined by the
propensity to save and the capital-output ratio
(the rate that will just balance aggregate demand
and aggregate supply), the real wage will tend to
fall, leading firms to substitute labour for capital.
As aresult, v, the capital-output ratio will decline,
raising the rate of growth, s/v. So long as the
production function is ‘well behaved’ (linear and
homogeneous, positive first and negative second
derivatives, marginal product of capital tends to
infinity as K/L tends to zero, and tends to zero as
K/L to infinity), there will exist a value of v that
will equate s/v to any natural rate of growth.
Technical progress which leaves the K/Y ratio
unchanged (Harrod-neutral) will not affect the
steady-growth path; technical progress which
leaves the ratio of the marginal products of
capital and labour unchanged (Hicks-neutral)
will change the path, but the economy should
adjust smoothly to the new equilibrium. In the
Keynesian case, investment determined savings;
here that causality is reversed (and so the instabil-
ity disappears — by fiat): in the long run, all sav-
ings will be invested; persistent excess capacity
(resulting from planned saving > planned invest-
ment at full employment) would drive down the
rate of interest by lowering the return (or raising
the risk) on existing securities; the lower rate of
interest will then raise investment up to the full-
employment level.

Optimality and the Golden Rule

In neoclassical theory, equilibria tend also to be
optimal, but in general the steady growth path
will not be. An optimal path ought to be one
along which per capita consumption is at a max-
imum. Consumption is output minus investment,
and investment must grow at a fixed rate in order
to fully employ the growing labour force. Now
consider different capital-output ratios: if the
marginal product of capital at a certain v adds
more to output than is required to equip the
labour force, consumption rises; if it adds less,
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consumption falls. Hence when the marginal
product of capital just equals the additional
investment required for the growing labour
force, consumption will be at a maximum. But
there is no reason to expect this level of the
marginal product to be associated with the
capital-output ratio that makes s/v just equal to
the rate of growth of the labour force.

The proposition that consumption per head is
maximized when the rate of profit equals the rate
of growth is sometimes called the ‘Golden Rule of
Growth’. Under constant returns, it has another
disconcerting implication for neoclassical theory.
In the stationary state, a positive rate of profit
implies that the choice of technique (of the
capital-output ratio) is suboptimal. In the station-
ary state (the normal assumption underlying text-
book price theory) only a zero rate of profit is
consistent with optimal technique. But a zero
rate of profit implies that the Labour Theory of
Value governs long-run prices! Either long-run
prices are determined by growth theory, or they
reflect labour values, or the techniques in use are
sub-optimal. (Non-constant returns make this
more complicated, but the heart of the problem
remains: allocation theory cannot determine long-
run prices and optimal techniques independently
of growth theory, and therefore of the ‘surplus
approach’.)

Technical Progress

Treating technical progress as a shift of one kind
or another in the production function limits the
field of study to changes in method, overlooking
the introduction of new products and, indeed,
whole new sectors. Treating it as autonomous or
as a function of time, even, as in ‘learning-by-
doing’, time on the job, ignores the important
influence of demand pressures. Neo-Keynesians,
by contrast, treat technical progress as primarily
occurring in manufacturing as a response to the
growth of demand, so that the rate of technical
progress depends on the relative size of manu-
facturing and on the rate of growth of demand, a
relationship known as ‘Verdoorn’s Law’, which
has been widely confirmed.
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Capital Theory

The standard version of neoclassical theory treats
capital as a factor of production, on a par with
labour and land, where factors are understood in
broad terms and are supplied by households and
demanded by firms. (The activity analysis version
treats each capital good and each form of land or
labour separately, determining its marginal prod-
uct as a shadow price, thereby avoiding difficulties
over capital-in-general, but for that very reason
cannot easily analyse the forces that bear on cap-
ital as a whole; for instance, saving and investment
and their relation to the rate of interest.) The
‘surplus’ approach of the classics, especially as
developed by Marx, conceives capital as an insti-
tution: it is a way of organizing production by
means of control over produced means of produc-
tion, which permits processes of production to be
valued so they can be bought and sold. These two
approaches are obviously different, but are they
necessarily incompatible? The capital theory con-
troversy developed over the neoclassical attempt
to show that the aggregate production function’s
implied ordering of techniques (according to an
inverse relationship between profitability and
capital-intensity) could be constructed in a
disaggregated classical or ‘surplus’ model.

Each point on a neoclassical production func-
tion (whether aggregate or not) represents the
adoption of a method of production: the firm or
the economy as a whole has fully adjusted its plant
and equipment. Moving from one point on a pro-
duction function to another thus means scrapping
old plant and replacing it with new, which implies
a burst of exceptionally high activity in the
capital-goods sector. This will normally be com-
patible with continuous full employment in the
neoclassical framework only if the consumption
goods sector is the more capital-intensive, a con-
dition for which there is no economic rationale
(Uzawa 1961), or if certain other special condi-
tions are met (Solow 1962). But once we step
outside the neoclassical framework the problem
of ‘traverse’ (moving from one growth path to
another), even with a given technique, can be
shown to simply capacity surplus or shortages in
one or more sectors, normally accompanied by
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temporary overall unemployment (Hicks 1965;
Lowe 1976).

In marginal productivity theory a technique is
thus uniquely designated by (K/Y, K/L); moreover,
each K/Y is uniquely paired to its corresponding
K/L, and as a direct consequence, each K/L is
uniquely associated with a marginal product of
capital. But suppose a technique were most prof-
itable at one rate of profit (marginal product of
capital) and then also proved the most profitable at
another level of the profit rate. If this could hap-
pen, the neoclassical production function would
not uniquely determine the choice of method of
production. Yet the general possibility of this phe-
nomenon (‘reswitching’) is easily demonstrated.
(Not only the neoclassical approach is at risk here;
the Marxian doctrine of the falling rate of profit is
likewise rendered suspect: Okishio 1962).

Neoclassical production theory, whether aggre-
gate or not, postulates diminishing marginal out-
put as the amount used of a factor is varied in
relation to other factors. If factors are paid the
value of their marginal products, as the theory of
competitive behaviour asserts, then factor reward
(e.g. the rate of profit) should fall as the amount of
the factor (capital) increases in relation to labour.
(If reswitching occurs, it can be demonstrated that
at least one of the switches will show a positive
relation between capital per worker and the rate of
profit.) Once we step outside the conventional
approach, this inverse relationship is not intui-
tively plausible: increasing the amount of capital
employed in a production process is a more com-
plex matter than employing more labour. Capital
consists of all the various means of production; it
is a set of inputs. In fact, it is more (and more
complicated) than that: at the beginning of pro-
duction the capital of an enterprise consists of its
plant and equipment, its inventory of materials and
its wage fund (minus various obligations). A little
later it consists of somewhat depreciated plant and
equipment, together with the worked-up inventory
of marketable goods, while the materials and wage
fund have disappeared. But (allowing for changes
in indebtedness during production, etc.) although
the actual goods in which its capital is embodied
are different in the two situations, the business will
sell for the same price — it has the same capital
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value. To vary the amount of capital is to change
the size or the nature of the entire process, and it is
not at all obvious what effect this will have on the
rate of profit.

A second problem concerns influences running
the other direction, from the rate of profit to the
amount of capital. When the rate of profit changes,
competition requires prices to change. (Suppose,
ceteris paribus, that the real wage rose, requiring
the general rate of profit to fall; to keep the rate
uniform, so capital will not tend to migrate to the
relatively high-profit industries, the prices of labour-
intensive products will have to rise relative to
capital-intensive ones.) But if the prices of produced
means of production change, then the ‘amount of
capital’ embodied in unchanged plant and equip-
ment can vary, and this can come about because of
variation in the rate of profit. Moreover, the amount
of capital embodied in unchanged equipment can
vary in either direction when the rate of profit
changes, since the direction of relative price
changes depends only on relative capital-intensity,
about which no general rules can be given. The
neoclassical ranking of techniques according to
capital-intensity and the rate of return has to be
considered an inadequate representation of the real
complexities involved in choosing techniques and
using capital in production. So the neoclassical
answer to the Keynesian problem is not sufficient.

Neo-Keynesian Theory

An alternative to the neoclassical theory of steady
growth, however, provides a similar answer by
way of a different conception of price adjust-
ments, while still remaining within the conception
of accumulation as the expansion, rather than the
transformation, of a given system. The overall
saving ratio is considered the weighted average
of saving out of wages and profits, the weights
being the respective income shares. Here the pro-
pensity to save out of profits is assumed to be
relatively high, and that out of wages to be low.
Then, if the natural rate of growth > s/v, eventu-
ally the money wage rate would tend to fall, and
this, ceteris paribus, would raise the profitability
of investment. As a result the overall saving ratio
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would rise, bringing s/v up to the full-employment
level. If s/v is greater than the natural rate, on the
other hand, the resulting excess capacity would
lower profitability and tend to bring s/v down.
Thus it is not necessary to assume easy and unre-
alistic substitution; the capital/output ratio can
remain fixed, and yet market adjustments will
direct the system towards the full employment
growth path.

Like the neoclassical, this scenario sees the
natural rate of growth as the centre of gravitation
towards which the system adjusts. But it has
sometimes been given another, more Keynesian
interpretation. If, at the level of normal capacity
utilization, investment demand were to exceed
savings, multiplier pressure would drive up
prices — since output could not be (easily)
increased. Money wages, on the other hand,
would not be driven up, since employment could
not be (easily) increased either, for when plant and
equipment is operating at full capacity there are no
more places on the assembly lines — the full com-
plement of workers has already been hired. Thus
the excess demand for goods will not translate into
excess demand for labour, and prices will be
driven up relative to money wages: a Profit Infla-
tion. Thus the overall saving ratio will rise, until
the pressure of excess demand is eased. So in the
long run as well as in the short, savings adjusts to
investment. Understood in this way, the second
scenario contradicts the neoclassical one rather
than complementing it.

Investment and the Accelerator

But this is still not fully Keynesian, or at least not
Harrodian, for the emergence of excess or shortage
of capacity must be allowed to influence invest-
ment plans — the ‘accelerator’, or capital-stock
adjustment principle. When s/v > actual or current
I/K, there will be a slump; when s/v < I/K prices
will be bid up relative to money wages. Money
wages, in turn, will tend to rise or fall according to
whether the actual rate of growth lies above or
below the natural. If the actual rate lies above the
natural, this will tend to raise the natural and lower
the actual. There are thus three rates of growth: the
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actual, I/’K, the warranted, s/v, and the natural, and
six possible permutations of these. It can be shown
that in only two cases is there an unambiguous
tendency for all three rates to converge; in two
others, plausible additional assumptions will
bring a tendency to converge. But in two cases
there seems to be no convergence at all; quite the
opposite (Nell 1982). So the Keynesian approach
suggests that the full-employment (or, indeed,
any) steady growth path should not be treated as
a centre of gravitation; it may or may not be what
the market tends to bring about.

Capital Value and Profit

Ironically, this neo-Keynesian approach runs
afoul of the same problems that plague the neo-
classical standard version. For once we leave the
one-sector framework, the neo-Keynesian theory
implies that excess aggregate demand will bid up,
not the price level in general, but the relative
price of capital goods — for the excess demand is
entirely concentrated in the investment goods sec-
tor, and there is no discussion of how this could be
transmitted to the consumer-goods sector. More-
over, if both prices did rise relative to money
wages, consumer-goods demand would fall. But
this would not indicate a possible equilibrium, for
it leaves the profit rate unequal in the two sectors.
Thus the neo-Keynesian claim must be that a
bidding up of the relative price of capital goods
will raise the rate of profit, leading to higher
savings, etc., but in a two-sector model it is easily
seen that this will only be the case when the
capital-goods sector is the more capital-intensive.
So the validity of the approach depends on an
arbitrary condition (which becomes even more
arbitrary as the number of sectors increases.)
Even worse, suppose that the capital-goods
sector is the more capital-intensive, and consider
a small rise in the growth rate to a new equilibrium
level, requiring an increased production of capital
goods (alternatively, a fall in the actual rate below
the equilibrium). The corresponding new overall
capital-labour ratio will be higher than the initial
one; but to maintain full employment there will
have to be a diversion of resources to the industry
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with the lower capital-labour ratio. To preserve
full employment the capital-goods sector would
have to be contracted; but to increase the growth
rate it has to expand. (A similar argument holds
for a decline in the equilibrium growth rate.) In the
case where a rise in the price of capital goods
would increase the rate of profit, permitting the
neo-Keynesian mechanism to work, the system
could not adjust to the new steady growth path,
since the two conditions for adjustment contradict
one another.

In fact, adjustment from one steady growth
path to another turns out to be difficult in general,
even without changes in technique. A change in
the growth rate requires changes in the relative
sizes of sectors, which means shifting labour and
resources; but these are normally used in different
proportions or in different combinations. And
some can only be used in certain sectors and not
in others. The ‘traverse’ from one steady path to
another will normally involve both unemployment
and shortages, and it may be difficult to actually
reach a new path before the conditions determin-
ing it change. The ‘steady growth’ approach to
accumulation may face insurmountable problems.

The Significance of Steady Growth

But, what then is the importance of the steady
growth path? For the neoclassical approach it is
an extension of the concept of equilibrium to
the case of expansion over time; for some
neo-Keynesians it represented a centre of gravita-
tion, a point towards which the system would
move, or around which it would oscillate. For
others it may simply be a point of reference —
how the system would work if certain contrary-
to-fact assumptions held. Real processes will
normally be different and can be classified by
their distance from such a point of reference.
Following Joan Robinson, steady growth with
continuous full employment has been termed a
‘golden age’; desired capital accumulation equals
the natural rate of growth. But a low desired rate,
well below the initial natural rate, might create a
large reserve army of unemployed, forcing down
real wages and lowering the birth rate, so that the
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natural rate would fall to the depressed desired
rate — a ‘leaden age’. A desired rate above the
natural rate may bid up real wages enough to
lower the rate of profit until the desired rate falls to
the natural — a ‘restrained golden age’. A ‘bastard
golden age’ occurs when the desired rate cannot be
achieved because the real wage cannot be driven
down sufficiently, the attempt resulting in inflation.
Other possibilities can be envisioned, depending on
the adjustment mechanisms postulated. For exam-
ple, when the initial stock of capital is not appropri-
ate to the desired rate of accumulation, it will have
first to be adjusted, but the part of the capital-goods
sector that produces capital goods for its own use
may be too large or too small for easy adjustment to
the desired rate, giving rise to ‘platinum age’ pat-
terns of accumulation. The catalogue is endless, but
its value is limited.

Steady growth, in fact, appears to be best
analysed as a supply-side concept. Its most elab-
orate development, in fact, is strictly supply-
side — as the von Neumann ray, or in Sraffa’s
terms, the Standard Commodity, where the indus-
try sizes of the system have been so adjusted that
the net product of the economy as a whole consists
of the same commodities in the same ratios as its
aggregate means of production. The warranted
rate of growth, by contrast, balances supply and
demand. But it is an imperfect growth concept,
for it balances aggregate supply and aggregate
demand at a moment of time; it does not balance
the growth of supply with the growth of demand.
The von Neumann ray is an analysis of the growth
of supply — but so far there is no comparably
detailed analysis of the growth of demand.

Accumulation and Technical Change

This not only brings to light a defect in the theory
of steady growth, it also raises the question of the
relation of steady growth to the accumulation of
capital. For the best-established empirical propo-
sition in the study of consumer behaviour states
that as income increases, consumer demand will
increase non-proportionally — it will shift in a
characteristic manner. Hence there is little point
in trying to complete the theory of steady growth
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with an account of steady growth in demand; it
doesn’t happen.

In actual fact, steady growth has never taken
place. The history of capitalism is a history of
successive booms and slumps, but perhaps even
more striking, of slow but persistent long-term
shifts in crucial relationships. For two centuries
labour shifted out of agriculture and migrated to
the cities to work in manufacturing industry. For
over half a century now labour has shifted into
services, first from agriculture and then, later,
from manufacturing as well. For almost a century
the relative size of the government sector has been
rising, whether measured by share of GNP or by
share of employment.

These points lead to a major criticism of the
treatment of technical progress in accumulation:
whether it is presented as shifting the production
function, as learning by doing, or in a ‘technical
progress’ function, and whether conceived as
embodied or disembodied, it has been treated as
leading to the extraction of greater output from
given resources, in the context of steady growth.
But technical progress introduces new products as
well as new processes, and together these change
the forms of social life. This is reflected in the
changing importance of the major sectors of the
economy, in the changing class structure and in the
changing patterns and nature of work. None of
these points seems to be captured by the current
analyses, in part because of the preoccupation with
steady growth, based on an overly simplified con-
cept of capital as productive goods. When capital is
understood as also being a form of organization,
then the link between accumulation and the trans-
formation of institutions can be forged. Another
reason, perhaps, may be that technical progress
has been approached too timidly, and without
understanding its dual relation to the growth of
demand. For technical progress both stimulates
the growth of demand and responds to it.

Steady Growth Versus Transformational
Growth

In practice, steady growth is an impossibility for
at least three reasons. First, land and natural
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resources are limited, and high-grade ores and
high-fertility lands are the first to be used. As
they are used up over time, productivity falls
unless and until technical progress offsets the
decline — but such technical progress will have
to involve new products. Second, as mentioned,
Engel curves imply that consumption patterns
will be changing. And finally, if propensities to
save differ in the different social classes (and if
workers receive interest on their savings, and
capitalists salaries for managing capital), then
the relative wealth of the classes will be changing
over time, leading to changes in the composition
of demand. The first point implies that costs will
tend to rise; the second two, that demand for
consumer goods will tend to rise more slowly
as time passes. All three therefore point to long-
term stagnation in the absence of major techno-
logical changes.

This does not simply mean increasing the pro-
ductivity of currently employed processes; it
means the development of new processes and
new products — both for consumers and for indus-
try. It means electrification, or the internal com-
bustion engine, the aeroplane or, perhaps, the
computer. The changes must be of sufficient
importance to lead to an investment boom
resulting from widespread scrapping of present
plant and equipment, as well as the development,
concurrently, of large-scale new markets, as con-
sumers introduce the new products into their
living patterns. And as new plants are built, econ-
omies of scale can be realized, making it possible
to lower prices, so as to reach new markets in
lower levels of the income distribution. Capital
organizes markets and marketing as well as
production.

New household products have emerged
because a way has been found to perform some
normal daily activity better or more cheaply by, in
effect, shifting it from the household to industry,
capitalizing it. New industrial processes, usually
involving new products as well, have emerged as
the result of mechanizing activities formerly
performed by workers, enabling them to be done
better, or more cheaply, or more reliably. Mass-
production goods have replaced home crafts; the
mechanization of agriculture, in conjunction with
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Engel’s Law, has displaced farm labour; the rise of
manufacturing, to build the factories and then to
supply the new goods, has provided employment
for the displaced labour — but at greatly reduced
hours of work per week, providing more hours to
spend on consuming.

The rise of mass production and the consequent
urbanization have created new problems; among
others, periodic mass unemployment, which in turn
had to be dealt with by an expanded government.
And today traditional mass production is being
transformed by the computer and the chip, with
consequences we cannot yet fully foresee.

The interlocking emergence of new products
and new processes, creating new markets and
new industries, can be termed ‘transformational
growth’, in contrast to steady growth. It is here
that the true story of the accumulation of capital,
and the causes of the wealth of nations, will be
found, but to date this study has been left the
province of economic historians.
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Acyclicity

Douglas Blair

Acyclicity is a consistency property of prefer-
ences and other binary relations. It requires that
the asymmetric part P of the relation (e.g. the
subrelation of strict preference) contain no cycles;
that is, for no sequence of alternatives xj, x», . . .,
X, 1s it true that x,Px,, xoPxs,...,.x,_1Px,, and
x,Px;. The study of cyclic preferences dates at
least to Condorcet’s (1785) treatment of the para-
dox of voting, in which transitive individual
voters generate cyclic majority preferences.
Whenever a feasible set S contains more than
two alternatives, some principle is needed to gen-
erate choices C(S) from the pairwise comparisons
summarized by the preference relation; one natu-
ral candidate is the set of undominated alterna-
tives. Acyclicity is necessary and sufficient for the
existence of a non-empty set of undominated ele-
ments in any finite feasible subset S of the univer-
sal set of alternatives. In addition, defining the
choice set as the undominated alternatives
according to an acyclic relation guarantees that
choices will exhibit a desirable consistency
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property: if S'is a subset of Tand if x belongs both
to S and to C(7), then x must belong to C(S). In
Sen’s (1970) example, if the world champion is a
Pakistani, then he must be champion of Pakistan
as well. This property is attractive in piecemeal
decision mechanisms in which choices are made
from unions of choices over subsets. If an alterna-
tive fails to be chosen in some subset, it need not
be reconsidered later, since the contrapositive of
this property ensures that the alternative will not
be among the final choices.

Acyclicity is a significantly weaker consistency
property than transitivity; it permits intransitivities
both of the strict preference relation P and the
symmetric subrelation of indifference /. For exam-
ple, the preferences xPy, yPz, and xIz are acyclic; so
too are the preferences x/y, xIz, and xPz.

Acyclicity arises in several contexts in eco-
nomics. Consumer theory’s Strong Axiom of
Revealed Preference (see Houthakker 1950;
Ville 1951-2), for example, is an axiom asserting
that a particular revealed preference relation is
acyclic. It arose as well early in the development
of game theory; the acyclicity of dominance rela-
tions is closely linked to the uniqueness of the von
Neumann—Morgenstern (1947, ch. XII) solution.

Acyclicity has been studied most intensively,
however, in connection with Arrow’s (1951)
Impossibility Theorem. This proposition concerns
constitutions, which aggregate sets of individuals’
preference orderings into social preferences.
Arrow showed that the only constitutions satisfy-
ing two reasonable axioms and yielding transitive
social preferences are dictatorial. Several writers
have attempted to circumvent this conclusion by
relaxing transitivity to the more defensible
requirement of acyclicity. Non-dictatorial acyclic
constitutions do exist, but they turn out to be
hardly more attractive than dictatorships. Blair
and Pollak (1982) review this literature and
show that such constitutions must endow at least
one voter with extensive veto power over strict
social preferences opposite his or her own. If
egalitarian concerns force the vesting of such
power in many such voters, the constitution will
be highly indecisive, that is, frequently yield
judgements of indifference between alternatives.
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Adams, Henry Carter (1851-1921)

A. W. Coats

Adams was born on 31 December 1851 in Dav-
enport, lowa, and died in Ann Arbor, Michigan,
on 11 August 1921. In many respects typical of
the new generation of late nineteenth-century
American social scientists, Adams became a pro-
fessional economist only after considering a
career in the church or in reform political journal-
ism. After graduating from Iowa (later Grinnell)
College in 1874, he spent 1 year as a school
teacher and another studying at Andover Theo-
logical Seminary before obtaining a fellowship at
the newly founded Johns Hopkins University,
where he received its first PhD, in 1878.
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At Hopkins, Francis Walker steered him towards
public finance, a field to which Adams subse-
quently made major pioneering contributions.
But he was no narrow specialist, and 2 years’
further study in Europe, mainly at Berlin and
Heidelberg, laid the foundations for the breadth
of interest, historical perspective, and philosoph-
ical insight that characterized his later writings.

On returning to the USA Adams, like many of
his contemporaries, found difficulty in obtaining a
satisfactory permanent academic post and was
obliged to spend several years in temporary or
part-time employment before obtaining a perma-
nent position at the University of Michigan in
1886, where he spent the remainder of his career.
The frank and revealing correspondence between
Adams and President Angell immediately prior to
this appointment is a notable contribution to the
chequered history of academic freedom in Amer-
ica (cf. Dorfman 1954, editor’s introduction;
Coats 1968), for Adams had only recently been
dismissed from Cornell for having publicly
expressed support for labour unions during the
outcry over the Haymarket bomb incident. At
Ann Arbor, Adams built up a distinguished
department (Brazer 1982) and achieved national
recognition for his nearly two decades of service
as Chief Statistician to the Interstate Commerce
Commission, where by constructing and
implementing a system of uniform railway
accounts he made a lasting contribution to the
development of public regulation.

A co-founder and staunch supporter of the
American Economic Association, of which he
was President in 1896—-1897, Adams endeavoured
to bring the best elements in European economic,
social, and political thought to bear on the study of
contemporary problems. He made no significant
contributions to economic theory, although he
was one of the first American economists to incor-
porate Jevons’s value theory into his teaching.
A more temperate critic of laissez-faire individu-
alism than Richard T. Ely, Adams preferred clear
thinking to exhortation and was respected by his
peers for his solid scholarship and balanced judge-
ment, for example in his seminal essay on the
‘Relation of the State to Industrial Action’, the
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first systematic American examination of the
respective spheres of private and public economic
activity. While recognizing the force of competi-
tion as a principle he considered it inadequate as a
curb to monopoly power, and liable to depress the
ethical plane of economic activity as unscrupulous
employers undercut their more reputable rivals.
Arguing the need for increased government inter-
vention as the economic system became more com-
plex, Adams nevertheless opposed socialism and
nationalization, initially preferring municipal and
state to federal regulation. Later he viewed the
regulatory commission as the ideal conservative
instrument of reform. His analysis of the distinction
between increasing, constant and diminishing
returns underlay his concern at the growth of cor-
porate power and at the end of his life he advocated
cooperation as the most desirable basis for indus-
trial reform. Like many later thinkers he empha-
sized the need for collaboration between the
various organized groups in society, and his
emphasis on the worker’s proprietary rights in his
employment became a significant theme in the
writings of American labour economists. Another
pioneering contribution was his appreciation of the
interdependence of economics and jurisprudence,
one of many elements drawn from the tradition
of German historical economics. Although he
displayed little interest in the monetary questions
which troubled so many of his contemporaries,
Adams was a versatile and fertile thinker, many
of whose ideas became common currency among
later generations of American social scientists.

Selected Works

1881. Outline of lectures upon political economy.
Ambherst: C.A. Bangs. 2nd ed., Ann Arbor, 1886.

1884. Taxation in the United States 1789—1816.
Baltimore: Johns Hopkins Press.

1887a. Public debts: An essay in the science of
finance. New York: D. Appleton. 2nd ed., 1898.

1887b. Relation of the state to industrial action.
Baltimore: American Economic Association.
New ed., ed. J. Dorfman, New York: Columbia
University Press, 1954.



Adaptive Estimation

1897. Economics and jurisprudence. London:
Macmillan; New York: S. Sonnenschein.
New ed., ed. J. Dorfman, New York: Columbia
University Press, 1954.

1898. The science of finance: An investigation of
public expenditures and public revenues. New
York: H. Holt. Rev. ed., 1924.

1918. American Railway Accounting: A commen-
tary. New York: H. Holt.

References

Brazer, M.C. 1982. The Economics Department at the
University of Michigan: A centennial perspective. In
Economics and the world around it, ed. S.H. Hymans.
Ann Arbor: University of Michigan Press.

Coats, A.W. 1968. Henry Carter Adams: A case study in
the emergence of the social sciences in the United
States, 1850-1900. Journal of American Studies 2:
177-197.

Adaptive Estimation

Douglas G. Steigerwald

Abstract

Adaptive estimation arises in the context of
partially specified models. Partially specified
models occur with some frequency in econo-
metrics. For example, a linear regression
model in which the error distribution is
unknown is a partially specified model. So
too are many of the diffusion models employed
in empirical finance. One active research area
is to understand the conditions under which the
lack of full specification does not affect the
asymptotic efficiency of the estimator, in
which case the estimator is termed ‘adaptive’.

Keywords

Adaptive estimation; Kernel estimator; Linear-
ized likelihood estimation; Maximum likeli-
hood; Nonparametric estimation;
Semiparametric estimation; Spline functions

39

JEL Classifications
Cl4

An adaptive estimator is an efficient estimator for
a model that is only partially specified.

For example, consider estimating a parameter
that describes a sample of observations drawn from
a distribution F. One natural question is: is it pos-
sible that an estimator of the parameter constructed
without knowledge of F could be as efficient
(asymptotically) as any well-behaved estimator
that relies on knowledge of /7?7 For some problems
the answer is ‘yes’, and the estimator that is effi-
cient is termed an adaptive estimator.

Consider the familiar scalar linear regression
model (in which we let ¢ rather than i index
observations)

Y, =By + B X: + U,

where the regressor is exogenous and {U,} is a
sequence of n independent and identically distrib-
uted random variables with distribution F. The
parameter vector § = (fo, 51) is often of interest
rather than the distribution of the error, F. If we
assume that F'is described by a parameter vector 4
(that is, we parameterize the distribution), then the
resultant (maximum likelihood or ML) estimator of
[ is parametric. If we assume only that /' belongs to
a family of distributions, then the resultant estima-
tor of f§ is semiparametric. Because the OLS esti-
mator does not require that we parameterize F, the
OLS estimator is semiparametric. If the population
error distribution is Gaussian, we know that the
OLS estimator is equivalent to the ML estimator,
and so is efficient. Although the OLS estimator
is generally inefficient if F' is not Gaussian, it
may be possible to construct an alternative (semi-
parametric) estimator that retains asymptotic
efficiency if F' is not Gaussian. If we find that, for
a family of distributions that includes the Gaussian,
this estimator is asymptotically equivalent to the
ML estimator, then this estimator is adaptive for
that family.

The question then is: how can we verify that an
estimator is adaptive? As there will generally be
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an arbitrarily large number of distributions in the
family, it is not feasible to algebraically verify
asymptotic equivalence for each distribution. In
a creative paper, Stein (1956) first proposed a
solution to this problem. Let {F;, A € A} define
a subset of the family of distributions, each mem-
ber of which is parameterized by a value of A (each
member of this family must satisfy certain techni-
cal conditions, such as absolute continuity, which
will not be explicitly defined). Although primary
interest centers on f3, the full set of parameters
includes A. The information matrix, evaluated at
the population parameter values, is

g Ips
7= ,
(Im gy

where Zgg corresponds to the elements of f.
Estimators of 5 (again, the estimators must satisfy
technical conditions, such as +/n consistency,
which are also not explicitly defined) will have
covariance matrix that is at least as large as 7/,
which is the upper left component of Z~!. If the
partial derivative of the log-likelihood with
respect to f3 (the score for ) is orthogonal to the
score for 4, then Z ;= 0 and 7P = Il}l} Because
Zpp corresponds only to the parameter f8, the
asymptotically efficient estimator of f can be
constructed without knowledge of 4. Stein argued
that, if the condition Iz, = 0 holds for all the
elements of {F;}, then f3 is adaptively estimable.

While Stein’s condition has intuitive appeal, it
is not straightforward how to use the condition to
define estimators that are adaptive. In an invited
lecture, Bickel (1982) laid out a simpler condition
that does yield a straightforward link to the con-
struction of adaptive estimators. To understand
the condition, let Er denote expectation with
respect to the population error distribution and
let E; denote expectation with respect to an
arbitrary distribution Fe.Z. Let [ be the
log-likelihood for the regression model with data
z = (y, x) and let I(z, 5, F) denote the score for f5,
constructed from the model in which F is the error
distribution. A familiar condition that arises in the
context of likelihood estimation is that the
expected population score Ep [I(z B, F)] equal
0. Bickel’s condition is simply that the population
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score must have expectation zero over the entire
family %, that is, for any F € %,

Egi(z,p.F)] = 0.

The two conditions are linked: if % is a convex
family, then Stein’s condition is implied by
Bickel’s condition. In detail, if % is a convex
family, then F;, = AF + (1 — A)F with 2 an element
of A = (0, 1). Bickel’s condition then arises from
Stein’s condition by taking the limit as 2 — 0. For
the linear regression model, an adaptive estimator
of f§ exists for the family .Z that consists of all
distributions that are symmetric about the origin
(and several other technical conditions). If interest
centres on the slope coefficient alone, then one
need not restrict attention to distributions that are
symmetric about the origin, as an adaptive esti-
mator of ff; can exist even if f3, is not identified.

Bickel’s score condition leads naturally to esti-
mators that contain nonparametric estimators of
the distribution, £. In consequence, adaptive esti-
mation requires a second condition: the nonpara-
metric estimator of the score must converge in
quadratic mean to the population score. The
resulting estimators of f§ are two-step estimators.
The estimators require, as the first step, a +/n-
consistent estimator such as the OLS estimator. To
understand the estimator’s form, note that, if the
distribution were known, then the two-step
(linearized likelihood) estimator is

Bows + ”7123 (Zf’ﬁOL&F)’
P

With S(Z[,[))OLs,F) :Il] (I}OLS’F>I<ZI’EOLS’F> .
The linearized likelihood estimator is asymptot-
ically efficient. To form an adaptive estimator of
f, we must replace F with a nonparametric esti-

mator F. If F is constructed so that s (Z,, BOLS ,I:”)

converges in quadratic mean to s(Z,,BOLS,F ) ,
then

Bap = Bors + n_IZs(Z,, ﬁOLS’F)
P

is an adaptive estimator of f§ for the family .%.
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For the linear regression model, as for numer-
ous other models, nonparametric estimation of
F entails nonparametric estimation of the density
f- One popular nonparametric density estimator
is the kernel estimator, which is employed by
Portnoy and Koenker (1989) in their proof that
semiparametric quantile estimators are also
adaptive for f. If {U,} denotes the OLS resid-
uals, then a kernel density estimator is defined
for all u in a small neighbourhood of each value
of U, as

Py = (0= 7S & (u— 01,

s=1
s#L

where &, is a weight function that depends on the
smoothing parameter o. In Steigerwald (1992), &,
corresponds to a Gaussian density with mean
0 and variance ¢®. The variance controls the
amount of smoothing; as ¢* declines, the weight
given to residuals that lie some distance from U,
tends to zero. Of course, there are many other
ways to form the nonparametric score estimator.
Newey (1988) approximates the score by a series
of moment conditions, which arise from exo-
geneity of the regressor and symmetry of F. Far-
away (1992) uses a series of spline functions to
approximate the score. Chicken and Cai (2005)
use wavelets to form the basis for nonparametric
estimation of f.

Recent results in adaptive estimation have
focused on problems in which the error distribu-
tion is known, but other features are modelled
nonparametrically. Some of the most intriguing
results concern the type of stochastic differential
equation often encountered in financial models.
The price of an asset that is measured continu-
ously over time, P, is often modelled as

dP[ == m[dt + U[dB[.

The presence of standard Brownian motion, B,
makes the model of price a stochastic differential
equation. The function m, captures the determin-
istic movement or drift while v, is the potentially
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time-varying scale of the random component.
Lepski and Spokoiny (1997) study the model
in which v, is constant and m, is unknown.
They establish that a nonparametric estimator of
m is pointwise adaptive. Yet an estimator that is
pointwise adaptive — that is, for a given point ¢, the
nonparametric estimator of m(#,) is asymptotically
efficient — may not perform well for all values
within the range of the function m. Such an idea
is intuitive; without knowledge of the smoothness
of m, estimators designed to be optimal for one
value of ¢+ may be very different from optimal
estimators for another value of . Cai and Low
(2005) study efficient estimation of m over
neighbourhoods of ¢, and show that an estimator
constructed from wavelets is adaptive. The restric-
tion that the scale is constant is often difficult to
support with financial data. A more realistic
model, which Mercurio and Spokoiny (2004)
study, models the asset return as a stochastic dif-
ferential equation with drift 0 and v, varying over
time. The time-varying scale is assumed to be
constant over (short) intervals of time, but is oth-
erwise unspecified. They construct a nonparamet-
ric estimator of the volatility from a kernel that
performs local averaging and show that the resul-
tant estimator is adaptive.

See Also

Efficiency Bounds
Partial Linear Model
Semiparametric Estimation
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Adaptive Expectations

Michael Parkin

JEL Classifications
E17

The adaptive expectations hypothesis may be

stated most succinctly in the form of the equation:

Exg=Y J(1=2)x 0<i<1
i=0

ey

where E denotes an expectation, x is the variable
whose expectation is being calculated and ¢
indexes time. What this says is that the expecta-
tion formed at the present time, £, of some vari-
able, x, at the next future date, r + 1, may be
viewed as a weighted average of all previous
values of the variable, x, — i, where the weights,
M1 — L), decline geometrically. The weight
attaching to the most recent, or current, observa-
tion is A. The above equation can be manipulated
readily to deliver:

Exi1 =Ei1x + )»(xr - E,,1x;). )

What this equation says is that, viewed from
time t, the expected value of the variable, xat 7+ 1,

Adaptive Expectations

is equal to the value which, at time # —1 was
expected for ¢, plus an adjustment for the extent
to which the variable turned out to be different at t
from the value which, viewed from date ¢ —1, had
been expected. The change in the expectation is
simply the fraction A multiplied by the most
recently observed forecast error. In this formula-
tion, the adaptive expectations hypothesis is
sometimes called the error learning hypothesis
(see Mincer 1969, pp. 83-90).

The adaptive expectations hypothesis was first
used, though not by name, in the work of Irving
Fisher (1911). The hypothesis received its major
impetus, however, as a result of Phillip Cagan’s
(1956) work on hyperinflations. The hypothesis
was used extensively in the late 1950s and 1960s
in a variety of applications. L.M. Koyck (1954)
used the hypothesis, though not in name, to study
investment behaviour. Milton Friedman (1957),
used it as a way of generating permanent income
in his study of the consumption function. Marc
Nerlove (1958) used it in his analysis of the dynam-
ics of supply in the agricultural sector. Work on
inflation and macroeconomics in the 1960s was
dominated by the use of this hypothesis. The
most comprehensive survey of that work is pro-
vided by David Laidler and Michael Parkin (1975).

The adaptive expectations (or error learning)
hypothesis became popular and was barely chal-
lenged from the middle-1950s through the late-
1960s. It was not entirely unchallenged but it
remained the only extensively-used proposition
concerning the formation of expectations of infla-
tion and a large number of other variables for
something close to two decades. In the 1970s the
hypothesis fell into disfavour and the rational
expectations hypothesis became dominant.

The adaptive expectations hypothesis became
and remained popular for so long for three rea-
sons. First, in its error learning form it had the
appearance of being an application of classical
statistical inference. It looked like -classical
updating of an expectation based on new
information.

Second, the adaptive expectations hypothesis
was empirically easy to employ. Koyck (1954)
showed how a simple transformation of an equa-
tion with an unobservable expectation variable in
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it could be rendered observable by performing
what became a famous transformation bearing
Koyck’s name. If some variable, y, is determined
by the expected future value of x, that is:

V= o+ BEix 3
where o and f§ are constants, then we can obtain an
estimate of « and f§ by using a regression model in
which Eq. 1 [or equivalently (2)] is used to elim-
inate the unobservable expected future value of
x. To do this, substitute (1) into (3). Then write
down an equation identical to (3) but for one
period earlier. Multiply that second equation by
1 — A and subtract the result from (3) (Koyck
1954, p. 22), to give:

Yo =od+ Blxe+ (1= Ay, 4)

An equation like this may be used to estimate
not only the desired values of « and /5 but also the
value of A, the coefficient of expectations adjust-
ment. Thus, economists seemed to have a very
powerful way of modelling situations in which
unobservable expectational variables were impor-
tant and of discovering speeds of response both of
expectations to past events and of current events
to expectations of future events.

Third, the adaptive expectations hypothesis
seemed to work. That is, when equations like (4)
were estimated in the wide variety of situations in
which the hypothesis was applied (see above),
‘sensible’ parameter values for o, f, A were
obtained and, in general, a high degree of explan-
atory power resulted.

If the adaptive expectations hypothesis was so
intuitively appealing, easy to employ, and suc-
cessful, why was it eventually abandoned? There
are three key reasons. First, the interpretation of
the hypothesis as an application of classical infer-
ence came to be questioned, notably by John
Muth (1960). Muth pointed out that the adaptive
expectations hypothesis would only be optimal in
the sense of delivering unbiased and minimum
mean square error forecasts for a variable whose
first difference was a first-order moving average
process. Since this is likely to be a limited class
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of variables, the general validity of interpreting
the adaptive expectations hypothesis as being
consistent with classical inference came to be
questioned. Second, in the area of macroeconom-
ics, the adaptive expectations hypothesis was seen
to be logically inconsistent with what came to be
called the ‘natural rate hypothesis’ (Lucas 1972).
The latter hypothesis, that unemployment and
other real variables are ultimately determined by
real forces and not influenced by anticipations of
inflation (at least not to a first-order) is so deeply
entrenched in economics that the logical clash of
the two hypotheses had to result in the modifica-
tion of adaptive expectations (see Friedman 1968;
Phelps 1970). Third, and as almost always hap-
pens in scientific developments, a new, rational
expectations alternative to adaptive expectations
became available. The new theory had all the
intuitive appeal of the old and, eventually, became
equally tractable in empirical studies and began to
show signs of success.

See Also
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Addiction

George Loewenstein and Scott Rick

Abstract

Research on addiction had already yielded a
wide range of interesting and important findings
when economists first arrived on the scene. The
economic study of addiction was initiated by
a seminal paper by Becker and Murphy
(1988) which challenged the prevailing view of
addiction as self-destructive, proposing instead a
‘rational account of addiction’. Although some
empirical research has confirmed the model’s
critical prediction that anticipated increases in
future prices will decrease current demand for a
drug, more recent research by economists, stim-
ulated by the prior work from other disciplines,
has challenged some of the rational account’s
assumption and predictions.

Keywords

Addiction, rational account of; Becker, G.;
Drugs; Excise tax; Forward price elasticity;
Rational behaviour; Sin taxes; Time
consistency

JEL Classifications
D1

Economists were latecomers to the study of
addiction, a concept which researchers in other
disciplines usually define as including a loss of
self-control, continuation of behaviour despite
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adverse consequences, and preoccupation or
obsession with the substance or activity one is
addicted to. Economists came late to the subject
perhaps because the first two of these characteris-
tics seem inconsistent with economists’ rational
choice paradigm.

This may be exactly what spurred Gary
Becker, along with coauthor Kevin Murphy, to
propose, in 1988, a ‘rational account of addic-
tion’, which stimulated much subsequent research
and theorizing by economists. Although not the
first economic account of addiction, Becker and
Murphy’s model (referred to henceforth as B&M)
was certainly the most influential, and has
spawned a very lively line of research, theorizing
and debate about addiction by economists.

Contributions of Disciplines Other than
Economics

Prior to B&M, scientists in a range of disciplines
had already developed a rich tradition of research
on addiction. For example, early studies by psy-
chopharmacologists identified the actions of
addictive drugs in the brain, and subsequent
research by neuroscientists has uncovered the
neural pathways through which addictive activi-
ties derive their motivational power (see, for
example, Gardner and James 1999; Lyvers
2000). Sociologists have also been major contrib-
utors, conducting ethnographic and life-course
studies of drug users that have identified many
of the social influences on drug use. Psychologists
have studied the widest range of different facets of
drug abuse, including biological underpinnings
and social, cognitive and emotional dimensions,
and have also been in the forefront when it comes
to treatment. Psychologists, as well as other health
professionals, have tested a great diversity of
treatments for addiction, including residential
treatment, counselling, psychotherapy, drug ther-
apies such as methadone, nicotine patches and
antidepressants, aversive conditioning, and hyp-
nosis. Taken together, these diverse lines of
research have yielded a number of important,
and often counter-intuitive, findings.
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* Historic use of different types of drugs exhibits
‘fads’, rising then falling in popularity, some-
times repeatedly for a specific drug.

* Most drug users do not just use a single drug,
but many different drugs.

* Many if not most drug abusers also suffer from
other psychiatric conditions, such as anxiety or
mood disorders, schizophrenia or antisocial
personality disorder.

* Much if not most quitting occurs outside of
treatment.

* It is not short-term withdrawal from drugs (for
example, for a few days) that most addicts find
difficult, but long-term abstinence, which tends
to be punctuated by episodes of ‘craving’
which create an almost overwhelming motiva-
tion for drug use.

* Episodes of craving are often triggered by
‘cues’ — people or other stimuli that the addict
associates with drug use.

» While approximately 20 per cent of a sample
of veterans reported being addicted to heroin
in Vietnam, and 45 per cent reported narcotic
use, only one per cent remained addicted,
and two per cent reported using narcotics
after returning home (Robins 1973); this find-
ing radically changed prevailing views of the
incidence of recovery from heroin addiction.

* Humans and other mammals voluntarily self-
administer most of the same chemical com-
pounds. (Hallucinogens, which some humans
seek out but most animals avoid, are a major
exception.)

* Although a small number of intense users
account for a large fraction of drug use, most
drug users consume at moderate or low rates,
and do not become addicted in the sense of
losing control, suffering adverse consequences
or becoming obsessed with drug-taking.

* Many of the adverse health effects of illicit
drugs, such as opiates, do not stem from phys-
ical effects of the drugs themselves, but from
the difficulty of financing an illegal, and hence
typically expensive, habit.

* Most addictions begin when people are in their
teens or early twenties, and addicts often
‘mature out’ — quitting when they reach middle
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age. People rarely become addicted for the first
time in middle or old age.

In addition to generating a wide range of inter-
esting and important findings, researchers in disci-
plines other than economics have proposed a variety
of theoretical perspectives on addiction. Some per-
spectives place great importance on the pleasure of
drug-taking, the pain of withdrawal, or the motiva-
tional force of ‘cue-conditioned’ craving, while
others view drug use as a form of self-medication
for psychiatric conditions such as depression.

For better or for worse, economists’ focus on
addiction has been much narrower, at both the
theoretical and the empirical levels. Most empiri-
cal work has involved estimating price elasticities
of demand for drugs (often using aggregate con-
sumption data), and most theoretical work has
involved some type of generalization of Becker
and Murphy’s perspective.

Becker and Murphy’s Model

In Becker and Murphy’s rational model of addic-
tion, utility from an addictive good, c(?), is
assumed to depend on consumption of that good
and on the degree of addiction S(7). S(¢) changes
according to the function 'S(¢) = c(¢) — 0S(¢),
where the first term represents the impact of
engaging in the addictive good on one’s level of
addiction, and the second represents the natural
decline in addictedness when one desists. The
individual is assumed to trade off consumption of
the addictive good against consumption of other
(non-addictive) goods, discounting for time delay
in the conventional (exponential) fashion. The
central insight of B&M is that people treat addic-
tive goods no differently from the way they treat
any good whose utility depends on consumption
over time, trading them off against other goods
based on current and future (anticipated) prices.
This model can accommodate a number of
features of classical addiction, such as that being
addicted lowers instantaneous utility u, < 0, that it
increases the instantaneous marginal utility of
taking the drug u.g > 0. Solving the model yields
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a number of implications, most importantly that it
can be rational for an individual to maintain a
positive rate of consumption of an addictive good.

Empirical tests of B&M have focused on the
strong prediction that anticipated changes in
future prices affect the current behaviour of
addicts, which is counter- intuitive given that
addicts are commonly seen as behaving myopi-
cally. The model is therefore typically tested by
estimating what could be called the ‘forward price
elasticity’ of various addictive substances. Con-
sistent with Becker and Murphy’s model, negative
forward price elasticities have been found for
alcohol, cigarettes, marijuana, opium, heroin and
cocaine (for a review, see Pacula and Chaloupka
2001), although the effect appears to be more
consistent for adults than for youth.

Moving Beyond Becker and Murphy

In proposing their rational account of addiction,
Becker and Murphy initiated the study of addic-
tion among economists, and made the key point
that it is useful to think of addicts as solving a
forward-looking optimization problem. However,
the B&M model fails to incorporate a number of
important features of addiction, and is either
inconsistent with or fails to predict many salient
features of addiction, including some of the styl-
ized facts listed above. Responding to these limi-
tations, economists have built upon the B&M
model by relaxing some of its most extreme
assumptions or incorporating more realistic
assumptions that are often inspired by research
in other disciplines.

One important generalization has been to
examine the implications of relaxing the assump-
tion of exponential time discounting. Gruber and
Koszegi (2001, 2004), for example, propose a
model in which time-inconsistent addicts have
self-control problems: they would like to quit
using but cannot force themselves to do so (see
also O’Donoghue and Rabin 1997). As in B&M,
Gruber and Koszegi’s model predicts that a rise in
current or anticipated excise taxes will reduce use
of addictive substances. However, although the
models make similar behavioural predictions,
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they interpret the hedonic consequences of altered
usage behaviour differently. B&M predicts that
taxes on addictive substances — ‘sin taxes’ —
make addicts worse off since the price of a good
that they enjoy has risen. Gruber and Koszegi’s
model, on the other hand, predicts that the tax
makes time-inconsistent addicts better off since it
provides a valuable self-control device.

Since behavioural data cannot distinguish
between the models, Gruber and Mullainathan
(2005) bypassed the standard practice of measuring
the impact of policy interventions by estimating
price elasticities in favour of directly examining
the impact of these interventions on subjective
well-being. They did so by matching cigarette
excise taxation data to surveys from the United
States and Canada that contain data on self-reported
happiness. Consistent with Gruber and Koszegi’s
model, Gruber and Mullainathan (2005) found that
excise taxes on cigarettes make smokers happier.

Another implication of time inconsistency
involves purchasing patterns. The B&M model pre-
dicts that addicts will behave in a time-consistent
fashion and hence will buy in bulk to save time and
money in satisfying their anticipated long-term
habit. Wertenbroch (1998, 2003), however, found
that consumers — even those who are not liquidity-
constrained — often purchase ‘vice’ items, such as
cigarettes, in small quantities in an attempt to con-
trol their intake of the harmful substance.

Other research has questioned the assumption
that addicts begin drug taking with full knowledge
of the consequences. For example, Slovic
(20004, b) has argued that people take up cigarette
smoking in part because they underestimate the
health risks, although Viscusi (2000) counters that
any error is actually in the opposite direction — that
smokers overestimate the health risks of smoking.
Pointing to a somewhat different type of underes-
timation, Loewenstein (1999) has argued, based
on a wide range of evidence, that potential drug
users underestimate their own proneness to addic-
tion because they underestimate the motivational
force of drug craving.

Finally, a recent line of theoretical models,
while also building on the insights of Becker and
Murphy, has incorporated evidence from the psy-
chological literature on cue-conditioned craving



Adding-Up Problem

and from neuroscience. For example, Laibson
(2001) proposes a model of addiction that incorpo-
rates the role of cue-conditioned craving. In his
model, environmental cues that become associated
with drug use, when encountered by an ex-addict,
produce surges of craving (like sudden changes in
S(f) in B&M). Bernheim and Rangel (2004)
develop a model of addiction that is particularly
closely grounded in neuroscience research and that
is perhaps the most radical departure from B&-
M. Their model is based on the idea that repeated
experience with drugs sensitizes individuals to
environmental cues that trigger mistaken usage.
So far, economists are still playing catch-up
with researchers in other disciplines when it
comes to their understanding of addiction or
their influence on policy. Thus, a large fraction
of empirical research on drug use by economists
has focused on price elasticities. While price is
one determinant of drug use, it is arguably not the
most important, or even the most amenable to
manipulation through the instruments of policy.
Nevertheless, economic models of addiction have
made great strides, building on Becker and Mur-
phy’s seminal contribution with new models that
incorporate many of the insights and findings
generated by research in other disciplines.
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Adding-Up Problem

Jan Steedman

In any theory of income distribution in which one
type of return is determined residually, it will be
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tautologically true that the wvarious different
incomes, as determined by the theory, will add
up so as to exhaust the total product. By contrast,
any theory which provides a ‘positive’ explana-
tion for every category or return, treating none as a
residual, must show that the various returns so
explained do indeed exhaust the product. In prac-
tice, it has been with reference to the marginal
productivity theory that this consistency require-
ment has received considerable attention. By the
early 1890s a number of authors had sought to
extend the ‘principle of rent’ into a completely
general theory of distribution but it was
P.H. Wicksteed, in his Co-ordination of the Laws
of Distribution (1894) who first clearly stated, and
attempted to resolve, the resulting adding-up
problem.

Consider first the simplest case, in which all
markets are perfectly competitive, there is no
uncertainty and ‘entrepreneurs’ are seen as mere
hiring agents. If it is supposed also that all pro-
ductive processes exhibit constant returns to scale,
then the adding-up problem is shown by Euler’s
theorem on homogeneous functions to be a quite
trivial problem, as Flux (1894) pointed out in his
Economic Journal review of Wicksteed’s book.
When assuming constant returns one should, of
course, be mindful of Samuelson’s warning that
‘Any function whatever in n variables may be
regarded as a subset of a larger function in more
than n variables which is homogeneous of the first
order’ (1983, p. 84, n. 13). Attention can also be
drawn to the indeterminacy of the sizes of firms in
the constant returns case, and thus to the question
of how the perfect competition assumption can be
underpinned, but these (perfectly proper) ques-
tions are not specific to the adding-up problem.
It is, however, vital to appreciate that linear homo-
geneity of production relations does not, by itself,
dispose of the adding-up problem; it is linear
homogeneity in production, combined with per-
fectly competitive market conditions, which
does that. This was forcefully demonstrated by
Wicksteed himself in 1894. Whilst he upheld the
assumption of constant returns to scale in produc-
tion, he also held that a proportional increase of al/
inputs — both those used in production and those
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used in selling activities — would not result in an
equal proportional increase in the quantity sold, at
a given price. Thus there is not a ‘constant returns’
relationship between total outlays and total reve-
nue. Wicksteed examined the consequences for
‘adding-up’, first in the case of monopoly and
then with an ever-increasing number of firms in
the industry, and was able to show that, as the
number of firms became very large, marginal pro-
ductivity pricing would approximately exhaust
the product. Adding-up, or otherwise, is thus inti-
mately related to market conditions.

Wicksteed’s assumption of linear homogeneity
in production, together with what was taken by
Walras, at least, to be his implicit slighting of the
work of others, resulted in his work receiving a
hostile response from Pareto, Edgeworth and
Walras. In the third edition of his Eléments Walras
inserted an Appendix III, dated October 1895,
which ended with the words ‘Mr. Wicksteed . ..
would have been better inspired if he had not
made such efforts to appear ignorant of the work
of his predecessors’. (This appendix was, how-
ever, dropped from subsequent editions; Stigler
and Schumpeter have disagreed over the precise
import of, and degree of justification for, Walras’
displeasure.) More constructively, the second half
of Walras’ appendix outlined a proof of the
adding-up theorem under competitive conditions
(see below), a proof based on work by Barone.
(It seems that Barone had submitted a review of
Wicksteed’s book to the Economic Journal and
that Edgeworth had first accepted the review for
publication but then subsequently withdrew his
acceptance.) In his Economic Journal (1906)
review of Pareto’s Manuale di Economia Politica
(1906), Wicksteed acknowledged the justice of
the criticisms which Edgeworth and Pareto had
made of his 1894 Co-ordination argument; and in
the Common Sense (1910) he again referred to
Edgeworth and Pareto and stated that paragraph
6 of the Co-ordination ‘must be regarded as for-
mally withdrawn’ (p. 373, n. 1). (It is to be noted
that Wicksteed does noft refer to Walras in either
of these acknowledgements of justified criticism.)
In Volume I of his Lectures on Political Econ-
omy (1901), Wicksell expressed surprise that
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Wicksteed had ‘declared — for reasons difficult to
understand — that he desired to withdraw this work
[the Co-ordination]’ (1934, p. 101, n. 4). It must
be noted clearly, first that Wicksteed did not with-
draw the work as a whole, but only its paragraph
6, and secondly that Wicksteed’s proof of the
adding-up theorem under linear homogeneity
and perfect competition is contained in paragraph
5. Paragraph 6, which he did declare to be with-
drawn, concerns the extension of the result of
paragraph 5 to the cases of imperfect product
markets and of more than two inputs. This,
together with Wicksteed’s continued use of mar-
ginal productivity theory in his Common Sense,
supports the view of Hutchison, Robbins and
Stigler that Wicksteed’s ‘recantation’ was ‘merely
verbal’, and not a rejection of the substance of his
earlier argument.

The solution to the adding-up problem which
can be associated with the names of Barone,
Walras and Wicksell dispenses with the linear
homogeneity assumption but is still concerned
with long run perfectly competitive equilibrium;
it is centred not on the industry but on the indi-
vidual firm. Any cost minimizing firm, which
faces diminishing marginal products and given
input prices, will so arrange its production that w;
= (mc)(dq/0x;), for each i, where w; is the price
of the ith variable input, (Jg/0Ox; ) its marginal
product, and (mc) the marginal cost of the output
in question. Multiplying both sides by x; and
then summing over 7, one finds that (avc)g = (mc)
Zx,-(f)‘q/ 0x;), where (avc) is average variable
cost and ¢q is output. For the cost minimizing firm,
then, Z x:(9q/0x;) = qaccording as (mc) = (ave),
that is according as average variable cost is falling,
constant, or rising. If the average variable cost
curve has a minimum point then, at that point, it
will be as if there are constant returns to scale and
‘adding-up’ will obtain. Now introduce the
assumption of profit maximization; the perfectly
competitive firm will obey the rule p = (mc) >
(avc) , where p is the product price. Hence
Z xi{(0q/0x;) < qforsucha firm—and equality
will hold in, and only in, the long-run equilibrium
position (with p = (mc) = (avc) = minimum
average total cost).
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Consider now the long-run equilibrium posi-
tion under imperfect competition. The results
given above for the cost minimizing firm will
still hold, of course, but now (mc) is equal to
marginal revenue rather than to product price.
The consequence is that, in an ‘imperfect’ long
run equilibrium, Zx,-(@q/é‘xi) = (e/e —1)q,
where ‘e’ is the (absolute) elasticity of the demand
curve at the equilibrium point. (This result natu-
rally tends to the corresponding perfectly compet-
itive result as ‘e’ tends to infinity.) Analogous but
inevitably more complex results can, of course, be
obtained when both product and input markets are
imperfect.

In the subsequently withdrawn paragraph 6 of
his Co-ordination, Wicksteed noted that ‘In
practical cases there is usually a speculator
who ... buys the other factors, speculatively, at
their estimated values’ (p. 41, emphasis added)
and that the speculator may make a gain or a
loss, depending on how those anticipated values
compare with the actual, realized values. He
continued: ‘But these gains and losses may be
resolved into (1st) compensation for risk, and
(2nd) the share that falls to this special speculat-
ing ability, regarded as a factor of production,
and receiving its share of the production in
accordance with the general formula [of mar-
ginal productivity]’ (p. 42). Can entrepreneur-
ship properly be regarded as simply ‘another
factor’? If not — and Edgeworth and Wicksell,
for example, appear to have thought not — if
entrepreneurship is related to true uncertainty
(as opposed to risk) and if uncertainty leads to
the existence of residual ‘pure profits’ then, as
observed above, there is no ‘adding-up problem’
to be solved. For that problem arises, within the
marginal productivity context, only when every
form of income is related to the marginal product
of some input.

See Also
Euler’s Theorem

Marginal Productivity Theory
Wicksteed, Philip Henry (1844—-1927)
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Adjustment Costs

Aubhik Khan and Julia K. Thomas

Abstract

This article surveys the use of adjustment fric-
tions in macroeconomic research, exploring
the consequences of convex and non-convex
adjustment costs for firm- level decisions and
the dynamics of macroeconomic aggregates.
The mechanics of these frictions are illustrated
using several prominent examples including
the partial adjustment model of employment,
the g-theoretic investment model, and lumpy
adjustment models of investment and employ-
ment. We also review the (S,s) inventory
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model, where stock accumulation is explained
as the result of fixed delivery costs, and briefly
discuss (S,s) decision rules arising from
piecewise-linear costs in the context of capital
irreversibility and firing taxes.
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Across a wide body of macroeconomic research,
the interest in adjustment costs has been largely
utilitarian. In designing theoretical models to orga-
nize our understanding of patterns observed in the
data, we make hard choices about which of the
many elements affecting the decisions of actual
firms and households and the outcomes of their
market interactions to include. Given their neces-
sary simplicity, we often find that the predictions of
the theoretical economies we are able to analyse are
too stark relative to the behaviour observed in actual
economies. Thus, in a variety of settings we have
adopted adjustment costs in our economic labora-
tories to summarize omitted frictional elements that
reduce, delay or protract changes in the demand and
supply of final goods and their factor inputs in
response to changes in economic conditions.

In these few pages, we describe the mechanics
of commonly used adjustment costs and briefly
discuss their role in several leading macro-
economic applications. Since a comprehensive
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survey is beyond the scope of this article, many
important applications have been excluded. How-
ever, where possible we direct the reader to influ-
ential research on these topics.

Convex Costs

Until relatively recently, most macroeconomic
research involving adjustment costs emphasized
the use of convex cost functions to penalize
swift changes in aggregate variables and thereby
induce gradual movements over time. Histori-
cally, models with convex adjustment costs were
developed as a theoretical foundation to explain
why the inclusion of lagged dependent variables
in empirical models of factor demand led to sharp
improvements in their econometric performance.
While early researchers had found decision-
theoretic models based on static demand theory
unable to account for the serial correlation
observed in aggregate employment and invest-
ment, these same models performed relatively
well when they were augmented with ad hoc
distributed lags of the dependent variable or its
theoretical determinants (as in the flexible accel-
erator model of Koyck, 1954, or the flexible user-
cost model of Hall and Jorgenson, 1967). These
lags were broadly motivated by the idea that cer-
tain frictions prevent firms from immediately
attaining their chosen employment or capital
levels, instead engendering gradual, partial
adjustment towards these target levels over time.
For example, by assuming that firms adjusted
their workforces at constant rate A € (0, 1)
towards the target implied by static demand the-
ory, N}, current employment could be written as a
distributed lag of previous target employments:

N, = AN* + (1 = VN,

=% (1-1)'N;. 1)

To implement such partial adjustment models,
researchers replaced the distributed lag of
unobservable targets with distributed lags of each
observable series the theory suggested should
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influence them — for instance, real wages. In this
way, lags of the determinants of demand were
introduced into the estimation equation, thus intro-
ducing the empirically desirable serial correlation.

Without some theoretical basis to explain
their empirical success, partial adjustment models
might have been abandoned quickly. A partial
resolution arrived in the mid- to late 1960s with
the application of capital adjustment costs in
models of investment (see Eisner and Strotz
1963; Lucas 1967a, b; Gould 1968; Treadway
1971). There, gradual aggregate adjustment
broadly consistent with the analogue to (1) was
obtained by assuming that, beyond other costs
associated with the acquisition of capital (for
example, user costs), the very act of adjusting the
capital stock incurred real output costs. These
costs, (K, k), were strictly increasing and convex
in the distance between the chosen new level of
capital and the current level, [K' — k|, thereby
implying a smoothly rising marginal adjustment
cost in the size of the current adjustment. As such,
they introduced dynamic elements into the firm’s
previously static decision problem and led it to
smooth its investment activities over time. None-
theless, so long as the treatment of expectations
was incomplete, the mapping to a partial adjust-
ment equation could not be robustly established.

The work of Sargent (1978) extended the the-
ory in the context of employment adjustment by
showing how, under rational expectations, the
partial adjustment model could be derived from
the profit maximization problem of a firm facing
quadratic adjustment costs. To simplify the prob-
lem somewhat, consider a firm that enters any
period with employment n,_; and incurs costs,
O(n,nq) = % (n, — n,,l)z, in altering its work-
force for production. Next, assume that the
firm’s production function is quadratic, f (n,, z;) =
fy + z)m —%ntz, where fo > 0, f; > 0,and zis a
serially correlated exogenous productivity pro-
cess, as is the real wage, w. Discounting its future
earnings by f € (0, 1) and given initial employ-
ment n_;, the firm selects {n,},°, to maximize its
expected present discounted value, E[Z;’io B
(f(n, — z;) —win, — ®(ny,ni—1))| 29, wo|, arriving
at a sequence of Euler equations:
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If we isolate the two real roots of this second-
order stochastic difference equation, the solution
is precisely (1) above, with target employment in
each date given by

o0

N = EIZ (B/2Y (X:2045 — W)

J=0

@

and the parameters A, y. and y,, determined by the
adjustment cost parameter ¢, the discount factor
f, and the parameters of the production function.

For researchers implementing equations like
(1), an important contribution of Sargent’s model
was in illustrating how the very features that
linked current employment to its lagged determi-
nants also necessarily divorced each date’s target,
N7}, from the statically derived optima assumed in
early partial adjustment estimations. Notice that
the firm’s target in (2) involves expectations of
each variable affecting the future value marginal
product of labour, because, given adjustment
costs, this current choice influences its future
level of employment. Moreover, as an increase
in the adjustment cost parameter, ¢, shifts the
marginal adjustment cost schedule upward at all
dates, it not only implies a slower adjustment rate
(lower A) but also increases the influence of these
expectations of future variables in the determina-
tion of the current target.

Across the many models including convex
adjustment costs, quadratic cost functions have
been by far the most common specification, essen-
tially for sake of tractability. Note that, given the
quadratic form of ®(n,, n,_;) above, firms’ decision
rules described by (1) and (2) are linear. As such,
they aggregate conveniently to represent economy-
wide factor demand in partial adjustment models.
(Hamermesh 1989; Hamermesh and Pfann 1996,
discuss the role of these costs in partial adjustment
models of employment demand. Chirinko 1993;
Hassett and Hubbard 1997; Caballero 1999, survey
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their use in empirical investment equations. Hall
2004, estimates an industry-level model of produc-
tion with quadratic adjustment costs applied to both
labour and capital.)

A similar cost function appears in the history of
g-theoretic investment models, unifying neoclassi-
cal investment theory with the theory of Brainard
and Tobin (1968) and Tobin (1969), which holds
that investment should be positively related to
average Q, the ratio of the value of the firm relative
to its capital stock. Appending the neoclassical
model with a general convex adjustment cost func-
tion, Abel (1979) moved to reconcile the two theo-
ries by showing that the expected discounted
marginal value of capital for a firm, marginal g, is
sufficient to determine its investment rate. The rec-
onciliation was complete when Hayashi (1982)
showed that average Q is identical to marginal q if
firms are perfectly competitive and both the pro-
duction function and ®(¥, k) are linearly homoge-
nous (for example,® (K, k) = % @)

Since the mid-1980s, macroeconomic analysis
has become firmly grounded in dynamic stochas-
tic equilibrium analysis. Nonetheless, the gradual
movements implied by equilibrium relative price
changes have often proven inadequate in recon-
ciling models to data; thus, convex costs have
continued to appear. A famous early application
to capital adjustment is the industry equilibrium
study of investment by Lucas and Prescott (1971).
More recently, examples of general equilibrium
models adopting these frictions may be found in
almost every field of macroeconomics.

Non-convex Costs

Despite their relative success in reproducing the
persistence of aggregate series, empirical models
based on convex adjustment costs have fared
poorly along other dimensions. For example, esti-
mations of the neoclassical investment model
attribute very low explanatory power to average
Q and assign large coefficients to adjustment cost
parameters in explaining changes in investment
(Chirinko 1993; Caballero 1999). Large estimates
of adjustment costs, which in turn imply
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implausibly slow adjustment speeds, are also a
recurring problem for linear quadratic inventory
models (Ramey and West 1999). Elsewhere, the
sharp difference between rates of employment
adjustment estimated from high-frequency firm-
level data and those estimated from low-
frequency aggregate data suggests spatial and
temporal bias inconsistent with the common
assumption of symmetric quadratic adjustment
costs (Hamermesh and Pfann 1996). Moreover,
there is mounting microeconomic evidence
suggesting that the predominant adjustment fric-
tions confronting firms in actual economies may
be non-convex, rather than convex, in nature.
Contrary to the smooth, continual adjustments
implied by convex cost models, recent microeco-
nomic studies reveal that firm-level factor adjust-
ment exhibits long periods of relative inactivity
punctuated by infrequent and large, or lumpy,
changes in stocks. Examining capital adjustment
in a 17-year sample of large, continuing US
manufacturing plants, Doms and Dunne (1998)
find that roughly 25 per cent of the typical plant’s
cumulative investment occurs in a single year, and
more than half of plants exhibit capital adjustment
of at least 37 per cent within one year. Using a
similar dataset, Cooper et al. (1999) provide addi-
tional evidence of lumpy investment, and they
show that the conditional probability of a large
investment episode rises in the time since the last
such episode. Microeconomic evidence of non-
smooth employment adjustment is abundant (see
Hamermesh and Pfann 1996). For example,
examining monthly data on employment and
output across seven US manufacturing plants
between 1983 and 1987, Hamermesh (1989)
finds that plant-level employment remains
roughly constant over long periods while produc-
tion fluctuates. These long episodes of constancy
are broken by infrequent but large jumps, at times
roughly coinciding with the largest output fluctu-
ations. (Interestingly, while the convex cost model
is inconsistent with the lumpy employment
adjustments at each plant, Hamermesh finds that
it represents the aggregate of employment — and
production — across plants reasonably well.)
Beginning with Scarf (1960), a number of
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theoretical studies have shown that precisely this
variety of nonlinear microeconomic adjustment
can arise when firms are confronted with non-
convex adjustment technologies.

(S, s) Stock Adjustment
Scarf (1960) provided the earliest formal analysis
of microeconomic adjustment behaviour in the
presence of non-convex adjustment costs. There,
the adjustment cost was a simple fixed cost, ¢ > 0,
incurred at any time a firm wished to adjust its
stock of inventories. (Beginning with the work of
Barro, 1972, and Sheshinski and Weiss, 1977,
fixed costs have also been used to develop models
of (S, s) firm-level price adjustment. Early studies
examining the potential for monetary non-
neutralities in such settings include Sheshinski
and Weiss, 1983; Caplin and Spulber, 1987; and
Caplin and Leahy, 1991. More recent general
equilibrium analyses include Caplin and Leahy,
1997; Dotsey, King and Wolman, 1999; Gertler
and Leahy, 2006; and Golosov and Lucas, forth-
coming.) We briefly review the model below.
Consider a retail firm entering any period with
inventories, y > 0, of a homogenous good avail-
able for sale. The firm faces stochastic demand, ¢,
drawn from a time-invariant distribution F(&), and
the value of its sales is p min {y, £}. At the end
of the period, it may place an order x > 0 to
increase its available stock for the next period;
Y =y — min{y, £} + x. The cost of any such
order is ¢ + c¢x, where ¢ > 0 represents the unit
cost of the good held in inventory. By proving
K-concavity of the value function, Scarf was able
to establish that the firm’s optimal decision rule
takes the following one-sided (S, s) form. (Scarf,
2005, shows this decision rule generalizes to a
setting where the firm selectively sells its inven-
tories with the option of leaving some demand
unsatisfied. See Dixit, 1993, for a characterization
of two- sided (S, s) policies arising in continuous
time settings involving fixed and piecewise linear
adjustment costs.)

e 0 for ye(s,S]
T 1S—y for y<s °



54

To avoid repeatedly incurring fixed costs, the
firm places no orders so long as its sales do not
move its stock outside the interval (s, S]. Only
when its inventories have fallen to the lower
threshold, s, does it take action, resetting its
stock to S. Thus, the increasing returns adjustment
technology implied by fixed order costs induces
infrequent and relatively large, or lumpy, orders.

Just as firm-level data indicates lumpiness in
microeconomic capital and employment adjust-
ment, there are a number of studies suggesting
that firms in both manufacturing and trade manage
their inventories according to (S, s) policies resem-
bling that obtained in Scarf’s path-breaking analy-
sis (for example, Mosser 1991; Hall and Rust
2000). Nonetheless, despite the empirical difficul-
ties associated with convex cost inventory models
(Blinder and Maccini 1991; Ramey and West
1999), the implications of firm-level inventory pol-
icies under non-convex adjustment costs have been
left relatively unexplored by macroeconomists. To
reproduce the relatively smooth changes observed
in the aggregate, such models necessarily involve
a distribution of firms over inventory levels. As
this distribution becomes part of the economy’s
aggregate state vector, the resulting high dimen-
sionality makes it difficult to determine equilibrium
prices, including real wages and interest rates. It is
this basic problem that has generally dissuaded
researchers from undertaking dynamic stochastic
general equilibrium analyses of environments
involving non- convexities, among them the (S, s)
inventory model.

One exception to this is found in Fisher and
Hornstein (2000). Building on the work of Caplin
(1985) and Caballero and Engel (1991), who
study the aggregate implications of exogenous
(S, s) policies across firms, Fisher and Hornstein
construct an environment that endogenously
yields time-invariant one-sided (S, s) adjustment
rules and a constant order size per adjusting
firm. This allows them to tractably study (S, s)
inventory policies in general equilibrium without
confronting substantial heterogeneity across firms.
More generally, in models involving time-varying
two- sided (S, s) policies, the heterogeneity
becomes more cumbersome, as in Khan and
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Thomas® (2006a) general equilibrium business
cycle study. There, at the start of any period, each
firm observes the current state and then chooses
whether to order intermediate goods for use in
production. Given this timing, alongside positive
real interest rates, inventories would never be held
in the absence of some friction. However, by
confronting firms with idiosyncratic order costs
independent of their chosen order sizes, continual
orders are deterred, and (S, s) inventory adjustment
adopted. Based on the results of their calibrated
model, Khan and Thomas conclude that such
non-convex costs can be quite successful in
explaining not only the existence of aggregate
inventories but also their cyclical dynamics.

Implications for Aggregate Investment
Non-convex adjustment costs imply distributed
lags in aggregate series similar to those generated
by convex costs, because they stagger the lumpy
adjustments undertaken by individual firms in
response to shocks (King and Thomas 2006).
However, they are distinguished by their potential
for aggregate nonlinearities, which has generated
particular interest within investment theory.
A number of influential partial equilibrium studies
(Caballero and Engel 1999; Cooper et al. 1999;
Caballero et al. 1995) have argued that invest-
ment models with non-convex costs empirically
outperform convex cost models because they can
deliver disproportionately sharp changes in aggre-
gate investment demand following large aggre-
gate shocks. (Caballero and Engel 1993;
Caballero et al. 1997, arrive at similar conclusions
in the context of employment adjustment.)
Caballero and Engel (1999) examine general-
ized (S, s) policies rationalized by stochastic fixed
adjustment costs, ¢, distributed i.i.d. across
firms and over time. In this environment, a firm’s
capital, k, becomes part of its state vector along-
side its total factor productivity, z. Moreover,
microeconomic adjustment becomes probabilis-
tic; firms with the same current gap between
actual and target capital do not necessarily behave
identically; rather, those with relatively low ¢
draws are more likely to alter their capital than
those drawing high costs. If we transform
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Caballero and Engel’s gap-based analysis to
reflect the firm-level state, (k, z), the implication
is an adjustment hazard, A (k, z), indicating what
fraction of each group of firms sharing a common
current state will choose to adjust their capital to a
common target, k*(z). The resulting generalized
(S, s) adjustment model allows convenient aggre-
gation and has been studied in a variety of set-
tings. (Dotsey et al. 1999, apply this basic
framework to price adjustment, Thomas 2002,
adopts it in an equilibrium business cycle model
with lumpy investment, and King and Thomas
2006, use it to examine employment adjustment.)

To understand how this mechanism can affect
the dynamics of aggregate investment, consider
the following simple partial equilibrium example
described by Khan and Thomas (2003). Assume
that total factor productivity, z, is a Markov pro-
cess common to all firms. If there have been no
aggregate shocks for many periods, the distribu-
tion of firms will have support at k*(z), (1 — J)
k*(z), (1 — 8)*k*(z), and so on. As a firm’s capital
stock depreciates further below the target, £*(z),
the maximum adjustment cost it will accept to reset
its capital stock to that target, ¢(k, z), rises. Thus,
the adjustment hazard, A(k, z), is increasing in the
distance |k*(z) — k. Finally, the total measure of
adjusting firms is [ A(k, z)u(dk), and aggregate
investment is [ = [ A(k, 2)(k*(z) — (1 — 6)k)u(dk).

Suppose that a negative aggregate shock
reduces z to zg, thereby reducing expected future
marginal productivity of capital. This causes a
downward shift in the target stock, placing it
strictly within the existing range of capital held
by firms. Thus, A(k, z) falls for many firms, rising
only for those with the highest levels of capital. As
a result, the total adjustment rate can actually fall,
thereby dampening the fall in aggregate invest-
ment demand implied by the reduced target. By
contrast, when a positive technology shock raises
z to zy, the target capital rises above that currently
held by any firm. This increases the total adjust-
ment rate, compounding the effect of the raised
target to which firms adjust.

More generally, this example illustrates that,
when there is an aggregate shock, and thus a
change in the target, higher moments of the
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distribution of capital across firms matter in deter-
mining movements in aggregate investment,
because the adjustment hazard is a non-trivial
function of capital. (This is an important distinc-
tion relative to the convex cost/partial adjustment
model. Rotemberg (1987), shows its aggregate
dynamics are reproduced by a model where indi-
vidual firms adjust infrequently, but all face a
common probability of undertaking adjustment,
independent of their individual states. Given this
constant hazard, only the first moment of the
distribution is relevant in determining aggregate
changes.) Alternatively, in the language of
Caballero (1999, p. 841), microeconomic non-
convexities can generate an important ‘time-
varying/history-dependent aggregate elasticity’
of investment to shocks by allowing changes in
the synchronization of firms’ capital adjustments.

Although findings like those above echo
throughout partial equilibrium studies involving
lumpy adjustments, the omission of market-
clearing relative prices (for example, equilibrium
interest rates) may be critical to the inferred mac-
roeconomic importance of non-convex factor
adjustment costs. Significant aggregate nonlinear-
ities can only occur if adjustment hazards exhibit
large changes in response to shocks. Clearly, from
the example above, such changes depend entirely
on the extent to which £*(z) responds to changes in
z. However, just as the capital adopted by a repre-
sentative firm facing no adjustment costs varies far
less when prices adjust to clear all markets, Thomas
(2002) and Khan and Thomas (2003, 2006b) show
that the target capital(s) selected by firms facing
non-convex costs exhibit changes an order of mag-
nitude smaller in general equilibrium. Because
large movements in target capital, and hence in
aggregate investment demand, would imply intol-
erable consumption volatility for households
(at least in the closed-economy settings examined
in these studies), they do not occur in equilibrium.
Instead, small changes in relative prices serve to
discourage sharp changes in k*(z), thereby pre-
venting large synchronizations in firms’ investment
timing and leaving the aggregate series largely
unaffected by the microeconomic lumpiness
caused by non-convex adjustment costs.
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Piecewise-Linear Costs

Among the adjustment frictions commonly
applied in macroeconomic research, we have
thus far omitted an important type of convex
costs, namely, piecewise-linear adjustment costs,
which are often associated with partial irrevers-
ibilities in investment and employment. As these
costs have quite different implications from those
described in section “Convex Costs”, we briefly
discuss them here. Like non-convex costs,
piecewise-linear costs lead to (S, s) decision
rules. However, as they yield no increasing returns
in the adjustment technology, they do not in them-
selves cause lumpiness. Rather, when the firm’s
relevant state variable reaches the lower or upper
bound of its tolerated region of inaction, the firm
undertakes small adjustments to maintain it at that
bound. (To explore the extreme case of complete
irreversibility, see Pindyck, 1988, for an analysis
that emphasizes the option value of waiting to
invest, or Bertola, 1998, for a characterization of
firm decision rules using standard dynamic pro-
gramming. Dixit and Pindyck (1994) provide a
comprehensive survey of this literature.)

Partial irreversibilities have been widely exam-
ined in investment theory as an explanation for the
common empirical finding that investment is
insensitive to Tobin’s q. Abel and Eberly (1994)
characterize firm-level investment when the pur-
chase price of capital, pg, exceeds its sale price,
px (and there are flow-fixed and convex adjust-
ment costs). They show that this cost structure
makes investment a nonlinear function of mar-
ginal ¢, implying a range of values over which
the firm does not invest. (Veracierto 2002, solves a
general equilibrium business cycle model where
the resale price of capital goods is a constant
fraction of the purchase price. Examining a wide
range of values for this irreversibility parameter,
he concludes that such frictions have no quanti-
tatively significant effects for business cycle
dynamics.) Elsewhere, in the context of employ-
ment adjustment, a simple example of piecewise-
linear costs is an environment where firms incur
no adjustment costs in increasing their employ-
ment, but pay a tax of ¢ > 0 per worker fired.

Adjustment Costs

The implications of such firing costs for aggregate
employment are theoretically ambiguous. While
their direct effect is to discourage firing, they also
induce a reluctance to hire. Bentolila and Bertola
(1990) provide an early analysis suggesting that
the direct effect dominates, while Hopenhayn and
Rogerson (1993) find the converse.

Conclusion

Throughout the history of their use, the primary
purpose of adjustment costs has been to reduce the
distance between model-generated and actual eco-
nomic time series. Because they largely represent
implicit costs of forgone output, we have little ability
to directly measure adjustment frictions. Thus, when
we adopt them to enhance the empirical perfor-
mance of our models, the resulting improvements
are, in some sense, a measure of our ignorance.

As suggested by the discussion above, the
existence and size of particular adjustment fric-
tions has typically been inferred from the extent to
which they modify dynamic behaviour within a
specific model to more closely resemble that in the
data. This raises an obvious, but sometimes for-
gotten, point. Adjustment costs derived within a
given class of model may be quite inappropriate in
a second, distinct class of model. For example,
the relative sizes of various types of adjustment
frictions needed to reconcile theoretical and
actual microeconomic data can differ sharply
depending on the specification of equilibrium
and firm-level shocks.

See Also

Inventory Investment
Irreversible Investment
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Adjustment Processes and Stability

Franklin M. Fisher

Economic theory is pre-eminently a matter of
equilibrium analysis. In particular, the centrepiece
of the subject — general equilibrium theory — deals
with the existence and efficiency properties of
competitive equilibrium. Nor is this only an
abstract matter. The principal policy insight of
economics — that a competitive price system pro-
duces desirable results and that government inter-
ference will generally lead to an inefficient
allocation of resources — rests on the intimate
connections between competitive equilibrium
and Pareto efficiency.

Yet the very power and elegance of equilibrium
analysis often obscures the fact that it rests on a
very uncertain foundation. We have no similarly
elegant theory of what happens out of equilib-
rium, of how agents behave when their plans are
frustrated. As a result, we have no rigorous basis
for believing that equilibria can be achieved or
maintained if disturbed. Unless one robs words of
their meaning and defines every state of the world
as an ‘equilibrium’ in the sense that agents do
what they do instead of doing something else,
there is no disguising the fact that this is a major
lacuna in economic analysis.

Nor is that lacuna only important in microeco-
nomics. For example, the Keynesian question of
whether an economy can become trapped in a
situation of underemployment is not merely a
question of whether underemployment equilibria
exist. It is also a question of whether such equi-
libria are stable. As such, its answer depends on
the properties of the general (dis)equilibrium sys-
tem which macroeconomic analysis attempts to
summarize. Not surprisingly, modern attempts to
deal with such systems have been increasingly
forced to treat such familiar macroeconomic
issues as the role of money.

We do, of course, have some idea as to how
disequilibrium adjustment takes place. From
Adam Smith’s discussion of the ‘Invisible Hand’
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to the standard elementary textbook’s treatment of
the ‘Law of Supply and Demand’, economists
have stressed how the perception of profit oppor-
tunities leads agents to act. What remains unclear
is whether (as most economists believe) the pur-
suit of such profit opportunities in fact leads to
equilibrium — more particularly, to a competitive
equilibrium where such opportunities no longer
exist. If one thinks of a competitive economy as a
dynamic system driven by the self-seeking actions
of individual agents, does that system have com-
petitive equilibria as stable rest points? If so, are
such equilibria attained so quickly that the system
can be studied without attention to its disequilib-
rium behaviour? The answers to these crucial
questions remain unclear.

A primary reason for that lack of clarity is the
lack of a satisfactory theory about the disequilib-
rium behaviour of agents. A central example of
the problem can be stated as follows. In perfect
competition, all agents take prices as given. Then
how can prices ever change? In a single market,
for example, every firm believes that it will lose all
its customers if it raises its price. Then who
decides to go first when demand or cost increases?
We are certain that such decisions are taken, but,
at the level of satisfactory formal analysis, we do
not know how.

While these issues arise in partial as well as
general models, most of the literature on adjust-
ment and stability has been at the general equilib-
rium level. (Search theory can be considered a
partial modern-day exception.) Not surprisingly,
that literature has largely begged the price-
adjustment question, simply assuming that price
somehow changes in the direction suggested by
excess demand: dp,/dt = H'(Z:(p)), where p is
the vector of prices, Z{(p), the excess demand for
the ith commodity, and H'(-) a sign-preserving
continuous function.

The question of who adjusts prices in this way
is typically left unanswered or put aside with a
reference to a fictitious Walrasian ‘auctioneer’.
That character does not appear in Walras (who
did have prices adjusting to excess demands) but
may have been invented by Schumpeter in lec-
tures and introduced into the literature by
Samuelson (who certainly did introduce the
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mathematical statement of price adjustment just
given). Interestingly, however, the need for some
such construct can reasonably be said to originate
with Edgeworth, who wrote:
You might suppose each dealer to write down his
demand, how much of an article he would take at
each price, without attempting to conceal his
requirements; and these data having been furnished

to a sort of market-machine, the price to be
passionlessly evaluated. (1881, p. 30)

There has been only moderate progress since
Edgeworth’s day in explaining just what one is
to suppose in considering anonymous price
adjustment in competitive markets.

General equilibrium theory has taken its most
analytically satisfactory form in the Arrow-
Debreu world where all markets for present and
future commodities open and close before any
other economic activity actually takes place.
Despite the lack of realism, this made it natural
to consider adjustment processes in which only
prices move (in the way described above) and
trade, production, and consumption only occur
after equilibrium is reached. Such a dynamic pro-
cess is called ‘tatonnement’, and the study of
tatonnement models dominated the stability litera-
ture until 1960. In that year, the publication of
Herbert Scarf’s counterexample (Scarf 1960) put
an end to the hope that such models would turn out
generally stable given only the ordinary assump-
tions of microeconomics. Tatonnement stability
requires extremely strong special assumptions.

This has extremely important implications.
Indeed, it is not too strong to say that the entire
theory of value is at stake. If stability requires
trading (or production and consumption) to take
place before equilibrium is reached, then the
adjustment process itself changes the givens of
the equilibrium problem (the endowments of
agents, for example). This makes the set of equi-
libria also change in the course of adjustment, so
that the equilibrium finally reached (assuming
stability) differs from that computed by algo-
rithms taking the initial situation as fixed. More-
over, comparative static analysis, that major tool
of theory, will miscompute the effects of a dis-
placement of equilibrium, for the equilibrium
reached will depend on the adjustment process
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and not merely on the displacement itself. While
such effects may be small, they are certainly not
known to be small. The argument that they are
likely to be negligible because prices adjust much
faster than quantities is unconvincing. The limit-
ing case of such relative speeds of adjustment is
tatonnement and is known to lack general conver-
gence properties.

The failure of tatonnement was by no means
the end of the stability literature, however. The
carly 1960s were marked by two important
insights. These were: first, that considerable
gains might be achieved by restricting the adjust-
ment process itself rather than the excess demand
functions of agents (Hahn 1961); second, that
consideration of how trade takes place might
lead to sensible restrictions. While logically sep-
arate, these two insights developed together in the
study of ‘non-tatonnement processes’, which are
better called ‘trading processes’.

In a pure-exchange trading process, prices con-
tinue to adjust as indicated by excess demands, but
trade also takes place (consumption, however, still
being postponed to equilibrium). The crucial ques-
tion is how such trades should naturally be
restricted, and here there are two leading candidates.

The first of these is the ‘Edgeworth Process’
(Uzawa 1962; Hahn 1962). Here the basic
assumption is that trade takes place if and only if
there is a group of agents, all of whom can gain in
utility by trading among themselves at the current
prices. With some complications due to the possi-
bility that no such trades can be made at the initial
configuration of prices, this assumption can be
shown to generate a stable adjustment process.
The crucial feature of the proof is that the sum of
the utilities that would be achieved if trade ceases
is increasing out of equilibrium, making that sum
suitable for use as a Lyapunov function.

The basic assumption of the Edgeworth Pro-
cess certainly seems attractive. Trade takes place
because the agents participating make themselves
better off thereby. Unfortunately, such attractive-
ness is somewhat superficial. First, the assump-
tion places very large information requirements
on the system. It is easy to construct examples
where the only Pareto-improving trades require
the participation of vast numbers of agents.
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While, as in the case of coalition formation in
the theory of the core, the number of agents
required cannot exceed the number of commodi-
ties, this is not a helpful limit when all future
commodities are being traded. The assumption
that trade readily takes place in such circum-
stances is not an easy one.

Second (and perhaps more important), the
assumption that trade only takes place when par-
ticipants each immediately gain in utility is only
attractive when agents are supposed stupidly to
expect prices constant and transactions to be com-
pleted. Once agents are allowed to become con-
scious of disequilibrium, transactions need not
bring immediate utility gain; some transactions
will be undertaken for speculative purposes, in
the hopes that later transactions at profitable prices
will materialize. While no rational agent ever trades
without expecting to gain thereby, the basic
assumption of the Edgeworth Process requires
that every leg of a transaction bring a utility gain.
It is crucial that the sum of the utilities agents
would receive if trading ceased should always be
increasing out of equilibrium. This is not true when
arbitrage is involved — particularly when trade
takes place for money. It is an open question
whether the Edgeworth Process models can be
adapted to allow more interesting behaviour.

The second major trading process model is the
‘Hahn Process’ (Hahn and Negishi 1962). Its
basic assumption (sometimes known as the
‘Orderly Markets Assumption’) is as follows.
After trade, there may be unsatisfied demanders
of a particular commodity, say apples, or there
may be unsatisfied suppliers of that commodity,
but if markets are sufficiently well organized there
will not be both. The Hahn Process assumes that
potential apple buyers and potential apple sellers
can find each other. Indeed, it might be said that
this is what we mean when we speak of such
buyers and sellers as being in the same ‘market’.
As a result, we assume that — after trade — any
agent with a non-zero excess demand for some
commodity finds that his or her excess demand for
that commodity is of the same sign as that
commodity’s aggregate excess demand.

This has a powerful consequence. Since prices
move in the same direction as aggregate excess



Adjustment Processes and Stability

demand, any agent who cannot complete all
planned transactions finds that the goods he or
she would like to sell are falling in price, while
the goods he or she would like to buy are becom-
ing more expensive. The agent’s target utility — the
utility he or she would achieve if all transactions
could be completed — is falling. As a result, out of
equilibrium the sum of all target utilities falls and
so can serve as a Lyapunov function. In effect,
agents begin with unrealistically optimistic expec-
tations and revise them downward until equilib-
rium is reached and expectations become
mutually compatible. With some additional, rela-
tively minor assumptions, the Hahn Process can
be shown to be globally stable.

In fact, things are not so simple, for the
assumption that buyers and sellers can find each
other does not guarantee that unsatisfied excess
demands for a given commodity will all have the
same sign. This is because of the possibility that
buyers will have nothing to offer that sellers are
willing to accept. This problem cries out for the
introduction of money as a medium of exchange
(cf. Clower 1965). That introduction was accom-
plished by Arrow and Hahn (1971) who assumed
that offers to buy must be backed up with money
in order to be active and that prices are affected
only by active, rather than target excess demands.
Applying the Hahn Process assumption to active
excess demands, the same global stability results
can be obtained — provided one assumes that
agents never run out of money. This ‘Positive
Cash Assumption’ is very difficult to justify
from more primitive ones in the context of naive
expectations.

The introduction of money raises other prob-
lems. In particular, unless money is included in
the utility function, it is hard to see why agents
plan to hold it in equilibrium. Nevertheless, such
introduction is essential, particularly if firms are to
be included. Without a common medium of
exchange in which profits are measured, firms
producing an oversupply of some good, say tooth-
paste, will have no incentive to sell it, reckoning
profits in toothpaste rather than in dollars.

With money, however, the inclusion of firms in
the Hahn Process model is fairly easy (Fisher
1974). Firms are assumed to sell promises to
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deliver outputs and acquire contracts to supply
inputs, acting so as to maximize profits subject
to ultimate production being feasible. Production
itself is postponed until equilibrium (as is con-
sumption in the pure exchange version). Again
assuming that no household or firm ever runs out
of cash, the target profits of firms decline if they
cannot complete their planned transactions. Given
that, the target utilities of the firms’ owners — the
households — also decline, and the stability result
goes through much as before.

Despite its elegance, this is not a truly satisfac-
tory result if one is interested in justifying the use
of equilibrium economics. Apart from other diffi-
culties, the equilibrium reached is one in which all
trading opportunities have been exhausted. This is
the consequence of working in an Arrow-Debreu
framework, but it is not very satisfactory, and
remains so even when some attempt is made to
introduce production and consumption out of
equilibrium (Fisher 1976). One would rather
expect equilibrium to involve the carrying out of
planned trades at correctly foreseen prices.

Further, the agents in trading-process models
are remarkably stupid, always expecting prices to
remain constant and transactions to be completed,
when their constant experience tells them that this
is not so. A model that hopes to explain how
arbitraging agents drive a competitive economy
to equilibrium can hardly afford to assume that
agents do not perceive the very arbitrage opportu-
nities that characterize disequilibrium.

An ambitious, though not altogether successful
attempt to deal with these problems was made in
the disequilibrium model of Fisher (1983). Agents
have point expectations and are allowed to expect
price changes. They take advantage of arbitrage
opportunities, limited only by rules as to short
sales and credit availability. Households maxi-
mize utility and firms profits, planning and engag-
ing in consumption and production, respectively,
in real time. Trade in firms’ shares takes place both
because of differing price expectations and
because households purchase expected dividend
streams as a way of transferring liquidity across
time periods.

Agents also realize that they are restricted as to
the size of their transactions. They make price
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offers to get around such constraints. Thus each
seller believes he or she faces a declining demand
curve and has some monopoly power (similarly
for buyers). The question of whether such percep-
tions disappear in equilibrium is the question of
whether the equilibrium is Walrasian. In one form,
it is also the question of whether there is equilib-
rium underemployment of resources. The answer
turns out to be closely related to the extent to
which the liquidity constraints are binding in
equilibrium.

As this suggests, money plays a central role.
The transactions demand for money does not dis-
appear in equilibrium, which now involves the
carrying out of previously planned transactions
at the expected prices. On the other hand,
‘money’ in this model consists of very short-
term bonds, bearing the same interest as all other
assets in equilibrium. There is still no satisfactory
theory in which agents hold non-interest-bearing
bank notes in equilibrium.

Once one leaves equilibrium and leaves the
theory of how the individual agent plans, matters
become less satisfactory. This is largely because
one has to deal with the behaviour of agents
whose expectations are disappointed. The model
handles this issue by making an extremely strong
assumption called ‘No Favourable Surprise’. This
states that new, unexpected, favourable opportu-
nities cease appearing. In effect, the kinds of
shocks emphasized by Schumpeter (1911) — dis-
covery of new products or processes, new ways of
marketing, new sources of raw materials, and so
forth — are ruled out if they are totally unforeseen.
As in the Hahn Process, agents find that unex-
pected change makes them worse off as old
opportunities disappear. With some technical
complications, this ensures convergence to some
equilibrium, although that equilibrium need not
be Walrasian.

The problem is that ‘No Favourable Surprise’
is not a primitive assumption. One cannot hope to
prove stability in a world constantly bombarded
with exogenous Schumpeterian shocks. ‘No
Favourable Surprise’, however, rules out the
appearance of any unexpected opportunities,
even those which arise in the course of adjustment
to previous exogenous shocks. The Hahn Process

Adjustment Processes and Stability

model is a special case of this. So is the assump-
tion of rational expectations. In a model with point
expectations, however, rational expectations
amounts to perfect foresight, and this begs the
question of disequilibrium adjustment. It is
unclear what happens under uncertainty and also
unclear whether ‘No Favourable Surprise’ can be
derived from other underlying premises.

Further, the very generality of the ‘No
Favourable Surprise’ stability result has both sat-
isfactory and unsatisfactory aspects. On the one
hand, the price-adjustment mechanism left over
from tatonnement days can be dispensed with
and individuals allowed to make price offers.
On the other hand, just how those offers get
made (or accepted) remains a mystery within
the general confines of the ‘No Favourable Sur-
prise’ assumption. We know that this depends on
developing perceptions of demand and supply
curves — of individual monopoly or monopsony
power — but we do not know how those percep-
tions develop. As a consequence, the stability
results give little insight into whether the system
approaches a Walrasian or a non-Walrasian,
quantity-constrained equilibrium. Similarly, we
do not know the extent to which the adjustment
process shifts the ultimate equilibrium or any-
thing about adjustment speeds.

These remain questions of crucial importance
for the under-pinnings of equilibrium analysis
and, possibly, for the study of actual economies.
They will remain unanswered without detailed
analysis of how disequilibrium adjustment takes
place when plans are frustrated. Equilibrium tech-
niques will not succeed here, and new modes of
analysis are needed if equilibrium economic the-
ory is to have a satisfactory foundation.

See Also

Auctioneer
Economic Surplus
Principle

General Equilibrium
Lyapunov Functions
Stability
Tatonnement and Recontracting

and the Equimarginal
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Administered Prices

P.J. D. Wiles

Administered prices are prices set by enterprises,
private or public, large or small, of their own
volition in free markets for a period that they
determine; so that prices do not fluctuate in the
‘short run’ with supply and demand. The market is
cleared from moment to moment within this
period by stock movements in the product and/or
by queues of customers; and often by changes in
production volume. The ‘short run’ includes
periods long enough for it to seem bureaucrati-
cally possible to vary the price and thus to make
more profit. Therefore s.rm.c./s.rm.r., and
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administered prices constitute a failure to maxi-
mize profits. The administrator in this context is
always the seller.

(A) We begin with the one great obvious excep-
tion: no prices in organized perfect markets,
‘oriental’ bazaars and auctions are adminis-
tered. These markets do, of course, empiri-
cally exist: it is a myth that they are a myth.
The principal examples are crops and metals
(wholesale only); bonds, stocks and shares;
foreign currency (wholesale only), houses;
businesses (the latter two being disposed of
in one-to-one higgling, as in an ‘oriental
bazaar’); most secondhand goods and
antiques. Many homogeneous commodities,
apt for organized perfect competition, are
under state control; and many are dominated
by oligopolies. But in perfect oligopoly,
prices are not administered (the London
Metal Exchange, in part).

Thus the textbook neoclassical description of
the enterprise’s price and output policy appears to
be falsified by the very great majority of all turn-
over measured by value, and by the quite over-
whelming majority of all individual prices. This
has worried theorists far too little and they have
not bothered to say much. But we must leave aside
the reasons for that as belonging to methodologi-
cal articles, and look at what might be said in
favour of the text book. So here are the arguments
that nevertheless long-run profits are being maxi-
mized despite, nay, because of, sticky prices
(personal comments in brackets):

(B) (i) Very flexible prices annoy customers in an
imperfectly competitive market; i.e. they
lose good-will. So the firm that sets a
not-too-high administered price gains cus-
tomers and emerges with more total profit
than it could gain from the average of the
very short-run maximizing prices it could
charge in an ‘oriental’ bazaar. (The writer
knows of no research on this question, but
finds the assertion plausible. It is alleged to
be the foundation of many Quaker for-
tunes in the 17th century).
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(B) (ii) In most businesses there are very many
products indeed, and it is junior employees
that charge prices for them. They cannot be
trusted to higgle on behalf of the firm, and
senior employees are too busy. So the latter
provide a list or other document, which
their juniors apply. This document simply
cannot be altered every moment, so the
administered price is the best that can be
done towards maximizing profits. (This is
correct; note that single-or-few-product
enterprises do tend to belong to perfect
markets).

And here (C) are the arguments that the phe-
nomenon as defined does not exist:

(C) (i) Discounts from list price are extremely
common. They are made ad hoc and ad
personam, secretly. Therefore there are in
fact no administered prices (the writer
holds this to be a massive exaggeration
of an admitted truth; but knows of no
research that could tell us Zow massive,
numerically speaking).

(C) (i1) Quality too can easily be manipulated in
imperfect markets (but hardly — we must
reply — in the short run, which is precisely
how long an administered price is admin-
istered for).

Finally (D), here are the arguments for
accepting that such prices are indeed a massive
disproof of the doctrine that m.c. = m.r. even in
the long run:

(D) (i) There is little empirical evidence that entre-
preneurs or managers ever maximize even
their long-run profits. The basic proposition
of all neoclassical economics has never
been properly researched; it has simply
been eclevated (or degraded?) into an
axiom. We should reject its high philosoph-
ical claim and simply use our eyes. Our
eyes may indeed confirm it, but only as an
empirical generalization.

(D) (ii) Nevertheless it does seem probable, on

mere inspection, that entrepreneurs and
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managers maximize their short- and
simultaneously their long-run profits in
perfect competition: what else could one
be doing in a market where one is
concerned with few products (see
B (ii)), and there is no good-will (see
B (i))? However that leaves wholly intact
the possibility that entrepreneurs and
managers behave differently in other
types of market.

(D) (iii) In psychological terms homo economicus
is a psychopath, though in situations
(A) he has little choice. Now admittedly
psychopathy is an arbitrary term, to be
used with extreme care. But every psy-
chologist would pale before calling
almost all men psychopaths. There is
nothing whatever in the other social sci-
ences to indicate that profit-maximization
is in fact a human norm.

(D) (iv) So far we have merely cleared the ground.
The first positive argument is that it is
obvious that when, in situations other
than (A), we are making losses we do
maximize our profits. But the fact that
prices become more flexible in depression
confirms that both long- and short-run
profit-maximization are, in the majority
of' market situations, optional; for it entails
that when there is no depression they
become less flexible again. The often
urged greater survival value of profit max-
imization refers to survival circumstances,
not all circumstances.

(D) (v) Then there is the undoubted fact that FIFO
accountancy influences prices. Ordinary
observation tells us that in a period of
prolonged but not very rapid price-rise
the goods on sale in a shop are all priced
by applying the customary gross profit
margin (absolute or relative) to the histor-
ical cost of acquisition of the particular
physical batch; so that on one shelf or in
one drawer the identical object has differ-
ent prices. It is very difficult indeed to
attribute this to administrative difficulty —
why not simply put a single general price
label on the shelf or drawer, leaving
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individual items unmarked? And it cer-
tainly is not profit maximization. Again
the business pages of the newspapers con-
sistently refer to ‘cost increases coming
up through the pipe-line’; this banal, and
generally accepted, phrase means the
same thing.

(D) (vi) The happy hunting grounds of adminis-
tered prices are manufacturing, retailing
and the standard services of transporta-
tion. In construction ‘cost-plus’, where
profit is an agreed percentage of what-
ever cost will turn out to be, is very
notoriously the main method of price
formation; still more so in pricing modi-
fications to contracts. But cost-plus is the
essence of practical price administration.
R&D projects are also priced on ‘cost-
plus’; so indeed are all prototype
machines and all non-standard repair
jobs. ‘Cost-plus’ arises out of uncertainty
as to costs; it induces profit-maximizers
to raise their costs above the minimum
for the contracted output. But to an ordi-
nary customer like the writer it is evident
that a high proportion of cost-plus char-
gers do not abuse their position.

In some situations Lrp.m. demands s.r.p.m.
These are the totally impersonal, or at least
one-off, market situations listed above (A). In
these, mere inspection, as we saw, tells us that s.
rp.m. is practised; and it follows that Lrp.m. is
too, since there is no good-will to be lost. But in
situations (B) Lrp.m. forbids s.rp.m., since it
loses good-will, and may also be too great an
administrative burden. Now while again mere
inspection tells us that s.r. profit is not being
maximized, we may not infer that Lrp.m. is
being maximized. That is not evident, but can
only be proved (or disproved) empirically.

Is satisficing a failure to maximize long-run
profit? Certainly satisficing is implicit at every
point above where administered prices are
described. But if we accept it wholeheartedly it
tells us nothing more. It means that we pay atten-
tion to the various costs of search: not that we
minimize them (or indeed any other costs); not
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that we maximize profit net of search costs, nor
again that we don’t.

The trouble with satisficing is that it is all
things to all men. Profit maximizing is an ex
ante, or policy, concept; it requires, in the legal
phrase, mens rea and cannot easily be proved or
disproved from observation. This is truer the lon-
ger the run we consider and the more space we
leave for human judgement. But satisficing is by
itself simply a technique not a policy: a recogni-
tion that the setting of qualities, prices and outputs
requires serious research and thought, but that a
decision must come soon. Thus in terms of
‘soonness’ we have many courses open to us. If
we decide very soon, we may be consciously
following the full cost principle, and merely
avoiding losses; or consciously maximizing profit
but making a mistake about the time and resources
required for optimization; or some third thing. If
we decide at the ‘right’ moment, we may be
consciously maximizing a concept of profit that
includes decision-making costs and benefits; or
consciously applying full cost but dithering too
long; or again some third thing. There can also be
systematic error as to how to maximize profits,
despite a genuine wish to do it —notably ignorance
of the marginal analysis at entrepreneurial level.
But that undoubted fact is not quite what here
concerns us. For those who do understand it still
administer their prices. It should be remembered
that a mere loss-avoider must also satisfice. He too
faces an intellectual and information problem,
though a simpler one: he too must eventually cut
off his research and decide, though that point
comes sooner. The sales-maximizer-subject-to-
minimum-return (a la Baumol) is in the same
boat too: with a problem of intermediate complex-
ity. Satisficing, to repeat, is a universal tool.

Does oligopoly account for the whole phenom-
enon? Clearly not perfect oligopoly, but many
have been tempted by the kinked demand curve
of imperfect oligopoly, which gives such latitude
to a price-setter. Hall and Hitch (1939), the pio-
neers, certainly rested their work on this, and so
does Sylos-Labini (1979 passim). But in reality
the phenomenon is much more widespread,
because the demand and marginal cost curves
are uncertain also in monopolistic competition
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and monopoly, where kinks are unknown. Indeed
the curves, though continuous, are thick bands
and not narrow lines at all. This has the same
effect as the kink, though for slightly different
reasons. For the kink forms wherever the price
happens to be, and the price may have been ratio-
nally set originally; but where the narrow lines
become thick bands the situation is indeterminate
a priori.

Nothing, then, except a methodologically false
tradition forbids us to say that normal price-setting
is merely cost-covering, or loss-avoidance plus a
decent allowance for net profit; and that the quan-
tification of the word ‘decent’ is a purely empirical
task. It may, for all we know, differ more
according to the ideology, nationality, religion or
historical epoch of the entrepreneur/manager than
according to the state (depressed or active) or the
form (imperfect oligopoly, monopoly etc.) of the
market. The work has not been done: we do
not know.

Now the price that yields a ‘decent’ profit may
be either lower or higher than the profit-
maximizing price. It must however lie below the
latter price much the most often. Why incur oblo-
quy when for the same money you can be popular?
The notion that prices administered in a long-run-
non-profit-maximizing spirit are usually ‘too’ low
is used by Baumol (1969, pp. 47-52, 63-6) to
explain his observation that firms prefer sales vol-
ume to profit volume. In so doing he distances
himself, to be sure, from the original Oxford full
cost doctrine, but not importantly.

The ‘lowness’ of prices explains also cost infla-
tion. In a climate of general price rises, where this is
the general expectation for a long time ahead, the
‘decent’ price has a consequence quite incompati-
ble with long-run profit maximization. The perpet-
ual small cost increases, due to rises in import
prices, wage-rates, variable and even fixed taxes,
domestic fuel and raw material prices etc., can be
accommodated without a damaging output shrink-
age simply by raising the output price fowards its
profit-maximizing level. This is what cost inflation
is. It never occurs in type A markets.

This is evidence indeed for a sceptical attitude
towards neoclassical microeconomics. But better
evidence would be more candid and straightforward
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empirical research, that simply treated homo
economicus as a hypothesis like any other. The
type A market reminds us that the hypothesis
could easily be confirmed on many occasions.

The full-cost principle in particular, and admin-
istered prices in general, seem to be methodologi-
cally offensive to orthodox economic theory. No
facts should be that. The immunity-system of the
neoclassical body rejects every attempted trans-
plant. Why? First, the whole theory, or generaliza-
tion, is crude, indeterminate, superficial and
unintellectual. The full-cost principle, or the cost-
plus determination of all non-perfect-market prices
from the fairly competitive parts of the private
sector right through without distinction to the
most protectedly monopolistic parts of the public
sector, is the theory of value of the man in the street,
and of most people in authority who set prices.

Yet, secondly, those four epithets above do not
signify falsity. Many a good economist slips into
such language obiter. The following passage from
Okun, before he changed sides (1960, pp. 35-6),
picked virtually at random from all the literature
of economics, shows the same unthinking reflex:

The main element in the stubborn climb of prices
and wages through most of 1969 was the enormous
strength of demand for labour. After years of oper-
ating in a tight labour market, businessmen hired
aggressively both to catch up and get ahead. They
added far more workers to their payrolls than would
have been dictated merely by short-run needs.
Between mid-1968 and mid-1969, for example,
wholesale and retail trade added 600,000
employees or a 4.5 per cent rise in their work
force, while the volume of real goods flowing
through trade barely increased. Such personnel pol-
icies get reflected in sagging productivity, a sub-
stantial addition to unit labour costs, and continued
tightness in labour markets; the result is more infla-
tionary pressure on both prices and wages.

The addition to demand through higher wages
were certainly not upper-most in this author’s
mind. Yet the whole 53-page chapter (entitled
Inflation: Problems and Prospects) is orthodoxly
on the side of demand inflation, fiscal and mone-
tary management, etc.

The idea has its place within the history of
economic doctrine. It was dominant —
unconsciously — in Smith, Ricardo and Marx.
As pre-marginalist economists, they wrote always
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as if it were true, though they really had no system-
atic micro-economics. The idea certainly animated
Marshall, an early and undogmatic marginalist
who seems to have believed in loss minimization
only. (For these ‘forefathers’, cf. Wiles 1961).

In the 1930s marginalism was completed by
‘imperfect competition’; the marginalization of
revenue rounded off that of cost. This both proved
the necessity of a theory of value related to the
theory of the firm, and ensured that it should be
tidy and determinate — so non-empirical. There-
fore, it has been hostile to these ideas. So much is
evident all the way from William Stanley Jevons
to Joan Robinson. The realistic pre-war reaction to
marginalism came very shortly after Robinson,
who may be said to have caused it. The reaction
was called the full cost principle in UK, adminis-
tered prices in USA. The former analysis was
more complete since it had of course administered
prices (Hall and Hitch 1951 — originally 1938),
but included a long analysis of costs. The latter
was short in this latter respect, and so had too little
regard for its own micro-foundations, being
macro-economically biased, but made the contrast
with perfect competition more clear (Means 1935;
cf. Sylos-Labini 1969, p. 110). The erosion of
both traditions after World War 11 is described in
some detail by Lee 1984. Yet they survive in
business departments (e.g. Jackson 1982),
through not in ‘industrial economics’ courses
within departments of economics. There, the
view became widespread that all prices are some-
how administered so as to maximize long-
run profit, and full cost is an awkward and
uneducated /anguage only, for describing essen-
tially marginalist decisions (Lee, op. cit.). The
much praised text of Koutsoyiannis (1979) must
be placed here in the last analysis — daring and
unusual as she was to include such a subject in a
textbook at all. Strong exceptions are Okun (1981,
ch. 4 and p. 223) and Baumol (1967, pp. 48-52).

See Also
Cost-Push Inflation

Kinked Demand Curve
Satisficing
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Advances

G. Vaggi

The French Physiocrats used the term avances to
indicate the outlays which had to be used in the
process of production in order to yield a return in
the future. In the Essai sur la nature du commerce
en général (1755) Cantillon had already used the
term advances, but it becomes prominent only in
Physiocratic literature. The way in which Quesnay
used this term clearly indicates that he was refer-
ring to what is now called either capital or means of
production. The advances can be regarded as a sum
of money, but more frequently the Physiocrats
referred to the commodities which had to be
‘advanced’ in order to carry on the process of
production. The different types of advances depend
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upon the methods of production adopted, which
establish the relationships between the inputs and
the output in each sector of the economy.

The Physiocrats dedicated particular attention
to agriculture, where they distinguish three types
of advances. The ground advances, avances
foncieres, include all the expenses which are nec-
essary in order to prepare the soil for cultivation:
drainage, cleaning of the soil, transportation and
housing facilities (see Baudeau 1767, pp. 154-6).
This kind of advance had to be made once and for
all; they were a sort of prerequisite for cultivation.
Most of them were made by the landowners,
whose rents were a compensation for this initial
contribution to production (ibid.). The Physio-
crats emphasize the importance of the advances
of the agricultural entrepreneur, the farmer, which
can be divided into two categories: the original
advances, avances primitives, and the annual
ones, avances annuelles. The former group
includes all the instruments of cultivation like
carts, ploughs etc., which can be used for many
years and need annual repairs and maintenance.
However, according to the Physiocrats the origi-
nal advances also include the horses employed
in cultivation and their fodder (see Quesnay
1758, p. vi; Meek 1962, p. 279). These original
advances are like fixed capital, and they are
assumed to wear out at a rate of 10 per cent a
year. Thus, the farmers must use part of the annual
output of cultivation to keep the stock of these
advances at its initial level (see Quesnay 1766,
p. 152). The annual advances of agriculture are the
raw materials, seeds etc. and the consumption
goods necessary to allow the peasants and their
families to work until the next harvest. These com-
modities are entirely consumed during the process
of production and as such they must be regarded as
circulating capital. In order to maintain the level of
agricultural activity unchanged it is necessary to
replace the entire annual advances. The whole
annual advances plus the interest required to pre-
serve the original ones from wear and tear make up
the annual returns of cultivation, the réprises (see
Quesnay 1766, p. 154). The returns indicate which
part of annual production must be set aside in order
to be employed in the following production period.
According to this way of examining the process of
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production, each year the annual output of agricul-
ture must include all the types of commodities
which have been used up during the previous pro-
ductive process as advances. The Physiocratic con-
cept of advances is then clearly linked to their view
of the economy as a system which regularly repro-
duces itself. The part of the social product which is
in excess of the returns is the surplus, or net
product.

Quesnay used the concept of advances to
establish some precise numerical relationships
between the inputs and the output of the pro-
duction process both in agriculture and in
manufacturing. For instance, he believed that the
best methods of cultivation required a ratio of one
to five between the annual and original advances.
A modern agricultural sector must have a large
stock of original advances, which allows a net
product equal to the amount of annual advances.
Thus modern techniques of cultivation yield a
revenue, or surplus, of 100 per cent (see Quesnay
1766, p. 151). According to Quesnay the indus-
trial sector employed only annual advances and its
output is exactly equal to the value of these
advances, thus there is no surplus. The notion of
advances is an important element of the Physio-
cratic doctrine that only agriculture yields a net
product.

Turgot, too, employed the concept of
advances, but he did not clearly distinguish the
analysis of the advances of agriculture from those
of the other secotrs of the economy (Turgot 1766,
pp. 147, 151). Turgot adopts Quesnay’s defini-
tions of annual and original advances as those
commodities which must exist at the beginning
of the process of production (ibid., pp. 153-4).
For Turgot the term ‘advances’ also refers to the
employment of money in one of the several types
of investments; he also uses the terms ‘moveable
wealth’ and ‘capital’ instead of that of ‘advances’
(see ibid., pp. 145, 152).

Adam Smith substitutes the term ‘capital’ for
‘advances’, even though he still uses Quesnay’s
notion of means of production, which must be
advanced by the entrepreneur in order to carry
on the process of production. Smith distinguishes
fixed and circulating capital. The former notion
refers to all the machines and the instruments
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which yield a profit to the entrepreneur without
being sold. Circulating capital indicates all the
commodities which yield a profit only when they
are sold at the end of the productive process,
but not when they still belong to the capitalist
(see Smith 1776, 1976, vol. 1, p. 279). However,
contrary to Quesnay, in his theory of value Smith
emphasizes the role of circulating capital. Thus
the overall capital of society seems to be entirely
made up by the wages advanced to the workers
(ibid., pp. 66-7nh, pp. 110-11), because all
machines are ultimately produced by labour.

Ricardo distinguishes fixed and circulating
capital according to the durability of the input
examined, but he admits that it is often difficult
to draw a precise distinction between the two
notions (Ricardo 1821, pp. 31-2, 150-1). Ricardo
accepts Smith’s idea that from the point of view of
society as a whole capital is made up of the value
of the wages advanced to productive workers
(ibid.). Malthus was the last classical economist
to use the term ‘advances’, by which he meant all
the commodities which had been accumulated in
the past and whose value had to be subtracted
from that of annual production in order to measure
the profits of the entrepreneurs.

See Also

Physiocracy
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Adverse Selection

Charles Wilson

Abstract

A market exhibits adverse selection when the
inability of buyers to distinguish among prod-
ucts of different quality results in a bias
towards the supply of low- quality products.
Typically, the average quality of a product
supplied by the market depends on the price,
possibly resulting in multiple Walrasian equi-
libria and even equilibria with rationing.
Agents have an incentive to trade multi-
dimensional contracts so that informed agents
can reveal their quality by the contracts they
purchase. Various mechanisms such as price
floors and mandatory partial insurance may
be used to reduce the market inefficiencies
resulting from adverse selection.
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Adverse selection refers to a negative bias in the
quality of goods or services offered for exchange
when variations in the quality of individual goods
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can be observed by only one side of the market.
For instance, suppose sellers of high-quality
goods have a higher reservation price than sellers
of low-quality goods, but that buyers cannot
directly determine the quality of a specific good
offered for sale. Then any mix of goods offered for
sale at the market price must include the low-
quality goods. That is, the market adversely
selects for low-quality products.

Adverse selection may appear in any market
where either the buyer or the seller has difficulties
ascertaining the quality of the product to be
exchanged. Examples include resale markets for
durable goods where it is difficult for the buyer to
identify defects known to the seller, labour mar-
kets where the seller has a better idea of his pro-
ductivity than his potential employer, credit
markets where the borrower knows more about
her credit worthiness than the seller, and insurance
markets where the insured have knowledge about
their riskiness that is unavailable to the insurer.

The theoretical study of adverse selection
began with the seminal paper by George Akerlof,
‘The Market for “Lemons™’ (1970). In this paper,
Akerlof demonstrated how adverse selection
could eliminate all trade in otherwise efficient
markets. As the title suggests, he illustrated his
argument in a stylized model of a market for used
cars. Suppose there is a potential supply of ng
cars indexed by a quality parameter ¢ that is
uniformly distributed between 0 and 1. Assume
that ¢ measures the reservation price of the owner,
but that the reservation value of each of the poten-
tial buyers is % q.1f both buyers and sellers can
observe the quality of each car and there are
enough potential buyers, efficiency requires that
all cars be exchanged. However, if buyers can
observe only the average quality of cars offered
for sale at each price, there is no positive price at
which cars will be demanded.

The argument is as follows. If buyers cannot
observe the quality of individual cars and prices
adjust to clear the market, then all cars must sell at
the same price p. Since an owner offers a car of
quality ¢ for sale only if ¢ < p, it follows that the
supply of cars is S(p) = ngp at any price p between
0 and 1 and the average quality of cars at that price
is ¢“(p)= 5. But since a buyer’s reservation value
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of a car with expected value g is % g, he purchases
at price p only if ¢* (p) > 3 p. Consequently,
demand is D(p) = 0 at each price p and the only
market clearing price is p = 0 with no trade
occurring at all.

Akerlof’s example of a zero-trade equilibrium
illustrates the most extreme consequence of
adverse selection. As demonstrated below, not
all trade is necessarily eliminated. However, if
goods of different quality are treated as a homo-
geneous good, several sources of inefficiency may
persist. One problem is that the marginal value of
a trade may not be equated between buyers and
sellers. Since sellers offer any good for exchange
that they value less than its price, the value to the
sellers of the average product offered for sale is
generally lower than the price. In contrast, the
uninformed buyers purchase the product to the
point where their value of the average car offered
for sale equals the price so that their value of the
marginal car offered by sellers exceeds the price.

A second source of inefficiency is that the
wrong set of cars may be exchanged. In the exam-
ple above, the net gain from trade of a car with
quality ¢ isso that the highest-quality cars should
be exchanged first. However, if all cars are sold at
the same price, lower-quality cars will always be
supplied before higher-quality cars. In general,
this inefficiency depends on our assumptions
regarding preferences. In a dynamic model in
which the market for used cars arises endoge-
nously, Hendel and Lizzeri (1999) argue that
buyers of used cars generally value increases in
quality less than sellers. Consequently, in their
model the sale of the lowest-quality cars is rela-
tively efficient and measures to increase the vol-
ume of trade may be counterproductive.

A third source of inefficiency emerges when
the preferences of buyers are heterogeneous so
that high-quality cars should be allocated to
quality-intensive buyers. In this case, even if the
efficient set of goods were exchanged, the random
allocation of cars among buyers implies that
buyers and sellers would not be correctly
matched.

All of these sources of inefficiency can be
illustrated with a slight modification to Akerlof’s
example. Suppose we change the distribution of
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the ng cars so that ¢ is uniformly distributed
between 1 and 5. Then, at any price p between
1 and 5, the supply of cars is S(p) = ’%l ng and
average quality is ¢“(p) = 1% At any price
p >5, Sp)=n, and ¢“(p) =3. On the
demand side, we suppose there are two types of
buyers. For a car of quality ¢, low-intensity buyers
are willing to pay% g and high-intensity buyers are
willing to pay 2¢q. Consequently, the demand
function has two steps. Low-intensity buyers are
just indifferent to buying a car at price p = 3 where

%q"(p) = p. For high-intensity buyers, the point
of indifference is at p = 6. Consequently, if there
are n; low intensity buyers and ny high intensity
buyers, demand is

np+ny for p<3
D(p) = ny for 3<p<6
0 for p>6

At prices 3 and 6, demand is a correspondence.
Figure 1 illustrates two possible relations
between supply and demand depending on the

3/2¢q
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relative number of buyers and sellers. The supply
curve labelled S'(p) corresponds to a case where
ng < ng so that the market clears at price p = 6. At
this price, all cars are sold to high-intensity
buyers, and the corresponding allocation is Pareto
efficient. The supply curve labelled S(p) corre-
sponds to the case where ny < "75 < np+nyg so
that the market clears at price p = 3. At this price,
only cars of quality ¢ < 3 are sold and every active
buyer receives a car of expected quality ¢“(p) = 2.

Observe that this allocation exhibits all of the
sources of inefficiency that were identified above.
First, not all potential buyers purchase a car even
though half of the cars remain unsold, all of which
are more valuable to buyers than to owners. Sec-
ond, the cars that are sold provide the least possi-
ble net benefit to buyers. If only half of the cars are
to be sold, efficiency requires they be the highest-
quality cars. Third, since all buyers purchase from
the same pool of cars, the cars that are sold are not
efficiently allocated among buyers. Since high-
intensity buyers value quality more than low-
intensity buyers, the efficient allocation of these
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D(p)
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Adverse Selection, Fig. 1 An inefficient Walrasian allocation
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cars requires that the high-intensity buyers receive
the cars with the highest quality.

Given the asymmetry in information, there is
typically no incentive-compatible mechanism that
achieves first-best efficiency. However, there may
be instruments or mechanisms that may increase
net surplus and in some cases even generate a
Pareto improvement. For instance, for supply
curve S(p) a subsidy on sales would increase the
volume of trade. However, the resulting allocation
would not be completely efficient since low-
quality cars are still sold before high-quality cars
and both types of buyers still purchase from the
same pool of cars. We explore below some other
mechanisms that may be used to further improve
efficiency.

Multiple Walrasian Equilibria

The examples above have a unique Walrasian
equilibrium. However, since average quality
increases with price, it is possible that over some
range of prices demand may also increase with
price. As a consequence, there may be multiple
market clearing prices, which can be Pareto
ranked. We can illustrate this possibility in an
example with one type of buyer and just two
types of sellers.

Suppose half of the ng sellers own cars of
quality ¢ = 1 and half own a car of quality
q = 2. Since low-quality sellers supply cars at
any price p at or above p = 1, and high-quality
sellers supply cars at any price p at or above p = 2,
it follows that average quality jumps from 1 to% at
price p = 2. As above, suppose that each of the np
buyers is willing to pay % q for a car of quality q.
Then D(p) = np for p < %, but then falls to zero
until the high-quality sellers enter the market at
price p = 2. At this price, ¢°(p) rises to % and all
buyers again enter the market until p rises to %,
after which price exceeds the buyers’ reservation
value and D(p) falls back to zero. The result is a
non-monotonic demand function and conse-
quently it is possible that there is more than one
market clearing price.

In this example, multiple Walrasian equilibria
arise whenever the number of buyers exceeds the
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total number of cars. Such a case is illustrated in
Fig. 2, where demand D(p), indicated by the
heavy dotted line, intersects S(p) at prices %, 2,
and %. All cars are sold at price p = %, while only
low-quality cars are sold at price p = % In both
cases, p = 3 ¢“(p) so that buyers are just indiffer-
ent to purchasing a car. There is also a Walrasian
equilibrium at price p = 2, but to clear the market
only half of the owners of high-quality cars supply
their cars. As a result, average quality is reduced
to % so that buyers are again just indifferent to
purchasing at that price.

Observe that the allocations at these three
prices may be Pareto ranked. Although buyers
are indifferent to each of the prices, some or all
sellers strictly benefit from selling at a higher
price. In a more general model with heteroge-
neous buyers, Wilson (1980) shows that buyers
also benefit from buying at a higher price.

Pareto Improving Price Floors

Because of the dependence of average quality on
price, it is sometimes possible to achieve an addi-
tional Pareto improvement by setting a price floor
and rationing the excess supply of cars. Consider
again the example illustrated in Fig. 2. If we
reduce the number of buyers to mz where 3* < mjp
< ng, then we obtain a demand curve like D'(p),
illustrated by a heavy solid line. In this case, there
is only one Walrasian equilibrium at price p = %
At this price, only low-quality cars are offered for
sale and buyers gain no net benefit.

Now suppose that we impose a floor ceiling at
some price p* between 2 and% Since high-quality
cars are also supplied at this price, average quality
rises to ¢“(p*) = 3 which provides any buyer with
a positive net benefit. Since there are more sellers
than buyers at this price, sales must be rationed.
Nevertheless, owners of both low-quality and
high-quality cars benefit from selling at this
price. Owners of high-quality cars benefit because
the Walrasian price is below their reservation
value. And since more than half of the cars are
sold at this price, the expected return to low-
quality sellers is also higher at price p*. At the
Walrasian pricep = % , their net benefit from a sale
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Adverse Selection, Fig. 2 Multiple Walrasian equilibria

is %, while at the price floor p* > 2, their net benefit
from a sale is at least 1.

Uninformed Price Stters and Rationing

Our analysis so far has focused on primarily on
Walrasian allocations. In a frictionless economy
with perfect information and a large number of
competing agents, this solution is generally
robustly independent of the mechanism or con-
ventions by which the price is set. However, once
we introduce asymmetries in information, the
opportunity for market participants to exploit the
relation between quality and price or to indirectly
identify products of different quality may lead to
different market behaviour. To study these effects,
we need to be more explicit in specifying the
mechanism by which trade takes place.

Consider a market mechanism in which each
buyer fixes a price at which he is willing to buy. To
sell their cars, sellers first queue at the highest

announced price. Any excess supply then spills
over to successively lower-price offers until the
supply of cars is exhausted or there are no more
offers to buy. Buyers who announce a price below
the point at which supply is exhausted do not
obtain a car.

Suppose that all buyers value a car of quality
q at % q. Then, without regard to market condi-
tions, each buyer prefers the price p that maxi-
mizes his or her net benefit 3¢“(p) — p. However,
such a price p is an equilibrium only if there is no
excess demand at that price. As in a standard
Bertrand game, rather than face rationing, buyers
prefer a small increase in the price so that they can
buy a car with certainty. Consequently, the equi-
librium strategy for buyers is to set the price that
maximizes net benefit % q — p subject to the
constraint D(p) < S(p).

Figure 2 illustrate two types of solution to this
problem. For the case where the number of buyers
is ng > ng, represented by the heavy dotted
demand curve D(p), the equilibrium price is p = %,
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which is the highest Walrasian price. At this price,
all cars are sold to buyers who are just indifferent to
purchasing a car. For the case where the number of
buyers mj satisfies 5 < mp < ng, the equilibrium
price is p = 2 (or slightly above to ensure that all
owners supply their cars). All buyers demand a car
and all owners supply a car. But since there are more
sellers than buyers, the sellers must be rationed.
With heterogeneous buyers, Wilson (1980) shows
that more than one price may be announced in
equilibrium. In this case, sellers are rationed at all
but possibly the lowest announced price.

A mechanism in which uninformed agents set
the price may not be applicable for most resale
markets for durable goods. However, it may
explain some pricing strategies in financial mar-
kets where the uninformed agents are large insti-
tutions such as banks. Stiglitz and Weiss (1981)
implicitly use this price-setting mechanism in
their study of credit rationing. In their model,
banks supplying loans correspond to the
uninformed buyers of the used car market, and
the creditors, who know better their idiosyncratic
riskiness, correspond to the car owners. Because
creditors have only limited liability in the case of
default, risky borrowers demand loans at higher
interest rates than do less risky borrowers. So, if
the demand for loans is sufficiently large, only
risky borrowers are served at the Walrasian rate
of interest. In such a case, it may be more profit-
able for banks to lower their interest rate to attract
low- risk borrowers, even though they must ration
their limited supply of funds among the resulting
increased demand.

Informed Price Setters

In markets for products such as used cars, a mech-
anism in which sellers are responsible for setting
the price may be of more interest. For example,
consider the price-setting convention in which all
sellers simultaneously announce prices for their
cars, after which each buyer submits a bid at one
of these prices. If demand does not equal supply at
any price, the long side of the market is rationed.
Since the informed agents act first, this mecha-
nism is essentially a signalling game, first
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introduced by Spence (1973) and later formalized
by Cho and Kreps (1987) and others.

Consider again the example above with two
types of sellers, half with cars of quality ¢ = 1
and half with cars of quality ¢ = 2, and one type of
buyer who is willing to pay % q for a car of quality
q. Assume also that there are more potential
buyers than sellers. As in many signalling models,
there is a continuum of sequential equilibria for
this game. We focus here on two possible out-
comes. One possibility is a pooling equilibrium
in which each seller announces price p = %, and
exactly ng buyers bid to purchase at that price,
resulting in a Walrasian allocation. Buyer behav-
iour is optimal since each buyer is indifferent
between buying and not buying, and seller behav-
iour is optimal if buyers believe that average qual-
ity will not increase at higher prices.

A second possibility is a separating equilib-
rium that involves rationing at some prices. In
this equilibrium, low-quality sellers announce
price p; = % and high-quality sellers announce
price py = 3. Exactly 73 buyers bid at price p;, so
that demand exactly matches supply and low-
quality sellers sell with probability 1. However,
at price py, only % (or fewer) buyers bid so that
high-quality sellers sell with probability at mosti.
Observe that at each price buyers are just indiffer-
ent between purchasing and not purchasing. Each
seller is also acting optimally, since high-quality
sellers would suffer a loss by selling at p;, while
low-quality sellers prefer to earn a net gain of %
with certainty at price p; rather than a net gain of
2 with probability less than or equal to } at price
pu- A general analysis with heterogeneous buyers
is provided in Wilson (1980).

It is not obvious how expectations and prices
would adjust to sustain the separating equilibrium
in this example. However, the example does illus-
trate how market participants may use another
dimension, in this case the probability of selling,
to identify products of different quality, albeit at
some cost. The key ingredient is that sellers of
different-quality cars face a different tradeoff
between price and the probability of selling. In
general, there may be other dimensions in which
the preferences of informed agents differ. In such
a case the market may exploit multidimensional
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contracts to identify product quality. A market for
insurance provides a good example.

Self-selection in Insurance Markets

In its most primitive form, an insurance policy
consists of two elements, the price of coverage
and the level of coverage. Although all consumers
prefer a lower price to a higher price and prefer
more coverage to less coverage, their tradeoff
between price and quantity depends on the prob-
ability of a payout. Consequently, by offering
contracts which differ in both price and the level
of indemnity, sellers may be able to indirectly
identify different risk classes of consumers who
otherwise appear to be homogeneous population.
Some of the implications of competition in these
kinds of contract can be illustrated in a simple
model first studied by Rothschild and Stiglitz
(1996) and Wilson (1977).

Suppose there are two types of insurance con-
sumers. Each consumer has the same risk-averse
von Neumann-Morgenstern utility u, the same ini-
tial wealth / and the same reduction in wealth to
W — 1 in case of an accident. Low-risk types have
an accident with probability r; and high-risk types
have an accident with probability 7;; where ©t; <
7. An insurance policy may be represented as pair
(p, 1), where ¢ is the indemnity in case of an accident
and p is the premium. Therefore, a consumer who
purchases policy (p, f) is left with wealth
W —1-p + tif he has an accident and W — p if
he does not. Suppose that each individual can iden-
tify his own risk type but that firms know only the
proportion o of low-risk types. Let n° = an; +
(1 — a)my denote average probability of an acci-
dent among both types of consumers. To allocate
the policies, we suppose that the uninformed firms
are Bertrand price setters that earn zero profit for
any policy that is actuarially fair.

The model is illustrated in Fig. 3, where the
vertical axis represents the premium and the hor-
izontal axis represents the level of coverage. The
vertical line at # = 1 represents the set of policies
that provide full indemnity. The lines labelled 7,
and 7t represent the set of actuarially fair policies
for the low- and high-risk types respectively. The
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line labeled n” represents the set of policies that
break even if both types purchase it. The curves
labelled v; and vy represent typical indifference
curves for the two risk types. Although both risk
types prefer more coverage and a smaller pre-
mium, high-risk types have a higher marginal
rate of substitution (MRS) of premium for indem-
nity than do low-risk types at any policy. At any
full insurance policy, the MRS of each type is
equal to their probability of an accident.

Suppose first that firms may offer only policies
that provide full coverage so that # = 1. In this case,
the model is exactly analogous to the used-car
example above when the uninformed buyers are
price setters and there are more buyers than sellers.
Consumers demand insurance policy (p, 1) only if
their expected utility from purchasing exceeds their
expected utility from remaining uninsured. The
policy Sz = (mg, 1) represents the full insurance
policy that just breaks even for the high- risk types.
For the case illustrated here, the low-risk types
would also demand insurance at this price. Conse-
quently, the unique Bertrand equilibrium is the
policy p* = (=, 1) , which just breaks even
when purchased by both risk types. In effect, low-
risk types are subsidizing the high-risk types.

Now suppose that firms may also compete in
the indemnity dimension. To begin, we also sup-
pose that each firm may offer only one insurance
policy to its customers. Observe that the equilib-
rium policy under mandatory full coverage is not
an equilibrium for this game. The reason is that, if
some firm deviates and offers a policy near f5;,
above the 7; line and behind the vy curve, it
attracts only low-risk types and earns a positive
profit. But if low-risk types are attracted away
from policy f, it earns negative profits.

The only possible equilibrium is a separating
allocation in which some firms offer policy S,
which is purchased by high-risk types, and some
firms offer policy f8;, which is purchased by the
low-risk types. Equilibrium requires that the pol-
icy purchased by each risk type lie on its own zero
profit line. Otherwise, firms may exploit the dif-
ferences in the preferences of the two risk types to
offer a policy that attracts only the risk class that
earns positive profits. Competition among firms
must then lead to the best zero-profit policy for the
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Adverse Selection, Fig. 3 Equilibrium in an insurance market

high-risk types and the best zero-profit policy for
the low-risk types, subject to the self-selection
constraint for high-risk types to choose policy f37.

If the aggregate zero profit line 7 lies above
the low-risk indifference curve that passes
through the low-risk policy f;, as illustrated in
Fig. 3, then equilibrium exists. Both policies lie on
their respective zero-profit lines and each con-
sumer selects his optimal policy from the avail-
able set. If any firm deviates with a new policy
offer that attracts only the high-risk types, it must
lie below the 7;; line and consequently earn neg-
ative profits. However, any new policy that
attracts the low- risk types cannot earn positive
profits unless it also attracts the high-risk types.
But any such policy earns positive profit only if it
lies above the 7 line, which in turn attracts only
the high-risk types.

If the aggregate zero-profit line intersects the
low-risk indifference curve passing through 7, as
illustrated by the dotted line labelled = in Fig. 3,
then there is no equilibrium for this game. In this
case, a firm may offer a policy just above f° that
attracts both types of consumers and still makes
positive profits in the aggregate. If we permit
individual firms to offer a menu of contracts as
in Miyazaki (1977), then equilibrium fails to exist
under an even wider range of parameters.
A number of authors have suggested alternative
solution concepts, incorporating non-Nash behav-
iour, that generate an equilibrium for this case.
Wilson (1977) defines a solution concept in
which both types purchase a policy like . Riley
(1975) proposes an alternative solution concept
for which the separating allocation f3; and f;;is an
equilibrium.
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Efficient Public Provision of Insurance

Consider the case where (fi;, f) is an equilib-
rium. The low-risk types are made better off than
under the equilibrium with mandatory full cover-
age by lowering their indemnity to segregate
themselves from the high-risk types. But high-
risk types are worse off since they must now pay
the actuarially fair value of their coverage.
Clearly, this allocation is not first-best efficient
since an increase in the coverage of the low-risk
types at an actuarially fair rate makes them better
off. Consequently, it may be possible to increase
the welfare of both types by introducing a menu of
policies in which the low-risk types subsidize the
high-risk types. Such an allocation is represented
by policies y; and y as illustrated in Fig. 4.

To see that the policies are actuarially fair in the
aggregate, observe that they can be constructed by
decomposing each policy into a common policy
y? that lies on the aggregate zero-profit line and
then supplementing the coverage of each risk type
with an additional policy that lies on their

respective isoprofit line that passes through policy
7“. One way to implement such an allocation is for
the government to provide policy y“ to all con-
sumers and then let the market supply the supple-
mentary policies. Furthermore, by choosing the
appropriate policy y* this mechanism may be used
to attain any constrained Pareto-optimal alloca-
tion (subject to the self-selection constraints and
aggregate zero-profit condition). In this case, the
supplementary pair of policies required to attain
allocation (Yy;, Yz) is necessarily an equilibrium so
there is no need to appeal to alternative solution
concepts to ensure the existence of an equilibrium.
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Advertising
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Abstract

Empirical studies suggest that advertising is
not an important determinant of consumer
behaviour and that advertising follows rather
than leads cultural trends. On the core issue of
whether advertising is anti- or pro-competitive,
the evidence suggests that advertising is asso-
ciated with lower prices.
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Advertising

Advertising has been controversial, probably
more so that its economic importance would jus-
tify, at least since the emergence of the mass
media in the 19th century. In the United States,
advertising spending in the second half of the 20th
century was just above two per cent of GDP. This
ratio grew slowly over time; it is much lower in
most other countries, especially in developing
nations. In the United States and elsewhere, the
ratio of advertising to sales varies dramatically
among industries, even if attention is limited to
industries selling consumer goods and services.

Chamberlin’s Theory of Monopolistic Compe-
tition (Chamberlin 1933) was the first major work
in economics to treat advertising formally, but its
analysis led to few definite positive or normative
conclusions. Perhaps reflecting the traditional dis-
taste for advertising in the intellectual community,
most early discussions of advertising by econo-
mists were generally critical, describing it as waste-
ful, manipulative, and anticompetitive. Its main
redeeming feature was that it provided a source of
revenue for the press (Kaldor 1950, is a leading
example). Most writers are less enthusiastic about
the relation between advertising and the media,
perhaps because of the rise of television.

Consumer Demand

We still know relatively little about how advertis-
ing affects consumer behaviour. Some writers dis-
tinguish between informative and persuasive
advertising. Buyers are assumed to respond ratio-
nally to informative advertisements, while persua-
sive advertisements are somehow manipulative.
But this distinction is of little value empirically:
few if any advertisements present facts in a neutral
fashion with no attempt to persuade, and even
those with no obvious factual content signal to
consumers that the seller has invested money to
get their attention.

Following Nelson (1974), a number of authors
have explored the possibility that advertising
affects behaviour through such signals. The core
of the argument is that advertising is more profit-
able for high-quality than low-quality producers,
all else equal, since the former are more likely to
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enjoy repeat sales. In sharp contrast, information
processing models of human behaviour, explored
in the marketing literature, suggest that advertis-
ing may affect behaviour mainly by enhancing a
brand’s chances of being on the short list (‘evoked
set’) from which final choices are made.

It seems likely that the role of advertising
varies considerably, depending on the character-
istics of products and distribution systems. In
some markets advertised brands sell for substan-
tially more than physically identical unadvertised
brands; in others, restrictions on advertising serve
to increase prices (Benham 1972). Porter (1976)
has argued that advertising is less powerful when
retailers are an important source of consumer
information. The extent to which a buyer can
judge quality prior to purchase (Nelson 1974)
should also affect the role of advertising. Simi-
larly, buyers need more information to make deci-
sions about new products than about established
products, and advertising by retailers generally
provides more price information than advertising
by manufacturers.

Econometric analysis of the effects of advertis-
ing on consumer spending patterns is difficult
because advertising is endogenous; it reflects
sellers’ decisions. This gives rise to simultaneous
equations problems (Schmalensee 1972). Survey
evidence suggests that firms often follow
percentage-of-sales decision rules in determining
advertising budgets. If this were strictly true, the
effect of advertising on sales would be impossible
to identify. In fact, advertising—sales ratios are not
constant over time, but it is difficult to find seller-
related variables that explain the variations well.
To the extent that advertising spending is based to
some extent on actual or anticipated sales, but
demand equations are estimated via least squares
because the advertising spending decision cannot
be modelled adequately, the importance of adver-
tising as a determinant of consumer behaviour
will be overstated.

Borden’s (1942) massive study of the effects of
advertising on demand concluded that advertising
is not generally an important determinant of indus-
try sales. Exceptions arise in new and growing
sectors, where advertising can serve to accelerate
growth that would occur in any case. Recent work
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seems generally to support these conclusions (see,
for instance, Lambin 1976). At the aggregate level,
advertising tends to lag cyclical changes in total
consumption slightly, not to lead those changes
(Schmalensee 1972, ch. 3). At the other extreme,
while advertising is generally found to affect mar-
ket shares, dollar advertising spending typically
explains little of the variation in shares over time.
This presumably reflects in part the fact that
designing effective advertising themes and cam-
paigns remains much more an art than a science.

Overall, advertising does not emerge from the
empirical literature on consumer demand as an
important determinant of consumer behaviour.
Some have argued that advertising has fostered
the long-run growth of materialism, but nobody
has offered anything like a rigorous test of this
proposition. Most practitioners contend that
advertising follows rather than leads cultural
trends, in part because most advertisers are reluc-
tant to appear out of step with society.

Seller Behaviour

All else equal, one would expect sellers to spend
more on advertising in markets in which demand
is more responsive to advertising, and one might
expect demand to be more responsive when con-
sumers need more information to make rational
decisions (see Schmalensee 1972, ch. 2). But we
observe very intensive advertising, without much
obvious factual content, of some products with
which consumers are generally familiar, such as
beer and soft drinks.

To the extent that advertising’s effects persist
over time, advertising outlays are an investment,
and advertising budgets must be set using
dynamic optimization methods (Sethi 1977). The
greater the profit on additional sales (that is, the
greater the gap between price and marginal cost),
the more intensively it pays to advertise. Finally,
advertising decisions by oligopolists must take
into account the strategies of their rivals.

Consideration of these last two points indicates
that the intensity of advertising may rise or
fall with increases in market concentration
(Schmalensee 1972, ch. 2). On the one hand,
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reductions in the number of sellers would be
expected to reduce the intensity of all forms of
rivalry, and thus to reduce advertising spending.
On the other hand, if sellers in concentrated mar-
kets manage to raise prices far above marginal
costs, they thereby enhance incentives to advertise.

Adpvertising competition can serve to erode
excess profits. With a fixed number of sellers, it
is likely to be more effective at doing so the more
sensitive market shares are to differences in adver-
tising outlays. Greater sensitivity encourages all
sellers to advertise more without necessarily
increasing the size of the market for which they
are competing.

The evidence on scale economies in advertis-
ing is mixed. On the one hand, there is little or no
evidence that doubling the number of advertise-
ments seen by buyers will more than double the
impact on demand. On the other hand, some
media offer bulk discounts. And some media,
particularly network television in the United
States, are such that the minimum required outlay
is large in absolute terms. This may serve to dis-
advantage small sellers by effectively denying
them the use of these media.

Economic Welfare

One must distinguish between global and local
welfare analysis in this context. Global analysis
is concerned with questions like ‘could one ban
advertising (everywhere or in some particular
market) and make society better off?” Local anal-
ysis deals with questions like ‘would society be
made better off by a reduction in the level of
advertising spending (everywhere or in some par-
ticular market)?’

Global questions are difficult to treat formally
and thus have not been answered rigorously. Since
advertising provides some information, one must
specify how information would be provided if
advertising were banned. In principle an omniscient
bureaucrat can provide information to perfectly
rational consumers optimally, so that a properly
administered advertising ban can do no harm.

In practice, bureaucrats are far from omni-
scient, and the way in which information is
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presented to consumers affects the extent to
which they retain and use it. Advertisers have
every incentive to present information effectively,
though they rarely have any incentive to present
all information that might affect decisions. Adver-
tising, like democracy, is terrible in principle but
better than any known alternative in practice. Note
also that advertising is practised, though not inten-
sively by US standards, in socialist economies.

Local questions about the optimality of advertis-
ing are more susceptible of formal treatment. There
are as many answers to these questions as there are
papers that address them, however. The answers
depend critically on exactly how advertising is
assumed to affect behaviour. Butters (1977), for
instance, assumes that advertising simply provides
price information. He concludes that market-
determined advertising levels are optimal if buyers
cannot engage in search but are excessive if search is
possible. Dixit and Norman (1978) assume that
advertising simply changes tastes. If pre-advertising
tastes are assumed to be socially ‘correct’, a value-
laden assumption, they show that advertising is
generally socially excessive.

In general the literature offers no support for a
presumption that market- determined advertising
levels are socially optimal. But it also fails to
provide any workable scheme for regulating
those levels in the public interest.

Market Structure

Discussions of the effects of advertising spending
on the evolution of market structure have been
dominated by two extreme views. Advertising’s
critics (for example, Kaldor 1950) stress its per-
suasive nature, argue that it builds loyalties and
thus reduces price elasticities of demand within
markets, and contend that it is a source of barriers
to entry. Beginning with Telser (1964), advertis-
ing’s defenders stress its role as a source of infor-
mation, argue that it provides knowledge of
alternatives and thus increases elasticities, and
contend that it is a means of effecting, not deter-
ring, entry. Since the role of advertising seems to
vary considerably among markets, neither of these
extreme views is likely to be universally correct.
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As a theoretical matter, the impact of advertis-
ing spending on price elasticities and barriers to
entry depends, once again, on exactly how adver-
tising is assumed to affect consumer behaviour.
A good deal of empirical work has attempted to
choose between the two extreme views outlined
above, without producing any definitive results
(see Camanor and Wilson 1979, for a survey).

Many studies have examined the cross-section
correlation between advertising and seller concen-
tration; none has provided a satisfactory interpreta-
tion of this statistic. Telser (1964) found market
shares to be less stable in markets with heavy adver-
tising than in other markets, and Lambin (1976)
found price elasticities to be lower in such markets.
But neither study controlled for the product charac-
teristics that affect share stability, price elasticity,
and sellers’ advertising spending decisions.

The clearest empirical regularity to emerge from
this work is the strong, positive cross-section cor-
relation between industry-level measures of adver-
tising intensity (typically the advertising—sales
ratio) and accounting measures of profitability.
This stylized fact would seem to favour advertis-
ing’s critics.

But profits are high when price—cost margins are
large, and large margins encourage advertising
(Schmalensee 1972, ch. 7). Since it is difficult to
model advertising spending decisions empirically, it
is difficult to deal adequately with this simultaneous
equations problem. Moreover, accounting measures
of profit treat advertising as an expense, but it should
be treated as a durable investment if its effects on
demand persist over time. If those effects are
assumed to be very long- lived, correcting the
accounting profitability figures eliminates the corre-
lation with advertising. Unfortunately, like so much
in this area, the longevity of the impact of advertis-
ing on demand remains controversial.

New Empirical Developments

The core empirical question in the economics of
advertising is whether its presence is anti- or pro-
competitive. Beginning with Benham (1972), a
number of studies have compared prices across
US states that do and do not prohibit advertising
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(for example, Cady 1976; Kwoka 1984). Because
ofthe concern that advertising prohibitions may be
the result of concerted effort among firms, the
effectiveness of which may be correlated with
their ability to collude, other studies have consid-
ered changes in advertising regimes over time.
Thus Glazer (1981) exploits a newspaper strike in
New York City, which impeded advertising by
supermarkets (but not small grocery stores, which
do not generally advertise) in most but not all of the
city, while Milyo and Waldfogel (1999) trace the
pattern of prices in Rhode Island and neighbouring
Massachusetts around the time the US Supreme
Court struck down a law prohibiting liquor store
advertising in Rhode Island. Devine and Marion
(1979) published supermarket prices in Ottawa
during a five-week period, and compared prices
during that period to prices before and after and in
Winnipeg. In none of these studies, whether cross-
section or event study, are prices higher in the
advertising regime. Typically they are lower, and,
typically within the advertising regime, prices of
advertised products are lower than those not adver-
tised. A different approach is taken in Ackerberg
(2001), where it is shown that only consumers who
have not previously purchased a newly introduced
yogurt are affected by advertising, and from which
the author concludes that advertising in this
instance is informative.

See Also
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Advisers

John Wood

Since olden times, princes, powers and potentates
with widely differing economic backgrounds
have availed themselves of advisers and advisory
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services of various kinds. Advisers sometimes
assumed such positions of power and influence
that, due either to their expertise or to their influ-
ence over the decisions of their employers, they
became virtual rulers of a State. Father Joseph’s
influence over Cardinal Richelieu was such that
he became known as the ‘Eminence grise’, a term
that became part of English usage. At the other
end of the scale, monarchs would sometimes
make use of court jesters and buffoons to advise
them on public opinion judged from the reactions
to the jesters’ gibes and jokes.

Advisory opinions are frequently sought in
English Common Law practice, as well as in the
medical field. Advisory services are also fre-
quently described as counselling services. In
Embassies the title of Counsellor is generally
used to indicate the most senior staff member
after the Ambassador. The word in fact, derives
from the French ‘conseiller’ or adviser. This is an
indication of the importance attached to such
functions in established diplomatic practice.

In more recent times, advisers have been better
known in the economic field. A number of gov-
ernments, including that of the United Kingdom
have employed Economic Advisers. This practice
has been extended, particularly in the postwar
years, to the international scene, where various
governments of the industrialized countries have
sent economic or other technical advisers to
dependent territories and to newly independent
States at the latters’ request. The various technical
or Specialized Agencies of the United Nations
system are predominantly purveyors of advisory
services. These advisers, more often referred to as
‘experts’ are drawn from a wide range of member
states of the UN and recruited on the basis of their
specialized competence and may remain in over-
seas postings for extended periods. Consultative
services are also provided by these agencies in the
form of seminars, workshops and technical meet-
ings, which could be described as collective advi-
sory services. Shorter term consultant missions,
generally under six months duration, are the usual
vehicle for specific problems that can be resolved
by such technical advice.

The effectiveness of advisers is, naturally, very
much dependent on the status that their employers
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accord them and the level in a given hierarchy at
which they have to work, and on their ability to
make their views heard and respected. Much will
also depend on the role that the adviser is implic-
itly expected to play. One employer may, for
instance, be a genuine querrent in search of exper-
tise in a field which may be unfamiliar to him,
another may simply be using the adviser as a
‘presence’ by means of which he is able to lend
greater credence to his own proposals or views.
More frequently though, the adviser will be
expected to provide outside opinions on a range
of topics, not all of which may be within his
specific range of competence or of his job descrip-
tion. The mere fact, however, of being able to
express a reasonably unbiased opinion or of com-
ing to conclusions by approaches different from
those normally taken by his employer, is in itself
an important contribution to the decision-making
process of his employer.

Whatever role the adviser may play, it is impor-
tant to stress the underlying principle behind the
majority of such advisory positions, namely, that
it provides a means of sharing or of diluting
responsibility without any loss of authority on
the part of the adviser’s employer for decision-
making.

Decision-makers, be they heads of state or
junior managers, may be faced with a situation
in which they realize that some possibly unpopu-
lar or risky decisions need to be taken, the results
of which cannot be clearly predicted. In such
cases an adviser would base his counsel on his
own analyses of the problem. Should this agree in
general terms with the employers’ own views and
inclinations, a decision would naturally be taken
accordingly. Should the results of such advice,
say for some unforeseen reason, turn out to be
politically or economically disadvantageous, the
employer can readily salvage his reputation by
letting it be known that his decision was taken
on the basis of the best available national or inter-
national advice. Should that not be sufficient to
head off criticism, the adviser can be dismissed,
carrying the blame for the erroneous decision.
This would then enable the employer to take
another course without undue damage to his own
position or status. On the other hand, should the
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advice given to the employer be contrary to his
views, he had the choice of either throwing it
and the adviser out, or of allowing it to go
forward into action with the responsibility for
the consequences falling directly on the adviser.
A successful outcome under such circumstances
would then redound to the credit of both the
employer and the adviser.

From this it can be seen that an important
prerequisite for an adviser is an ability to use
foresight to correctly forecast developments that
are likely to flow from the advice given. Fore-
casting in a limited or specific isolated technical
field is not particularly hazardous, but as soon as
more complex issues relating, say, to economic
policy, macroeconomic projections, or futures
scenarios are considered, forecasting on the
basis of often multiple variables, becomes, even
with the aid of computer technology, much more
prone to error. It should be borne in mind that
under such circumstances the adviser represents
and bases his advice on ‘science’, that is techni-
cal expertise, while his employer — generally a
policy- or decision-maker — represents action. In
practice the interface between these often
becomes blurred. If the ‘scientist’ adviser limits
his actions to factual data carrying no value
judgements whatsoever, he may be failing in his
assigned role of giving pertinent advice. Yet, if
he draws too many conclusions from his data
he may be usurping the prerogatives of his
employer, a process that can lead to the adviser
becoming an éminence grise.

The forecasting ability of an adviser is also
conditioned by the level at which he is placed in
a hierarchy. Complex issues of policy or of trend
forecasting are nearly always contingent upon
other related factors. If there are no clear guide-
lines from the level above that at which the adviser
is working, he will not be able to provide much
more than theoretical hypotheses. Again, if at a
higher level he is unable to have access to other
sectors of activity that may impinge on his own,
his advice will be of limited value. Actively to
seek out such information might be considered by
the other sectors as an infringement or interfer-
ence. This is particularly so in the case of govern-
mental departments which tend to be rather rigidly
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hierarchized and jealous of their prerogatives. In
order to provide an adviser with the freedom to
range across such boundaries, they are often
assigned to planning departments or Ministries.
This practice is common in the case of interna-
tionally assigned economic or policy advisers.
A disadvantage arising from this expedient is
that the adviser becomes further removed from
the action side of his role and more involved in
theory and the elaboration of more utopian pro-
posals that may not be realized.

An adviser can often be placed in a position
where his advice has been overriden for, say,
political or extraneous security reasons of which
he may not have been cognizant, and yet retain
the respect and support of his employer. He
would then most likely be asked to assess the
consequences of decisions he had not worked on,
or perhaps not even envisaged. This situation
occurs in Civil Services in respect of Ministerial
decisions and requires both flexibility and a com-
plete detachment on the part of the adviser from
the implementation of his advice. This is a qual-
ity particularly valuable to decision-makers
who are sometimes obliged for quite ‘unscien-
tific’ reasons to embark on actions they have
earlier condemned. The adviser could be relied
upon to continue to provide unbiased technical
advice based on new sets of parameters and
probabilities.

Adpvisers can play important, and sometimes
determinant roles in national and international
affairs but remain as a general rule anonymous.
It is consequently difficult for historians to assess
their true role and contribution. When they have
entered the pages of history it has often been for
the wrong kind of notoriety. In the case of inter-
nationally assigned advisers this anonymity is
subsumed into the collective efforts of the various
organizations working in this field which in the
case of intergovernmental organizations function
as an international civil service.
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Abstract

An affine term structure model hypothesizes
that interest rates, at any point in time, are a
time-invariant linear function of a small set of
common factors. This class of models has
proven to be a remarkably flexible structure
for examining the dynamics of default-risk
free bonds, and as a result affine modelling
has become the dominant framework for term
structure research since the early 1980s.
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The term structure of interest rates refers to the
relationship between the yields-to-maturity of a
set of bonds and their times-to-maturity. It is a
simple descriptive measure of the cross-section
of bond prices observed at a point in time. An
affine term structure model hypothesizes that the
term structure of interest rates at any point in time
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is a time-invariant linear function of a small set
of common state variables or factors. Once the
dynamics of the state variables and their risk pre-
miums are specified, the dynamics of the term
structure are determined.

For the term structure of interest rates to be
meaningful, the bonds being compared must
have similar risk and payout characteristics. The
literature we examine in this article focuses on the
term structure of default-risk free nominal bonds
that make a single payment at a pre-specified
future date — so-called zero-coupon bonds. The
models described below can be applied to other
types of bonds, but zero-coupon bonds are partic-
ularly important because they represent the fun-
damental discount rates embedded in all financial
claims that make payments through time.

The literature on term structure modelling is
large and reaches back to some of the giants of
early twentieth century economics: Fisher, Hicks,
and Keynes. The pre-eminent model of the term
structure, prior to the advent of affine models, was
the expectations hypothesis. While the expecta-
tion hypothesis exists in a variety of forms (see
Cox et al. 1981), most researchers today use the
definition of Campbell (1986) and Campbell
and Shiller (1991) that the expected returns, or
so-called term premiums, on default-risk-free
zero-coupon bonds are constant through time.
Other commonly espoused early term structure
models, namely, the liquidity preference and pre-
ferred habitat theories, can be viewed as exten-
sions of the expectation hypothesis that make
additional predictions about the size of term pre-
miums as a function of time-to-maturity. Most
empirical tests of the expectations hypothesis,
including Fama and Bliss (1987) and Campbell
and Shiller (1991), find strong evidence against
the prediction that term premiums are constant
through time. This rejection of the expectations
hypothesis implies that the prices of default-risk-
free zero-coupon bonds embed time-varying term
premiums. Explaining the dynamics of these term
premiums is an important goal of affine term
structure models.

Any affine term structure model starts from the
assumption that there are no arbitrage opportuni-
ties in financial markets. This assumption implies
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the existence of a strictly positive stochastic pro-
cess, A, that prices all assets. (See Duffie 2001, for
a textbook treatment of the implications of
absence of arbitrage for asset pricing in general
and term structure modelling in particular.) This
process is typically referred to as a state price
deflator in continuous-time models of asset pric-
ing or as a stochastic discount factor in discrete-
time models. We follow the more common
approach in the literature and develop the affine
term structure models in continuous time. The
existence of a state price deflator also implies
that there exists a risk-neutral measure, Q, which
is distinct from the physical measure, [P, that gen-
erates observed variation in asset prices.

Independent of any specific model of bond
prices, it is always possible to express the price
at time ¢ of a zero coupon bond that matures at
time ¢t + T as

P(t) =EQ [exp <—J: rsdsﬂ ;

where EZ[] denotes the expected value at time
t under the risk-neutral measure, and r is the
instantaneous rate of interest (or short rate). The
short rate can be defined as

ey

@

r,=limln P,(7),
/0

but it is also related to the expected value of the
instantaneous rate of change of the state price
deflator because

dA
— = —rdt + (A, t)dW;@7

A, 3)

where W< is a Brownian motion under Q, a(-) is
the possibly time-and state-dependent instanta-
neous volatility of the state price deflator, and
the second term in (3) is a common shorthand
notation for an It6 stochastic integral. (See Duffie
2001, for a textbook treatment of continuous-time
stochastic processes, including the definitions of
Brownian motion and the It6 integral.)

As Eq. (1) clearly shows, pricing zero-coupon
default-risk-free bonds boils down to specifying a
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model for the dynamics of the short rate under the
risk-neutral measure. In choosing models for r,,
there are two paramount considerations: (a) a
flexible specification that does a reasonable job
of capturing the dynamics of proxies for the short
rate (since r, itself is unobservable), and (b) a
specification that yields a convenient form for
the bond prices that are the ultimate objects of
interest.

The dynamic of the short rate, when modelled
in continuous time, are completely determined by
the drift function, which defines the instantaneous
expected value of the short rate, and the diffusion
function, which determines the instantaneous vol-
atility of the short rate. What is not clear from
Eq. (1) is that, in order to move from the theoret-
ical risk-neutral measure, Q, to the actual
(or physical measure), P, that generates the
observed data, a term structure model must also
specify a structure for the risk premium functions
controlling the transformation between the mea-
sures (Q and P. While the risk-neutral measure is
sufficient for pricing, researchers wanting to fit
affine term structure models to observed time-
series data or wanting to use these models to
forecast future interest rates require also the actual
measure.

We can now turn to the basic building blocks
(that is, short rate dynamics and market price of
risk assumptions) and the main pricing results
(that is, exponentially linear bond prices) of affine
term structure models. We first present the main
points in the context of single-factor models and
then generalize the discussion to the multifactor
case. Chapman and Pearson (2001), Dai and Sin-
gleton (2003), and Piazzesi (2005) are all recent,
more detailed, and more technical examinations
of the material that follows.

Single-Factor Models

In a single-factor affine model, the determinant of
bond prices is the short rate itself. The model is
constructed by specifying a continuous-time pro-
cess for the short rate and a form of the risk
premium function. As Cox et al. (1985) note,
these choices must be mutually consistent in
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order to avoid accidentally introducing arbitrage
opportunities into a (supposedly) arbitrage-free
model. The fundamental building blocks of
all affine models are the single-factor models
due to Vasicek (1977) and Cox et al. (1985)
(hereafter CIR).

The Vasicek model assumes that the short rate
evolves as an Ornstein—Uhlenbeck process under
the risk-neutral measure

dry = k(0 — r,)dt — adW;@, )
where k¥ > 0 determines the speed of reversion
to the constant mean, 0 > 0, and ¢ is the uncon-
ditional instantaneous volatility of the process.
The conditional and unconditional distributions
of interest rate changes are Gaussian in this
model. Accordingly, it is possible for the short
rate to be negative. The risk premium function is
a constant, Ay, which implies that the short rate is
also Gaussian under the physical measure, P.
Solving the conditional expectation in (1) under
these assumptions generates an explicit expres-
sion for the price of a default-risk free zero cou-
pon bond

P,(t) = expla(z) + b(7)r], 5)

a(z) = (9 - EF) E (1 = exp(—r7) — 1)
1~ expl—ke)
(6)

and

Li—exp(-x)l. @)

b(r) = -~

Equation (5) is the first statement of an
exponential-affine pricing function. It implies a
simple structure where continuously compounded
yields are Gaussian with constant volatility. The
term structure of forward rates implied by this
simple model can assume most (but not all) of
the commonly observed shapes of the term
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structure. In particular, the term structure of for-
ward rates can be upward sloping, downward
sloping, or humped shaped, although the model
cannot generate an inverted humped shape. Since
prices at all maturities are driven by a single
stochastic factor, this model implies that all yield
levels are perfectly correlated. In the data, yield
levels are very highly, but not perfectly,
correlated.

In the single-factor CIR term structure model,
the short rate evolves as

dr = x(0 — r))d; + a\/rdW2 ®)

where k¥ > 0 and 0 > 0 have the same interpreta-
tion as in the Vasicek case, but the short rate is no
longer Gaussian. The parameter restriction 2x
0 > ¢” is imposed in order to ensure that the
short rate process does not get trapped at zero. 7,
has a conditional non-central chi-square distribu-
tion (and an unconditional Gamma distribution).
The instantaneous conditional variance of the
short rate is linear in the level of the rate. The
risk premium specification that is consistent with
no-arbitrage in the single-factor CIR specification
is A(r) = 4, r;, and the no-arbitrage bond price is,
again, of the form (5) with

a(t)
2yexp(st( + 41 +7))

20|
" (e + ) (exp(r) — 1) + 27
C))

—2[exp(yr) — 1]
(kK + 21+ 7)[exp(yTr) — 1] + 2y’

wherey=1/(k + 4;)> 4 262. The CIR model can

generate the most common shapes of the term
structure, but it still implies that all yield levels
are perfectly correlated.

The Vasicek and CIR models are the most
common forms of single-factor affine models,
but Duffie and Kan (1996) provide the conditions
on the drift, diffusion, and risk premium functions
of a short rate specification, like (4) or (8),
that ensure that the bond pricing function is
exponential-affine under the risk neutral measure.

b(1) = (10)
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In particular, a pricing function of the form of (5)
will follow if

w(re) = A(re) = po + py7e (11)
and
a(r) = /Bo — Birs (12)

hold, where u(r;) is a general expression for the
drift of the short rate and o(r,) is a general expres-
sion for the instantaneous volatility of the short
rate. For example, in the CIR case po = K0,
p1=— (k+ ), fo=0, and ' = ¢°. In this
more general case, the a(t) and b(t) functions do
not generally have explicit closed-form expres-
sions. Rather, they are defined as the solutions to
a pair of ordinary differential equations.

The empirical evidence clearly shows that a
single-factor specification is not sufficient to
describe the dynamics of the default-risk-free
term structure. As such, empirical analysis of sim-
ple specifications, like (4) and (8), have shifted
away from attempting to completely characterize
yields on all maturities and, instead, have concen-
trated on explaining the dynamics of a proxy for
the unobservable short rate. Chan et al. (1992)
pioneered this approach, using a simple general-
ized method of moments estimation scheme. Dur-
ham (2003) is the natural evolution of this literature
using state-of-the-art approximate maximum like-
lihood estimation. The conclusions of this literature
are: (a) the evidence of mean reversion in the short
rate is weak, at best, but (b) there is little consistent
evidence of nonlinear mean reversion; and (c) there
are complicated volatility dynamics that are not
consistent with either constant volatility (Vasicek)
or instantaneous conditional variances that are lin-
ear in the short rate (CIR).

Multifactor Models

If single-factor models are insufficient to explain
the observed term structure, then how many fac-
tors are needed and what are the dynamics of these
factors? The common answer to the first question
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is provided by the analysis of Litterman and
Scheinkman (1991). Using a simple principal
components approach, they argue that three fac-
tors, extracted from bond yields or returns them-
selves, can explain well over 95% of the variation
in weekly changes of US Treasury bond prices, for
maturities of up to 18 years. The answer to the
second question — in the most general form
consistent with an exponential-affine pricing
function — is provided by Dai and Singleton
(2000) and extended by Duffee (2002).

The multifactor affine term structure model
consists of the following components. First,
there is linear relation between the short rate and
the factors:

re =00 +8Y, 13)
where Y, denotes the N-vector of time ¢ factor
realizations. The factor dynamics conform to an
affine diffusion

dY, = K(0 = Y,)dt + Z\/S,dW?,  (14)
where K and ¥ are N x N matrices (with no
general restrictions) and S, is a diagonal matrix
with the i-th diagonal element equal to
[S1] = 0 + BiY,. (15)
The S; matrix allows for the instantaneous condi-
tional variance of the factors to be linear functions
of factor levels. If every element of Y, can affect
the conditional volatility of every other factor,
then (14) is a multifactor generalization of the
CIR model from the last section. Of course, the
fact that volatility is linear in the level of
Y requires strong restrictions on the parameters
of the model in order to ensure that variances are
non-negative.

If no elements of Yaffect the conditional vola-
tility, then (14) is a multifactor generalization of
the Vasicek model. If m < N factors affect the
conditional volatility, then the multifactor affine
model is a mixture of the CIR and Vasicek forms.
Dai and Singleton (2000) define different classes
of affine models by the number of factors that
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affect the conditional factor volatilities, with A
«(N) being the general notation for an N-factor
model with m-factors driving conditional
volatilities.
Under these assumptions, bond prices satisfy a
multivariate generalization of (5) given by
P,(1) = exp[A(1) + B(1)'Y,]. (16)
The functions A(t) and B(t) are the solutions to
the ordinary differential equations

dA(t) .
e 0K' B(7)
1SN,
+ 7 [Z B(‘L’)Loc,— — 0o 17
i=1
and
dB(r) .,
= K (o)

1A,
t3 2 EBELA -0 a8)

The final component of the general multifactor
affine model is the specification of the market
prices of risk, which connects pricing under the
risk-neutral measure to pricing under the physical
measure:

A= /Sido + /S, Y,

where / is an N-vector of constants, 1 is an
N x N matrix of constants, and S, is an
N-dimensional diagonal matrix with diagonal ele-
ments equal to

(19)

S7 (i)
(OC,‘ + [%Y[)—I/Z,

0, otherwise

if inf (o4 BY;) > 0;

(20)

The first term in (19) is a straightforward gen-
eralization of the single-factor risk premium
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specifications: risk premiums are proportional to
factor volatilities. The second component is an
important source of additional flexibility in mul-
tifactor affine models. It allows these models to
provide a better fit to the distribution of bond
excess returns, and it is also useful in rationalizing
the observed violations of the expectations
hypothesis discussed above.

The general multifactor affine model can be
viewed as a blending of the Vasicek and CIR
forms. These extreme specifications also reveal a
critical trade-off in multifactor term structure
modelling. The CIR form offers the greatest flex-
ibility in specifying the volatility dynamics of
bond prices. However, this flexibility comes at a
cost. The parameter restrictions that are required
to ensure that (15) provides a valid description of
factor variances impose substantial restrictions on
the permissible correlations between the factors.
In the extreme case of the pure multifactor CIR
model, the factors must be uncorrelated to ensure
an admissible volatility specification.

Dai and Singleton (2002), Duffee (2002) and
Brandt and Chapman (2006) fit multifactor affine
term structure models to more than 25 years of
monthly US bond data. Each paper considers the
ability of different versions of A,,, (3) models to both
explain the rejections of the expectations hypothesis
and to provide accurate forecasts of future yields.
Both Dai and Singleton (2002) and Brandt and
Chapman (2006) find that a Gaussian version (an
A (3) model) can rationalize the risk premiums
dynamics revealed by expectations hypothesis tests.
Duffee (2002) demonstrates that an A (3) model
with the expanded risk premium specification of
(19) can produce more accurate yield forecasts
than a random walk benchmark model.

Although the ability to explain risk premiums
and yield movements is an important success for
multifactor affine models, their biggest failing to
date is that the favoured Gaussian specifications
require that conditional yield volatilities are con-
stant. Essentially, the flexibility in factor correla-
tions that are required to explain these features of
the data require a stochastic structure that pre-
cludes the volatility dynamics that are an equally
important feature of interest rate data.
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Concluding Remarks

Affine models have two important strengths com-
pared with the earlier theories of the term structure.
They explicitly rule out arbitrage opportunities in
the cross-section of bond prices, and they simulta-
neously allow for flexible specifications of term
premiums and their dynamics. Weaknesses of
affine models include the fact that they are typically
not easy to estimate, that model specifications
which can explain the rejection of the expectations
hypothesis are inconsistent with observed volatility
dynamics, and that there is generally limited intu-
ition as to the economic interpretation of the fac-
tors. Ang and Piazzesi (2003) and Ang et al. (2005)
are recent attempts to combine affine term structure
modelling with elements of the macroeconomy.
This line of research holds out the promise of
greater intuition behind the factors as well as a
greater understanding of how capital markets per-
ceive the actions of monetary authorities.
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Affirmative Action

Harry J. Holzer and David Neumark

Abstract
Affirmative action practices go beyond non-
discrimination to enhance employment,
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education, and business-ownership opportuni-
ties for minorities and women. Critics argue
that affirmative action does this at the expense
of white males who might be more qualified, and
so could be both unfair and inefficient. Sup-
porters claim that affirmative action is necessary
to overcome the many inherent disadvantages
faced by minorities and women, and could
enhance efficiency by expanding the pool of
available talent or because diversity itself has
positive impacts. This article summarizes the
evidence for these arguments and claims.
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‘Affirmative action’ refers to a set of practices
undertaken by employers, university admissions
offices, and government agencies to go beyond
non-discrimination, and actively improve the eco-
nomic status of minorities and women with regard
to employment, education, and business owner-
ship and growth.

Legal Underpinnings and Controversies

The roots of affirmative action in employment lie
in a set of Executive Orders issued by US Presi-
dents since the 1960s. Executive Order 10925
(issued in 1961) introduced the term ‘affirmative
action’, encouraging employers to take action to
ensure non-discrimination. Executive Order
11246 (1965) required federal contractors and
subcontractors (currently, with contracts of
$50,000 or more) to identify underutilized minor-
ities, to assess availability of minorities, and if
available, to set goals and timetables for reducing
the underutilization. Executive Order 11375
(1967) extended this requirement to women.
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Federal contractors may be sued and barred
from contracts if they are judged to be discrimi-
nating or not pursuing affirmative action,
although this outcome is rare (Stephanopoulos
and Edley 1995). But affirmative action is not
just limited to contractors; it can be imposed on
non-contractor employers by courts as a remedy
for past discrimination, and it can be undertaken
voluntarily by employers.

While universities may be bound by affirmative
action in employment in their role as federal con-
tractors, there are no explicit federal policies regard-
ing affirmative action in university admissions.
Rather, universities have voluntarily implemented
affirmative action admissions policies that are
widely regarded as giving preferential treatment to
women and minority candidates. Court decisions
have shaped (and continue to shape) what univer-
sities can and cannot do. Preferential admissions
policies initially came under attack in Bakke v.
University of California Regents (1978), in which
the Supreme Court declared that policies that set
aside a specific number of places for minority stu-
dents violated the 14th Amendment of the US
Constitution, which bars states from depriving cit-
izens of equal protection of the laws. However,
while this decision is viewed as declaring strict
quotas illegal, it is also interpreted as ruling that
race can be used as a flexible factor in university
admissions.

Most recently, the Supreme Court in 2003
struck down the undergraduate admissions prac-
tices at the University of Michigan in the case of
Gratz v. Bollinger et al., finding that the point
system used by the university in its consideration
of race (and other criteria) was too rigid. At
the same time, in Grutter v. Bollinger et al., it
upheld the university’s law school admissions
procedures, finding that the more flexible treat-
ment of race in this case satisfied the state’s
compelling interest in expanding the pool of
minority candidates admitted to this prestigious
school. Affirmative action can also be limited by
popular referenda; voters passed Proposition
209 in California in the 1990s, barring the use
of racial preferences in admissions to public uni-
versities (as well as in state employment and
contracting).
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The third major component of affirmative action
is contracting and procurement programmes. At
the federal level, these have principally taken the
form of preferential treatment in bidding for Small/
Disadvantaged Businesses (SDBs), and Small
Business Administration programmes of technical
assistance. These contracting and procurement pro-
grammes focus more on minorities than on women
(Stephanopoulos and Edley 1995, Section 9). In
addition to the federal government, numerous
states and localities have used programmes aimed
at increasing the share of contracts awarded to
minority-owned businesses.

As with affirmative action in education, court
rulings since the late 1980s have challenged
the legal standing of such programmes. City of
Richmond v. J. A. Croson Co. (1989) established
that the legal standard of ‘strict scrutiny’ for com-
pelling state interests must be met for state pro-
grammes to be legal under the 14th Amendment
to the Constitution. In Adarand Constructors,
Inc. v. Pena (1995), the Supreme Court ruled
that strict scrutiny could apply to federal pro-
grammes as well, invoking the Fifth Amendment
(which guarantees that citizens shall not ‘be
deprived of life, liberty, or property, without due
process of law’), instead of the 14th (which
explicitly applies to states).

Affirmative action remains vastly more contro-
versial than anti-discrimination activity, even
though the distinctions between them are clearer
in theory than in practice (Holzer and Neumark
2000a). The critics of affirmative action argue that
it transfers jobs, university admissions, and busi-
ness contracts to minorities and women at the
expense of white males who might be more qual-
ified and therefore more deserving. If so, it might
constitute a form of ‘reverse discrimination’
against white males, which could be both ineffi-
cient and unfair. In contrast, the supporters of
affirmative action claim that extra efforts beyond
just the removal of explicit discrimination are
necessary to overcome the many inherent disad-
vantages that minorities and women face in uni-
versities, the labour market, and the business
sector. On this view, affirmative action is neces-
sary for equal opportunity (or ‘fairness’), and
would not necessarily reduce efficiency. Indeed,
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it might even raise overall efficiency by making
available a wider pool of talent on which busi-
nesses and universities could draw, or because
diversity itself has positive impacts.

The economic impacts of affirmative action
largely centre on two issues: (a) the actual magni-
tudes of the redistribution of jobs, university
admissions, or business contracts from white
males to minorities or women attributable to affir-
mative action; and (b) any effects of affirmative
action on efficiency, as measured (for example) by
the credentials or performance of those who
receive preferential treatment relative to those
who do not. Evidence on these issues does not
settle the ‘fairness’ question, which ultimately
depends on personal values. But the evidence
can and should inform the debate. A comprehen-
sive review of the evidence is provided in Holzer
and Neumark (2000a).

Redistributive Effects

At this point, there seems to be little doubt that
racial or gender preferences redistribute certain
jobs or university admissions away from white
men towards minorities and women. The ques-
tion, instead, involves the magnitudes of these
shifts. In terms of the labour market, a wide
range of studies have demonstrated that affirma-
tive action has shifted employment within the
contractor sector from white males to minorities
and women. But the magnitudes of these shifts are
not necessarily large. For instance, Leonard
(1990) found that employment of black males
grew about five per cent faster at contractor estab-
lishments in the critical period of 1974-80 (when
affirmative action requirements on contractors
were rigorously enforced for the first time) than
did employment of white males, while for white
females and black females there were somewhat
more modest effects. Looking at cross-sectional
differences across establishments that did and did
not use affirmative action in hiring (rather than
using actual contractor status), Holzer and
Neumark (1999) found that the share of total
employment accounted for by white males was
about 15-20 per cent lower in establishments
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using affirmative action than in those that did
not — which is broadly consistent with the findings
of Leonard and others. This does not necessarily
imply that employment of white males overall is
reduced by affirmative action, but only that it is
redistributed to the non-affirmative action sector
(where wages and benefits are likely lower).

The magnitude of the redistribution of univer-
sity admissions from white males to minorities or
women generated by affirmative action has been
debated. On the one hand, test scores of those
admitted are considerably higher among whites
than minorities across the full spectrum of col-
leges and institutions (Datcher Loury and Garman
1995). But at least some of these differences could
be generated even with a common test score
cut-off, given the racial gaps in test scores that
exist in the population. And, if test scores are
worse predictors of subsequent performance
among blacks than whites, it might be perfectly
rational for schools to put less weight on test
scores in the admissions process for blacks
(Dickens and Kane 1999).

Furthermore, analyses of micro-level data on
applications and admissions by Kane (1998) and
by Long (2004) suggest somewhat modest effects
of affirmative action on overall admissions of
minorities, but both studies suggest that the magni-
tudes rise with the overall level of scores at univer-
sities. Using data from the High School and Beyond
Survey, Kane found significant racial differences in
admissions (conditional on test scores and many
other personal characteristics) only in the top quin-
tile of colleges and universities by test scores. Long,
using data from the National Educational Longitu-
dinal Study (NELS), found significant effects on
admissions in all quintiles. But the magnitudes
of these differences were not large in absolute
terms — the probability that minorities are accepted
at their top choice would decline by less than 2 per-
centage points (14.7 per cent against 16.4 per cent)
in the aggregate and about 2.5 percentage points in
the top quintile in the absence of affirmative action.

That affirmative action is more important as
college quality rises is further established by
Bowen and Bok (1998), who find quite large
effects at a set of the most prestigious colleges
and universities. Indeed, their work suggests that
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admissions rates among minorities at these
schools would fall from 42 per cent to 13 per
cent if affirmative action were abolished, a view
consistent with the initial effects of Proposition
209 in California on admissions at Berkeley. The
magnitudes of racial preferences in admissions in
a variety of graduate programmes are also fairly
large (Attiyeh and Attiyeh 1997; Davidson and
Lewis 1997), while gender preferences are much
more modest.

Overall, the elimination of affirmative action in
admissions to elite schools or graduate pro-
grammes would likely generate large reductions
in minority student enrolments, but only modest
improvements in overall grades and test scores at
these institutions, as the whites who would be
admitted in place of them appear to perform only
marginally better in terms of these measures
(Bowen and Bok 1998). Implementing the
reforms that have been recently adopted in
Texas, Florida, and elsewhere, where admissions
are based only on class rank rather than minority
status, would likely generate major reductions as
well in the presence of minorities on campus
(Long 2004). And using preferences based on
family income instead of race or gender in admis-
sions would also result in large declines in minor-
ity representation at universities.

As for the redistribution of contracts from
white-owned to minority- or female- owned busi-
nesses, we know of no study that has attempted to
carefully measure the magnitude of this shift,
though some summary studies suggest that the
effects might be substantial.

Efficiency and Performance Effects

Regarding labour markets, it is fairly clear in theory
that affirmative action could reduce efficiency in
well-functioning labour markets in the short run if
minorities or women were assigned to jobs for
which they were not fully qualified, while it could
increase efficiency if it opened up to minorities or
women jobs from which they had been excluded in
favour of less qualified white males. On the other
hand, affirmative action might also lead minorities
and women to invest in more education and
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training if the rewards to this investment would
be increased; however, whether affirmative action
would change incentives in this way is uncertain
(Coate and Loury 1993). The positive benefits on
skill development across generations might be
important as well. Finally, diversity per se may
bring benefits, such as fostering mentoring rela-
tionships (Athey et al. 2000). To a large extent,
the more important the imperfection in the labour
market associated with the lower relative status of
minorities — such as negative externalities gener-
ated for other members of the community, or
imperfect information driving the outcome — the
greater is the chance that affirmative action will not
reduce efficiency, and might even raise it.

A similar point can be made regarding univer-
sity admissions. Significant market imperfections
are likely to impede university admissions for
some groups — such as imperfect information
among university officials about individual candi-
dates (or vice versa), and capital market problems
that limit the access of lower-income groups to
finance. Furthermore, important externalities
might exist in the education process, at least
along certain dimensions. For instance, students
might learn more from one another in more
diverse settings; indeed, the value of being able
to interact with those of other ethnicities or nation-
alities might be growing over time, as product and
labour markets become more diverse and more
international. Alternatively, race- specific or
gender-specific role models might be important
for some individuals in the learning process.

What does the empirical evidence on the effi-
ciency and performance of affirmative action ben-
eficiaries show? One approach is to look at
measures of individual employee credentials or
performance, by race and/or sex, to see whether
affirmative action generates major gaps in perfor-
mance between white males and other groups. An
earlier paper (Holzer and Neumark 1999) com-
pares a variety of measures of employee creden-
tials and performance, where the former include
educational attainment (absolute levels and those
relative to job requirements), and the latter include
wage or promotion outcomes as well as a subjec-
tive performance measure across these groups.
The study inquired whether observed gaps in
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credentials and performance between white males
and females or minorities are larger among estab-
lishments that practice affirmative action in hiring
than among those that do not. The results indi-
cated virtually no evidence of weaker credentials
or performance among females in the affirmative
action sector, relative to those of males within the
same racial groups. In comparisons between
minorities and whites, there was clear evidence
of weaker educational credentials among the for-
mer group, but relatively little evidence of weaker
performance.

But how could affirmative action result in
minorities with weaker credentials but not weaker
performance, if educational credentials generally
are meaningful predictors of performance? In a
separate paper, Holzer and Neumark (2000b)
considered various mechanisms by which firms
engaging in affirmative action might offset the
productivity shortfalls among those hired from
‘protected groups’ that would otherwise be
expected. The study found that firms engaging in
affirmative action: (a) recruit more extensively; (b)
screen more intensively and pay less attention to
characteristics such as welfare recipiency or limited
work experience that usually stigmatize candi-
dates; (c) provide more training after hiring; and
(d) evaluate worker performance more carefully.

Thus, these firms tend to cast a wider net with
regard to job applicants, gather more information
that might help uncover candidates whose produc-
tivity is not fully predicted by their educational
credentials, and then invest more heavily in the
productivity of those whom they have hired. This
view is consistent with a variety of case studies
(for example, Badgett 1995), and other work in
the literature on employee selection, suggesting
that affirmative action works best if employers
use a broad range of recruitment techniques
and predictors of performance when hiring, and
when they make a variety of efforts to enhance
performance of those hired. In these studies, affir-
mative action need not just ‘lower the bar’ on
expected performance of employees hired, and
generally does not appear to do so (though some
exceptions exist).

A variety of other studies have been under-
taken within specific sectors of the workforce,
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where it is easier to define employee performance.
Among the sectors that have been studied are
police forces (Carter and Sapp 1991), physicians
(Davidson and Lewis 1997), and university facul-
ties (Kolpin and Singell 1996). The results of
these studies again show no evidence of weaker
performance among women, and generally lim-
ited evidence of weaker performance among
minorities. In contrast, there is evidence of poten-
tial social benefits from affirmative action in the
medical sector, as minority doctors appear more
likely to locate in poor neighbourhoods and treat
minority or low-income patients.

Thus, the existing research finds evidence of
weaker credentials but only limited evidence of
weaker labour market performance among the
beneficiaries of affirmative action, and evidence
(at least in one important sector) consistent with
positive externalities.

Regarding university admissions, there are
gaps in high school grades and test scores between
white and minority students admitted at universi-
ties, and the college grades of minorities lag
behind as well. Black students fail to complete
their college degrees at significantly higher rates,
especially at institutions with higher average test
scores (Datcher Loury and Garman 1995). Similar
findings have been generated for law schools
(Sander 2004). On the other hand, there is some
evidence that the lower college completion rates
among blacks at more selective institutions disap-
pear once one controls for the effects of attending
the historically black colleges and universities
(Kane 1998). And earnings are generally higher
among blacks (as well as whites) who attend more
prestigious and highly ranked schools, despite
their higher rates of failure there.

The more challenging question is whether
affirmative action actually hurts minority students
by admitting them to colleges and universities for
which some of them are unqualified, generating a
poor ‘fit” between them and the colleges or uni-
versities that they attend that may actually lead to
worse outcomes. Sander (2004) claims to show
evidence that affirmative action in law schools
worsens outcomes for blacks, although this con-
clusion is disputable. Conversely, dropout rates of
minorities at the most prestigious institutions are
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generally lower than elsewhere (Bowen and Bok
1998). More decisive evidence on this question
requires adequate comparison with counterfac-
tuals of what would be observed absent affirma-
tive action.

Along some other dimensions, the benefits of
affirmative action in generating greater under-
standing and positive interactions across racial
groups have been documented at these schools
(Bowen and Bok 1998). There is limited evidence
of direct educational benefits of the diversity that
affirmative action promotes (Antonio et al. 2004),
although not yet in terms of the economic returns
to education on which economists tend to rely
in assessing educational outcomes. And evidence
on the effects of minority or female faculty
‘mentoring’ and ‘role models’ is mixed (for exam-
ple, Neumark and Gardecki 1998).

Finally, the evidence on the performance of
female- or minority-owned businesses that obtain
more contracts as a result of affirmative action
rules is somewhat inconclusive as well. Amend-
ments to Section 8(a) rules on federal contracting
do not allow companies to receive contracts under
these provisions for longer than nine years, and
apparently those who ‘graduate’ from the pro-
gramme seem to perform (at least in terms of
staying in business) as well as firms more gener-
ally (Stephanopoulos and Edley 1995). On the
other hand, there is some evidence of higher fail-
ure rates among firms that currently receive a high
percentage of their revenues from sales to local
government (Bates and Williams 1995). The
higher failure rates may be attributable to the
fact that a significant fraction of the latter are
‘front” companies that have formed or reorganized
in an attempt to gain Section 8(a) contracts. There
is also evidence that failure rates can be limited
with the right kinds of certification and technical
assistance, especially if the reliance of the compa-
nies on governmental revenues is limited as well.

In any event, this evidence suggests that failing
companies are not being ‘propped up’ by govern-
ment contracts, as is commonly alleged. But
stronger data and analysis are needed in this area
before conclusions can be drawn with a greater
degree of confidence on the issue of the efficiency
of minority contracting programmes.
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Aftalion, Albert (1874-1956)

Joseph Halevi

Aftalion was a Bulgarian-born French economist.
He taught at the University of Lille and later at the
University of Paris (Villey 1968). His works
include a study on Sismondi (1899), a treatise on
crises of overproduction (1913), a critique of
socialism (1923), two books on monetary issues
(1927a, 1948) and several writings on issues
related to international trade and the balance of
payments (1937). His international reputation is
mostly due to the 1913 work on overproduction, a
summary of which exists in English (1927b).
Aftalion’s approach to the problem of the trade
cycle and overproduction is centred on the time
lag between an expected increase in the demand
for consumption goods and the production of
equipment needed to generate the additional con-
sumption goods. For this reason Aftalion has been
considered as being among the inventors of the
Accelerator Principle. However, his analysis dif-
fers significantly from the contemporary theories
of the trade cycle based on such a principle. In
those theories the Accelerator explains fluctua-
tions in the investment component of effective
demand without establishing any connection
with the behaviour of prices. For Aftalion, by
contrast, the time required to obtain the extra

Aftalion, Albert (1874-1956)

amount of equipment necessary to produce the
additional consumption goods is a basic ingredi-
ent to portray the link between fluctuation in out-
put and changes in prices. His argument, based on
purely intuitive grounds, runs as follows.

An expected expansion in consumption
demand will lead to larger orders by wholesale
traders. Since no unused capacity is assumed
more machinery will be needed, the demand for
which will be propogated to all stages of produc-
tion. Capitalists are assumed to plan their output
on the basis of current prices. Yet, the additional
demand of capital goods and raw materials cannot
be immediately satisfied. Hence prices will rise in
these two sectors, and eventually in the consump-
tion goods sector as well. When the new invest-
ment projects are finished and equipment is
delivered, prices begin to fall. Entrepreneurs will
cut current orders but deliveries due to past invest-
ment decisions will continue, thereby reducing
price and orders further. This distinction between
orders and deliveries influenced Kalecki’s
approach to the theory of economic fluctuations.

Aftalion did not produce a theory of output
because he did not attempt any explanation of
the adjustment of capacity to demand. Further-
more, it is not clear whether prices of consumption
goods increase because of increases in the price of
raw materials or because of the expansion of
demand. Indeed, since no spare capacity exists,
consumption goods prices should be sensitive to
changes in demand. It follows, therefore, that
Aftalion’s assumption of a time lag between
changes in raw material prices and those of con-
sumption goods is theoretically confusing.

See Also
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Ageing Populations

Robert L. Clark

Population ageing is represented by an increase in
the relative number of older persons in a population
and is associated with an increase in the median age
of'the population. The age structure of a population
is determined by its mortality, fertility, and net
migration experience. Although life tables and sur-
vivorship rates date from the 17th century, the
development of mathematical demography is
essentially a 20th-century innovation. The tech-
niques of mathematical demography can be used
to show how the age structure of a population
changes with alternative transition rates.

The importance of these transition rates is
shown by the observation that in the absence of
migration two arbitrarily chosen populations that
are subjected to identical fertility and mortality
rates will ultimately generate the same age
structure. Thus, as Coale (1972, p. 3) noted,
populations gradually ‘forget’ the past in as far
as their age compositions are concerned. Of
course, the population age structure may echo
past irregularities for several generations before
these echo effects disappear (Easterlin 1980).
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Population projections illustrate that declining
fertility produces population ageing, so do
decreases in mortality rates; however, fertility
changes dominate the age structure of a population.
For example, even if man were to become immor-
tal, high fertility rates would produce a relatively
young population. Migration can modify the age
composition of a population, but non-sustained
migration will have only a transitory effect on the
age distribution of a population unless the migra-
tion also alters the prevailing patterns of fertility
and mortality (Keyfitz 1968, p. 94).

Concern for the economic implications of ageing
populations is essentially a 20th-century phenome-
non. Populations with low life expectancies and
high fertility rates will have only small fractions
age 65 and older. For most of human history, these
were typical population characteristics. Therefore,
little attention was devoted to the macroeconomic
implications of ageing. In summarizing economic
thinking prior to the 20th century, Hutchinson
(1967, p. 346) concludes that because the typical
population age structure contained relatively few
persons over age 65, not much attention was given
to the ratio of workers to the total population. In
most economic analysis, the population was simply
assumed to be equivalent to labour supply.

Declining population growth occurred in West-
ern Europe in the early part of the 20th century.
The resulting ageing of populations began to
attract attention. Economists focused their ana-
lyses on age structure ratios, such as the number
of dependent persons (the young and the old)
divided by the number of persons in the popula-
tion or by the number of persons of working age.
Much of the research examining the economic
implications of ageing populations assesses the
effects of changes in these dependency ratios or
similar population ratios.

Dependency ratios are used to measure the
relative productive potential of a population. The
old-age dependency ratio generally measures the
number of elderly persons at or above a certain
age, say 65, divided by the number of persons of
working age, say 16—64. This ratio has been
widely used in economic analysis to measure the
number of retired dependent persons per active
member of the labour force. The old-age
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dependency ratio is used to illustrate the transfer
of output from workers that is necessary to sup-
port retirees. This ratio rises with population
ageing.

There are several problems concerning the eco-
nomic interpretation of the old-age dependency
ratio. First, if population ageing follows from
reduced fertility, the total dependency ratio
(youths plus elderly) may fall even as the
old-age ratio is rising. The total cost to society of
supporting the dependent populations will depend
on the relative costs of maintaining the two depen-
dent populations and the transfer mechanisms that
are developed within the economic system (Sauvy
1969, pp. 303—19). Second, the age-based depen-
dency ratios are not perfect proxies for the ratio of
inactive to active persons. Recently, some ana-
lysts have attempted to incorporate labour force
participation into the dependency-ratio frame-
work. Of course, over time, participation rates
and the meaning of dependency may change.
Third, significant compositional changes may
occur within the elderly, youth, and working age
populations. These changes have economic
effects that may be as important as effects of
changes in the dependency ratio itself (Clark and
Spengler 1980).

The cost of national pension systems rises with
population ageing because a greater fraction of the
population is receiving benefits and a smaller frac-
tion is working and paying taxes to support the
system (Munnell 1977). This relationship has
become one of the principal public policy issues
associated with population ageing. The funding of
pensions and the economic impact of alternative
funding methods also has been subject to consider-
able examination. Feldstein (1974) argued that the
pay-as-you-go financing of the US Social Security
System substantially reduced the national savings
rate. Subsequent research has produced a series of
conflicting findings on this issue.

The growth of national pension systems has
drawn attention to retirement ages. The impact
of population ageing on pension funding require-
ments is exacerbated if the age of withdrawal from
the labour force declines. During the past century,
labour force participation rates of the elderly have
fallen and the interaction of earlier retirement and
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population ageing has produced significant
increases in income transfers to the elderly.

The changing age structure of a population may
also alter the equilibrium unemployment rate and
the average level of productivity in a society. Layoff
and quit rates are a decreasing function of age.
Since employment stability increases with age,
national unemployment rates tend to decline with
population ageing. Some attention has been given
to the effect of ageing on productivity with empha-
sis on the ageing of the labour force and the ensuing
slower rate of introduction of new human capital
into the production process. The ability of older
workers to maintain production standards has also
been questioned. Data limitations preclude a defin-
itive answer to the shape of the age-productivity
profile. The macroeconomic significance of popu-
lation ageing on national productivity depends on
individual age-specific productivity, and any ensu-
ing changes in investment, consumption, and sav-
ings behaviour. The net effect of these factors is
unclear.

The effect of population ageing on national
savings and therefore the rate of economic growth
depends on age-specific savings rates and the age
structure changes that occur as the population
ages (Kelley 1973). Although ageing of individ-
vals tends to reduce their savings in old age,
population ageing typically is associated with an
increase in the fraction of the population in the
high savings years and thus tends to stimulate
increased saving and investment. The net effect
of ageing on savings and growth will also depend
on the cause of the population ageing. If popula-
tion ageing results from slowing population
growth, then the economic response to population
size and rate of population growth will be
observed simultaneously with the ageing effect.
In general, the independent effect of population
ageing will not be a major factor influencing
future economic growth and development.
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Agency Costs

Clifford W. Smith Jr.

In the traditional analysis of the firm, profit max-
imization is assumed, subject to the constraints of
a technological production function for trans-
forming inputs into output. Optimum production
solutions are characterized in terms of the equality
between the ratio of marginal products of inputs
and the ratio of input prices. While this analysis
has provided valuable insights in understanding
certain aspects of choices by firms, it completely
ignores others having to do with the process
through which the inputs are organized and coor-
dinated. In essence, the traditional economic anal-
ysis treats the firm as a black box in this
transformation of inputs into output. Rarely are
questions raised such as: Why are some firms
organized as individual proprietorships, some as
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partnerships, some as corporations, and others as
cooperatives or mutuals? Why are some firms
financed primarily by equity and others with
debt? Why are some inputs owned and others
leased? Why do some industries make extensive
use of franchising while others do not? Why do
some bonds contain call provisions, convertibility
provisions, or sinking fund provisions while
others do not? Why are some executives compen-
sated with salary while others have extensive
stock option or bonus plans? Why do some indus-
tries pay workers on a piece-rate basis while
others pay at an hourly rate? Why do some firms
employ one accounting procedure while others
choose alternate procedures? To answer such
questions requires the economic analysis of con-
tractual relationships. Agency Theory provides a
framework for such an analysis.

An agency relationship is defined through an
explicit or implicit contract in which one or more
persons (the principal(s)) engage another person
(the agent) to take actions on behalf of the princi-
pal(s). The contract involves the delegation of
some decision-making authority to the agent.
Agency costs are the total costs of structuring,
administering, and enforcing such contracts.
Agency costs, therefore, encompass all contracting
costs frequently referred to as transactions costs,
moral hazard costs, and information costs.

Jensen and Meckling (1976) break down
agency costs into three components: (1) monitor-
ing expenditures by principal, (2) bonding expen-
ditures by the agent, and (3) the residual loss.
Monitoring expenditures are paid by the principal
to regulate the agent’s conduct. Bonding expendi-
tures are made by the agent to help assure that the
agent will not take actions which damage the
principal or will indemnify the principal if the
prescribed actions are undertaken. Hence, moni-
toring and bonding costs are the out-of-pocket
costs of structuring, administering, and enforcing
contracts. The residual loss is the value of the loss
by the principal from decisions by the agent which
deviate from the decisions which would have
been made by the principal if he had the same
information and talents as the agent. Since it is
profitable to invest in policing contracts only to
the point where the reduction in the loss from
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non-compliance equals the incremental costs of
enforcement, the residual loss is the opportunity
loss when contracts are optimally, but incom-
pletely enforced.

Jensen and Meckling (1976) point out that
agency problems emanating from conflicts of
interests are common to most cooperative endeav-
ours whether or not they occur in the hierarchial
manner implied in the principal-agent analogy.
But, with the elimination of the difference
between principal and agent, the distinction
between monitoring and bonding costs is also
lost; so, total agency costs are out-of-pocket
costs plus the opportunity cost or residual loss.

It is crucial to recognize that the contracting
parties bear the agency costs associated with their
interaction and therefore have incentives to struc-
ture contracts to reduce agency costs wherever
possible. Within the contracting process, incen-
tives exist for individuals to negotiate contracts
specifying monitoring and bonding activities so
long as their marginal cost is less than the
marginal gain from reducing the residual loss.
Specifically, the contracting parties gain from
forecasting accurately the actions to be under-
taken and structuring the contracts to facilitate
the expected actions. For example, with competi-
tive and informationally efficient financial mar-
kets, unbiased estimates of agency costs should
be included in the prices of securities when they
are initially offered (as well as at any future date).
This mechanism provides incentives to structure
contracts and institutions to lower agency costs.
Hence, in the absence of the usual externalities,
the private contracting process produces an effi-
cient allocation of resources.

Jensen (1983) describes two approaches to the
development of a theory of agency which he
labels the ‘positive theory of agency’ and the
‘principal-agent’ literatures. Both approaches
examine contracting among self-interested indi-
viduals and both postulate that agency costs are
minimized through the contracting process; thus,
both address the design of Pareto-efficient con-
tracts. However the approaches diverge at several
junctures. The principal-agent literature generally
has a mathematical and non-empirical orientation
and concentrates on the effects of preferences and

Agency Costs

asymmetric information (for example, Harris and
Raviv 1978; Holmstrom 1979; Ross 1973; Spence
and Zeckhauser 1971). The positive agency liter-
ature generally has a non-mathematical and
empirical focus and concentrates on the effects
of the contracting technology and specific
human or physical capital (for example, Fama
and Jensen 1983a, b; Jensen and Meckling 1976;
Myers 1977; Smith and Warner 1979).

The investigation of agency costs has provided
a deeper understanding of many dimensions of
complex contractual arrangements, especially the
modern corporate form. One can better under-
stand the variation in contractual forms across
organizations by studying the nature of the agency
costs in alternative contractual arrangements. For
example, Fama and Jensen (1983a) examine the
nature of residual claims and the agency costs of
separation of management and riskbearing to pro-
vide a theory of the determinants of alternative
organizational forms. They argue that corpora-
tions, proprietorships, partnerships, mutuals and
non-profits differ in the manner they trade off the
benefits of risk-sharing with agency costs.

Agency cost analysis has been employed to
examine the choice of organizational structure in
the insurance (Mayers and Smith 1981, 1986) and
thrift industries (Smith 1982; and Masulis 1986).
It has also been employed to examine the deter-
minants of the firm’s capital structure (Jensen and
Meckling 1976; Myers 1977); the provisions in
corporate bond contracts (Smith and Warner
1979); the determinants of corporate leasing pol-
icy (Smith and Wakeman 1985) and franchise
policy (Brickley and Dark 1987); the incentives
for the development of a hierarchical structure
within organizations (Zimmerman 1979; Fama
and Jensen 1983b); and the determinants of cor-
porate compensation policy (Smith and Watts
1982). Finally, the analysis of agency costs has
played a central role in the development of a
positive theory of the choice of accounting tech-
niques (Watts and Zimmerman 1986).

Agency analysis has also afforded a different
perspective in assessing the implications of
observed contractual provisions. For example,
typical discussions of mortgage loan provisions
suggest that escrow accounts and limitations on
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renting the property are included in the loan con-
tract for the benefit of the lender. However, if there
is competition among lenders, these benefits must
be reflected in compensating differentials in other
loan terms, such as lower promised interest rates.
If in addition, the rates on other securities are not
affected by changes in the terms of this contract,
then all of the benefits of these convenants must
ultimately accrue to the borrower, not the lender.

See Also
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Agency Problems

Luca Anderlini and Leonardo Felli

Abstract

We illustrate agency problems with the aid of
heavily stripped-down models which can be
explicitly solved. Variations on a principal-agent
model with both actors risk-neutral allow us to
illustrate a canonical benchmark case, multi-
tasking problems and informed-principal ones.
We illustrate intertemporal agency problems
using a two-period model with a risk-averse
agent, which yields linear incentives. We con-
clude by briefly looking at more recent develop-
ments of the field such as present-biased
preferences and motivated agents.
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Within modern economic analysis, early recogni-
tion of the importance of agency problems goes
back to at least Marschak (1955), Arrow (1963)
and Pauly (1968). These early works are followed
by the classical contributions of Mirrlees (1975/
1999), Holmstrom (1979), Shavell (1979) and
Grossman and Hart (1983).

The canonical form of the principal-agent
problem still in use crystallizes in Holmstrom
(1979) and Grossman and Hart (1983). A risk-
neutral Principal P hires a risk-averse Agent A.
Both actors are necessary to generate output,
which depends stochastically on A’s actions.
These are generally referred to as ‘effort’ (e)
and, crucially are not observable by P or any
third party like a Court. In jargon, effort is neither
observable nor verifiable, and hence no contrac-
tual arrangements can depend on e. (Anderlini and
Felli 1998, consider a principal—agent problem in
which e is in principle contractible, but where the
equilibrium contract does not include it because of
complexity considerations arising from the diffi-
culties of describing it.) The interests of P and A
are not aligned because e causes disutility to A.

P makes a take-it-or-leave-it offer of a contract
to A that specifies a schedule of output-contingent
wages. P’s offer is rejected unless it meets A’s
individual rationality constraint (henceforth /R),
stating that A’s expected utility cannot be less than
that yielded by his next-best alternative employ-
ment. In addition, the problem may or may not
include an explicit /limited liability constraint
(henceforth LC) stating that, regardless of output,
A’s wage cannot go below a given level. After a
contract is signed, .A chooses e, then the uncertain
output is realized, and finally payments are made
according to the contract.

In the canonical model there is a trade-off
between insurance and incentives. Optimal risk-
sharing would require P to insure .4 against output
uncertainty. However, doing so would leave A
without any incentives to exert effort: 4 would be
guaranteed a constant wage and hence would
choose that e which gives minimal disutility. Typ-
ically, P’s choice is instead to offer a contract that
does not fully insure .4, so as to give him incen-
tives to exert effort. The contract compensates A

Agency Problems

for the risk he bears in order to satisfy the IR
(and possibly the LC). If e is sufficiently produc-
tive in the stochastic technology, P’s expected
profit increases as a result. The need to generate
effort via incentives yields an agency problem.
The equilibrium contract may be far from the
“first-best” world in which a social planner can
choose e at will. A lower than ‘socially efficient’
e is selected and A is not fully insured.

When both P and A are risk-neutral, an agency
problem also arises if the LC binds (and typically
the /R does not). (If the reverse is true, then giving
incentives to .4 has no cost since he does not mind
risk and the IR binds on his expected payoff. In
fact in this case, the ‘social optimum’ coincides
with the ‘constrained social optimum’ in which a
social planner can choose e, but only subject to
giving the appropriate incentives to .4.) In this
case in order to give A incentives P can pay him
more when output indicates that effort is higher.
This drives a wedge between P’s marginal cost for
increased e and its social marginal cost. This in
turn dictates that he equilibrium contract will
differ from the first-best, and a ‘second-best’
‘constrained-inefficient’ outcome obtains.

Because of its tractability, the case in which
both P and A are risk-neutral and the LC binds
while the /R does not is a good benchmark to
illustrate the mechanics of the problem and some
of the more recent developments of the theory.

A Simple Benchmark

P hires A to carry out a task that requires
unobservable non-contractible effort e € [0, 1].
A’s effort determines the probability that the task
is successful in generating output. Output equals
1 with probability e and 0 with probability 1— e.
Output is observable and contractible. First,
P offers a contract to .4, then .A accepts or rejects
it. After a contract is signed, A chooses e.

A contract is a pair of reals (wy,wp), with the
first being the wage (in units of output) that P pays
A if output is 1, and the second being the wage if
output is 0. Importantly, A has limited liability. He
cannot be paid a negative wage in any state of the
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world. This generates the two LCs w; > 0 and
Wo Z 0.

Both P and A are risk-neutral, and A dislikes
effort which generates disutility ¢*/2. Given (wy,
wy) and e, P’s payoffis e(1 — wy) — (1 — e)wy,
while A’s is given by ew; + (1 — e)wy — /2.
The outside options of both P and A are normal-
ized to zero, so that in equilibrium both expected
payoffs must be non-negative. These are the IRs.

Given (w;,wg), A’s choice of e is immediately
computed as e = w; — wy, this is the incentive
constraint (henceforth /C) of the agent. If both wy
and w, are lowered by the same amount e does
not change. Hence in equilibrium wy = 0 and
e = wy. Taking into account /C, P maximizes
e(1 — e). Therefore, in equilibrium, e = w; =
1/2. Hence P’s equilibrium payoff is IT* = 1/4
while A’s is T = 1/8, so that the /R does not
bind for either A or P.

If a social planner were able to choose e at will,
this would be chosen so as to maximize e—e?/2,
expected output minus cost of effort. So the first-
best level of effort is e = 1. In this hypothetical
world, IT” + IT* = 1 /2, while in equilibrium IT”
+I1# = 3/8. This gap is the result of the agency
problem; A is motivated by the difference w, wy.
Because of limited liability, the only way for P to
motivate A s to raise w,. This makes A’s effort too
costly at the margin for P: the (expected) cost of
efforteis wie = €2, so that the marginal cost is 2e.
This exceeds the social marginal cost, which is 0/
de[e*/2] = e, thus inducing an inefficient second-
best outcome.

Multi-tasking

Starting with Holmstrdm and Milgrom (1991), the
theory evolved to encompass the multi-tasking case
in which A has to carry out multiple tasks that
affect output. (See also Holmstrom and Milgrom
1994). Some of the insights can be conveyed
adapting the simple benchmark model above.

A now has two tasks; one is ‘standard’ (S)
and one is ‘noisy’ (N). He chooses two effort
levels: eg and ey, both in [0, 1]. Choosing (eg,ex)
costs A a disutility of (e + €3 ) /4. The two tasks
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are perfect complements in the stochastic technol-
ogy. Given (eg, ey), output equals 1 with proba-
bility min {eg, ey}, and 0 with probability
1 — min {egs, ey}. Asinthe benchmark, P’s pay-
off is expected output minus expected wage,
while A ’s payoff equals his expected wage
minus the disutility of effort. The LC and IR are
as before.

Task N is noisier than task S in the following
sense. Output is not contractible. Instead, each task
yields a binary signal that can be contracted
on. The signal oy for the S task is equal to 1 with
probability es, and 0 with probability 1— es. The
signal o for the N task is equal to 1 with proba-
bility [exp + (1 — ex)(1 — p)] and equal to 0 with
the complementary probability, withp € [1/2, 1].
So, if p = 1/2 then G, contains no information
about eg, while if p = 1, the signals 6 and o are
equally informative about the respective tasks.

Because of the signal structure, a contract is
now a quadruple of wages (Wg1,Ws0,Wn1,Wa0), ONE
for each task, and for each possible value of the
corresponding signal. As in the benchmark, in
equilibrium we must have wgy = wyy = 0. Given
(WSI,WS(),WNI,WN()), the ICs pln down [y and ey as
satisfying eg = 2wg; and ey = 2wy (2p — 1).
Maximizing P’s profit using these restrictions
gives that in equilibrium eg = e)y = max {0, 1,
2 — (1 — p)(8p — 4)}. When p = 1, this model
yields the same first best and the equilibrium
payoffs as the benchmark above. When p = 3/5
or less then eg = ey = 0.

The literature highlights some features of the
equilibrium for values of p € [1/2,1]. As
p decreases, so that task N becomes more noisy,
two changes occur. In equilibrium, ey decreases.
This is not very surprising, given the increased
noise. What is less straightforward is that eg
decreases as well: increased noise yields softer
incentives on the standard task, as well as the
noisy one. The complementarity between the
tasks (extreme in the version used here, but this
is not necessary) dictates that, as ey becomes more
expensive for P because of the noise, he will
choose to induce lower values of eg as well.
Another way to check this is that the equilibrium
values of both wgand wy decrease as p goes down.
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When p < 3/5, oy is not informative enough. In
this case eg = ey = wg; = wpy = 0. This has
been interpreted as no contract being signed.
The no-contract outcome obtains even though an
informative contractible signal for both tasks is
available.

Informed Principal

Myerson (1983) and Maskin and Tirole (1990,
1992) examine the case in which P has private
information, creating a potential signalling role
for the contract offer. Despite the intricacies
involved, the simple benchmark model above
can be adapted again to illustrate some of the
key points. (The computations below all pertain
to the case of ‘common values’ analysed in
Maskin and Tirole 1992.)

There are two types of principal, P;; and P;.
P is of type H with probability ¢ = 18/29 and of
type L with probability 1 — ¢ = 11/29. The prin-
cipal’s type is his private information. If P is of
type H, A’s outside option is k = 9/32, while if P is
of type L then A’s outside option is 0, as in the
benchmark above. Hence, if Py and P; separate
in equilibrium, there are two IRs for A, while if
pooling obtains A’s expected outside option is
ok = 81/464, and he faces a single IR. A’s LCs
are as in the benchmark above.

First P learns his type. Then he offers a contract
to .4, which may take the form of a menu (wages
contingent on output and P’s type). At this point
A updates his beliefs about P’s type and then
decides whether to accept or reject. (As in any
signalling game, the issue of off-the-equilibrium-
path beliefs arises. The simplest way to deal with
this issue is to assume that A’s beliefs after
observing an ‘unexpected’ offer are that P is of
type H with probability 1. This is implicitly
assumed in all computations below.) After a con-
tract is signed P tells .4 which part of the menu
applies in his case (if the contract is in fact a
menu). Finally, A chooses effort, output is realized
and payoffs are obtained.

There is a single task requiring effort which
stochastically produces output as in the bench-
mark model. Output is contractible. P’s payoffs
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and IR are also as above. A’s payoff is also as in
the benchmark above, except that he takes expec-
tations using his beliefs.

In a separating equilibrium Py and P, offer
two distinct pairs of output-contingent wages:
(Wh1,who) and (wpi,wpo) respectively. A’s ICs
dictate that after being offered (wy,wpo) effort
is ey = Wy — Wi, while after being offered (w1,
WL()) effort is er = WwWr1 — Wro.

Separation requires that neither Py nor P; has
an incentive to offer the other type’s wage pair.
Since P’s private information does not enter
directly his payoff, this can be true only if the
expected profits for the two types of principals,
I1,; and I1;, are the same. This is the truth telling
(henceforth 7C) constraint, which, using IC, since
Wgo can be shown to be 0, reads Il = ex(1 —
eH) = eL(l — eL) — Wro = HL. Since k = 9/32,
one of the two IRs for the agent does bind. Using
IC this yields e;; = wy = 3/4. Using TC, this
implies e; = 1/2, wyo = 1/16 and w;; = 9/16.
With these values I1, = I1; = 3/16.

With informed principals, the literature high-
lights the possibility of pooling equilibria, in
which the contract is a menu. Both Py and P
offer a menu (wif,, wi, wi, wi), which A has
to accept or reject based on his expected /R. After
a contract is signed, P tells A which pair of output-
contingent wages applies. The 7C constraint still
applies, since both P;;and P; have to be willing to
indicate to A the appropriate wage pair. In fact,
using /C and  whi, =0, IC still reads
T = elf (1 — elf) = elf (1 — elf) — wif = Y.
Using the single binding expected /R and the
ICs, which are unchanged, yields (18/58) (e} )2
+(11/29)[(ey)2+wﬂ —81/464 . Using the
TC constraint this gives ey = wy = 5/8,
er = 172, wyo = 1/64 and wy; = 33/64. With
these values I1,; = I1; = 15/64. Thus both types
of P enjoy strictly higher profits than under sepa-
ration. Pooling relaxes .A’s IR which binds in
expectation. Py can lower wy; which increases
I, relative to the separation case. The increased
profit for Py affects P, via the TC constraint. P;
lowers both output-contingent wages to satisfy the
TC constraint, which in turn increases [T}/ to keep
it in line with TT}/.
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Intertemporal Incentives

Holmstrom and Milgrom (1987) analyse the case
of a relationship between P and A that extends
over time. Some of the main insights can be
gained in the following simple set-up.

There are two time periods — the first denoted
Fand the second denoted S. A chooses an effort in
[0, 1] in both periods. Output can be either 1 or
0, and output draws are independent across the
two periods. The first period effort is denoted ez
The second period effort if output is 1 in the first
period is e;5, while the second period effort if
output in the first period is 0 is eqg. The probability
that output is 1 is y/er in the first period, and ,/e;,
(with i € {0, 1}) in the second period.

A is paid at the end of the two periods, as a
function of observed output in the two periods.
The wage paid if output is i € {0, 1} in period
Fandj € {0, 1} in period S is denoted w;;.

Neither P nor.4 discounts the future. While P is
risk-neutral, A is risk-averse with an exponential
utility with a constant absolute risk-aversion coef-
ficient equal to 1/2. His effort in the two periods is
perfectly substitutable. Given a wage scheme w;;
and effort levels er and e;g his expected utility is

04 = —/er [Mexp{—%(wll —ep — elS)}
(- M)exp{—;(wlo —er - elsH
- (1= vam) | Vawexp{ =5 0o — er — as)
+1= Vamexp] 5 v — er — )}

while P’s expected payoff is

7 = \Jep[/ers(2—win) + (1 — Vers) (1 —wio)]
+(1 = v/er)[veos(1 —wor) + (1 — /eos) (—woo)]

The optimal incentive scheme is found by
maximizing IT” subject to IR constraints imposing
that IT# >—1landIT” >0 (these levels of reser-
vation payoff can be taken to be a normalization
for P and an assumption that A can earn a certain
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payoff of 0 elsewhere, yielding a utility level
of — 1), and subject to the /C constraints which
now impose that ey egs and ejg should jointly
maximize IT4 given the incentive scheme Wy

The IR constraint is binding for .4 while it is not
binding for P. The /C constraint can be subsumed
in the first order conditions obtained by differen-
tiating TT* with respect to e and e;g and setting
these equal to 0 which are sufficient for a maxi-
mum. This way to proceed is known in the litera-
ture as taking the first-order approach. In the
more general case considered for instance by
Holmstrom and Milgrom (1987) this is not viable.
In the simple case considered here, the first-order
approach works because we are assuming that
the exponent of effort variables — 1/2 in this
case — plus A’s constant absolute risk-aversion
coefficient — also 1/2 in this case —sum to 1. Even
in single-period agency models, whether the first-
order approach is valid or not is an intricate ques-
tion first uncovered by Mirrlees (1975/1999).
Subsequent contributions on this topic can be
found in Grossman and Hart (1983), Rogerson
(1985) and Jewitt (1988). To characterize the opti-
mal incentive scheme for the two-period problem
it is useful to first consider the second period (S)
sub-problem after output i € {0, 1} has been
realized in the first period (F). These problems
are obtained considering (continuation) payoffs
for A and P given by the relevant square bracket
term of T4 and IT” above, and with an IR con-
straint for.4 given by his utility level (contingent on
output in F) in the solution to the two-period prob-
lem, after factoring out the common term {e;/2}.

If we use these binding /R constraints and the
first-order IC constraints it can be seen that
the difference (w;; — w;p) > 0 is independent
of i — the second-period incentive premium Ag =
(wi1 — wjp) does not depend on first-period output.
Hence, if we use the first-order /C constraints it is
also the case that egg = e;s = es € (0, 1). A’s IR
constraints in each period S sub-problem deter-
mines wy.

The period S sub-problems can then be plugged
into the two-period problem. Viewed from period
F we can think of P as offering A two certainty
equivalent wages c; for each period F output.
Notice that we can write ¢; = w; — m; where w; is
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the expected period S wage when the realized
period F output is i and m; is the associated risk-
premium. Since (w;; — wy9) = Ag is independent
of i, and A’s utility exhibits constant absolute
risk-aversion we then get my = m; = m. Hence
factoring out the common term exp{n/2} from A
utility, the period F problem can be seen as having
the same form as the two period S sub-problems
with a different IR constraint for A. Hence, as
before, the difference Ar = (W, —Wwy) does not
depend on A’s reservation utility and in fact Ax =
Ag = A. For the same reason ey = eg = e.

Using A = Ag = Aand e = eg = e we then
get that the optimal incentive scheme is linear in
output in the sense that wy; = wjg = wgg + A
and wj; = woo + 2A. Given wyg, the wage
increases by a fixed amount A for each unit of
realized output over the two periods.

In the simple model we have used here output
is either 1 or 0. The linearity result holds in the
same model (with an arbitrary finite number of
periods) when there are N possible output realiza-
tions each period. In this case the incentive
scheme is linear in accounts — in essence linear
in a vector of variables that count the number of
realizations of each possible output level.

Hellwig and Schmidt (2002) clarify that line-
arity in accounts need not imply linearity in
aggregate output, and in fact some additional
assumptions are needed for the latter to hold.
They show that if A can destroy output unnoticed,
and P only observes aggregate output at the end of
the last period, then the (approximately) optimal
incentive scheme is indeed linear in aggregate
output.

Both Holmstrom and Milgrom (1987) and
Hellwig and Schmidt (2002) are principally
concerned with a continuous-time model in
which A controls the drift of a (multi-dimensional)
Brownian motion process that represents output.
The continuous-time version of the problem yields
elegant closed-form solutions that confirm the lin-
earity result. Hellwig and Schmidt (2002) analyse
in detail the status of the continuous-time model as
the limit of discrete-time models.

The linearity of incentive schemes is of great
interest in applications because of the prominence
in practice of linear (or approximately linear)
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incentive schemes. In all known theoretical set-
tings, linear optimal incentive schemes rely on
exponential utility functions for both .4 and P,
whenever the latter is not risk-neutral. Stochasti-
cally independent periods also play a crucial role.

Finally, the tight linear characterizations of
intertemporal incentive schemes also rely on P’s
ability to commit in advance to an incentive
scheme, and on A’s ability to commit not to quit
before the end. The question of whether a
full-commitment long-term contract can be
implemented via a sequence of short-term con-
tracts has been analysed in a general context by
Malcomson and Spinnewyn (1988), Fudenberg
et al. (1990) and Rey and Salani¢ (1990).
A common thread of this literature is that P’s
ability to monitor .A’s savings decisions plays a
key role in the possibility of short-term implemen-
tation of long-term contracts.

Recent Developments

Since its inception the literature on agency prob-
lems and applications has grown dramatically,
influencing many areas of economics ranging
from development to finance. Agency theory has
found a prominent place in many graduate and
undergraduate programs in economics. Recent
texts that provide a comprehensive treatment of
the field include Salani¢ (2000), Laffont and
Martimort (2002) and Bolton and Dewatripont
(2005). Recent developments in the actual analyt-
ical framework relax some of the basic assump-
tions of the canonical model.

Eliaz and Spiegler (2006) and O’Donoghue
and Rabin (2005) focus on the underlying
behavioural assumptions. The first paper tackles
an environment in which agents may differ in their
cognitive abilities, which generates dynamically
inconsistent behaviour. The second paper is
concerned with the effect of present bias in the
agent’s preferences on the optimal incentive
scheme. In both cases the optimal incentive
scheme becomes more realistically ‘sensitive to
detail’ than in the standard case.

Besley and Ghatak (2005) focus on the case of
motivated agents in the provision of a public
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good. Motivated agents do not always regard
effort as a cost. This has important effects on
incentive design, which in turn sheds light on the
nature of non-profit organizations.

See Also

Contract Theory
Incentive Compatibility
Incomplete Contracts
Mechanism Design
Moral Hazard
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Agent-Based Models

Scott E. Page

Abstract

Agent-based models consist of purposeful
agents who interact in space and time and
whose micro-level interactions create emergent
patterns. Agent-based models consist not of real
people but of computational objects that interact
according to rules. The four primary features of
agent-based models — learning, networks, exter-
nalities, and heterogeneity — though previously
far from neoclassical economics, have become
part of the mainstream. Agent-based models
allow us to consider richer environments that
include these features with greater fidelity than
do existing techniques. They occupy a middle
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ground between stark, dry rigorous mathematics
and loose, possibly inconsistent, descriptive
accounts.
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An economy consists of agents who interact in
space and time and who act purposefully choosing
their actions, their strategies, and their locations
with some objective in mind. This purposefulness
implies that they respond to incentives and infor-
mation in predictable ways at the individual level,
but it makes for complex aggregation. The aggre-
gation of micro-level behaviours and interactions
can create trading patterns, price bubbles and
business cycles that were not built into the econ-
omy. They emerge from the bottom up. It is these
patterns and regularities which economists seek to
understand, explain, and predict, and which
policymakers try to alter for the better.
Agent-based models of economies, like real
economies, consist of computational objects that
interact according to rules. Agent-based modelling
allows us to consider richer environments with
greater fidelity than do existing techniques
(Tesfatsion 1997). This increased fidelity results
from the inductive nature of the modelling enter-
prise. When constructing an agent-based model, we
are constrained only by our imagination and inter-
est. In contrast, when constructing a mathematical
model, we must always be concerned with analytic
tractability. This constrains our endeavours. The set
of models that one believes to be tractable is small
when compared with the set of models worth
exploring. Thus, the flexibility and potential for
realism enlarge the set of questions economists can
explore (Anderson et al. 1988; Arthur et al. 1997).

Agent-Based Models

By freeing us from considerations of provability,
agent-based models focus us on those aspects of the
world that we believe most relevant. We can then
encode the relevant assumptions in a computer pro-
gram and allow the logical implications to iterate.
Owing to the inductive nature of the enterprise, we
do not know results a priori. Some agent models
produce a chaotic mess and their assumptions need
to be rethought. But often agent-based models pro-
duce interesting results, and these results can then be
supplemented with analytic ones. We can much
more easily prove a result when we know the
answer. Thus, at a minimum, agent-based models
can be thought of as a powerful engine for generat-
ing insights. Many mathematical theorists even
admit that they use agent-based models for this
purpose. But agent-based models can do far more.

The Benefits of Agent-Based Models

Proponents claim that agent-based models will
advance the discipline because they can include
more realistic assumptions about behaviour, struc-
ture and timing — that they have greater resonance.
These claims ring true. Agent-based models look
and feel more like real economies. All else equal,
more realism improves models. The benefits of
greater fidelity and realism in modelling behaviour
can also be seen in the contributions of behavioural
economics (Camerer 2003). Agent-based models
go further than behavioural models by also taking a
realistic approach to modelling interaction struc-
tures and the timing of events (Kirman 1997).

The four primary features of agent-based
models — learning, networks, externalities and
heterogeneity — which once lied outside of the
mainstream have all received growing interest
from economists over the past two decades. That
said, despite what their advocates claim, agent-
based models are not likely to lead to a complete
rethinking of economics or of social science. No
matter how they are implemented, be it mathemat-
ically or computationally, economic models
will always have consumers and producers. Con-
sumers will still choose bundles of goods with an
eye towards getting high utility. Producers will
still try to buy low and sell high. And markets,
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most of the time, will come close to efficiently
allocating goods and services.

As Holland and Miller (1991) stated early on,
agent-based models occupy a middle ground
between stark, dry rigorous mathematics and
loose, possibly inconsistent, descriptive accounts.
We should not expect that middle ground to differ
in kind from the two end points. We might, though,
expect a better, more comprehensive economics.
Thus, the real contribution of agent-based models
will more likely be to push theory into places it has
heretofore ignored or avoided. Thus, we should not
expect a revolution based on this new methodol-
ogy, but we should expect absorption. Like exper-
imental economics, agent-based modelling should
become one more row of street lights for econo-
mists to stand underneath (de Marchi 2005).

When first introduced, agent-based models
were somewhat controversial. This was caused
by claims that they combined the precision of
Samuelson with the scope and breadth of Keynes.
Critics responded by dismissing agent-based
models as simulations, as mere examples or sets
of examples, to be contrasted with the general
truths revealed by mathematics-based theory.
Both sides were partly correct. Agent- based
models are logically consistent. Agent behaviour
is encoded in computer programs and the model
proceeds according to the rules embedded in those
programs. An agent-based model can be thought
of as an enormous recursive equation being
cranked over and over. What could be more log-
ical and rigorous than that? Of course, codes can
contain errors, as can computer software, but this
is hardly a damning critique. The modern practice
of programming and testing minimizes those
errors and, fortuitously, most coding errors
become apparent in the implementation stage.

I noted above that agent-based models can
include diverse agents, geographic and social
space, externalities, and learning. Many agent-
based models include a// of these features. These
models can generate equilibria, emergent patterns
and structure, and complexity. All of these can
even occur in the same model but on different
dimensions, just as in the real economy. Prices
may attain something close to an equilibrium,
information and trade networks may form
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patterns, and the inventory levels of suppliers
may be complex and unpredictable.

The output flexibility of agent-based models
leads some to jump to the inaccurate and unfortu-
nate conclusion that agent-based models preclude
equilibrium analysis. True, agent-based models
naturally allow for dynamics, but this does not
mean that they cannot attain equilibria. These
equilibria are not assumed by generated (Epstein
2003). The generative claim that ‘if you didn’t
grow it, you didn’t show it’ should be ignored at
our peril. Proving that an equilibrium exists and
showing that it can be attained and maintained are
separate findings. But not all agent-based models
generate the equilibria predicted by mathematics.
They fail because attaining equilibrium often
requires slow learning rates and lots of agents.
Sometimes, though, they fail because the mathe-
matics contains errors (Page and Tassier 2004).

Attaining equilibria to complement mathemat-
ical analyses (Judd 1997) is not the reason to use
agent-based models. They are better suited to
exploring those parts of the economy that are com-
plex or on the boundary between complexity and
equilibrium. Even critics of agent-based modelling
admit the appeal of exploring complexity, but they
question what we learn from individual models.
Mathematical theorems prove results for entire
classes of functions. Arrow, Debreu and McKenzie
proved theorems for any convex preferences, not
just for preferences derived from Cobb—Douglas
utility functions. Agent-based models, at least for
now, assume particular functional forms. Mathe-
matics therefore gives us the kind of general results
on which a science has traditionally been built.
Agent-based models do not. This is only partly
true. These critics are less than honest about the
current state of our knowledge (Leombruni and
Richiardi 2005). Although mathematical theorems
are general and agent-based models are particular,
that is not the whole story. In economics, general
results are few and far between. Many papers
(a) assume specific functional forms rendering
them examples not general truths, or (b) consider
restrictive classes of functional forms such as
quasi-linear preferences, or (¢) rely on dubious
assumptions such as the monotone likelihood
ratio property or independent signals.
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Imagine the space of all possible economic
environments as a room. Far too many theorems
create small boxes in the corner of that room. Those
boxes may not contain many real economies.
Agent-based models, though only points (of light
perhaps), can be scattered throughout the room
wherever we like. We may need boxes to build a
science, but a room full of light is better than a stack
of boxes in the corner. And ideally, we can use the
lights to construct boxes that fill the room.

Several excellent surveys describe the contri-
butions of agent-based modelling as well as the
enormous potential of this new methodology (see
Tesfatsion and Judd 2006, for surveys of several
fields). This affords me the opportunity to use
these pages to explore ideas related to agent-
based models. I take three ideas that are funda-
mental to agent-based models and at the same
time not familiar to most economists: people as
objects, complexity, and emergence. In discussing
these ideas, I explain why each is important to the
study of economics.

Economic Actors as Objects

As 1 mentioned, agent-based models contain
agents who follow rules. In the language of com-
puter science, these agents are objects that exhibit
rule-based behaviour. These objects can represent
people, families, or firms. In constructing an
object, the modeller must consider (a) the nature
of the rules, (b) how the rules interact, and (c) the
determinants of agent activation (Kirman 1997).
The behavioural rules can vary in their sophisti-
cation. The economic agents can follow simple
fixed rules that are naive and routine. In a spatial
Prisoner’s Dilemma game, agents can play a
strategy that always cooperates, or they can be
extremely sophisticated. Incidentally, if agents
play an equilibrium strategy in a game, they fol-
low a fixed rule as well, but that simple fixed rule
may take some effort to find.

It is in the region between primitive rule fol-
lowing and full cognitive closure where we might
expect to find real people and firms. An assump-
tion of naive rules understates human abilities and
an assumption of full rationality overstates them,
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at least in non-trivial contexts. Human behaviour
is more dynamic. We adapt and change our behav-
iours according to what works well. Sometimes
we follow higher- order rules that allow us to
learn to change our behavioural rules. But
this learning algorithm — be it fictitious play,
Hebbian learning or experience-weighted learn-
ing (Camerer 2003) — is nothing more than a fixed
rule. Sometimes we even apply learning rules on
top of learning rules: we learn how to learn. These
are all types of individual learning. We also learn
socially. We mimic more successful people.
Social learning is also rule-based. We have a rule
for how we learn from others. Individual and
social learning create different dynamics (Vriend
2000). Social learning supports less diversity than
does individual learning.

Agent-based modellers must also make
explicit assumptions about the intelligence and
adaptability of agents. Regardless though of how
sophisticated or adaptive these agents may be,
they still follow rules embedded in the computer
code. So the agent-based models can be thought of
as the recursive accumulation of those rules. Lest
this seem unrealistic, economies can also be
thought of as accumulated rules. People and
firms follow rules, those rules may change, but,
nevertheless, the total output of an economy and
its allocation are determined by the accumulation
of those rules, as are prices.

The conception of agents as objects requires
explicit rules for how objects interact with one
another. The agents must be situated in an inter-
action structure (Epstein and Axtell 1996). These
interaction structures can be represented in space
or in networks that encode geographic, sociolog-
ical, or feature-based differences (Riolo et al.
2001). Feature-based, social and geographic
spaces are more similar than might be thought.
Two agents with similar features or social stand-
ing are more likely to interact than two agents with
diverse features or social standings, just as two
agents at nearby locations are more likely to inter-
act than two agents who are far apart.

Finally, the idea of agents as objects demands
explicit consideration of agent activation. In
what order do the agents get called to take their
action? Do they get called simultaneously or
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sequentially? If the former, how are conflicts
settled — what if two agents choose the same
trading partner? If the latter, is that order indepen-
dent of the agents’ incentives to update, or do the
agents who benefit most by updating their behav-
iour move first (Page 1997)? The nature of results
can often hinge on how timing is implemented
and timing interacts with other features (Nowak
et al. 1994).

The interactions between timing, interaction
structures, and rules can alter the performance of
amodel. These interaction effects support the idea
of richer model. This last observation leads into
what I call the irony of robustness. Agent-based
models are considered to be less robust because
‘you can get any result’ by changing a few
assumptions (Miller 1998). Seemingly minor
changes in the timing of events or the network
structure can have large effects on the outcomes of
some models. Herein lies the irony. Results that
depend crucially on these assumptions should not
be seen as a weakness of agent-based models, as
evidence that they have too many moving parts.
Instead, the lack of robustness of these models can
be seen as a critique of the starker mathematical
models. The starker models ignore the very fea-
tures of the economy that have been shown in the
agent-based model to matter (Andreoni and Miller
1995). As Mason and Wellman (2005) point out in
their survey of the market design literature, many
mathematical theorems lack detail about how,
where, and when trade takes place. We should
therefore think of theorems that exclude assump-
tions about time and place as incomplete. Decades
of experiments with human subjects confirm this
insight. Minor changes in how we run experi-
ments can have enormous effects on outcomes.

Emergence

Modellers implement agent-based models in com-
putational platforms that permit graphical repre-
sentations of outcomes. This has had profound
implications (both good and bad) for the growth
and direction of the methodology. The graphical
interfaces have revealed what are called ‘emergent
phenomena’: meso- and macrolevel phenomena
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that arise from the micro-level interactions of
agents. Agent-based models produce emergent
patterns and structures. Emergence was thought
by some to be a clever bit of marketing but logi-
cally vacuous. And any initial tests for emergent
phenomena were based on ocular statistics
(Bankes 2002). Look! Emergence! But since the
mid-1990s emergence has become a scientific
concept with several definitions.

To understand emergence, we must first recog-
nize that a structure or entity can have multiple
levels of explanation. A crowd’s movements can
be explained as if the crowd were a single entity or
as the accumulation of individuals’ movements. If
a entity’s actions can be explained equally accu-
rately at a higher level — if the individuals really
move as a crowd — then it is emergent. One of
the simplest examples of emergence arises in
Conway’s Game of Life (Poundstone 1985).
Fixed automata rules on a lattice produce gliders.
These gliders move diagonally across the space.
The movement of the gliders can be explained by
an appeal to the micro-level rules of the automata,
but it can be more succinctly explained at the level
of glider. Hence, the glider can be said to emerge.

In economies and societies, many things
emerge: prices, cities, trade patterns, information
networks, and cultural norms, to name just a few
(Tesfatsion and Judd 2006). These features of our
world matter for economies. Cities matter. Trade
networks matter. Culture matters. Social science
needs ways of understanding how these things
come to be as well as how they influence the
performance of economic and political systems.
Agent-based models offer a route to those under-
standings that complements our mathematical
approaches.

Complexity

Agent-based models can generate complexity and
allow us to explore its causes, thereby interweav-
ing the methodology of agent-based models with
the theoretical idea of complexity. The four main
features of agent-based models are diverse agents,
situated in an interaction structure, whose actions
create interactive effects (externalities), which
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adapt, evolve or learn each contribute to the level
of complexity a model produces (Axelrod and
Cohen 2000). These features can be thought of
as choice variables. We can imagine a knob for
each feature — a diversity knob, a connectedness
knob, an externality knob, and a learning rate
knob. The agents can be nearly homogeneous or
very diverse. The space can be sparsely connected
or highly connected. The interactions can be few
and small or numerous and large, and the agents
can adapt not at all or instantaneously. By turning
these knobs, we can create complexity.

If we set all of the knobs at low levels, the
resulting model usually settles into an equilibrium
or a simple pattern. Wolfram’s amazing cellular
automata models and the Game of Life notwith-
standing, most models with identical agents
loosely connected with mild externalities and little
learning do not produce much complexity. They
tend to settle into equilibria or cycles. Turning up
individual knobs creates complexity: complicated
patterns and elaborate interacting emergent struc-
tures, such as trading patterns. As we turn the
knobs further one of two things happens: equilib-
rium or chaos.

Often, by turning up the connectedness knob,
we lead the system back towards equilibrium.
When every agent connects to every other agent
the environment becomes simpler for reasons
explained by the central limit theorem. Diversity,
externalities, and learning all get averaged out and
the system stabilizes. In contrast, in many of these
same models turning up the externality knob cre-
ates to chaos. If agents’ actions have large external
effects on other agents, the system does not settle
down, but spins out of control. Complexity then
can lie either between order and order or between
order and chaos.

The existence of complexity depends upon
having the right level of interplay between the
agents. Interplay is a measure of how often and
how much the behaviour of other agents influ-
ences the behaviour of any individual agent. The
four knobs all adjust the level of interplay. As
agents become more diverse, they take more
extreme actions, increasing interplay. As agents
become more connected and more interactive,
interplay also increases. More agents have larger
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effects on each individual agent. Finally, the more
agents change their behaviour, the more they
cause other agents to change. This too increases
interplay.

Social systems differ from physical systems in
that these knobs are not fixed. In human systems,
the agents can tune these knobs. They can
choose to be more or less diverse, connected,
interdependent, or reactive. The idea of adjustable
levels of interplay raises the question of whether
we should expect social systems to generate equi-
librium, complexity or chaos. Changes in the level
of interplay can transport a system out of equilib-
rium and into complexity. Alternatively, if agents
want order, they can have it by slowing down or
becoming less interdependent. Whether equilib-
rium or whether complexity may be a choice. We
might assume that agents seek out equilibria, that
they want stability. But agents may also desire
complexity, for with complexity comes opportu-
nity. Probably no one wants chaos though, and the
ability to dial the knobs back to prevent it is
invaluable. Thus, the fact that some parts of the
economy appear more complex than others may
be predictable based upon the incentives for
ramping up or dampening levels of interplay
between the agents.

The Future of Modelling

To summarize, agent-based modelling offers a
new methodology, a new tool for economists and
social scientists. One cannot resist the temptation
to talk about how existing research presents
just the tip of the iceberg, that we have just
begun to scratch the surface, but these metaphors
fail. Some icebergs should remain sunk and some
surfaces should remain unmarred. The case for
agent-based modelling cannot be simply one of
opportunity — we have a new tool, let’s build
something with it. We need reasons to believe
that the submerged part of the iceberg merits
exploring.

Resonance provides one strong reason. Agent-
based models contain people and firms embedded
in interaction structures. These people and
firms have conceptualizations of problems and
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situations. At times, they adhere to routines. At
times, they experiment.

And at times, they learn from those who are
most successful. Real people and real firms
behave similarly. These models also produce
emergent structures. And, they sometimes result
in complexity and sometimes settle into equilib-
ria. Herein lies a second reason for agent-based
models. We should not think of the economy as
either having attained equilibrium or to be
exhibiting complex dynamics, for it has both
properties simultaneously. Parts of the economy
equilibrate. Shares of oil production across OPEC
members resemble sequences of equilibria that
respond to shocks. Other parts do not. The
monthly, weekly, daily, hourly, and second-by-
second fluctuations of the stock market create
complex patterns (Palmer et al. 1994). Agent-
based models allow us to explore this complexity,
a large and important part of the iceberg.

I would like to thank Ken Kollman and Rick
Riolo for comments on earlier drafts.
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Agents of Production

F. Y. Edgeworth

The causes or requisites of production, often
called ‘agents of production’, may be divided
into two classes: human action and external
nature; commonly distinguished as ‘labour’, and
‘natural agents’. The first category comprises
mental as well as muscular exertion; the second,
force as well as matter. To the second factor is
sometimes applied the term land: in a technical
sense, denoting not only the ‘brute earth’, but also
all other physical elements with their properties.
But this term is more frequently employed in
another classification, according to which the
agents of production are divided into three
classes — land, labour, and capital. Of the two
classifications which have been stated the former
appears the more fundamental and philosophical.
That “all production is the result of two and only
two elementary agents of production, nature and
labour,” is particularly well argued by Bohm-
Bawerk in his Kapital und Kapitalzins, pt. ii.
p. 83. ‘There is no room for a third elementary
source,” he maintains. This view is countenanced
by high authorities, of whom some are cited
below. Even J.S. Mill, who is disposed to make
capital nearly as important as the other members
of the tripartite division, yet admits that ‘labour
and natural agents’ are ‘the primary and universal
requisites of production’ (Political Economy,
bk. i, ch. iv, §; 1). Prof. Marshall, dividing the
subject more closely, thinks ‘it is perhaps best to
say that there are three factors of production, land,
labour, and the sacrifice involved in waiting’
(Principles of Economics, p. 614, note).

In the case where both labour and natural
agents are required, the most frequent and impor-
tant case, the question may be raised whether
nature or man contributes more to the result.
According to Quesnay (Maximes, p. 331), land is
the sole source of riches. According to Adam
Smith, in manufactures ‘nature does nothing,
man does all” (Wealth of Nations, bk. ii, ch. v).
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The better view appears to be that the division of
industries into those in which labour does most
and those in which nature does most is not signif-
icant. It is like attempting ‘to decide which half of
a pair of scissors has most to do in the act of
cutting’ (Mill, Political Economy, bk. i, ch. 1, § 3).

Agents of production may be subdivided into
those which are limited, and those which are prac-
tically unlimited. This distinction applies princi-
pally to natural agents. For labour may in general
be regarded as an article of which the supply is
limited. The ownership or use of those agents of
production which are limited and capable of being
appropriated acquires a value in exchange. Hence
rent of land and wages of labour take their origin.

To account for the difference in the rents paid
for different lands, it has been usual, after Ricardo,
to arrange the lands in a sort of scale of fertility:
No. 1, No. 2, and so on. Upon this classification it is
to be remarked that productivity, the real basis of
the differences in question, does not vary according
to any one attribute, such as the indestructible
powers of the soil, or proximity to the centres of
industry; but upon a number of attributes (compare
B. Price, Practical Political Economics, chapter on
‘Rent’). Moreover, a scale in which lands, or other
natural agents, were arranged according to their
productive power, would hold good only so long
as the other factor of production, human action,
might remain constant. A light sandy soil may be
more productive than a heavy clay, so long as the
doses of labour applied to each are small. But the
order of fertility may be reversed when the cultiva-
tion is higher. As Prof. Sidgwick remarks ‘these
material advantages’ [afforded by natural agents]
‘do not remain the same in all stages of industrial
development: but vary with the varying amounts of
labour applied, and the varying efficiency of instru-
ments and processes’ (Political Economy, bk. i,
ch. iv, § 3). Compare Prof. Marshall, Principles of
Economics, bk. iv, ch. iii, § 4.

A similar difficulty attends the attempt to
arrange the other agent of production, human
labour, in a scale of excellence; whereby to deter-
mine what has been called Rent of Ability. Prof.
Macvane has noticed this difficulty in an article on
‘Business Profits’ in the Quarterly Journal of
Economics (Harvard) for October 1887. Prof.
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Walker, in a reply to Prof. Macvane in the same
journal, April 1888, admits and very happily illus-
trates the difficulty (p. 227).

[On this subject as many references might be
given as there are treatises on political economy.
The twofold classification above indicated is illus-
trated by the following: Hobbes, Leviathan, begin-
ning of ch. xxiv (‘The plenty of matter’ consists of
‘those commodities which from the two breasts of
our common mother, land and sea, God usually
either freely giveth, or for labour selleth to man-
kind’). Petty, Treatises on Taxes (3rd edn, 1685),
ch. viii, p. 57 (labour the father, land the mother, of
wealth). Berkeley, Querist, Query 4 (“Whether the
four elements and man’s labour therein be not the
true source of wealth”). Cantillon, Essay, pt. i, ch. i
(land the matter and labour the form of riches).
Courcelle-Seneuil, Traité théorique, bk. i, ch. iii.
Hearn, Plutology, ch. ii.
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Hugh Rose

Temporary Equilibrium

Postulate an elementary period or instant, which
may be arbitrarily short. There is a set of param-
eters given or determined at its outset. They
change only from one instant to the next. Within
an instant some markets are cleared. In this tem-
porary equilibrium the economy moves from
instant to instant in accordance with the laws
governing the behaviour of the parameters.

Hicks (1939, p. 122) stated that there will
nearly always be some goods whose production
can be changed within the instant. Applying this
principle to macroeconomics Hicks (1937) treated
labour as a perfectly variable factor for the indi-
vidual entrepreneur, so that, in his interpretation,
the Keynesian IS-LM equilibrium, or its full-
employment counterpart, is the economy’s tem-
porary equilibrium, with employment, output and
interest rates determined within the instant, given
the parametric stock of capital etc. This is still the
standard temporary-equilibrium concept in mac-
roeconomics. A point not lying on the IS curve is
usually regarded as indicating a net excess
demand for goods.

But there are two serious difficulties. First there
is the well-known crux concerning Walras’ Law
when there is involuntary unemployment in the
IS-LM equilibrium. How can there be an excess
supply of labour when there is no excess demand
for anything else? The ingenious distinction made
by Clower (1965, ch. 5) between ‘notional’ and
‘effective’ excess demands solves the problem
formally, but prompts the question why it is
required in macroeconomics when the rest of eco-
nomics manages without it.

Secondly there is a strong case for assuming
that labour, like capital, is a quasi-fixed factor for
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the individual entrepreneur, given or determined
parametrically at the outset of each instant. For
there are costs of hiring and firing people, and
even of varying significantly hours worked, at
short notice. But this suggests that macroeconom-
ics should be based not on Hicks’s principle but on
the Marshallian concept of a temporary equilib-
rium relative to a given state of expectations, in
which market prices equate demands in each
instant to outputs predetermined at its outset.
Actually a macroeconomic temporary equilib-
rium of this kind was devised long ago. One of its
inventors was Keynes himself. Keynes’s econom-
ics was Marshallian in this respect from the Trea-
tise on Money (1930, chs. 9-11) to the General
Theory (1936) and beyond. The contrary belief
regarding the General Theory expressed, for
example, by Hicks (1965, pp. 64-6) will be
shown to be incompatible with the evidence.
Keynes’s object in the Treatise on Money
(1930, Preface, p. v) was to find a method of
analysing dynamic processes towards and around
a longer-run equilibrium. With the same end in
view we shall present a model of temporary equi-
librium under assumptions of constant returns to
scale and labour-augmenting technical change, in
order that a longer-run equilibrium may be one of
steady growth. As in the Marshallian theory of
relative prices, the dynamics will depend on revi-
sions of short-term expected (or ‘normal’) prices
when the prices of the temporary equilibrium turn
out to be different from them. ‘Hicksian’ dynam-
ics is somewhat pressed to find convincing sub-
stitutes for this lag, on which the Marshallian
distinction between market and short-term normal
prices is based. We shall show how it can be used
in constructing a set of dynamic equations that
accomplish Keynes’s objective in the Treatise on
Money and enable us to put into a unified frame-
work a great variety of macrodynamic theories.
But it may be useful to begin by expressing our
general approach to aggregative analysis. The
subject-matter of macro-economics is, we believe,
the behaviour of index numbers, of final output,
employment, the stock of capital, interest rates,
the general price-level, etc. It is foolish to assume
that their components are homogeneous, since
index numbers are required just because they are
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not. We also dissent from the idea that there exists
a fundamental non-aggregative system with
which they should be consistent. The decision to
be made is how far to disaggregate, not how to
justify departures from this imaginary construct.
Our purpose here will be served at the highest
level of aggregation.

The index numbers are taken to reflect the
average (or representative) behaviour and experi-
ence of economic agents. The deviations from the
average are not predicted by the model, and so
could not be inferred from it even if everyone
knew it in detail.

Supply

We assume a closed economy, so that total money
income equals the value of final output. Real final
output ¥ = Kf(x), where K is the inherited stock of
capital, x = N/K, and N is the demand for labour in
efficiency units. For simplicity perfect competition
is assumed. At the outset of an instant firms choose
x by maximizing the profits expected to accrue in
it. Thus optimum x depends on short-term expec-
tations. If p is an index of prices expected for the
instant and w an index of money wages per effi-
ciency unit of labour, x maximizes pf(x) — wx.
Necessary and sufficient conditions for an interior
maximum are f'(x) = w/p and f'(x) < 0 Given p,
w, and K, then, both output, ¥, and the sum of
expected money incomes, pY, are parameters for
the instant.

Prices and Windfall Profits

Actual incomes may differ from pY. Let O be the net
sum of unexpected incomes deflated by pK. Thus
money incomes deflated by K are p[fix) + O]. If &
is the price level of final output, by definition
flx) = p ([fix) + O], so that Q will turn out to
be 20 according as the market determines 7
to be Zp within the instant. Since output
is completely inelastic within the instant, pQ =
(m — p) fix) = [nflx) — wx] — [pAix) — wx] is the
net sum of unexpected or windfall profits deflated
by K. (In the Treatise on Money Keynes apparently
defined windfall profits as the excess of entrepre-
neurs’ actual over long-term normal renumeration
(1930, pp. 124-5). The definition here follows
from our having adopted his assumption in the
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General Theory (1936, ch. 5) that current employ-
ment of labour depends on short-term expecta-
tions, so that windfalls become the excess of
actual over short-term expected profits.)

Excess Demand for Final Output

We assume pK-deflated planned investment and
saving to be functions /(Q, r, x) and S(Q, r, x)
Planned saving is expected income minus planned
consumption. 7 is an index of the general level of
real interest rates. The pK-deflated excess demand
for final output is

X, =1(Q,r;x) —S(Q,r;x) — Q

The subscript g is for ‘goods’. The semicolon
preceding x indicates that it is a parameter for the
instant. [, may be negative, since unexpectedly
high prices may induce disinvestment in invento-
ries. The sign of Sy is ambiguous: a negative
income effect may be outweighed by a positive
substitution effect of unusually high or low « in
relation to p. So is the sign of S,. But we assume
that /o — Sp — 1 and I, — S, are both negative. I is
non-negative, but is positive if long-term expec-
tations of profit move in the same direction as
short-term expectations of it. Finally S,, which
has the sign of the marginal propensity to save,
is assumed to be positive.

n will rise or fall (given p) according as X, is
positive or negative. So, therefore, will Q.

Excess Flow Demand for Money

There is a central-banking system. We abstract
from the note issue. Commercial banks’ reserves
at the Central Bank, deflated by pK, are R. The
public’s pK-deflated demand for commercial
banks’ deposits is a function, L(Q, r; x, 1) where
A is the parametric expected rate of inflation of
p- L, is negative and so is L. Lo may be zero. In
any case its sign is ambiguous. There may be a
positive income effect. But since a portion of loans
is normally kept on deposit, when a rise in
0 reduces the demand for inventories (and corre-
spondingly the demand for bank loans) the bor-
rowers’ demand for deposits may also be reduced.
Finally L, may be negative. For the rise in
expected profits with x may increase confidence,
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reducing the demand for liquidity. (Transactions
demand is already largely accounted for by
expressing the demand as a ratio to pK.)

The public as a whole can make deposits what-
ever it wishes them to be by altering its borrow-
ings from the banks. There can be no inevitable
net creation of ‘derivative’ deposits by the banks
themselves as they attempt to remove a net surplus
of reserves, when the public commands the vol-
ume of bank loans at the banks’ current loan rates.
For a discussion of the genesis of deposits see
Rose (1985, section 4).

It is convenient, but not essential, to assume
that deposits are momently equal to the stock
demand for them. The banks, however, have, at
the outset of an instant, reserves that are not, in
general, what they need. Let ¢ be their desired
ratio of reserves to deposits, assumed constant
for simplicity. When cL differs from R they try
to reduce the gap during the instant by active net
hoarding. Its extent is assumed to be B(cL — R),
where B is a positive adjustment coefficient.

But there may also be passive net hoarding. The
theory of the precautionary demand for money
suggests that, since the terms for unexpected trans-
actions between money and securities at short
notice are apt to be worse than those for expected
transactions between them, the optimum strategy
should involve a temporarily passive response to
unexpected net receipts, i.e., passive net hoarding
of them. Now unexpected net receipts arise when
Q is non-zero. We therefore assume that passive net
hoarding is Q(0 < o < 1), with o constant.

The pK-deflated excess flow demand for
money (reserves and deposits) is therefore

Xm = PlcL(Q,r;x, 1) — R] +a0 —R

the subscript m is for ‘money’.

Walras’ Law

Since final output is a parameter, the temporary
equilibrium is an equilibrium of exchange. The
sum of the values of the excess demands for
goods, securities, and money must be zero. The
excess demands for factors are irrelevant during
the instant, owing to the assumption that factor
employments are fixed at its outset. The problem
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encountered in the Hicksian theory simply does
not arise here.

Excess Flow Demand for Loanable Funds

The excess supply of securities is the excess
demand for lonable funds, whose pK-deflated
value is X Therefore by Walras” Law

Xe=1(Q,r;x) = S(Q,r;x) — QO
+ BleL(Q,r;x, 1) — R] + 0Q — R

The subscript f'is for ‘funds’. » will rise or fall
according as Xris positive or negative.

The Temporary Equilibrium with Parametric R
If the Central Bank sets R for the instant, R = 0.
The adjustment of 7 and = (or equivalently Q) puts
Xr and X, to zero, establishing a unique equilib-
rium if, in addition to the inequalities /o — Sp—1
<0, I,—S,<0, and L, < 0, the condition
o — So—1) L, — U, — S,) Lo > 0is satisfied.
The equations are

1(Q*,r*;x) — S(Q, r*; x)

= Q"all(Q",r*;x) — S(Q", r*; x)]

= BIR — cL(Q",r"; x, )]
m=p+pl"—S)

(The asterisks indicate equilibrium values.)
The first is Keynes’s Fundamental Equation
(viii) (1930, p. 138). The third is the form assumed
by his Fundamental Equation (iv) (1930, p. 137)
when windfalls are defined as in section “Prices
and Windfall Profits” above. The second is more
general than its counterpart in Keynes. For he
assumed that there is no passive net hoarding,
i.e., that o = 0. The consequence is his ‘liquidity
preference’ theory of interest, L (Q*, r DX,
A) = R/c.

He held to this aspect of his temporary equi-
librium not only in the Treatise on Money and
immediately after it (Keynes 1973a, pp. 224-5)
but also in and after the General Theory. The net
demand for funds represented by I'-S" is matched
by net loans from windfalls exactly equal to
it. Thus in a letter to Hawtrey written soon after
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the publication of the General Theory he insisted
that an increase in investment would not directly
raise ¥ because it would raise the demand for
securities by precisely the same amount (Keynes
1973b, p. 12).

But if o is positive /-S” is not fully matched by
net loans from windfalls. Active net dishoarding
must fill the gap, viz. ocI*-S*, and 7" must stand
above or below the level corresponding to
L" = R/c according as I'-S" is positive or nega-
tive. This is essentially the ‘loanable funds’ theory
of interest, for which see, e.g., Robertson (1940,

pp. 1-20).

The Question of Say’s Law

If rational conduct does imply that o is positive,
there is a decisive answer to the question whether
aggregate demand must be a determinant of the
economy’s behaviour, or equivalently whether the
‘classical’ theory of interest (Keynes 1936, ch. 14)
must be wrong. (For a fuller account of this sub-
ject see Rose (1985, pp. 1-17).) If for each pair of
values of x and 4 we can find a stock of reserves
with which the temporary-equilibrium equations
become

1(0,r%;x) =
cL(0,r%; x,

)

S(0,r*;x
L) =R*
Tt =

p

with #* > 0, the answer is no. The ‘classical’
theory of interest becomes valid, and, since
Q" =0, aggregate money demand, p[Y + K
(" -S89, and money income, 1 *Y, are equal
to and determined by the given sum of expected
incomes, p¥. If such an R" could always be found,
inflation, fluctuations, unemployment there might
be, but none of them due to movements of aggre-
gate demand for output. Moreover the appropriate
level of reserves can be found and sustained ‘with-
out the necessity for any special intervention or
grandmotherly care on the part of the monetary
authorities’ (Keynes 1936, p. 177). In effect Say’s
Law of Markets can be imposed whenever we
wish; for the market mechanism itself will guar-
antee that supply, pY, creates its own demand. To
impose it the Central Bank should stand passively
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ready to deal in securities with the member banks,
at their current prices, in exchange for reserves.
Both convenience and economic incentive will
induce the banks to accomplish their active net
hoarding via the Central Bank, the incentive being
the tendency of security prices to move against
them if they go to the market instead. Thus they
will adjust their reserves to the “demand” for them
in accordance with the equation R = f(cL — R).
But then, since a is positive, the second equation
in section “The Temporary Equilibrium with Para-
metric R” above implies /" = S*. The market
cannot support a non-zero I -S" when the banks
provide it with no active net dishoarding.

But if o were zero the second equation in section
“The Temporary Equilibrium with Parametric R”
would not imply Q" = 0 when R = ¢/". Instead
there would be many possible equilibria. Which of
them would eventuate would depend on which
value of R” were fortuitously reached in the adjust-
ment to cL”. The Central Bank’s policy could not
succeed in imposing Say’s Law. It would simply
render indeterminate the equilibrium at which I"-
S" was matched by net loans from windfalls. No
wonder Keynes was so insistent on his ‘liquidity
preference’ theory of interest!

In a system with no Central Bank, all money
consisting of the notes and deposits of non-
colluding commercial banks holding each others’
deposits as reserves, Say’s Law would always rule
if o were positive. For if R = ¢ = 0 then 0° = 0.

Process Analysis

Comparative Statics of Temporary
Equilibrium
Let m be the ‘potential’ supply of deposits, R/c.
We shall refer to it as the supply of money deflated
by pK.

The temporary equilibrium implies functions

Q*(x, m, /) and r*(x, m, 7). The signs of their
partial derivatives are of the first importance in
process analysis. What can be learnt about them
from the formulae obtained by differentiating the
equations of section “The Temporary Equilibrium
with Parametric R” and applying Cramer’s Rule,
together with the inequalities assumed there?
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Definite signs are attached to Foos Fa Qf,,, and
0. The first two are negative, of course, and in
consequence the last two are positive.

SignQ; = sign[(I, — S;)Ly — (I, — Sy)L,]. It may
easily be positive; for the marginal inducement to
invest, [, may exceed the marginal propensity to
save, S,, and L, may be negative (see section
“Excess Flow Demand for Money”).

Sign 1= sign[(fx + ﬁcLQ)(Ix -8 — (IQ—
So — 1)fcL,]. If Ly is zero and if, as one might
expect, /3 is large, sign r} = signL,.

Since the banks’ desired cash ratio will make
no further explicit appearance, the letter ¢ will
be given a new definition in section “The
Equations of Motion” below.

Capital Accumulation

Since the goods markets are cleared, actual and
planned investment are equal, Therefore
K/ K =1I"(x,m,2). An essential requirement i
snome theories of growth and all ‘over-
investment’ theories of the business cycle
(Haberler 1937, ch. 3) is that [, should be
non-negative. Now I} =1+ 17 +1p0;, so
that all is well if 7, and L, are negative and || is
small. In a Say’s-Law regime I = (I,.S, — I,.Sy)/
(S, —I,), which is almost surely positive. The
other two partials are positive if /, is negative
and |/| small.

The Dynamics of Short-Term Expectations
Three forces act on p from one instant to the next,
namely expected inflation, the excess of windfall
profits over windfall losses, and what we may call
cost push. Their action is expressed by

plp=2A+HQ) +o(w/w—2),0<c<1,.

with ¢ constant. H is an increasing function and
H(0) = 0, because windfalls cause trial-and-
error revision of short-term expectations. When
Q" =0 and w/w — A the inflation of expected
prices equals the expected inflation of them, A.
The cost push term, o(w/w — 4), allows for the
possibility that when the index of efficiency
wages rises or falls, firms expect prices to rise or
fall in other affected industries, diverting demand
to or from their own industry.
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The Dynamics of Efficiency Wages

Similarly three forces act on w, namely expected
inflation, the excess demand for labour, and the
indexation of wages to expected prices. Their
action is expressed by

w/w=21+F(x/v)+a(p/p—1),0<1t<1,

with T constant. Let N° be the supply of labour in
efficiency units and v be N°/K. Then x/v = NY/K.
When x = v unemployment equals unfilled
vacancies. The corresponding unemployment
rate is the ‘natural rate, kept in being by the
break-up of old jobs and imperfect information
about the new jobs that replace them. (Firms with
vacancies use their workers more intensively
while seeking to fill them, so that the vacancies
do not preclude the production of Y Kf(x).) The
unemployment rate is a decreasing function of x/v.
Unemployment is involuntary when x/v is <1. F'is
a non-decreasing function with F(1) = 0.

The Equations of Motion

Logic requires at<1; for w/w/p/p cannot be both
exclusively determined by x/v and exclusively
determined by Q". Therefore the development of
the economy is governed by the following
equations:

x/x =aH[Q"(x,m,A)] — bF(x/v)p/p — A
= cH[Q"(x,m, )] —gF (x/v)w/w —
= hH[Q" (x,m, )| —cF (x/v)v/v
=n—I"(x,m,2).

The first is from the derivative of log
1'(x) = log w/p with respect to time. The second
and third combine the equations of sections “The
Dynamics of Short-Term Expectations” and “The
Dynamics of Efficiency Wages.” The fourth is
from v/v = N'/N* —K/K, with n defined as
N°/N°, the growth of the supply of labour in effi-
ciency units. The coefficients are as follows:

a=¢(1-1)/(1—01) >0 withep =—f'(x)/xf"(x) > 0;
b=¢p(1-0)/(1—01)>0; c=1/(1—a7)>0;
g=0d/(1—01)>0; h=1/(1—01)>0.
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In conjunction with particular assumptions
about the behaviour of m, 4, and n, these equations
enable us to capture the essential characteristics of
many macrodynamic theories and to display their
interrelationships.

Processes with a Constant
Labour-Capital Ratio

If v = N°/K is a constant, v, the last equation in
section “The Equations of Motion” disappears.
Two interpretations are possible: either the change
in v over the relevant period is negligible, or
labour-augmenting technical progress equals the
growth of capital per worker. Processes with con-
stant v can therefore be regarded as occurring in
relation either to a short-period equilibrium with-
out technical change or to a long-period equilib-
rium with endogenous growth. The formal
structure is the same in both cases.

Keynes's General Theory

Expectations and Short-Period Equilibrium

In the General Theory the temporary equilibrium
converges to a Marshallian short-period equilib-
rium with no technical change. Keynes imagines
two ways by which it may be reached. In the
General Theory for the most part he assumes as
a short cut that short-term expectations are always
fulfilled (Keynes 1973a, pp. 602-3). At the outset
of an instant, entrepreneurs, correctly anticipating
the aggregate demand-price, choose the employ-
ment, x, that will maximize their actual profit,
7' f{x) — wx, since p = m. This is the case of the
‘instantaneous multiplier’; ¥" is determined at the
outset of each instant so as to make Q* =0, 1i.e,
I' = S, within it. However he does not insist on
this. If short-term expectations are not always
fulfilled, p is adjusted by trial and error from one
instant to the next. This process, along with the
assumption that during it the economy is in the
temporary equilibrium, is actually contemplated
at one point in the General Theory itself (Keynes
1936, pp. 123-4), and indeed later he wished that
he had made more of it there (Keynes 1973b,



Aggregate Demand and Supply Analysis

pp. 180—1). We may also wish he had; for by not
doing so he originated the myth that he was him-
self rejecting the Treatise on Money s Marshallian
conception of temporary equilibrium in favour of
Hick’s conception of it.

Money Wages and Employment

Keynes claims as a fundamental objection to the
‘classical’ theory the postulate that the real wages,
w/p, on which employment, x, depends are
directly affected by labour’s bargaining about
money wages (Keynes 1936, p. 13). Keynesian
unemployment is involuntary in a special way: it
cannot be directly eliminated by flexibility of
money wages. This dogma is first enunciated in
the Treatise on Money (Keynes 1930, p. 167),
where changes in w have no direct tendency to
bring about non-zero profits, Q", because, so long
as they are not allowed to affect interest rates, they
cause a proportionate change in the price level,
i =p+p I — ) fx). But that is so only if
they induce a proportionate change in expected
prices, p, leaving w/p, and so x, unaffected. In fact
he is assuming full cost push, ¢ = 1, so that, in
section “The Equations of Motion”x/x = aH(Q")
. Changes in employment are due solely to the
effect of Q" on short-term expectations of prices
in terms of wage units, p/w, not at all to changes in
the wage unit, w, itself, except in so far as they may
affect the parameters determining Q.

Not a strong foundation for a general theory!
Nevertheless there is a good reason for retaining
this possibility in our process analysis. In the
Hicksian temporary equilibrium the real wage
is likewise determined independently of the
money wage so long as m is given. When post-
Keynesians who adopt the Hicksian viewpoint
allow for some degree of money-wage flexibility,
the qualitative behaviour of their models will be
just as if there were full cost push.

The Trial-and-Error Process

If, for simplicity, one treats as a parameter the sup-
ply of money ‘in terms of wage units’, so that
m = kf’(x) with k a positive constant, the process,
with parametric 4, is x/x = aH [Q"(x, k' (x); 1)],
plp—A=c[HQ)+F x/v)], ww—i=
cF (x/v); for g=c when ¢ =1, and 7 =0
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because no wage-indexation is assumed. In
the equilibrium [which is stable if m Q) + O}k
f"(x) is negative] Q" =0, x' < ¥, and (p/p)"
— A= (w/w) —A=F (x'/7). Thus Keynes
really needs to assume wage inflexibility below
full employment, F (x/v) =0 for x < v, in
addition to ¢ = 1. Otherwise the equilibrium
would be upset by a systematic error about
expected inflation. The underemployment equi-
librium is then (0, 7, x") = S(0, 7, x"), L (0,7,
x5 =m =k, @plp) = Www) = 1, with
x <.

Say’s Law
If m* is such that Q" =0 for all x and 4,
the process is x/x = —bF (x/v), p/p — L = gF
(x/v), wiw — A = cF (x/v). When o is less than
unity and F is strictly increasing there is a conver-
gence to equilibrium at the natural unemployment
rate, with inflation of p and w at the rate 4, which is
not determined by the system. The equilibrium
equations are / (0, r, x*) = 5 (0, r, x*), x =7,
LO, x50 =m,@p)" =0ww) =
Keynes (1936, p. 26) maintained that Say’s Law
would imply indeterminacy of x. Indeed it would
under his assumption ¢ = 1, forthen b = 0. How-
ever his allegation, that in these circumstances
competition between entrepreneurs would lead to
full employment, is a nonsequitur, as Hawtrey
pointed out to him (Keynes 1973b, pp. 31-2).

Full Wage-Indexation

Ift = 1 thena = 0. The process isx/x = —bF (x/
D), plp — A = cHQ" (x,m,))] + gF (x/v), w/
w—A=cH(Q)+F (x/7). As under Say’s
Law, there is convergence to the natural unem-
ployment rate. But, whereas Say’s Law leaves
inflation indeterminate, full wage-indexation
offers a painless means of manipulating it by
changing the supply of money.

Underemployment Equilibrium in a Growing
Economy

The Keynesian equilibrium of section “The Trial-
and-Error Process” can be interpreted as one of
endogenous growth with involuntary unemploy-
ment. This extension is due to Domar (1946,
pp. 137-47). Actually he used the ‘extreme
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Keynesian’ assumptions that / is determined by
entrepreneurs’ animal spirits, with 7, = I, = 0,
and that S = sf{x) with s a positive fraction, so
that money has no effect on them. In his equilib-
rium (which is obviously stable, given /) I = sf
(x"), and the ratio of actual output, ¥ "= Kf (x"), to
normal capacity output, P = Kf (v), is less than
unity unless / is large enough to imply x =0.

Business Cycles with a Constant Labour-
Capital Ratio

A Purely Monetary Theory of Cycles

The appellation is taken from Haberler (1937,
ch. 2), where he expounds Hawtrey’s theory,
contrasting it with overinvestment theories, in
which changes in v are an essential feature. The
following version generalizes a model constructed
by Phillips (1961, pp. 360-70) but conveying
ideas much like those expressed by Hawtrey. For
his first statement of them see Hawtrey (1928,
ch. 5).

There are four assumptions: (i) F is strictly
increasing; (ii) the ratio of the nominal money-
suppy to K grows at the constant rate p; (iii)
people expect inflation to be u, ie., A= u;
(iv) the equilibrium is stable.

Since m is the supply of money deflated by pK,
m/m = u — p/p by (il). But from the second
equation of motion in section “The Equations
of Motion” we have p/p = A + cH + gF, so that
mim=u— A— cH — gF = —cH-gF by (iii).
Hence the dynamic system in x and m is

X/x = aH|[Q" (x,m; u)] — bF(x/0)m/m
= —cH[Q"(x,m; )] — gF(x/0),

with the equilibrium x" =7, 7(0, 7", x") = S(0, r",
x),L(0,r,x" ;) = m". Notice that changes in u
have no real effect on it, merely altering m".
There is local stability if v [aH'(0)Q; — bF,]
— m*cH'(0)Q;, is negative. Thus even if the first
term, representing the effect of x on X, is positive,
the second term, representing the effect of p on the
course of real balances, and therefore on the
course of interest rates, can (and we are assuming
will) outweigh it. For Hawtrey the first term is
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positive. A shock induces a cumulative expansion
(or contraction), which is eventually reversed
because a growing shortage (or abundance) of
money increases (or reduces) interest rates.

The discriminant of the linearized system is

D = {5[a'(0)Q" — bF,] —m*cH'(0)Q}, }’
— 4(ag + bc)om™ H'(0)F,Q;, .

It implies that there will be oscillations if]
ceteris paribus, Q,, is large. For 9D/0Q}, is
negative when the stability condition is satisfied.

Examination of D reveals a very interesting
point. With full cost push (b = 0) higher wage-
flexibility (larger F) must, ceteris paribus, induce
more rapid oscillations. Compare Keynes (1936,
pp. 269-71). (Phillip’s model, in which a coeffi-
cient /3 corresponds with our F, has this Keynes-
ian characteristic.) For it increases the frequency
of the turning points induced by the monetary
factor without damping the cumulative process.
But when b is positive high enough wage-
flexibility eliminates the cumulative process
entirely. No oscillations can occur.

Staglation Cycles

There have been periods during which inflation and
the unemployment rate have risen or fallen simul-
taneously. Three assumptions are sufficient to
explain this phenomenon: (i) expectations of infla-
tion are adaptive: 1 = y(p/p — 4 ) with y positive
and constant; (i) monetary policy is to decrease
(or increase) m when A rises (or falls): m = m (1;0)
with m; negative; 0 is a shift parameter with mjg
positive; (iii) the equilibrium is stable.

We have then

x/x = aH[Z(x, 2;0)] — bF(x/v)
A =p{cH[Z(x, 7 0)] + gF (x/v)},

where Z (x, 2;0) is Q" [ x, m (2;0), /]. The equi-
librium equations are x =, 1 (0, r*, x*) = 5(0, r*,
x),and L (0,7, x", 27) = m (1" ;). Observe that
changes in 0 affect only 4.

The equilibrium is locally stable if Z; and v
[aH'(0) Z.— bF,]+7y cH(0) Z; are both
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negative. The first condition is satisfied if and only
if m; is more negative than L,.The authorities
must ensure that real interest rates move in the
same direction as A The second condition guaran-
tees that the course of real interest rates eventually
dissipates the cumulative expansions and contrac-
tions that may occur if Z, = 0, is large.

If there are oscillations the turning points are
due to the Central Bank’s policy. As in the previ-
ous model higher wage-flexibility increases their
frequency if b is zero, but weakens the cumulative
forces if b is positive.

A shock due to a change in 6 must initially
cause x and A to move in the same direction. But,
whereas A tends to a new equilibrium, x must tend
back to the original x* = v. There must therefore
be a period during which x and 4 move in opposite
directions, and since the inflation of both expected
and actual prices tends to A, there must also be a
period during which inflation and the unemploy-
ment rate move in the same direction.

Keynesian Overinvestment Cycles

Henceforward we assume that N'/N =n is a
constant, thereby resuscitating the fourth equation
in section “The Equations of Motion.”

Purely monetary theories fail to reproduce two
observed features of business cycles: (1) The
unemployment rate continues to fall (or rise)
after entrepreneurs’ expected profit-rates have
begun to fall (or rise). (2) The real efficiency
wage is not a monotonically increasing function
of the unemployment rate. But overinvestment
theories with a variable unemployment rate do
reproduce them.

Natural and Warranted Rates of Growth

The natural rate is 7, the sum of the growth rates of
the supply of workers and efficiency per worker.
The term ‘warranted rate’ was introduced by
Harrod (1939, pp. 14-33) to designate a rate of
growth of output which, if it occurs, will leave all
parties satisfied that they have produced the right
amount (ibid., p. 16). Several formulae are given
for it there, and also in Harrod (1948, Lecture 3)
and Harrod (1952, Essay 14), depending on
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alternative assumptions about the determinants
of planned investment and planned saving. But
the alternatives have one thing in common,
namely that these plans are not significantly
influenced by monetary policy; either the real
rate of interest cannot easily be changed, or the
plans are inelastic with respect to it (Harrod 1952,
pp. 95-100). Theories involving the warranted
rate have an ‘extreme Keynesian’ bias.

In our equations of motion assume (i) b = 0;
(ii) F is zero on a large interval around x = v;
(iii) Q" and I" depend only on x; (iv) T = 0.
Then x/x = aH[Q" (x)], p/p — 4 = cH[Q" (x)].
w/w =4, and 6/v=n—TI" (x). The warranted
rate is Y /Y = I*with Q" = 0, for it is justified by
the realization, on the average, of short-term
expectations.

Now as it stands this system is quite useless.
The warranted rate is divorced from the natural
rate, so that there is almost surely no equilibrium.
But the defect can be remedied if either / or S can
be assumed to depend on v.

Autonomous Consumption

A rationale for making S depend on v was given
by Matthews (1955, pp. 75-95), who suggested
that planned consumption from a given income
increases with the unemployment rate. Support
for the unemployed is at the expense of planned
saving. Such changes in consumption are ‘auton-
omous’ in that they are not in response to changes
in income. Thus §* = " (x,v), with S, negative.
The system

X/x =aH[Q" (x,v)]

v/o=n—-T"(x)

is assumed to have a unique equilibrium, n = 1~
) =58 (x",v°), with underemployment, i.c.,
X<

Shock-Induced Oscillations
Assume that the equilibrium is stable. This is the
caseif Q7 =1I; — S} isnegative and I is positive
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at the equilibrium point. It can be shown that there
will be oscillations if |Qy| is sufficiently small.
A shock induces overinvestment cycles, in that
during the boom the growth of capital is excessive
(I" > n).The upper turning point is reached when
the consequential fall in v pushes S* above I".
Similarly the lower turning point is reached
when the rise in v, due to an excess of n over I
during the slump, pushes S” below I". For this
kind of theory see Samuelson (1939, pp. 75-8).
In his version # is zero and autonomous consump-
tion spending is by the government.

Self-Exciting Oscillations

Three conditions are sufficient for these: (i)
The equilibrium is unstable but 7; is positive;
(i) nevertheless Oy is negative for high and low
values of x, say because short-term expected
profit seems a less trustworthy guide to invest-
ment planning when it has moved far from its
equilibrium; (iii) H'(Q") is so large that the
changes in x when Q" is non-zero are much larger
than the changes in v when I” differs from n. By
(i) the equilibrium is surrounded by centrifugal
forces, and is almost surely not the initial state.
By (ii) there are turning points for x, because
when x and v are moving in opposite directions
they combine to reduce windfalls, |Qy|. By
(iii) there are turning points for v, because of
the rapidity with which net overinvestment,
II™ — n, is reduced when x and v are moving in
the same direction.

This essentially is Kaldor’s theory (Kaldor 1940,
pp- 78-92). Only the first two conditions are given
in his text, but the third is implicit there, and is
explicitly stated in his appendix (Kaldor, p. 90).

Autonomous Investment

Some investment may grow at the natural rate, n.
ThenI” = J(x) + A¢"/K, where KJ(x) is ‘induced’
investment, A€ is ‘autonomous’ investment, and
A is a positive constant. Since ¢ = NS /N5, I* =
J(x) + (A/N})v, or, more generally, I* = I*(x,v)
with I positive. The system

X/x =aH[Q" (x,v)]
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v/iv=n—TI"(x,v)

is assumed to have a unique equilibrium, n = §"
) =1""W"), withx” < v’

Shock-Induced Oscillations

Assume that the equilibrium is stable. This is so if
x*aH'(0)QF — v* I* is negative and I(x*, v*) is
positive. It can be shown that there must be oscil-
lations if, ceteris paribus, Q, is large. Over-
investment (underinvestment) leads to an upper
(lower) turning point as changes in v push I
below (above) S*. For this alternative to the
autonomous-consumption story see Kalecki
(1939, Essay 6). He assumes that # is zero.

Self-Exciting Oscillations

A persistent cycle follows from assumptions
similar to those of Hicks (1950); cf. also
Goodwin (1951, pp. 1-17): (i) The equilibrium
is unstable. (ii) There is a full-employment ceil-
ing, a rigid x barrier, C, such that x < Cv.ltis a
constraint on x that is binding so long as its free
motion would violate it. (iii) There is a value of x,
viz. & < x", such that Ii(x, v) is positive for all
x > £ butis zero for all x < £.For induced gross
investment in fixed capital cannot be negative,
and further induced disinvestment in inventories
would disrupt the productive process (cf. Hicks
1950, p. 104).

The cycle is attained in finite time from any
non-equilibrium initial state. It has a floor implied
by the fact that, if in its course the situation
I*(x,u) = n occurs when x < £v, must remain
constant until x has risen above &. The floor
value of v is the solution to / (£,v) = n. The
cycle must hit either the ceiling or the floor, but
need not hit both.

Non-Keynesian Overinvestment Cycles

Henceforth we assume o < 1 and some flexibility
of money wages.

Oscillations with Imperfect Wage-Flexibility
F is strictly increasing, and there are positive
constants ¢ and / (¢ > 1 > [) such that F tends
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to + oo as x/v tends to ¢, and to — oo as x/v tends
to l.

A ‘Non-Monetary’ Theory
Under a Say’s-Law regime

X/x = —bF(xv)
v/v=n—1I"(x),

Where I7 = (IS¢ —I1,S:)(S, —1,) > 0 (see
section “Capital Accumulation”). The equilib-
rum, n =1" (v, is globally stable, but there
will be shock-induced oscillations if F' is small
and I, is large in its neighbourhood. For the anal-
ysis and a comparison with Cassel’s theory see
Rose (1969, section III).

There will also be such oscillations if the elas-
ticity of substitution between labour and capital
(and therefore b) is small. The model then repro-
duces approximately Goodwin’s growth cycle
(Goodwin 1967, pp. 54-8). (If, as he assumes,
the elasticity is zero, and in addition all profits
are saved and all wages consumed, every solution
will be periodic in w/p and v).

If, however, wages were perfectly flexible the
system would reduce to X/x = n — I* (x) which is
Solow’s growth model (Solow 1956, pp. 58-94).

A Monetary Theory
Let monetary policy be to sustain a constant m.
The system

$fx = aHIQ" (5m, )] — bF(x/o),
vfo=n—T" (x;m,1)
p/p—A=cH+gF

has only a ‘quasi-equilibrium’ if 4 is arbitrarily
given: for x = v = 0 does not imply p/p = /. To
avoid this systematic error about long-run infla-
tion we assume that the public foresees the value 4
must take if (p/p)” is to equal it. The equilibrium
will then be n =1 (0, ¥, x) =S (0, r, x),
L (0, X, /1*) =mv =x.

The interesting characteristic of this model is
that, if the equilibrium is unstable and if L s
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everywhere positive, there must be self-exciting
oscillations whose amplitude can be quite small.
For the details see Rose (1967, pp. 153-73).

An Equilibrium Theory of Business Cycles
Once upon a time cycles were thought to arise from
unsustainable alternations in the structure of the
production, brought about by inappropriate and
unanticipated changes in the supply of money.
Wage inflexibility was not an essential ingredient.
This position, held by Hayek (1935, Lecture III)
and a cohort of ‘Austrian’ economists, is surveyed
in Haberler (1937, pp. 31-67). Recently, Lucate
duce, there has been a remarkable attempt to recap-
ture it (Lucas 1975, pp. 1113-44).

The assumptions in our version of it are as
follows: (i) there is continuous full employment;
(ii) the growth rate of nominal money per unit of
capital is a constant, u. (iii) A = u (iv) there is no
cost push (¢ = 0). Therefore

X/fx=n—-T" (x,m; u)

m/m = —H[Q" (x,m; )]
The equilibrium is almost certainly stable, but
there can be oscillations if 7, and Q:,, are small
and Qy is negative.

For simplicity we tell the story as if n = u =
A = 0. Equilibrium is disturbed by an unantici-
pated increase in nominal money. Interest rates
fall, creating an investment boom and net windfall
profits (‘forced saving’). The investment boom
increases capital, output, and capital intensity,
K/Y = 1/f(x), and is only weakly checked by the
larger capital (lower x). But net windfalls raise
p (reduce m) and so interest rates rise, eventually
leading to an upper turning point for K and K/Y. Net
windfalls are still positive, but, once K begins to
fall, both higher interest rates and lower K (higher x)
convert them into net losses. Now both X is falling
and there are net windfall losses. But these reduce
p and so interest rates fall, leading to a lower turning
point for K and K/Y. Finally lower interest rates and
higher K create net windfall profits once again, and
a new boom of investment and windfalls begins.

This version may not please Lucas and his
school. Persistent, recurrent, and unexploited profit
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opportunities are anathema to them. But for the
inhabitants of their archipelago there persist also
recurrent, unexploited profits to be made by discov-
ering what is happening on other islands. Indeed the
situations are not dissimilar. In our case what needs
to be discovered is not only whether Q is positive or
negative but also the whereabouts of its compo-
nents, which are not predicted by the model.

See Also

Business Cycles
Loanable Funds

Say’s Law

Temporary Equilibrium
Trade Cycle
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Aggregate demand theory investigates the prop-
erties of market demand functions. These func-
tions are obtained by summing the preference
maximizing actions of individual agents. The
study of aggregate demand theory is primarily
motivated by the fact that market demand func-
tions, rather than individual demand functions, are
the data of economic analysis. In general, market
demand functions do not inherit the structure
which is imposed on individual demand functions
by the utility hypothesis. Such structure, when
present, enables us to obtain stronger predictions
from available data.

Here we focus on three aspects of market
demand functions. The first is that in certain spe-
cial cases, market demand functions can be shown
to satisfy the classical restrictions that characterize
individual demand functions. The second is that
aside from these very special cases, the economy
cannot be expected to behave as an ‘idealized’ or
‘representative’ consumer. Finally, we verify that
when the economy is modelled as a continuum of
infinitesimally sized agents market demand func-
tions may in some respects be better behaved than
individual demand functions. For an elaboration
of the material through Example 3 see Shafer and
Sonnenschein (1982).

1. This section presents the notation and briefly
reviews the properties of individual demand
functions. There are n consumers and / commod-
ities. The consumption set of each consumer is
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R}r. The preferences of a consumer are described
by a weak ordering Z of R, ifx Z y we say ‘xis
at least as good as y’; if x Z y and not y Z x, then
we write x > y and say ‘x is preferred to ’; if
x Z yand y Z x, we write x ~ y and say ‘x
is indifferent to y’. The preference relation Z is
continuous if {(x, ) : x Z y} is closed; Z is
locally non-satiated if for each x€R! and
every n > 0 there exists a y such that y > x
and |x — )| <m; £ is strictly convex if
xZyx#yand 0 < o < 1 implies that ox +
(1 — o)y = y; Z is representable if there exists a
‘utility function® U : R, — Rsuch thatx Z y if
andonly ifu(x) > u(y); Z is homothetic if it is
representable by a utility function which is
homogeneous of degree 1. It is assumed through-
out that preference relations for all consumers are
continuous, locally non-satiated and strictly
convex. A continuous functionf : R’+ L XRy —
R’+ is a candidate consumer demand function
if it satisfies (Budget balance) p - f (p,I) =1
forall (p,I)€R. xR, and (Homogeneity)
fUp, ) = fip, D forall L. > Oand (p,I) R’
X R, . At prices p and income /, f(p, I) denotes
the commodity bundle purchased if there exists a
preference relation Z such that for each (p,I)
R\ . xR, f(p,1)is the Z maximal element in
the set {x:px <[}, then f is a consumer
demand function.

Let f be a differentiable candidate consumer
demand function. The Slutsky matrix associated
with fis an / x [ matrix denoted by >_(p, I) whose
(h, k)™ term is defined by

0 7]
ow(pd) = 5 (1) +£y(p D). )

The classical theorems of demand theory state
that, if f'is a consumer demand function, then for
all (p, I) 2_ (p, 1) is symmetric and negative semi-
definite. The integrability theorem establishes the
converse (see Hurwicz and Uzawa 1971).

Let A" "= {(x;, x5 ..., X)x; >0 for
all i and > x; = 1} Given prices p and income
1, the distribution of income among consumers is
defined by a mapping &:R., xR, — 4"\
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Thus 8'(p, )] is the ith individual’s income when
prices are p and income is /. A candidate demand
function F'is a market demand function relative to
the distribution of income mapping J if there
exists n consumer demand functions f7,..., "
such that F(p, 1) = >_f'[p, 8'(p, DI] holds for all
(p.1)€RL . xRy, if(f', ...f") are individual
demand functions and if for all 5,8 € A" !, i i
(p.8'1) =3 fii(p, 57 1) then market demand is
independent of the distribution of income.

2. This section considers the conditions under
which market demand functions belong to the
class generated by a single consumer. The fol-
lowing classic result, due to Antonelli (1886)
and later independently discovered by Gorman
(1953) and Nataf (1953), gives necessary and
sufficient conditions for a market demand
function to be both independent of the distri-
bution of income and generated by a prefer-
ence relation.

Theorem 1 (Antonelli). Market demand is inde-
pendent of the distribution of income and is pref-
erence generated if and only if there is a homothetic
preference relation % such that each consumer
demand function f* is derived from . In this
case, market demand is also generated by f".

Examples 1 and 2. demonstrate that if either the
condition that preferences are homothetic or the
condition that preferences of all consumers are
identical is dropped, then market demand may
depend on the distribution of income (for elabo-
ration of, these examples, and of Example 3, see
Shafer and Sonnenschein 1982).

Example 1 Let two consumers have identical
preferences on Ri that are represented by
U(x, y) = xy + y and let prices be (1, 1). If the
distribution of income is /1 = 1, I, = 1, then
aggregate demand for x and y is 0 and 2 respec-
tively. If the distribution of income is I} = 2,
I, = 0, then aggregate demand for x and y is 1/2
and 1 1/2 respectively.

Example 2 Let two consumers have homothetic
preferences on R%r represented by Uj(x, y) = x
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and U,(x, y) = y. Then market demand depends
completely on the distribution of income.

If the income share of each consumer is fixed
[that is, 8(p, 1) is a constant vector (3',.. .,8") for all
(p, D], then homotheticity of each individual
preference relation is sufficient for market
demand to be utility generated. This result is due
to Eisenberg (1961).

Theorem 2 (Eisenberg). If the preferences of
each agent can be represented by a homogeneous
of degree one utility function U’ on R’ and if
income shares are fixed at (3!, ..., ") € A",
then market demand is generated by the homoge-
neous of degree one utility function U

Ulx) = maxH [Ui(xi)]éi s.t. in =x.

Under the hypothesis of Theorem 2 market
demand is determined by maximizing a social
welfare function that gives each individual’s pref-
erences, a weight equal to his share of total
income. The following example indicates that a
fixed distribution of income, but no restrictions on
agents’ preferences, is not sufficient to ensure that
market demand is utility generated.

Example 3 (Hicks 1957). There are two con-
sumers who share market income equally. Market
budgets for two different price ratios are indicated
with dotted lines. The choices of the first individ-
ual are indicated by a cross and those of the
second by a circle. Market demand at the steeper
budget is denoted by D while demand at the flatter
budget is denoted by D’. The choice of each
individual is consistent with utility maximization;
however, since D is chosen in the aggregate when
D' is available and since D’ is chosen when D is
available, market demand is not utility generated
(Fig. 1).

Theorems 1 and 2 referred to situations in which
the distribution of income was determined exo-
geneously. In a much referenced paper, Samuelson
(1956) presented a theorem in which the distribu-
tion of income is determined as a solution to a
maximization problem. Specifically, it is assumed
that for every price-income combination, the
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government distributes income so as to maximize a
Bergsonian social welfare function: let d denote the
distribution of income function determined by this
process. Samuelson’s theorem asserts that under
these conditions, market demand relative to d is
utility generated. Proofs of the result may also be
found in Chipman and Moore (1979) and Dow and
Sonnenschein (1983).

Theorem 3 Suppose that f is generated by U’ for
i = 1,...,n. If there exists a Bergsonian social
welfare function W(U',...,U") that is increasing
in all its arguments and such that for all

(p.1)€ R +R.,

o(p.I)

xe argmax W{U'[f'(p.d'D)].....U"[f"(p.d".])]}.

(d',..,a")ea™!

then aggregate demand >_/[p, 6'(p, D] is gener-
ated by the utility function

U(x) =max W[U' (x'),...,U"(x")] s.t. ij

3. Theorems 1-3 identify sets of assumptions
under which market demand functions belong
to the same class as consumer demand
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functions. Theorem 4 indicates that in the
absence of these assumptions, none of the clas-
sical restrictions holds for market demand
functions. In particular any values of demand
and its derivatives that are consistent with
Homogeneity and Budget balance are possible.

Theorem 4 (Sonnenschein). Let F be an arbi-
trary C' candidate demand function for
commodities and let n > [. Then, for any (p,) €
R]Jr + X R there exists a market demand function
generated by n consumers with demand functions

£,..., /" such that

F) =3 r (v )

and
F i I
OF ) = i p,—|, for each k,j.
OP; apj n

More general results of this nature exist for market
excess demand functions; see Sonnenschein
(1973a), Debreu (1974) and Shafer and
Sonnenschein (1982, section 4).

4. In this section an example of an economy with
a continuum of infinitesimally sized agents is
presented in which market demand is continu-
ous despite the fact that individual demand
functions are discontinuous: market demand
is better behaved than individual demand.
The point that is made here is quite general
and is of importance in establishing the exis-
tence of competitive equilibrium without need
for the assumption that preferences are convex;
see Debreu (1982, section 4).

Example 4 There are two commodities x and
v and the preferences of a consumer of type a are
represented by the utility function U(x, y, a) =
x*+a* - y* The income of each consumer is
fixed at unity and the consumption set of each
consumer if R%..
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The price of commodity y in terms of the
numeraire commodity x is denoted by p. The dis-
tribution of agent types is specified by defining the
following density function g, over the domain of a:

1 3

2 if R

gla) = ! a€[4’4]
0 otherwise

Strict convexity of preferences is violated for each
a, and consequently, the demand function of each
consumer type is not single valued. The demand
function for y as a function of p is given by

if p<a
if p>a

e o e

— O | =
Q| =

The graph of / is drawn in Fig. 2.

The multi-valued function f* is not well-
behaved in the sense that it jumps at a.

Let F(p) denote market demand at price p.
By definition

a=3/4
Fp)=2[ (o

a=1/4

a=p a=3/4
:2J (O)da—i—ZJ — da
a=1/4 a=p P
2p
14
ae
0 1/a Y

Aggregate Demand Theory, Fig. 2
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Thus, market demand is single-valued and differ-
entiable in the entire domain of p, despite the fact
that these properties do not hold for any given a.
One way to understand the result is to observe that
for each p, the relative mass of consumers whose
demand is discontinuous at p is zero. This obser-
vation also illustrates the importance of the
assumption that each agent is a ‘small’ part of
the market and that preferences are dispersed.
The result would not hold if the density function
was assumed to be

—_—

13
i 52
1 a€[4 4]

if a=1

=
—

S}
~

Il

2
0 otherwise

A final result, which illustrates a theorem due
to Hildenbrand (1983), gives conditions under
which market demand is necessarily downward
sloping. Again, the point is that with the contin-
uum of agents market demand may be better
behaved than individual demand.

Theorem 5 Consider an economy in which all
individuals have identical preferences but differ in
their incomes. In particular, assume that income is
uniformly distributed over the interval [0, 1] and
let fip, 1) denote the identical demands of the
individuals with income [ who face prices p.
Under the above conditions, the mean demand
for each commodity has a nonpositive slope.

A sketch of a proof of the theorem follows: It is
well known from consumer demand theory that
the sign of the term Ofi(p, 1)/Op) can be either
positive or negative. Since individual substitution
effects are nonpositive, to prove the result it is
sufficient to demonstrate that the mean income
effect is nonpositive.

The income effect as a result of a change in the
price of commodity & on the demand for £, for an
individual with income 7, is given by

0
—fk(P’I)afk(P,U



Aggregate Supply Function

Therefore, the mean income effect is given by

1 1 o
[ i grena =3 Siien)a

=[G 12 0.0) = 3£ 2(p1) <0,

which establishes the result.

See Also

Aggregation (Theory)
Demand Theory
Integrability of Demand
Law of Demand
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Aggregate Supply Function

Paul Davidson

John Maynard Keynes wrote The General Theory
(1936) in order to show that Say’s Law, where
(aggregate) supply created its own (aggregate)
demand, was not applicable to a monetary, pro-
duction economy. In a Say’s Law world, the
aggregate demand function would be coincident
with the aggregate supply function so that ‘effec-
tive demand, instead of having a unique equilib-
rium value, is an infinite range of values all
equally admissible; and the amount of employ-
ment is indeterminate except in so far as the mar-
ginal disutility of labour sets an upper limit’
(Keynes 1936, p. 26). In other words, Say’s Law
assumes there is no barrier to the economy
obtaining, in the long run, a full employment
output level.

Keynes claimed that Say’s Law ‘is not the true
law relating the aggregate demand and supply
functions’ (1936, p. 26) and hence the ‘true’ rela-
tionship between the aggregate demand and the
aggregate supply functions ‘remains to be written
and without which all discussions concerning the
volume of aggregate employment are futile’
(1936, p. 26). As Keynes pointed out in a letter
to D. H. Robertson (Keynes 1973), however, his
aggregate supply function was ‘simply the
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age-old supply function’. Keynes’s revolutionary
analysis stemmed from his belief that in a mone-
tary economy, the aggregate demand function dif-
fered from, and was not coincident with, the
aggregate supply function.

Keynes argued that the aggregate supply func-
tion could be readily derived from ordinary
Marshallian  micro-supply functions (1936,
pp. 44-5) and that, therefore, the properties of
the aggregate supply function ‘involved few con-
siderations which are not already familiar’ (1936,
p. 89). Keynes believed that ‘it was the part played
by the aggregate demand function which has been
overlooked’ (1936, p. 89). Hence, though Keynes
briefly described the aggregate supply function
(1936, pp. 25, 44-5) and its inverse, the employ-
ment function (1936, pp. 89, 280-1), the bulk of
The General Theory was devoted to developing
the characteristics of aggregate demand while
the aggregate supply function was treated
perfunctorily.

Consequently, the ‘Keynesian Revolution’ ana-
lytical structure (which Samuelson dubbed ‘neo-
classical synthesis Keynesianism’) which was
developed by Hicks (1937), Modigliani (1944),
and Klein (1947) emphasized the novelty of the
aggregate demand-side of Keynes’s economic sys-
tem. In losing sight of Keynes’s well-known ‘age-
old’ aggregate supply function, the Keynesian
Revolution went off half-cocked and lost its foun-
dation in Marshallian microeconomics.

In the 1954-7 period, there was a flurry of
activity attempting to rediscover the basis of
Keynes’s aggregate supply function. This discus-
sion culminated in Weintraub’s 1957 article which
Clower, in personal correspondence (dated
1 November 1957), characterized as ‘a beautifully
clear statement of what Keynes “should have
meant” if we suppose that he was a rational being’.

The aggregate supply function as stated by
Keynes and explicitly developed by Weintraub
(1957), Davidson (1962), and Davidson and
Smolensky (1964) relates the aggregate number
of workers (&) that profit-maximizing entrepre-
neurs would want to hire for each possible level of
expected sales proceeds (Z)-given the money
wage rate, technology, the degree of competition
(or monopoly), and the degree of integration of
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firms (cf. Keynes 1936, p. 245). For any given
degree of firm integration in the aggregate, GNP is
directly related to total sales proceeds. If firms
are fully integrated, aggregate sales proceeds
equals GNP.

Following Keynes’s argument (1936, p. 41)
that money values and quantities of employment
are the two ‘fundamental units of quantity’ to be
used when dealing with aggregates, the aggregate
supply proceeds are normally specified either in
money terms (Z) or in Keynes’s wage unit terms
(Z,,) which is money sales proceeds divided by the
money wage rate. Hence the aggregate supply
function is specified as:

Z=f,(N) ()]

or

Zy =f>(N) @
For purposes of simplicity and ease of comparabil-
ity with the ordinary Marshallian micro-supply
function, only the form of Eq. 1 will be developed
in the following discussion. Equational form (2) of
the aggregate supply function can then be derived
merely by dividing all money sums expressed in
Eq. 1 by the existing money wage rate.

The Marshallian supply curve for a single firm
(sy) indicates the profit-maximizing output possi-
bilities for alternative market demand conditions.
The supply schedule of profit-maximizing, alter-
native price-quantity combinations depend on the
degree of competition (or monopoly) of the firm
(k) and its marginal costs (MC).

The degree of monopoly of the firm depends
on the market demand condition it faces. In the
most simple case, as aggregate demand changes
the demand curve facing the firm shifts without
altering the degree of monopoly of the firm; for
example, in the perfectly competitive case, shifts
in the firm’s demand curve do not alter the com-
petitive market conditions. In more complex cases
the degree of monopoly may vary as aggregate
demand changes and the firm’s demand curve
shifts, i.e. k£ = f{N).

Thus the firm’s supply schedule can be speci-
fied in terms of its degree of monopoly power as
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given by a mark-up — whose magnitude depends
on the price elasticity of demand facing the firm
and its marginal costs:

sp =13 (kp MCy) )

where Kris the firm’s mark-up over its marginal
costs (MCy).

The profit-maximizing firm’s mark-up is equal
to Lerner’s (1934) measure of the degree of
monopoly power which is [1/E4] where Egr is
the price elasticity of demand facing the firm for
any given level of effective demand. Thus, for a
perfectly competitive firm, £ = 0 for all potential
production flows and only marginal costs affect
the position and shape of its marginal cost curve.
For conditions of less than perfect competition,
k > 0, and hence both marginal costs and monop-
oly power at each potential output level affect the
firm’s market offerings as reflected in its supply
curve offerings.

The firm’s marginal cost (MCy), assuming
labour is the only variable input in the production
process, equals the money wage (w) divided by
marginal labour productivity (MP) where the lat-
ter is a function of employment (and the laws of
returns involved in the technology of the firm).
For any given ‘law of returns’ facing the firm,
there will be a different marginal production cost
structure. For example, with diminishing returns,
the marginal production costs increase with
increasing output; for constant returns, marginal
production costs are constant, while for decreas-
ing returns marginal costs decline with increases
in output and employment. (Of course, the latter
case is incompatible with perfect competition; it
requires some degree of monopoly and hence
some positive mark-up, [k > 0] over marginal
costs, so that market price covers average unit
costs). If marginal user costs (MUC) are not neg-
ligible, then MCy= [w/MP + MUC].

The Marshallian industry flow-supply sched-
ule (s) is obtained simply by the usual lateral
summation of the individual firm’s supply curves;
it is, therefore, related to the average industry
mark-up or ‘average’ degree of monopoly and
the industry’s marginal cost schedule, i.e.,
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s = falk, MC] “4)
where the symbols without subscripts are the
industry’s equivalent to the aforementioned
firm’s variables. Thus given (a) the production
technology, (b) the money wage, and (c) the
degree of monopoly based on specified market
conditions for any given potential output and
employment level, a unique industry supply func-
tion can be derived.

Although output across firms in the same
industry may be homogeneous and therefore can
be aggregated to obtain the industry supply sched-
ule (Eq. 4), this homogeneity of output assump-
tion cannot be accepted as the basis for summing
across industries to obtain the aggregate supply
function (Keynes 1936, ch. 4). Accordingly, the
Marshallian industry supply function, s, which
relates prices (p) and quantities (¢) must be trans-
formed into Keynes’s industry supply function
which relates total industry sales proceeds in
money terms (z) with total industry employment
hiring (n), i.e.,

z=f5(n) 5)
Since given returns, the money-wage, and the
degree of monopoly, every point on the
Marshallian industry supply function, s, is associ-
ated with a unique profit-maximizing price-
quantity combination whose multiple equals total
expected sales proceeds (i.e., p X ¢ = z) and since
every industry output level (g) can be associated
with a unique industry hiring level, i.e. ¢ = f(n),
then every point of Eq. 4 of the s-curve in p-q space
can be transformed to a point on a z-curve in pg-n
space to obtain Eq. 5 supra.

Hence for each industry in which the tradi-
tional Marshallian supply function can be formu-
lated in terms of Eq. 4, a Keynes industry supply
function (Eq. 5) can also be uniquely specified.
All of Keynes’s industry supply functions can
then be aggregated together to obtain the aggre-
gate supply function in terms of aggregate money
proceeds (Z) and the aggregate quantity of
employment units (V) as specified in Eq. 1, pro-
vided one reasonably assumes that corresponding
to any given point of aggregate supply there is a
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unique distribution of proceeds and employment
between the different industries in the economy
(Keynes 1936, p. 282).

See Also

Keynes, John Maynard (1883—1946)
Keynes’s General Theory
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Aggregation (Econometrics)

Thomas M. Stoker

Abstract

The econometrics of aggregation is about
modelling the relationship between individual
(micro) behaviour and aggregate (macro) sta-
tistics, so that data from both levels can be used
for estimation and inference about economic
parameters. Practical models must address
three types of individual heterogeneity — in
income and preferences, in wealth and income
risk, and in market participation. This entry
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discusses recent solutions to these problems
in the context of demand analysis, consump-
tion modelling and labour supply. Also
discussed is work that uses aggregation struc-
ture to solve microeconometric estimation
problems, and work that addresses whether
macroeconomic interactions provide approxi-
mate solutions to aggregation problems.
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Aggregation refers to the connection between
economic interactions at the micro and the
macro levels. The micro level refers to the behav-
iour of individual economic agents. The macro
level refers to the relationships that exist between
economy-wide totals, averages or other economic
aggregates. For instance, in a study of savings
behaviour refers to the process that an individual
or household uses to decide how much to save out
of current income, whereas the aggregates are
total or per-capita savings and income for a
national economy or other large group. The
econometrics of aggregation refers to modelling
with the individual-aggregate connection in
mind, creating a framework where information
on individual behaviour together with co-
movements of aggregates can be used to estimate
a consistent econometric model.

In economic applications one encounters many
types and levels of aggregation: across goods,
across individuals within households, and so
on. We focus on micro to macro as outlined
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above, and our ‘individual’ will be a single indi-
vidual or a household, depending on the context.
We hope that this ambiguity does not cause
confusion.

At a fundamental level, aggregation is about
handling detail. No matter what the topic, the
microeconomic level involves purposeful individ-
uals who are dramatically different from one
another in terms of their needs and opportunities.
Aggregation is about how all this detail distils in
relationships among economic aggregates.

Understanding economic aggregates is essential
for understanding economic policy. There is just
too much individual detail to conceive of tuning
policies to the idiosyncrasies of many individuals.

This detail is referred to as individual hetero-
geneity, and it is pervasive. This is a fact of empir-
ical evidence and has strong econometric
implications. If you ignore or neglect individual
heterogeneity, then you can’t get an interpretable
relationship between economic aggregates.
Aggregates reflect a smear of individual responses
and shifts in the composition of individuals in the
population; without careful attention, the smear is
unpredictable and uninterpretable.

Suppose that you observe an increase in aggre-
gate savings, together with an increase in aggre-
gate income and in interest rates. Is the savings
increase primarily arising from wealthy people or
from those with moderate income? Is the impact
of interest rates different between the wealthy and
others? Is the response different for the elderly
than for the young? Has future income for most
people become more risky?

How could we answer these questions? The
change in aggregate savings is a mixture of the
responses of all the individuals in the population.
Can we disentangle it to understand the change at
a lower level of detail, like rich versus poor, or
young versus old? Can we count on the mixture
of responses underlying aggregate savings to
be stable? These are questions addressed by
aggregation.

Recent progress on aggregation and economet-
rics has centred on explicit models of individual
heterogeneity. It is useful to think of heterogeneity
as arising from three broad categories of differ-
ences. First, individuals differ in tastes and
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incomes. Second, individuals differ in the extent
to which they participate in markets. Third, indi-
viduals differ in the situations of wealth and income
risk that they encounter depending on the market
environment that exists. Our discussion of recent
solutions is organized around these three categories
of heterogeneity. For deeper study and detailed
citations, see the surveys by Blundell and Stoker
(2005), Stoker (1993) and Browning et al. (1999).

The classical aggregation problem provides a
useful backdrop for understanding current solutions.
We now review its basic features, as originally
established by Gorman (1953) and Theil (1954).
Suppose we are studying the consumption of some
product by households in a large population over a
given time period ¢. Suppose that the quantity pur-
chased ¢;, is determined by household resources m;;,
or ‘income’ for short, as in the formula:

Qi = o + Bimis

Here o; represents a base level consumption,
and f3; represents household i’s marginal propen-
sity to spend on the product.

For aggregation, we are interested in what, if
any, relationship there is between average quan-
tity and average income:

where all households have been listed as i = 1,...,
n,. Let’s focus on one version of this issue,
namely, what happens if some new income
becomes available to households, either through
economic growth or a policy. How will the change
in average quantity purchased Ag be related to the
change in average income Am?

Suppose that household i gets Am; in new
income. Their change in quantity purchased is
the difference between purchases at income m;; +
Am; and at income m;;, or

Ag; = B; - Am;

Now, the average quantity change is Ag = .
Aq;/n; so that
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n;

1
A_:— ..A i
q ntE Bi - Am

i=1

ey

In general, it seems we need to know a lot
about who gets the added income — which i’s get
large values of Am; and which i’s get small values
of Am;. With a transfer policy, any group of house-
holds could be targeted for the new income, and
their specific set of values of ff; would determine
Aq. A full schedule of how much new income
goes to each household i as well as how they
spend it (that is, Am; and f,), seems like a lot of
detail to keep track of, especially if the population
is large.

Can we ever get by knowing just the change in
average income Am = Y, Am;/n,?

There are two situations where we can, where a
full schedule is not needed:

1. Each household spends in exactly the same
way, namely, f;; = f§ for all i, so that who gets
the new income doesn’t affect Ag.

2. The distribution of income transfers is
restricted in a convenient way.

Situation 1 is (common) micro linearity, which
is termed exact aggregation. Another way to
understand the structure is to write (1) in the
covariance formulation:

n

N7 =P A4S (8~ ) (A )
ti=1

where we denote the average spending propensity
as f=_.B:/n. With exact aggregation there is no
variation in f;, so that §; = f§ = ffand the latter term
always vanishes. That is, it doesn’t matter who gets
the added income because everyone spends the
same way. When there is variation in f3;, matters
are more complicated unless it can be assured that
the new income were always given to households
in a way that is uncorrelated with the propensities
f:. “Uncorrelated transfers’ provide an example of
a Situation 2, but that is a distribution restriction
that is hard to verify with empirical data.

Under uncorrelated transfers, we can also inter-
pret the relationship between Ag and A, that is,
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the macro propensity is the average propensity f.
There are other distributional restrictions that give
a constant macro propensity, but a different one
from the parameter produced by uncorrelatedness.
For instance, suppose that transfers of new income
always involved fixed shares of the total amount.
That is, household 7 gets

3)

Am,‘ = S,’Al’l_i
In this case, average purchases are

I .5 _
Ag = o B+ (sidm) = By - Am (4)
ri=1

i—

where Bw,d is the weighted average Bw,d =>.0
si/n;. This is a simple aggregate relationship, but
the coefficient /Nngd applies only for the distribu-
tional scheme (3); it matters who gets what share
of'the added income. Aside from being a weighted
average of {f,}, there is no reason for wia O DE
easily interpretable — for instance, if households
with low f,’s have high s;’s, then Bwrd will be
low. If your aim was to estimate the average
propensity f, there is no reason to believe that
the bias ,,; — f will be small.

Empirical models that take aggregation into
account apply structure to individual responses
and to allowable distributional shifts. Large
populations are modelled, so that compositional
changes are represented via probability distribu-
tions, and expectations are used instead of
averages (for example, mean quantity E/q) is
modelled instead of the sample average g,). Indi-
vidual heterogeneity is the catch-all term for indi-
vidual differences, and they must be characterized.
Distribution restrictions must be applied where
heterogeneity is important. For instance, in our
example structure on the distribution of new
income is required for dealing with the heteroge-
neity in f3;, but not for the heterogeneity in o;.

Progress in empirical modelling has come
about because of the enhanced availability of
micro data over time. The forms of behavioural
models in different research areas have been
tightly characterized, which is necessary for
understanding how to account for aggregation.
That is, when individual heterogeneity is
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characterized empirically, the way is clear to
understanding what distributional influences are
relevant and must be taken into account. We dis-
cuss recent examples of this below.

Some Solutions to Aggregation
Problems

Demand Models and Exact Aggregation

It is well known that demand patterns of individual
households vary substantially with whether house-
holds are rich or poor, and vary with many
observable demographic characteristics, such as
household (family) size, age of head and ages of
children, and so on. As surveyed in Blundell
(1988), traditional household demand models relate
household commodity expenditures to price levels,
total household budget (income) and observable
household characteristics. Aggregate demand
models relate (economy-wide) aggregate commod-
ity expenditures to price levels and the distribution
of income and characteristics in the population.
Demand models illustrate exact aggregation, a
practical approach for accommodating heterogene-
ity at the micro and macro levels. These models
assume that demand parameter values are the same
for all individuals, but explicitly account for
observed differences in tastes and income.

For instance, suppose we are studying the
demand for food and we are concerned with the
difference in demands for households of small size
versus large size. We model food purchases for
household i as part of static allocation of the budget
m; toj = 1,..., J expenditure categories, where food
is given by j = 1, and price levels at time ¢ are given
by P, = (p15-.-,p.s;)- Small families are indicated by
z;; = 0 and large families by z;; = 1.

Expenditure patterns are typically best fit in
budget share form. For instance, a translog
model of the food share takes the form

J

1
= 061-‘1-

D(p,) = Pugtopyt B+ Bz

&)
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where D(p, ) =1+ 31, B; In p;,.. The parame-
ters (o¢; and all f’s) are the same across house-
holds, and the price levels (p;/’s) are the same for
all households but vary with ¢. Individual hetero-
geneity is represented by the budget m;, and the
family size indicator z;, We have omitted an
additive disturbance for simplicity, which would
represent another source of heterogeneity. The
important thing for aggregation is that model (5)
is intrinsically linear in the individual heterogene-
ity. That is, we can write

Wit :bl(pf)+bm(p1)'lnmit+bz(pr)'Zit (6)

The aggregate share of food in the population
is the mean of food expenditures divided by mean
budget, or

E,(miyw)
W, — S\ MV
. Et(mit)

= bl(p,) erm(pr) :

E, (mitzit )
Et(mit)

E, (m,', lIl m,', )
Et(mit)

The aggregate share depends on prices, the
parameters (x; and all ff’s) and two statistics of
the joint distribution of m;, and z;,. The first,

E; (my Inmy, )

Sm =
! Et(mit)

(3)
is an entropy term that captures the size distribu-
tion of budgets, and the second

E, (mirzit )

S7 ==
A Et(mit)

©))
is the percentage of total expenditure accounted
for by houscholds with z; = 1, that is, large
families.

The expressions (6) and (7) illustrate exact
aggregation models. Heterogeneity in tastes and
budgets (incomes) are represented in an intrinsi-
cally linear way. For aggregate demand, all one
needs to know about the joint distribution of bud-

gets m,; and household types z;, is a few statistics;
here S,,; and S,.
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The obvious similarity between the individual
model (6) and the aggregate model (7) raises a
further question. How much bias is introduced by
just fitting the individual model with aggregate data,
that is, putting E(m;,) and E/z;) in place of m;; and
z;, respectively? This can be judged by the use of
aggregation factors. Define the factors 7,,,, and 7., as

7&"[ and 7, = 7S2t
In E(m,'[ ) @ E,(Z,‘, )

T =
so that the aggregate share is

Wy, = Er(’nitwlir)
E,(mj )

= bl(pt) + bm(Pf) Ty - In E; (mir )
+ bz(P,) c Tyt Et(zit )

One can learn about the nature of aggregation
bias by studying the factors 7,,, and 7. If they are
both roughly equal to 1 over time, then no bias
would be introduced by fitting the individual
model with aggregate data. If they are roughly
constant but not equal to 1, then constant biases
are introduced. If the factors are time varying,
more complicated bias would result. In this way,
with exact aggregation models, aggregation fac-
tors can depict the extent of aggregation bias.

The current state of the art in demand analysis
uses models in exact aggregation form. The
income (budget) structure of shares is adequately
represented as quadratic in In m;, as long as many
demographic differences are included in the anal-
ysis. This means that aggregate demand depends
explicitly on many statistics of the income-
demographic distribution, and it is possible to
gauge the nature and sources of aggregation bias
using factors as we have outlined. See Banks
et al. (1997) for an example of demand modelling
of British expenditure data, including the compu-
tation of various aggregation factors.

Exact aggregation modelling arises naturally in
situations where linear models have been found to
provide adequate explanations of empirical data
patterns. This is not always the case, as many
applications require models that are intrinsically
nonlinear. We now discuss an example of this kind
where economic decisions are discrete.
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Market Participation and Wages

Market participation is often a discrete decision.
Labourers decide whether to work or not, firms
decide whether to enter a market or exit a market.
There is no ‘partial” participation in many circum-
stances, and changes are along the extensive mar-
gin. This raises a number of interesting issues for
aggregation.

We discuss these issues using a simple model
of labour participation and wages. We consider
two basic questions. First, how is the fraction of
working (participating) individuals affected by
the distribution of factors that determine whether
each individual chooses to work? Second, what is
the structure of average wages, given that wages
are observed only for individuals who choose to
work? The latter question is of interest for
interpreting wage movements: if average wages
g0 up, is that because (a) most individual wages
went up or (b) low-wage individuals become
unemployed, or leave work? These two reasons
give rise to quite different views of the change in
economic welfare associated with an increase in
average wages.

The standard empirical model for individual
wages expresses log wage as a linear function of
time effects, schooling and demographic (cohort)
effects. Here we begin with

In Wi :}’(I) +ﬁ‘Sit+8it (10)

where r(f) represents a linear trend or other time
effects, S, is the level of training or schooling
attained by individual i at time ¢, and ¢; are all
other idiosyncratic factors. This setting is consis-
tent with a simple skill price model, where
wy = RH; with skill price R, = ¢ and skill
(human capital) level H; = e#Sité. We take
Eq. (10) to apply to all individuals, with the
wage representing the available or offered wage,
and f the return to schooling. However, we
observe that wage only for individuals who
choose to work.

We assume that individuals decide whether to
work by first forming a reservation wage

In W:»; = S*(t) +aln By + - Sy +
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where s(¢) represents time effects, B;, is the income
or benefits available when individual i is out of
work at time 7, S;; is schooling as before, and ;; are
all other individual factors. Individual i will work
at time ¢ if their offered wage is as big as their
reservation wage, or w;; > wj,. We denote this by
the participation indicator [, where [;; = 1 if
i works and I;; = 0 if i doesn’t work. This model
of participation can be summarized as

Iy = l[w,-t > wlﬂ = l[lnwit —Inwj > O]

=1[s(t) —adn By +7y-Si +vi, >0] (A1)
where s() = () — s (), y = — f and v, =
&ir — Gire

If the idiosyncratic terms ¢;, v, are stochastic
errors with zero means (conditional on B;,S;;) and
constant variances, then (10) and (11) is a standard
selection model. That is, if we observe a sample of
wages from working individuals, they will follow
(10) subject to the proviso that /;; = 1. This can be
accommodated in estimation by assuming that ¢;,
v;; have a joint normal distribution. That implies
that the log wage regression of the form (10) can be
corrected by adding a standard selection term as

Inw;, =r(t)+-Si

Og , [8(t) —alnBj + 7S
—

oy oy

+ +n,. (12)

Here, o, is the standard deviation of v and o, is
the covariance between ¢ and v. A(+ ) = ¢(- )/D( )
is the “Mills ratio’, where ¢and ® are the standard
normal p.d.f. and c.d.f respectively. This equation
is properly specified for a sample of working
individuals — that is, we have E(n/S; B,
I, = 1) = 0. For a given levels of benefits and
schooling, Eq. (11) gives the probability of par-
ticipating in work as

s(t)—olnB;+7y-Si

oy

Et [Iit|BihSi[] =

(13)

where @J - ] is the normal c.d.f.
For studying average wages, the working pop-
ulation is all individuals with I;, = 1. The fraction
of workers participating is therefore the
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(unconditional) probability that o« In B; — 7y-
S — vir < s(f). This probability is the expectation
of I;;in (11), an intrinsically nonlinear function in
observed heterogeneity B;; and S;; and unobserved
heterogeneity v;,, so we need some explicit distri-
bution assumptions. In particular, assume that the
participation index o In B;, — y - S;, — v, is
normally distributed with mean u, = «
E(In B;;) — vE(S;,) and variance

0,2 = o? Var(In B;,) + BZVar,(S;, ) —2af

-Cov,(In By, Sit) + o2. (14)

Now we can derive the labour participation rate
(or one minus the unemployment rate) as

s(t) —oE; (In By ) + vE; (Si)

Ot

El;] = ®
(15)

where again @[ - ] is the normal c.d.f. This formula
relates the participation rate to average out-of-
work benefits E(In B;) and average training
E(S;;), as well as their variances and covariances
through o,. The specific relation depends on the
distributional assumption adopted; (15) relies
on normality of the participation index in the
population.

For wages, a similar analysis applies. Log
wages are a linear function (10) applicable to the
full population. However, for participating indi-
viduals, the intrinsically nonlinear selection term
is introduced, so that we need explicit distribu-
tional assumptions. Now suppose that log wage In
w;; and the participation index oln B;; — y - S;; — vy
are joint normally distribution. It is not hard to
derive the expression for average log wages of
working individuals

Elnw|li=1]= r(t)+B-E(Sulli=1)
1 s(t) —aE:(InB;; ) +YE; (Sir )

[ o3

gr

(16)

This is an interesting expression, which relates
average log wage to average training of the
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workers as well as to the factors that determine
participation.

However, we are not interested in average log
wages, but rather average wages E,(w;,). The nor-
mality structure we have assumed is enough to
derive a formulation of average wages, although it
is a little complex to reproduce in full here. In
brief, Blundell et al. (2003) show that the average
wages of working individuals £ [w;|l;, = 1] can be
written as

In E[W,‘,|I,‘, = 1] = l‘([) +
a7

where Q, YW, are correction terms that arise as
follows. Q, corrects for the difference between
the log of an average and the average of a log, as

Q[ == ln E; (Wi[ ) - E[(ln Wi[) + Q[ .
Y, corrects for participation, as
Y, =InEwy|l; =1] —InE, (w; ).

Recall our original question, about whether an
increase in average wages is due to an increase in
individual wages or to increased unemployment
of low-wage workers. That is captured in (17).
That is, ¥, gives the participation effect, and the
other terms capture changes in average wage
E(w;) when all are participating. As such, this
analysis provides a vehicle for separating overall
wage growth from compositional effects due to
participation.

Blundell et al. (2003) analyse British employ-
ment using a framework similar to this, but also
allowing for heterogeneity in hours worked.
Using out-of-work benefits as an instrument for
participation, they find that over 40 per cent of
observed aggregate wage growth from 1978 to
1996 arises from selection and other composi-
tional effects.

We have now discussed aggregation and
heterogeneity with regard to tastes and incomes,
and market participation. We now turn to hetero-
geneity with regard to risks and market
environments.
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Consumption and Risk Environments
Consumption and savings decisions are clearly
affected by preference heterogeneity, as we
discussed earlier. The present spending needs of
a large family clearly differ from those of a small
family or a single individual, the needs of teenage
children differ from those of preschoolers, the
needs of young adults differ from those of retirees,
and on and on. These aspects are very important,
and need to be addressed as they were in demand
models above. Browning and Lusardi (1996) sur-
vey the extensive evidence on heterogeneity in
consumption, and Attanasio (1999) is an excellent
comprehensive survey of work on consumption.

We use consumption and savings to illustrate
another type of heterogeneity, namely, that of
wealth and income risks. That is, with forward
planning under uncertainty, the risk environment
of individuals or households becomes relevant.
There can be individual shocks to income, such
as a work layoff or a health problem, or aggregate
shocks, such as an extended recession or stock
market boom. Each of these shocks can differ in
its duration — a temporary layoff can be usefully
viewed as transitory, whereas a debilitating injury
may affect income for many years. In planning
consumption, it is important to understand the role
of income risks and wealth risks. When there is no
precautionary planning, such as when consumers
have quadratic preferences, income risks do not
become intertwined with other heterogeneous ele-
ments. However, when there is risk aversion, then
the precise situation of individual income risks
and insurance markets is relevant.

A commonly used model for income is to
assume multiplicative permanent and transitory
components, with aggregate and individual
shocks, as in

Aln Yie = (77t + Aut) + (8it + AVit)-

Here 7, + Au, is the common aggregate shock,
with 7), a permanent component and A, transitory.
The idiosyncratic shock is &; + Av;, where ¢; is
permanent and Av;, transitory.

For studying individual level consumption
with precautionary planning, it is standard
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practice to assume constant relative risk aversion
(CRRA) preferences and assume that the interest
rate r, is small. This, together with the income
process above, gives a log-linear approximation
to individual consumption growth

Aln ¢;y = pr + (B)r:)'zie + kioa + koo
+ K11, + K& (18)
Here, z;, reflects heterogeneity in preferences,
such as differences in demographic characteristics.
04, 1s the variance of aggregate risk and o, s the
variance of idiosyncratic risk (with each condi-
tional on what is known at time ¢ — 1), so that
these terms reflect precautionary planning. Finally,
7, and &;, arise because of adjustments that are made
as permanent shocks are revealed. At time ¢ —
1 these shocks are not possible to forecast, but
then they are incorporated in the consumption
plan once they are revealed. In terms of the level
of consumption c;;, Eq. (18) is written as

cip=exp(Inci—1 + pri+ (B+ or/zi+ kioa)
+kaoi + K17, + K8ir).

This is an intrinsically nonlinear model in the
following heterogeneous elements: Inc;, _ 1, z;1,0;
and ¢;,. For aggregation, it seems we would need a
great deal of distributional structure.

Here is where we can see the role of the risk
environment, or markets for insurance for income
risks. That is, if there were complete markets with
insurance for all risks, then all risk terms vanish
from consumption growth. When complete insur-
ance exists for idiosyncratic risks only, then the
idiosyncratic terms o;; and ¢;; vanish from con-
sumption growth, since less precautionary saving
is needed.

Otherwise, the idiosyncratic risk terms o;, and
&;; represent heterogeneity that must be accommo-
dated just like preference differences (and in other
settings, participation differences).

In the realistic situation where risks are not
perfectly insurable, we require distributional
assumptions in order to formulate aggregate con-
sumption. For instance, suppose that we assume
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that (In c;..1; (B + ¢r, )z , &) is joint normally
distributed with E(¢;;) = 0, and that idiosyncratic
risks are drawn from the same distribution for
each consumer (so o;, = g, for each i), and that
a stability assumption applies to the distribution of
lagged consumption. Blundell and Stoker (2005)
show that aggregate consumption growth is

Aln Et(Ciz) =pr+ (ﬁ + (brt)lEt(Zit) + k104
+ kyop + KM, + A,

This model explains aggregate consumption
growth in terms of the mean of preference hetero-
geneity, risk terms, and an aggregation factor A,.
The factor A, is comprised of variances and
covariances of the heterogeneous elements In
Cir — 1, ziy and ¢&;. Thus, this model reflects how
aggregate consumption will vary as the individual
incomes become more or less risky, and captures
how the income risk interplays with previous con-
sumption values.

In overview, as micro consumption models are
nonlinear, distributional restrictions are essential.
On this point, an empirical fact is that the
distribution of household consumption is often
observed to be well approximated by a lognormal
distribution, and so such lognormal restrictions
may have empirical validity. Also relevant here
is the empirical study of income and wealth risks,
which has focused on earnings processes; see
Meghir and Pistaferri (2004) for a recent
contribution.

Micro to Macro and Vice Versa

We now turn to two related uses of aggregation
structure that have emerged in the literature.

Aggregation as a Solution

to Microeconometric Estimation

Consider a situation where the estimation of a
model at the micro level is the primary goal of
empirical work. Some recent work uses aggrega-
tion structure to enhance or permit micro-level
parameter identification and estimation. Since
aggregation structure provides a bridge between
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models at the micro level and the aggregate level,
it permits all data sources — individual-level data
and aggregate-level data — to be used for identifi-
cation and estimation of economic parameters.
Sometimes it is necessary to combine all data
sources to identify economic effects (for example,
Jorgenson et al. 1982), and sometimes one can
study (micro) economic effects with aggregate
data alone (for example, Stoker 1986). Recent
work has developed more systematic methods of
using aggregate data to improve micro-level esti-
mates. In particular, one can match aggregate data
with simulated moments from the individual data
as part of the estimation process.

To see how this can work, suppose we have
data on labour participation over several time
periods (or groups). We assume that the participa-
tion decision is given by the model (11) with
normal unobserved heterogeneity, as discussed
above. We normalize o, = 1 and take s(f) =y, a
constant, so that the unknown parameters of the
participation model are o,y and . The data situa-
tion is as follows; for each group ¢ = 1,...,7, we
observe the proportion of labour participants P,
and a random sample of benefits and schooling
values, {Bj, Sy, i = 1,...,n,}. Given the (probit)
expression (13), estimation can be based on
matching the observed proportion P, to the simu-
lated moment

n

_( ) Y) = Z‘D —oalnBj; +7y- Stt]

For instance, we could estimate by least squares
over groups, by choosing &, 7,/ to minimize

- P, O‘V‘/’))

Mﬂ

t=1

Note that this approach does not require a
specific assumption on the joint distribution of
B;; and §;, for each ¢, as the random sample pro-
vides the distributional information needed to link
the parameters to the observed proportion P,.

It turns out that this approach for estimation is
extremely rich, and was essentially mapped out by
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Imbens and Lancaster (1994). It has become a
principal method of estimating demands for dif-
ferentiated products, for use in structural models
of industrial organization. See Berry et al. (2004)
for good coverage of this development.

Can Macroeconomic Interaction Solve
Aggregation Problems?

The basic heuristic that underlies much macroeco-
nomic modelling is that, because of markets, indi-
viduals are very coordinated in their actions, so
that individual heterogeneity likely has a second-
ary impact. In simplest terms, the notion is that
common reactions across individuals will swamp
any behavioural differences. This idea is either
just wrong or, at best, very misleading for eco-
nomic analysis. But that is not to deny that in real
world economies there are many elements of com-
monality in reactions across individuals. House-
holds face similar prices, interest rates and
opportunities for employment. Extensive insur-
ance markets effectively remove some individual
differences in risk profiles. Optimal portfolio
investment can have individuals choosing the
same (efficient) basket of securities.

The question whether market interactions can
minimize the impact of individual heterogeneity is
a classic one, and by and large the answers are
negative. However, there has been some recent
work with calibrated stochastic growth models
that raises some possibilities. A principal example
of'this is Krusell and Smith (1998), which we now
discuss briefly. The Krusell-Smith set-up has infi-
nitely lived consumers, with the same preferences
within each period, but with different discount
rates and wealth holdings. Each consumer has a
chance of being unemployed each period, so there
are transitory individual income shocks. Produc-
tion arises from labour and capital, and there are
transitory aggregate productivity shocks. Con-
sumers can insure for the future by investing in
capital only. Thus, insurance markets are incom-
plete, and consumers cannot hold negative capital
amounts.

To make savings and portfolio decisions, con-
sumers must predict future prices. To do this, each
consumer must keep track of the evolution of the
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entire distribution of wealth holdings, in principle.
This is a lot of information to know, just like what
is needed for standard aggregation solutions as
discussed earlier. Krusell-Smith’s simulations
show, however, that this forecasting problem is
much easier than one would suspect. That is, for
consumer planning and for computing equilib-
rium, consumers get very close to optimal solu-
tions by keeping track of only two things: mean
wealth in the economy and the aggregate produc-
tivity shock. This is approximate aggregation, a
substantial simplification of the information
requirements that one would expect.

The source of this simplification, as well as its
robustness, is a topic of active current study.
One aspect is that most consumers, especially
those with lowest discount rates, save enough to
insure their risk so that their propensity to save
out of wealth is essentially constant. Those con-
sumers also hold a large fraction of the wealth, so
that saving is essentially linear in wealth. This
means that there is (approximate) exact aggrega-
tion structure, with the mean of wealth determin-
ing how much aggregate saving is undertaken.
That is, the nature of savings and wealth accu-
mulation approximately solves the aggregation
problem for individual forecasting. Aggregate
consumption, however, does not exhibit the
same simplification. Many low-wealth con-
sumers become unemployed and encounter
liquidity constraints. Their consumption is
much more sensitive to current output than that
of wealthier consumers.

These results depend on the specific formula-
tion of the growth model. Krusell and Smith
(2006) survey work that suggests that their type
of approximate aggregation can be obtained
under a variety of variations of the basic model
assumptions. As such, this work raises a number
of fascinating issues on the interplay between
economic interaction, aggregation and individ-
ual heterogeneity. However, it remains to be seen
whether the structure of such calibrated models is
empirically relevant to actual economies, or
whether forecasting can be simplified even with
observed variation in saving propensities of
wealthy households.
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Future Progress

Aggregation problems are among the most diffi-
cult in empirical economics. The progress that has
been made recently is arguably due to two com-
plementary developments. First is the enormous
expansion in the availability of data on the behav-
iour of individual agents, including consumers,
households, firms, and so on, in both repeated
cross-section and panel data form. Second is the
enormous expansion in computing power that
facilitates the study of large data sources. These
two trends can be reasonably expected to con-
tinue, which makes the prospects for further pro-
gress quite bright.

There is sufficient variety and complexity in
the issues posed by aggregation that progress may
arise from many approaches. For instance, we
have noted how the possibility of approximate
aggregation has arisen in computable stochastic
growth models. For another instance, it is some-
times possible to derive properties of aggregate
relationships with very weak assumptions on indi-
vidual behaviour, as in Hildenbrand’s (1994)
work of the law of demand.

But is seems clear to me that the best prospects
for progress lie with careful microeconomic
modelling and empirical work. Such work is
designed to ferret out economic effects in the
presence of individual heterogeneity, and can
also establish what are ‘typical’ patterns of het-
erogeneity in different applied contexts. Knowl-
edge of typical patterns of heterogeneity is
necessary for characterizing the distributional
structure that will facilitates aggregation, and
such distributional restrictions can then be refuted
or validated with actual data. That is, enhanced
understanding of the standard structure in the
main application areas of empirical economics,
such as with commodity demand, consumption
and saving and labour supply, will lead naturally
to an enhanced understanding of aggregation
problems and accurate interpretation of aggregate
relationships. There has been great progress of
this kind in the past few decades, and there is no
reason to think that such progress won’t continue
or accelerate.
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Aggregation (Production)

Jesus Felipe and Franklin M. Fisher

Abstract

Aggregation concerns the conditions under
which several variables can be treated as one,
or macro-relationships derived from micro-
relationships. This problem is especially
important in production, where, without proper
aggregation, one cannot interpret the properties
of the aggregate production function. The con-
ditions under which aggregate production
functions exist are so stringent that real econo-
mies surely do not satisfy them. The aggrega-
tion results pose insurmountable problems for
theoretical and applied work in fields such as
growth, labour or trade. They imply that intu-
itions based on micro variables and micro pro-
duction functions will often be false when
applied to aggregates.

Keywords

Aggregation (production); Cambridge capital
theory  debates;  Capital  aggregation;
Cobb—Douglas  functions; Endogenous
growth; Growth accounting; Hicks, J;
Hicks—Leontief aggregation; Labour aggrega-
tion; Leontief, W.; National Income and Prod-
ucts Account (NIPA); Neoclassical growth
theory; Output aggregation; Production func-
tions; Productivity (measurement problems);
Total factor productivity

JEL Classifications
E10; C43; B41; EO1; E1; E23

Aggregation in production concerns the conditions
under which macro production functions can be
derived from micro production functions. Micro-
economic theory elegantly treats the behaviour of
optimizing individual agents in a world with an
arbitrarily long list of individual commodities and
prices. However, the desire to analyse the great
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aggregates of macroeconomics — gross national
product, inflation, unemployment, and so forth —
leads to theories that treat such aggregates directly.
The aggregation ‘problem’ matters because without
proper aggregation one cannot interpret the proper-
ties of such macroeconomic models. This is partic-
ularly true as regards the production sector.

Leontief’'s Theorem

Underlying many results on aggregation is a the-
orem of Leontief (1947a, b). Let x and y be vectors
of variables and F(x, y) a twice-differentiable
function. It is desired to aggregate over x, that is,
to replace x with a scalar aggregator function, g(x),
such that F(x)= H [g(x), y]. This can be done if
and only if, along any surface on which F(x, y) is
constant, the marginal rate of substitution between
each pair of elements of x is independent of y. (For
a proof, see Fisher 1993, pp. xiv—xvi.)

Hicks-Leontief Aggregation

Since optimizing, price-taking agents equate mar-
ginal rates of substitution to price ratios, one
restriction permitting aggregation over commodi-
ties is the assumption that the prices of all goods
to be included in an aggregate always vary
proportionally.

This is called ‘Hicks—Leontief aggregation’
(Leontief 1936; Hicks 1939) and is a powerful
expository tool. It requires no special assumptions
as to the form of utility or production functions,
but is applicable only in relatively artificial situa-
tions. Under more general circumstances, restric-
tions on utility or production functions become
essential.

Aggregation in Consumption

Consider a single household. Suppose that we
wish to describe behaviour in terms of aggregate
commodities such as ‘food’ or ‘clothing’. By
Leontief’s Theorem, a food aggregate exists if
and only if the marginal rate of substitution
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between any two kinds of food is independent of
consumption of any non-food commodity. If a
similar restrictive condition is satisfied for all the
aggregates to be constructed, then the household’s
utility function can be written in aggregate terms.
Even such restrictive conditions will not always
suffice. If we wish to represent the household as
maximizing the aggregate utility function subject
to an aggregate budget constraint, we must have
aggregate prices as well as aggregate consumption
goods. This requires that aggregates such as ‘food’
be homothetic in their component variables, again
considerably restricting the household’s utility
function (Gorman 1959; Blackorby et al. 1970).
Aggregation over agents presents a different
set of questions. Suppose that we wish to treat
the aggregate demands of a collection of house-
holds as the demands of a single, aggregate house-
hold. Then, only aggregate income and not its
distribution can influence demand. At given
prices, this makes the income derivative of every
household’s demand for a given commodity the
same constant. Engel curves must be parallel
straight lines. If zero income implies zero con-
sumption, then all households must have the
same homothetic utility function (Gorman 1953).
In general, the only consumer-theoretic restric-
tions obeyed by aggregate demand functions are
those of continuity, homogeneity of degree zero,
and the various restrictions implied by the budget
constraint (cf. Sonnenschein 1972, 1973).

Aggregation in Production

A more detailed survey of much of what follows
in this section is given in Felipe and Fisher (2003).

The analysis of aggregation conditions for pro-
duction functions is far richer and the conditions
even more demanding than in the case of demand
functions.

Moreover, the subject has a complicated
history and bears on the very foundations of neo-
classical macroeconomics, negatively implicating
the use of such important concepts as ‘total
factor productivity’, ‘natural rate of growth’,
‘capital-labour ratio’, and even such terms as
‘investment’, ‘capital’, ‘labour’, and ‘output’.
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To take a simple example, suppose we have
two production functions Q" = f* (K7, K5, L")
and QB = fB (Kf R Kg LB )for firms 4 and B, where
Ky =K{ +K; Ky =K)}+K5 and L = L +
L%(K refers to capital — two types — and L to
labour — assumed homogeneous). The problem
is to determine whether and in what circumstances
there exists a function K = h(K;, K,) where
the aggregator function A(-) has the property that
G(K, L)= G[h(K,, K>), L] = ¥(Q", 0), and the
function W is the production possibility curve for
the economy. Note that we have implicitly
assumed that a production function exists for the
firm. Further, even within the firm there is a prob-
lem of aggregation over factors. Here, we concen-
trate on aggregation over firms.

Klein (1946a, b) initiated the first debate on
aggregation in production functions. He argued
that the aggregate production function should be
strictly a technical relationship, akin to the micro
production function, and objected to utilizing the
entire micro model with the assumption of profit-
maximizing behaviour by producers in deriving
the production functions of the macro model.

However, Kenneth May (1947) pointed out
that this program is not generally achievable
and, indeed, rests on a misunderstanding of what
production functions actually are — even at the
micro level. A production function does not tell
us what outputs are or can be produced from a
given set of inputs. It tells us what the maximum
output is of a particular commodity, given a vector
of inputs and the other outputs that are also to be
produced from them.

That Klein’s aggregation program is generally
unachievable was specifically proved by André
Nataf (1948). He showed that such aggregation
is possible if and only if all micro production
functions are additively separable in capital and
labour.

The problem here is as follows. Suppose there
aren firms indexed by v =1, . . ., n. Each produces
the same output ¥(v) using the same type of labour
L(v), and a single type of capital K(v). The vth firm
has a two-factor production function Y (v)=
f"{K(v), L(v)}. The total output of the economy
is ¥ = >, ¥Y(v), total labour is L = > ,L(v).
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Capital, on the other hand, may differ from firm
to firm. Under what conditions can total output
Y be written as ¥ = >_, ¥(v)= F(K, L) where K =
K{K(1), ..., K(n)} and L = L{L(1), ..., L(n)} are
indices of aggregate capital and labour, respec-
tively? Nataf showed that, where the variables
K(v) and L(v) are free to take on all values, the
aggregate production function ¥ = F(K, L) exists,
if and only if every firm’s production function is
additively separable in labour and capital, that is, if
every /" can be written in the form f"{K(v),
L)} = ¢"{K(v)} + y"{L(v)}. Moreover, if one
insists that labour aggregation be ‘natural’, with
the L appearing in the aggregate production func-
tion, then all the Y {L(v)} = c{L(v)}, where ¢ is
the same for all firms.

Nataf’s theorem provides an extremely restric-
tive condition for inter-sectoral or even inter-firm
aggregation. Evidently, aggregate production
functions will not exist unless there are some
further restrictions on the problem.

In fact, such restrictions are available; they
stem from the requirement that a production func-
tion describe efficient production possibilities.

Capital Aggregation

Consider the simplest case of two factors, with
physically homogeneous capital (K) and homoge-
neous labour (L), where total capital can be writ-
ten as K = > K(v), efficient production requires
that aggregate output Y be maximized given
aggregate labour (L) and aggregate capital (K).
Under these simplified circumstances, it follows
that Y = F(K, L) where Y" is maximized output,
since, as was pointed out by May (1946, 1947),
individual allocations of labour and capital to
firms would be determined in the course of the
maximization problem. This holds even if all
firms have different production functions and
whether or not there are constant returns.

In the (somewhat) more realistic case where
only labour is homogeneous and technology is
embodied in capital, Fisher (1965) proposed to
treat the problem as one of labour being allocated
to firms so as to maximize output, with capital
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being firm-specific. Here, no ‘natural’ aggregate
of capital exists.

Given that output is maximized with respect
to the allocation of labour to firms, with such
maximized output denoted by ¥~, the question
becomes: under what circumstances is it possi-
ble to write total output as Y" = F(J, L) where
J=J{K(1),...,K(n)}, where K(v),v=1,...,n,
represents the stock of capital of each firm (that
is, one kind of capital per firm)? Since the values
of L(v) are determined in the optimization pro-
cess there is no labour aggregation problem. The
entire problem in this case lies in the existence of
a capital aggregate. Since Leontief’s condition is
both necessary and sufficient for the existence of
a group capital index, the previous expression
for Y" is equivalent to Y = G{K(1), ..., K(n),
L} if and only if the marginal rate of substitution
between any pair of the K(v)is independent of L.

Fisher drew the implications of this condition.
He showed that, under strictly diminishing returns
to labour (f}; < 0), if any one firm has an addi-
tively separable production function (that is, f7,
= 0), then a necessary and sufficient condition for
capital aggregation is that every firm have such a
production function. (Throughout, such sub-
scripts denote partial differentiation in the obvious
manner.) This means that capital aggregation is
impossible if there is both a firm which uses
labour and capital in the same production process,
and another one which has a fully automated
plant. Fisher found that a necessary and sufficient
condition for capital aggregation is that every
firm’s production function satisfy a partial differ-
ential equation in the form f}, /fx f1, = &(f1).
where g is the same function for all firms. More
important, on the assumption of constant returns
to scale, the case of capital-augmenting technical
differences (that is, embodiment of new technol-
ogy can be written as the product of the amount of
capital times a coefficient) turns out to be the only
case in which a capital aggregate exists. This
means that each firm’s production function must
be writeable as F(b, K,, L,), where the function
F(:,-) is common to all firms, but the parameter b,
can differ. Under these circumstances, a unit of
one type of new capital equipment is the exact
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duplicate of a fixed number of units of old capital
equipment (‘better’ is equivalent to ‘more’). As
we would expect, given constant returns to scale,
the aggregate stock of capital can be constructed
with capital measured in efficiency units. Fisher
(1965) could not come up with a closed-form
characterization of the class of cases in which
an aggregate stock of capital exists when the
assumption of constant returns is dropped. Nev-
ertheless, as he showed, there do exist classes of
non-constant returns production functions which
do allow construction of an aggregate capital
stock. On the other hand, if constant returns are
not assumed there is no reason why perfectly well-
behaved production functions cannot fail to satisfy
Fisher’s partial differential equation given above.
Capital aggregation is then impossible if any firm
has one of these ‘bad apple’ production functions.
To sum up: aggregate production functions exist if
and only if all micro production functions are iden-
tical except for the capital efficiency coefficient —
an extremely restrictive condition.

Working with the profits function rather than
with the production function, Gorman (1968)
reached similar conclusions to those of Fisher.

Fisher extended his original work. First of all,
he analysed (Fisher 1965) the case where each
firm produces a single output with a single type
of labour, but two capital goods, that is, ¥ (v)=
f'(K, Ky, L). Here Fisher distinguished between
two different cases. The first is that of aggregation
across firms over one type of capital (for example,
plant or equipment). Fisher concluded that the
construction of a sub-aggregate of capital goods
requires even more stringent conditions than for
the construction of a single aggregate. For exam-
ple, if there are constant returns in K, K, and L,
there will not be constant returns in K; and L, so
that the difficulties of the two-factor non-constant
returns case appear. Further, if the vth firm has a
production function with all three factors as com-
plements, then no K; aggregate can exist. Thus,
for example, if any firm has a generalized
Cobb—Douglas production function (with the v
argument omitted) in plant, equipment, and labour
Y = AKTKELI’“’ﬁ, one cannot construct a sepa-
rate plant or separate equipment aggregate for the
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economy as a whole (although this does not pre-
vent the construction of a full capital aggregate).

The other case Fisher (1965) considered was
that of the construction of a complete capital
aggregate. In this case, a necessary condition is
that it be possible to construct such a capital
aggregate for each firm taken separately; and a
necessary and sufficient condition (with constant
returns), given the existence of individual firm
aggregates, is that all firms differ by at most a
capital augmenting technical difference. They
can differ only in the way in which their individual
capital aggregate is constructed.

Second, Fisher (1982) asked whether the crux
of the aggregation problem derives from the fact
that capital is considered to be an immobile factor.
He showed that the aggregation problem seems to
be due only to the fact that capital is fixed and is
not allocated efficiently. That is true in the context
of a two-factor production function. However, if
one works in terms of many factors, all mobile
over firms, and asks when it is possible to aggre-
gate them into macro groups, the mobility of
capital has little bearing on the issue. In fact,
where there are several factors, each of which is
homogeneous, optimal allocation across firms
does not guarantee aggregation across factors.
The conditions for the existence of such aggre-
gates are still very stringent, but this has to do with
the necessity of aggregating over firms rather than
with the immobility of capital. A possible way of
interpreting the existence of aggregates at the firm
level is that each firm could be regarded as having
a two-stage production process. In the first one,
the factors to be aggregated, X;(v), are combined
to produce an intermediate output, ¢"(X (v)). This
intermediate output is then combined with the
other factor, L(v), to produce the final output.
Aggregation of X can be done if and only if
firms are either all alike as regards the first stage
of production, or all alike as regards the second
stage. If they are all alike as regards the first stage,
then the fact that L is mobile plays no role. If they
are all alike as regards the second stage, then the
fact that the X; are mobile plays no role.

Finally, Fisher (1983) is another extension of
the original problem to study the conditions under
which full and partial capital aggregates, such as
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‘plant’ or ‘equipment’, would exist simulta-
neously. Not surprisingly, the results are as restric-
tive as those above. See also Blackorby and
Schworm (1984).

Labour and Output Aggregation

Fisher (1968) went on to study the problems
involved in labour and output aggregation, pointing
out that the aggregation problem is not restricted to
capital. Output aggregation and labour aggregation
are also necessary if one wants to use a sector-wide
or economy-wide aggregate production function.
Fisher again studied aggregation over firms,
with labours and outputs shifted over firms to
achieve efficient production, given the capital
stocks. In the simplest case of constant returns, a
labour aggregate will exist if and only if a given
set of relative wages induces all firms to employ
different labours in the same proportions. Simi-
larly, where there are many outputs, an output
aggregate will exist if and only if a given set of
relative output prices induces all firms to produce
all outputs in the same proportion. Thus, the exis-
tence of a labour aggregate requires the absence of
specialization in employment; and the existence
of an output aggregate requires the absence of
specialization in production — indeed, all firms
must produce the same market basket of outputs
differing only in their scale. (Blackorby and
Schworm 1988, is an extension of Fisher 1968.)

Houthakker-Sato Aggregation
Conditions

Whereas Fisher sought to develop conditions
where aggregate production functions would
always work, Houthakker (1955-56) and Sato
(1975) considered two-factor cases in which the
problem was restricted by assuming that the dis-
tribution of capital over firms remains constant. In
such cases it is obvious that one can aggregate
over capital. Houthakker and Sato’s contributions
(see also Levhari 1968) were to show the relation-
ships between the fixed distribution of capital and
the form of the aggregate production function.
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But, if aggregate production functions do not
exist, how is it that they appear to ‘work’ in the
sense that they fit the data well, that the estimated
elasticities are close to the factor shares, and that
wage rates are approximate the calculated mar-
ginal product of labour? We shall have more to say
on this below, but here consider another result of
Fisher (1971). This paper reports the results of
simulations in a simple (heterogeneous capital,
homogeneous labour and output) economy in
which the aggregation conditions are known not
to be satisfied. The principal result is that when,
despite this, calculated factor shares just happen to
be roughly constant, then the Cobb-Douglas
aggregate production function ‘works’ in the
above sense, even though the approximate con-
stancy of factor shares cannot be caused by the
non-existent aggregate production function. (See
Fisher et al. 1977 for the case of the CES produc-
tion function.)

Implications for Empirical Work

Empirically, the non-existence of the aggregate pro-
duction function poses a conundrum. If aggregate
production functions do not exist, there must be
some other reason why they seem to work empiri-
cally. The answer has been in the literature for a
long time (Simon and Levy 1963; Simon 1979;
Shaikh 1980), and more recently Felipe (2001)
and Felipe and McCombie (2001, 2002, 2003,
2005, 20064, b) have elaborated upon it. (For an
in-depth discussion of these issues see the papers in
the Eastern Economic Journal 2005.) However,
like the theoretical arguments underlying the
non-existence of the aggregate production function,
these arguments have largely been ignored.

The argument is that, because the data used in
aggregate empirical applications are not physical
quantities but values, the accounting identity that
relates definitionally the value of total output to
the sum of the value of total inputs can be rewrit-
ten as a form that resembles a production function.

More specifically, the National Income and
Products Account (NIPA) identity states that

149

value added equals the wage bill plus total profits,
that is,

Vi=W,+11, =w, L, +r,J, @))]
where V' is real value added, W is the total wage
bill in real terms, IT denotes total profits (‘operat-
ing surplus’, in the NIPA terminology), also in
real terms, w is the average real wage rate, L is
employment, r is the average ex post real profit
rate, and J is the deflated or constant-price value
of the stock of capital. (Expression (1) is an
accounting identity, not the result of Euler’s The-
orem.) In applied aggregate work, the measures of
output and capital used are the constant-price
values, not physical quantities. We denote them
by Vand J, respectively. These are different from
Y and K used above, which denoted physical
quantities. The symbol = indicates that expres-
sion (1) is an accounting identity.

Expressing the identity (1) in growth rates
yields:

V,=aw, + (1 —a)i + alL, + (1- at)j, 2)

where ” denotes a proportional growth rate, a; =
wy L; /V;1s the share of labour in output, and 1 — a,
= r,J,/V,is the share of capital. So far no assump-
tion of any kind has been made.

Suppose now that factor shares in the economy
are relatively stable. This could be due, for exam-
ple, to the fact that firms set prices according to a
mark-up on unit labour costs. Assume also that w;,
and r, grow at constant rates. Then

Vi=A4al, + (1 -a)l, 3)

Where A = aw + (1 — a)i. Integrating (3) and
taking antilogarithms,

V, = Agexp(M)LT 4)

Expression (4) is simply the NIPA accounting
identity, expression (1), rewritten under the two
assumptions mentioned above. It is certainly not a
Cobb—Douglas production function, as such does
not exist.

What are the implications of this argument?
Suppose  one  estimates the  standard
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Cobb-Douglas regression V, = Cy exp(yt) L
J?* and in this economy factor shares are approx-
imately constant and wage and profit rate growth
is approximately constant. Then, this regression
will yield very good results, since it approximates
the identity (4). The statistical fit will be close to
unity, o) 2 a, o, =2 1 — a, and y = A. However, the
aggregate production function may not exist, or
firms in this economy may be subject to increasing
returns to scale, although the regression results
might lead us to believe otherwise.

On the other hand, if the assumptions about the
path of the factor shares and the growth rates of
w and r are incorrect, the regression V, = Cy exp
(y)Ly'J? will not yield good results. Felipe and
Holz 2001, showed using Monte Carlos simula-
tions that the main reason why the Cobb—Douglas
regression V, = Cy exp(y¢t)L¥'J* often fails is
that the approximation of [aW,+ (1 — a,)7]
through the constant term A is incorrect. Such
widely discussed problems as unit roots or endo-
geneity of the regressors are not the key issues.
This simply means that we have to search for
better approximations to the identity. (See Felipe
and McCombie 2001, 2003, for the derivations of
the CES and translog approximations to the
accounting identity.)

These results have devastating implications for
empiric