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Abstract

This article provides a brief overview of the
role of information and communication tech-
nologies (ICT) as a driver of productivity. In
particular, it focuses on the diffusion of com-
puters and the Internet at the workplace and
discusses the relationship with wages, the
task composition of occupations and labour
productivity at the firm level.

Keywords

Complementarities; Computer use; Economet-
ric analysis; Firm-level data; Internet; Labour
productivity; Organisational change; Produc-
tion function; Social networks; Task-based
approach; Wage equation

JEL Classifications
D22; D24, J24; J31; O33

Information and communication technologies
(ICT) enhance productivity and growth, as
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shown by various studies at the macroeconomic
and microeconomic levels (see for instance Draca
et al. 2007 or Kretschmer 2012, for a comprehen-
sive overview). As so-called general purpose
technologies (Bresnahan and Trajtenberg 1995),
they diffuse throughout the whole economy and
enable innovation in adopting firms and sectors
(see for example Brynjolfsson and Saunders
2010), leading to higher productivity.

From a technological perspective, we can dif-
ferentiate three basic stages of ICT: personal com-
puters, the Internet, and more recently, mobile
Internet.

When personal computers started to diffuse to
workplaces, economists became interested in
analysing whether the use of computers makes
workers more productive. There are basically
two approaches to measuring worker productivity.
One approach takes an individual perspective. It is
based on the concept of wage functions and
assumes that wages reflect individual productiv-
ity. The other approach takes a firm-level perspec-
tive. It builds on production functions and
analyses the relationship between labour produc-
tivity and firms’ input factors, labour, non-ICT
capital and ICT capital, as well as other firm
characteristics. Some studies go beyond these
main approaches by taking into account
job-related tasks, project-based information or
regional aspects.
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Worker Productivity at the Individual
Level

Computer Use and Wages

In his seminal paper, Krueger (1993) analyses
whether workers who use a computer at work
earn higher wages than workers not using a com-
puter at work. The following kind of wage equa-
tion is estimated:

InW; = B, + B, Computer; + f,X; + u;

where W; is hourly wage for employee i,
Computer; is a dummy variable taking the value
one if employee i uses a computer at work and the
value zero otherwise, and X; represents a vector of
employee characteristics, such as education, age
and gender. Krueger uses data from the Current
Population Survey (CPS) collected in the USA in
1984 and 1989 and from the High School and
Beyond Survey for the years 1980, 1982, 1984,
1986. The findings reveal that the wage rate of
computer users is about 10-15% higher than that
of the non-computer users. In 1984, about 25% of
the employees used computers at work, whereas
the number has increased to 37% in 1989. Krueger
points out that it is not clear from the data and
from his analysis whether using computers makes
employees more productive and therefore means
that they earn higher wages, or whether there are
unobserved individual characteristics that corre-
late with computer use and wages. For instance,
high-skilled employees may have abilities that
make them earn higher wages and increase the
probability of using computers. Owing to the
fact that Krueger has only cross-sectional data he
cannot control for individual unobserved hetero-
geneity using fixed effects regression.

DiNardo and Pischke (1997) replied provoca-
tively to Krueger’s paper by asking: ‘Have pencils
changed the wage structure too?’. They replicate
Krueger’s estimations for the USA but extend the
analysis to a further cross-section (1993) of the
Current Population Survey. Furthermore, they use
German employee-level data from the Qualifica-
tion and Career Survey for the time periods 1979,
1985/86 and 1991/92 and compare the results to
those found for the USA. In addition to looking at
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computers at work, the authors also consider the
effect of other working tools such as calculators,
telephones, writing tools like pens or pencils, and
sitting on the job. They call these tools ‘white-
collar tools’, since they are more probably used by
white-collar than by blue-collar workers. The
results for Germany, with respect to the wage
premium for computer use, confirm the results
found for the USA. However, similar wage differ-
entials are found for pens and pencils, calculators,
telephones and working while sitting. The authors
draw the conclusion that the wage differential
found for computer use cannot reflect true returns
to computer use or skills, since otherwise no sim-
ilar effects would have been found for the other
white-collar tools. Similar results are found by
Borghans and Ter Weel (2004) for British
employee data collected in 1997. Computer use
only at the advanced level is related to wage pre-
miums, whereas mathematics and writing skills
show significant wage premiums.

The study by Entorfet al. (1999) has the advan-
tage over previous studies that it relies on panel
linked employer—employee data for 1991 to 1993.
This allows individual fixed effects that control
for unobserved heterogeneity across employees to
be taken into account. Moreover, the authors can
observe what happens if an employee starts using
a computer at work. The wage differential
observed in the cross-sectional French data is
more or less the same as in the USA and lies
between 15 and 20%. Panel regressions, however,
show that this wage differential decreases to only
up to 2%, a result that confirms evidence found
before for the 1980s (Entorf and Kramarz 1997).
Moreover, employees were already better paid
before they started using computers. This result
implies that firms allocate computers to selected
workers and these workers seem to have
unobserved skills that are complementary with
computer use. According to the French dataset,
this seems to hold particularly for low-skilled
workers. Wage premium estimates are
summarised in Table 1.

The Task-Based Approach
In order to obtain deeper insights into the
unobserved characteristics that are complementary
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ICT, Internet and Worker Productivity, Table 1 Overview of wage premium estimates

Estimated wage premium
Between 10% and 15% for computer use

For the USA 1989: 19%

For West Germany 1991: 17% for computer
use Similar effects for pencils and other
white-collar tools

Cross-section analysis: 16% for computer-
related new technologies, decomposed in 6%
for workers with zero experience and 2% for
each year of experience for the first years
Longitudinal individual data: effect not
related to experience disappears 1% for each
year of experience

Cross-section analysis: 15-20%

Panel data: 2%

Wage returns only if computers are used at
the advanced level (e.g. programming)

Authors Data

Krueger US Data: Current Population Survey, 1984, 1989;

(1993) High School and Beyond Survey, 1980, 1982, 1984,
1986

DiNardo and US Data: Current Population Survey, 1984, 1989,

Pischke 1993;

(1997) West German Data: Qualification and Career Survey,
1979, 1985-1986, 1991-1992

Entorf and French Labour Force Survey 1985-1987 and firm-

Kramarz level information

(1997)

Entorf French Labour Force Survey 1991-1993 and firm-

et al. (1999) level information

Borghans and | Skills Survey of the Employed British Workforce

Ter Weel 1997

(2004)

with computer use, Autor et al. (2003) suggested a
so-called task-based approach. This approach
assumes that work consists of a series of routine
and non-routine tasks. While manual and cognitive
routine tasks can be performed and thus substituted
by a computer, non-routine tasks cannot. Analyti-
cal and interactive non-routine cognitive tasks are,
by contrast, supported (i.e. complemented) by
computers. For instance, doing research or advis-
ing customers are non-routine cognitive tasks that
can be better performed using a computer. By
contrast, bookkeeping or controlling machines
can be performed by computers (see Spitz-Oener
2006, p. 243, for a classification of tasks). Autor
et al. (2003) and Spitz-Oener (2006) have shown
for the USA and Germany, respectively, that the
diffusion of computers goes hand in hand with a
shift in the content of work from manual and

Positive and significant wage premiums for
mathematical and writing skills

cognitive routine tasks towards non-routine cogni-
tive tasks. This shift implies an increase in the
demand for skilled employees (in line with the
hypothesis that technological change is skill-
biased), leading to increased wages for these skills.
Another, more direct, channel for how computers
affect wages is that employees become increas-
ingly productive when complementing their tasks
with computer use.

This latter aspect corresponds to the comple-
mentarities between computer use and
organisational change found at the firm level by
Bresnahan et al. (2002) (see next section). For the
empirical analysis of the task-based approach,
task compositions within occupations are calcu-
lated for each employee i (see Spitz-Oener 2006,
p. 242 for the following definition):

number of activities in categoryjperformed by i at time ¢

Task;; =

total number of activities in category j at time ¢

where j represents the tasks, i.e. j = 1 (nonroutine
analytic tasks), j = 2 (nonroutine interactive
tasks), j = 3 (routine cognitive tasks), j = 4

(routine manual tasks) and j = 5 (nonroutine
manual tasks), and ¢ reflects the cross-section for
which data is available. According to the example
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given by Spitz-Oener, if employee i performs two
out of four analytical activities, his or her analyt-
ical task measure is 50. Based on these task mea-
sures the change in the shares of tasks within
occupations over time can be calculated, showing
which of the tasks have become more or less
important.

Spitz-Oener (2008) extends her previous anal-
ysis conducted in 2006 to take up the issue raised
by DiNardo and Pischke (1997), i.e. that there is
also an effect of pencil use on wages. She shows
for West German employee data, again from the
Qualification and Career Survey in 1998/99, that
wage premiums are observed for employees with
skills that are complementary with computer use.
In contrast with the study by DiNardo and Pischke
(1997), no similar effects are found for the use of
pencils. This result underpins what has been
found before: computer use has shifted the task
composition of occupations towards analytical
and interactive tasks and away from routine cog-
nitive and manual tasks. While computers com-
plement the first, they tend to substitute for the
latter.

Worker Productivity at the Firm Level
ICT and Labour Productivity

Taking a firm-level perspective, the relationship
between labour productivity and ICT can be cap-
tured by a production function approach. Output
Qs related to the input factors of labour, non-ICT
capital and ICT capital. Although sometimes
materials explicitly are taken into account, we do
not consider them here. If we assume a Cobb-
Douglas form of the production function, the
function for firm 7 looks as follows:

Bi B2 B
Qi:ALilKiZCi3

where Q is output, L is labour, K is capital, C is
ICT capital and 4 represents a technology or effi-
ciency parameter. The parameters f3;, 3, and f5;
represent the output elasticities of the respective
input factors. Taking logarithms, setting In4 = fy
and adding an error term u; leads to the following
equation:
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InQ; = fy + ByInL; + ,InK; + B3InC; + u;

Subtracting InL from both sides results in

In (%) = ﬁO + (ﬁl — l)hlL, + ﬁ2ll’lK,' + BSII’IC,‘ + U;

where In (%) represents labour productivity,

i.e. output per worker. This equation can be esti-
mated by econometric methods using firm-level
data. If panel data are available, an index ¢ is
added. Panel data usually allow taking account
of firm-specific fixed effects and thus unobserved
heterogeneity across firms. Depending on the
available data, labour productivity is measured
by sales per employee, sales per hour worked,
value added per employee or value added per
hour worked. ICT capital often is not observable
in firm-level data sets. In this case, it may be
approximated by ICT investment or by the per-
centage of employees working with computers. If
panel data is available and information about ICT
investment, then ICT capital stocks can be calcu-
lated according to the so-called perpetual inven-
tory method (see for example Bloom et al. 2012,
or Hempell 2005). Some studies, instead of using
measures of ICT capital, analyse the relationship
of labour productivity with specific ICT applica-
tions such as B2B e-commerce that are measured
by dummy variables (see for example Bertschek
et al. 2006).

There is meanwhile a large number of firm-
level studies analysing the role of ICT for labour
productivity. Draca et al. (2007) provide a com-
prehensive overview of the studies published
between 1996 and 2005 and summarise the main
results. One main finding of most studies is that
labour productivity is positively and significantly
related with ICT. The average of the estimated
coefficients of ICT is about 5% to 6% and has
increased over time (see Kretschmer 2012). This
relationship, however, might be heterogeneous
with respect to firms and industries, i.e. some
firms or industries are more successful in
employing ICT than others.

This firm-specific heterogeneity in reaping the
potential of ICT might be due to differences in
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complementary investment in organisational cap-
ital and human capital across firms, an argument
put forward for instance in Bresnahan et al. (2002)
and underpinned in several further studies. The
relationship between productivity and ICT is
stronger if investment in ICT is supported by
investment in organisational capital (for the par-
ticular role of organisational capital see for exam-
ple Black and Lynch 2001, for the USA,;
Bertschek and Kaiser 2004, for Germany). Since
ICT lowers the cost of communication, employees
can communicate and exchange information more
efficiently. Thus, working in teams and with a low
number of hierarchies becomes more feasible and
organisational structures may become more
decentralised and flexible. Moreover, communi-
cating and coordinating with customers and sup-
pliers become easier and costs may decrease.
Investment in human capital is considered to be
complementary with ICT since the implementa-
tion of a new ICT system or application in a firm
often requires that firms train their employees in
order to be able to work with these new technol-
ogies or applications. Recent evidence on the rela-
tionship between ICT, organisational capital and
human capital and its productivity-enhancing
effect is presented by Bloom et al. (2012) who
find that US multinationals located in Europe
obtain higher productivity effects from using
ICT than their non-US counterparts due to better
people management practices. Bartel et al. (2007)
analyse specific ICT applications in valve-
producing plants, and Aral et al. (2012) present
econometric evidence on a three-way complemen-
tarity between firms’ adoption of software for
human capital management, performance pay
and firms’ practice of human resource analytics
(including worker monitoring, performance feed-
back, the integration of workforce support data,
and talent management). Hall et al. (2012) con-
sider investment in ICT and in research and devel-
opment (R&D) as potential sources of innovation
which in turn may enhance labour productivity.
They use four cross sections of Ttalian manufactur-
ing firms covering the period 1995-2006. The
econometric results show that R&D and ICT con-
tribute directly to labour productivity but also
indirectly through enabling innovation.
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One big issue empirically working economists
are faced with is endogeneity. It is a priori not
evident whether investment in ICT increases
labour productivity or whether productivity
growth implies more investment in IC-
T. Depending on the available datasets, the studies
are more or less able to tackle this issue.

Looking at the Internet as a specific ICT, there
is not so much empirical work yet as exists for
ICT in general. The following section will sum-
marise some of the empirical results.

Internet and Labour Productivity

The Internet started to diffuse to workplaces later
than computers. If a firm connects to the Internet,
it does not necessarily mean that all employees
have Internet access, but this might rather be
restricted to a certain group of persons such as
the chief executive officers or the administration
staff. Also, Internet use as well as computer use
varies considerably between manufacturing and
services industries.

Figure 1 shows the diffusion of computers and
Internet access in German firms. The percentage
of employees using a computer at least once per
week at work has increased from 46% in 2002 to
63% in 2011. In the same period, the percentage of
employees with connection to the Internet has
increased from 29% in 2003 to 54% in 2011.

What does the Internet add to only having a
computer? It allows access to information and
connects employees with each other, facilitating
the search and exchange of information. More-
over, Internet technologies or web-based applica-
tions such as wikis or collaboration platforms
facilitate processing of information, documenta-
tion and cooperation.

For the case of New Zealand, Grimes
et al. (2012) find based on a firm-level cross
section collected in 2006 that firms using broad-
band Internet have a 7 to 10% higher labour
productivity. By contrast, for the early phase of
broadband diffusion in Germany, 2000 to 2002,
Bertschek et al. (2011) find positive and signifi-
cant effects of broadband on firms’ innovation
activity but not on labour productivity. Polder
et al. (2010) analyse the role of ICT and R&D
for innovation success. Their estimations are
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ICT, Internet and Worker Productivity, Fig. 1 Percentage of employees using computers and Internet in German
firms, 2002-2011. In 2008, NACE code classification has changed

based on three data waves of Dutch firms. ICT is
measured as investment in ICT per employee.
Additionally, they use a measure for Internet use
(the percentage of employees having access to
broadband Internet), and include e-commerce as
a specific ICT application. The results show that
broadband Internet is particularly important for
service firms, where broadband is positively
related to product and process innovation as well
as to organisational innovation. By contrast, in the
manufacturing sector, broadband is significant
only for product and organisational innovation.
For process innovation, it is e-commerce that
plays a significant role. These results support the
hypothesis of complementarity between ICT and
innovation or organisational change. Moreover,
they show that it also depends on what firms
concretely do with their ICT or with their Internet
access to enable innovation. This latter issue is
taken up in a recent paper by Colombo
et al. (2012). The authors show for a sample of
small Italian firms that it is not the broadband
connection itself that makes firms more produc-
tive. It depends rather on the kind of application as
well as on complementary organisational and stra-
tegic changes whether or not firms profit with
respect to their productivity.

Internet and Wages: A Regional Perspective

Studies looking at Internet and wages are still
scarce. Forman et al. (2011) take a regional per-
spective. Their initial hypothesis is that Internet
lowers the cost for economic engagement also in

geographically isolated regions. Thus, Internet
should have effects on the performance of firms
and employees also in regions whose performance
was comparably low before the diffusion of the
Internet. The study does not look at broadband
Internet itself but at business investment in
advanced Internet technologies. These comprise
investment in enterprise resource planning (ERP),
customer service, education, extranet, publica-
tions, purchasing and technical support. The
time span of the analysis is from 1995 to 2000, a
time period when Internet had just started to dif-
fuse more broadly and when there was still a lot of
variation in the use of broadband Internet or
Internet-based applications with respect to firms,
individuals and regions. The authors use data
from different sources on firms with more than
100 employees as well as county-level data.

The estimations show that although advanced
Internet applications diffused widely in the USA
from 1995 to 2000, the economic benefits in
terms of wage growth were concentrated in a
few well-performing counties only. More pre-
cisely, only 6% of US counties profited from
investment in Internet technologies in terms of
wage growth. This wage growth amounted to
28% from 1995 to 2000, whereas the average
growth over all counties was 20%. These
counties, however, had a better performance
already before 1995, i.e. they were characterised
by relatively high income, large population, high
skills and high IT intensity. The results of the
study thus do not support the initial hypothesis
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that the Internet contributes to economic regional
inclusion, but rather imply that the Internet
aggravates regional wage inequality.

Including Social Network Data

In order to analyse the relationship between mul-
titasking, knowledge networks and productivity,
the approach by Aral et al. (2012) goes beyond
the firm level and the individual level. The
authors focus on only one firm, a mid-size exec-
utive recruiting firm. They use detailed data on
employees’ characteristics, on their project out-
put and team membership for projects, and on
email messages sent and received by these
employees, i.e. on the workers’ digital network.
A recruiting firm offers services, and for ser-
vices, measuring output, input and productivity
is harder than in manufacturing firms. The
authors of the study have accounting records
for all projects covering the period 2001 to
2005, including the number of projects com-
pleted and the revenue generated by individual
recruiters. They measure output as the number of
projects completed per month, i.e. the number of
days a recruiter works on the project per month
divided by the total number of days for which the
project runs. Completing a project means that the
recruiter has found an appropriate candidate for
the client and the candidate has signed a contract.
Output is set into relation with the heterogeneity
of multitasking measured as the number of pro-
jects recruiters work on per month and the het-
erogeneity of recruiters’ contacts resulting from
the work on prior projects as well as from the
number of email contacts.

There are several interesting findings from this
analysis: Recruiters’ output is increasing with
multitasking, but only up to a certain threshold.
A further increase of multitasking then implies
diminishing rates of return. Although heterogene-
ity of contacts is negatively related with output, it
complements task heterogeneity. Having access to
heterogeneous information via email makes mul-
titasking recruiters more productive. This result
again supports the hypothesis of complementarity
between workplace organisation and IT as well as
the complementarity between specific tasks
and IT.
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Current Technological Trends

While computers allow for digitisation, and the
Internet for connectedness, the mobile Internet,
which has started to diffuse only recently, addi-
tionally offers the possibility to work at any time
from any place. For example, in Germany, on
average 25% of employees have broadband
access via a mobile device such as a smartphone
or a tablet (Statistisches Bundesamt 2011, p. 21).
This development is supported by so-called cloud
computing — the concentration of computing
capacity, data and software in data centres that
employees can connect to from anywhere. There
are so far no empirical econometric studies based
on large-scale data analysing whether mobile
Internet adds to worker productivity additionally
to computers and Internet. We can imagine what
might happen if working environments get more
and more flexible and independent from time and
space. On the one hand, this technological oppor-
tunity, by decreasing information and communi-
cation costs, supports further decentralisation of
work as suggested in Bresnahan et al. (2002). On
the other hand, these flexible working environ-
ments require a high degree of self-reliance and
coordination. Very probably, new studies will
soon give insights into the net effects of these
new technological advances.

See Also

Internet, Economics of the
Production Functions
Social Networks, Economic Relevance of
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Ideal Indexes

Kazuo Sato

Among many index numbers, the two most
favoured because of algebraic simplicity and
case of computation are those advocated by
E. Laspeyres in 1864 and by H. Paasche in 1874.
There are n commodities, indexed from 1 to n. At
time point ¢, the price vector is p; = {P1s- - -» Pus}
and the quantity vector ¢, = {q1s- - -, Gue}- Psqs
denotes » ", p;q;;- Let Py, and Oy, be the price
and quantity indexes from time s to z. Then, these
two indexes are
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Oy = Pdi/Psds
Qy = P/ P45

Laspeyreslj)f, = Pids/Psqs>
PaascheP, = p,q,/psq,

There are several desirable properties that an
index ought to satisfy (Samuelson and Swamy
1974; Allen 1975, pp. 40—47). Three basic tests
(stated for the price index) which any reasonable
index must meet are:

1. Identity test: P, = 1.
2. Proportionality test: Py, = kPy, when p;y =
kpin qiv = qi for all i.

3. Dimensional test: changes of units do not affect
the index value. The next three are not always
satisfied:

4. Time-reversal test: PP, = 1.

. Circular test: P,,Py, = P,

6. Factor-reversal test: P,,Q,, = E;, where E; =
P4q/Psqs 1s the expenditure index and P and
O are matching indexes in the sense that they
share a common form except that p and ¢ are
interchanged between them.
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Irving Fisher (1922), who most energetically
pursued the topic of index numbers, emphasized
the factor-reversal test and regarded PQ/FE (where
P and Q are matching indexes) as the bias of an
index. Very few indexes satisfy (6). For the
Laspeyres and Paasche indexes, the following
identities are seen to hold:

PoQy = PQy, = Eq,
i.e., the Laspeyres and Paasche indexes are ‘factor
antitheses’. Then, their geometric averages

F F L AP
Py = \V PsL'rPfr’ 0y = \V 0,9

satisfy (6). Fisher regarded this index to be the
best or ‘ideal’ among 134 indexes he compared.
This index has been known as Fisher’s ideal index
even though he was not the only one who
discussed this index at the time.

A log-change index has also been popular. It is
given the form
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In Py = Zsi(lnpit - lnpis)’

l

In Qst = Z si(ln qir — In qis)

1

where s; > 0, >.s; — 1. Expenditure shares are
used for weights. Let w;, be the share of good
i in total expenditure at time ¢. Loglinear ana-
logues of the Laspeyres, Paasche, and Fisher
indexes are obtained by setting (i) s; = wj,
(ii) s; = wy, and (iii) s; = § (Wi + wy). The last
one, which is attributed to Tornqvist, does not
satisfy the factor-reversal test.

Log-change indexes may be considered as dis-
crete approximations to the continuous Divisia
index obtained by integrating

dinP = Zw,-dln pi, dnQ = Zw,-dln q;

from s to ¢.

Suppose that (p, g) represents the behaviour of
a consumer maximizing utility. Assume that the
consumer’s utility is represented by a preference
function of a certain homogeneous form. It can
then be shown that the Divisia index also
assumes a certain form. This index is said to be
‘exact’ with the preference function (Diewert
1976). (The Laspeyres is exact with a linear
utility function, the Paasche with a Leontief-
type utility function, and the Tornqvist with a
translog utility function.)

The correspondence between a preference
function and an index can be given the following
heuristic argument: The preference ordering can
be represented either in a direct form [U(g)] or in
an indirect form [ V(£/p)]. Interpreting the quantity
index as a constant-utility index, we have
0, = Ulgqy)/U(q,). By the same token, the price
index is associated with the indirect utility func-
tion so that Py, = V(E/p,)/V(E/ps). When U and
V are alternative representations of a preference
function, they form a dual pair. P and Q which are
exact with them are factor antitheses, namely,
PO, =E;, As P and Q are not in general
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matching indexes, they do not meet the factor
reversal test.

When the duel pair, U and V, share a common
functional form, they are called ‘self-dual’
(Houthakker 1965). It then follows that O and
P which are exact with the dual pair must also
share a common form, i.e., they are matching
indexes. Thus, an important proposition
holds: there are as many ideal index numbers as
there are self-dual preference functions as
they are equivalent to each other. There are
only three known self-dual preference functions: (-
a) Cobb—Douglas, (b) quadratic, and (c) constant-
elasticity-of substitution (CES). Ideal indexes
which correspond to these are as follows:

(a) A log-change index with fixed weights. The
weights are exponents of the Cobb—Douglas.
Since expenditure shares do not remain con-
stant over time, this index violates reality.

(b) Fisher’s ideal index. This correspondence was
noted by Koniis and Byushgens already in the
1920s (Afriat 1977).

(c) A log-change index with variable weights
where s; is given by (w;~w;)/(In w;~In wy),
divided by its sum over i. Though complicated
in form, these weights are seen to be in the
nature of geometric averages. This index was
discovered independently by Sato (1976) and
Vartia (1976).

No other self-dual preferences not ideal
indexes have been discovered since.
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Ideal Output

J. V. de Graaff

Abstract

Pigou’s notion of ‘the ideal output’ as ‘the
output in any industry which maximizes the
national dividend, and, apart from the differ-
ences in the marginal utility of money to dif-
ferent people, also maximises satisfaction’ has
long been eclipsed by the ‘general optimum of
production and exchange’, in which the wel-
fare of each member of the community is max-
imized in turn, subject to certain constraints —
even though the more modern theory, despite
its advantages, does not necessarily reach any
substantially different conclusions. But ideal
output theory is by now no more than an epi-
sode in the history of economic thought.

Keywords

Barone, E.; Competitive equilibrium; External
economies; General optimum of production
and exchange; Ideal output; Imperfect compe-
tition; Marginal equivalence; Marginal social
product; Monopoly; Pareto, V.; Pigou, A. C

JEL Classifications
D6

Pigou, writing in The Economics of Welfare, calls
‘the output in any industry which maximizes the
national dividend, and, apart from the differences
in the marginal utility of money to different
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people, also maximises satisfaction, the ideal out-
put’. He goes on to argue that ‘this output is
attained — the possibility of multiple maximum
positions being ignored — when the value of the
marginal social net product of each sort of
resource invested in the industry under review is
equal to the value of the marginal social net prod-
uct of resources in general’. And, finally, it ‘will
be that output which makes the demand price of
the output equal to the money value of the
resources engaged in producing a marginal unit
of output’ (1932, pp. 802, 803).

The line of argument that comes through so
clearly in these quotations can be traced back to
Pigou’s earlier Wealth and Welfare (1912) and
indeed to Marshall; but since the 1930s it has
been overtaken by the development of a more
powerful strand of analysis that stems from Pareto
(1897) and Barone (1908) and has culminated in
the theory of the general optimum of production
and exchange. In it one maximizes in turn the
welfare of each member of the community, sub-
ject to the constraint of the social production func-
tion and to holding on each occasion the welfare
of each other member constant. The resulting first-
order conditions include the marginal equiva-
lences enumerated in the theory of ideal output
(Graaff 1957). Any modern discussion of the the-
ory must therefore be set against the background
of the one that has incorporated and replaced it.

The more modern theory has the virtues of
elegance, simplicity and generality. It embraces
exchange as well as production. It deals with
commodities and firms (or event plants) instead
of industries. It does not need the doctrine of
maximum satisfaction, or any assumption about
interpersonal comparisons of utility. But at the end
of the day it does not reach any substantial con-
clusion that the theory of ideal output, correctly
employed, would not itself have reached.

The problem, especially in the early develop-
ment of the theory, was that it was not all that easy
to apply it correctly. It was not originally recog-
nized that (at least in a closed economy) the cor-
rect way to reckon the value of a marginal social
net product is at constant prices. The same remark
applies to the calculation of marginal social cost.
If higher prices have to be offered to factors of
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production to attract them to an industry undergo-
ing expansion, the element of the cost of the
expansion caused by the higher prices represents
a transfer payment to the factors (in the form of a
rent or quasi-rent), not a cost to society. The cost
to society is the value of the output sacrificed
when the factors are withdrawn from their previ-
ous use. That value was reckoned at the original
prices of the factors. Those prices must therefore
be used in reckoning their cost to society in their
new use.

Clarification of this issue was the result of a
famous debate of the 1920s — much of it reprinted
in Readings in Price Theory (Stigler and Boulding
1953) — on the desirability of taxing industries
subject to diminishing returns, and paying
bounties to those subject to increasing returns, a
result to which the theory of ideal output at one
stage seemed to point. As competitive conditions
were meant to be prevailing, the industries
enjoying increasing returns had to be assumed to
comprise firms whose unit costs were falling
because of external economies; and as external
economies were themselves recognized as possi-
ble reasons for a divergence between private and
social net products, the opportunities for getting
muddled were legion. It is to the credit of the
participants — among them D.H. Robertson,
G.F. Shove, F.H. Knight and J. Viner — that these
dangers were largely avoided.

Much of the motivation for the theory of ideal
output seems to have been a desire to see when
competitive output was ideal, and when interfer-
ence in a competitive economy would be justified.
Today we ask, rather more formally (cf. Debreu
1959), when a competitive equilibrium would
also be a general optimum. The answer, very
briefly, is when the technology is convex, there
are no external effects in production or consump-
tion, no public goods and no foreign trade.

Apart from the fact that the existence of public
goods was glossed over, ideal output theory
would not have given a very different answer.
The importance of the foreign trade exception
was recognized. (The marginal social cost of
importing goods subject to rising supply price is
higher than the marginal private cost. The rents
that accrue to foreigners are not mere transfers
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within the domestic community, but a part of
social cost). Divergences between private and
social costs due to external economies and dis-
economies in production, and between private and
social benefits due to external economies and
diseconomies in consumption, were fully
discussed. The counterpart of the modern insis-
tence on a convex technology was the painstaking
treatment of increasing returns. The conditions
under which competitive output would approach
the ideal were pretty clearly defined.

Pigou also discussed the deviation from the
ideal of the outputs of discriminating monopo-
lists. (Not surprisingly, they fell short.) R.F. Kahn
(1935) extended the analysis to imperfect com-
petition. He argued that (taking diseconomies as
negative economies) all industries could be
arranged in descending order on a scale
according to the extent of the external economies
they generated and the degree of monopoly
(measured by the gap between price and marginal
cost) they enjoyed and that at a certain point on
the scale there would be an average industry.
Above this point all should expand to produce
ideal outputs; below it all should contract.
Adjustment could be achieved by a set of taxes
and bounties. When all industries had expanded
or contracted to conform to the average degree of
monopoly and the average capacity to create
external economies, their marginal social prod-
ucts would diverge from their marginal private
products to the same extent and ideal output
would be attained.

Note that this treatment avoids the error of
making ‘piecemeal’ recommendations of the
sort so often found in partial analysis. All indus-
tries must move to the average. It may not help if
one or two do. That may just increase the gap
between those that conform and those that do
not. (In technical terms, the first-order
conditions for a maximum must be satisfied
simultaneously.)

In this sense Kahn’s treatment is very general.
In another it is not general enough. Proportional-
ity of marginal products is not sufficient. For a full
optimum, equality is essential (Lerner 1944,
ch. 9). This may require an adjustment in the

ideal type

number of hours worked, and an expansion or
contraction in the level of output as a whole.

The view that suitable corrective taxes and
bounties can and should be used to bring marginal
private products into line with marginal social
products, when they diverge, was once very pop-
ular. On the whole it has weathered less well than
ideal output theory itself, although the latter is by
now no more than an episode in the history of
economic thought.
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ideal type

David Beetham

This is the term used by Max Weber to describe the
distinctive concepts and models developed by eco-
nomic and social theorists, and employed in the
activity of empirical analysis. The term also defines
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the characteristic method which Weber saw as dis-
tinctive of the social sciences. Social life is infi-
nitely complex and can never be exhaustively
described or explained. In order to make sense of
it, the social scientist uses artificially pure concepts,
e.g. ‘natural economy’, ‘handicraft’, ‘capitalism’,
which are intellectual constructs involving a high
degree of abstraction from the actual world. They
comprise the most typical elements which have
been isolated from a historically repeated pattern
of action, relationship or institution, as seen from a
partial point of view (economic, political, etc.), and
combined into an internally consistent and inher-
ently intelligible unity. With the help of such con-
structs the social scientist is able to characterize a
particular object of study, and make its complexity
intelligible according to its degree of conformity to
the stipulations of the relevant concept or model.
Often a particular social complex will require a
combination of such concepts for its elucidation,
as for example the class structure of a given society
can be understood as a combination of the analyt-
ically separable elements of property ownership
(‘class’), social esteem (‘status’) and authority
position (‘power’). Ideal types have nothing to do
with ideals (though there can be ideal-type of
ideals, e.g. ‘individualism’) and could perhaps
less confusingly be called ‘pure types’.

Weber’s characterization of the ideal-type
method is best understood in the context of the
‘Methodenstreit’ between the historical and theo-
retical schools of German political economy. He
developed it to rebut what he saw as a mistaken
understanding of theory on the part of certain mem-
bers of the historical school. In their view economic
theory should involve the quest for universal laws
of a natural-scientific kind, arrived at inductively
on the basis of exhaustive empirical studies of
economic phenomena. They saw the work of the
historical school as the necessary preliminary stage
to the discovery of such laws. Measured against
this conception, the theoretical work of Carl
Menger and the marginal utility school was judged
to be excessively abstract, one-sided in its assump-
tions about human nature, and above all premature.

Weber’s ideal-type method provided a critique
of this ‘scientistic’ understanding of economic
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and social theory. The focus of interest of the
social scientist, he argued, lay in the historically
specific, not the most general, aspects of phenom-
ena. The latter were both the most banal and the
least useful for explanatory purposes. The distinc-
tive method of social-scientific abstraction
involved not a quest for universal laws, but a
process of isolating what was most typical and
essential to a pattern of action or social relation,
and rendering it intelligible as an internally coher-
ent whole. It was by the same method of abstrac-
tion that the typical historical preconditions and
consequences of a given social institution were to
be elucidated. Weber argued that this was in prac-
tice the method adopted by economic theoreti-
cians, Marxists and marginalists alike, though
they did not always recognize its implications.
The error of the former was to treat their theoret-
ical deductions about the typical consequences of
capitalist competition as actual historical tenden-
cies or laws, in advance of any empirical confir-
mation. The error of the latter was their failure to
recognize the actual historical preconditions for
the rigorous calculation and maximization of eco-
nomic interests, which made their theoretical
models historically specific rather than applicable
to all times and places (Weber 1903; 1904a).

In this manner Weber’s account of the ideal-
type method offered a resolution of the contro-
versy between the historical and theoretical
schools. On the one hand it demonstrated the
historical specificity of even the most abstract
theorizing. On the other hand it revealed the irre-
ducibly theoretical character of the concepts used
in historical economics, which was anything but a
merely descriptive activity on whose successful
‘completion’ the construction of theory was itself
supposedly dependent. Properly understood, the
respective emphases of theory and history were
mutually complementary, a conjunction which
Weber’s own work such as The Protestant Ethic
and the Spirit of Capitalism (Weber 1904b) or the
more theoretical formulations of Economy and
Society (Weber 1921) amply demonstrated.

Subsequent discussion of the ideal-type
method has taken place within sociology and
political science, rather than within the discipline
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of economics, which provided its original intel-
lectual location. Most social scientists would
accept the necessity for typological construction,
but disagree over both its manner and the criteria
for its assessment. Weber’s approach has been
criticized for its inherent subjectivity, in two
quite different senses. First, his method of
‘Verstehen’ or ‘understanding’, which is neces-
sary for assessing the internal coherence of
idealtype constructs, has been seen as unavoid-
ably arbitrary. To this it can be simply replied that
the criteria for the intelligibility of social action
are interpersonal, not private, despite the obvious
difficulties in respect of alien cultures.

Secondly, following the neo-Kantianism of
Heinrich Rickert, Weber argued that the objects
of study and hence the concepts used in the social
sciences are determined according to their ‘value-
relevance’, i.e. their significance for our values.
Unlike Rickert, however, he did not believe that
these value standpoints could be objectively
grounded in human reason. Some commentators
have therefore concluded that it is impossible to
rescue Weberian concept formation from the sub-
jectivity of the investigator’s own values. Such a
conclusion overlooks Weber’s insistence that
ideal-type constructs must satisfy the criterion of
explanatory power as well as of significance, and
thus ‘be valid for all who seek the truth’. The
ultimate test for idealtype construction must be
an objective one: its fruitfulness in identifying
and resolving explanatory problems.
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Identification

Jean-Marie Dufour and Cheng Hsiao

Abstract

The problem of identification is defined in
terms of the possibility of characterizing
parameters of interest from observable data.
This problem occurs in many fields, such as
automatic control, biomedical engineering,
psychology, systems science, the design of
experiments, and econometrics. This article
focuses on identification in econometric
models, which typically involve random vari-
ables. Identification in general parametric sta-
tistical models is defined, and its meaning in a
number of specific econometric models is con-
sidered: regression (collinearity), simultaneous
equations, dynamic models, and nonlinear
models. Identification in nonparametric
models, weak identification, and the statistical
implications of identification failure are also
discussed.
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In economic analysis, we often assume that there
exists an underlying structure which has gener-
ated the observations of real-world data. How-
ever, statistical inference can relate only to
characteristics of the distribution of the observed
variables. Statistical models which are used to
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explain the behaviour of observed data typically
involve parameters, and statistical inference aims
at making statements about these parameters. For
that purpose, it is important that different values of
a parameter of interest can be characterized in
terms of the data distribution. Otherwise, the
problem of drawing inferences about this param-
eter is plagued by a fundamental indeterminacy
and can be viewed as ‘ill-posed’.

To illustrate, consider X as being normally
distributed with mean E(X) = u; — up. Then
U1 — Mo can be estimated using observed X. But
the parameters y; and i, are not uniquely estimable.
In fact, one can think of an infinite number of pairs
(i ),  5,j =1,2, ...(i#)j), such that
Wi — W= p — po . In order to determine p; and
U> uniquely, we need additional prior information,
such as pt, = 3u; or some other assumption. Note,
however, that inference about the variance of
X remains feasible without extra assumptions.

More generally, identification failures —or sit-
uations that are close to it — complicate consider-
ably the statistical analysis of models, so that
tracking such failures and formulating restrictions
to avoid them is an important problem of econo-
metric modelling.

The problem of whether it is possible to draw
inferences from the probability distribution of the
observed variables to an underlying theoretical
structure is the concern of econometric literature
on identification. The first economists to raise this
issue were Working (1925, 1927) and Wright
(1915, 1928). The general formulations of the
identification problems were made by Frisch
(1934), Marschak (1942), Haavelmo (1944),
Hurwicz (1950), Koopmans and Reiersel (1950),
Koopmans et al. (1950), Wald (1950), and many
others. An extensive treatment of the theory of
identification in simultaneous equation systems
was provided by Fisher (1976). Surveys of the
subject can be found in Hsiao (1983), Prakasa
Rao (1992), Bekker and Wansbeek (2001),
Manski (2003), and Matzkin (2007); see also
Morgan (1990) and Stock and Trebbi (2003) on
the early development of the subject.

In this article, we first define the notion of
identification in general parametric models
(Sections “Definition of Parametric Identification”
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and “General Results for Identification in Paramet-
ric Models”) and discuss its meaning in a number
of specific statistical models used in econometrics,
such as regression models (collinearity), simulta-
neous equations, dynamic models, and nonlinear
models (Section “Some Specific Parametric
Models”). Identification in nonparametric models
(Sections “Definition of Identification in Nonpara-
metric Models” and “Examples of Nonparametric
Identification”), weak identification
(Section “Weak Instruments and Weak Identifica-
tion”), and the statistical implications of identifica-
tion failure (Section “Statistical Consequences of
Identification Failure”) are also considered.

Definition of Parametric Identification

It is generally assumed in econometrics that eco-
nomic variables whose formation an economic
theory is designed to explain have the character-
istics of random variables. Let y be a set of such
observations. A structure S is a complete specifi-
cation of the probability distribution function of y.
The set of all a priori possible structures, 7, is
called a model. In most applications, y is assumed
to be generated by a parametric probability distri-
bution function F(y, 6), where the probability
distribution function F is assumed known, but
the ¢ x 1 parameter vector 0 is unknown.
Hence, a structure is described by a parametric
point 0, and a model is a set of points 4 C RY.

Definition 1 Two structures, S° = F, 00) and
S" = F(y, 0%) are said to be observationally equiv-
alent if F (v, 0°) = F(y, 0%) for (‘almost’) all
possible y. A model is identifiable if A contains
no two distinct structures which are observation-
ally equivalent. A function of 0, g(0), is identifi-
able if all observationally equivalent structures
have the same value for g(0).

Sometimes a weaker concept of identifiability
is useful.

Definition 2 A structure with parameter value
0° is said to be locally identified if there exists an
open neighborhood of 0°, W, such that no other 0
in W is observationally equivalent to 0°.
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General Results for Identification in
Parametric Models

Lack of identification reflects the fact that a ran-
dom variable has the same distribution for some if
not all values of the parameter. R.A. Fisher’s
information matrix provides a sensitivity measure
of the distribution of a random variable due to
small changes in the value of the parameter point
(Rao 1962). It can therefore be shown that, subject
to regularity conditions, 0° is locally identified if
and only if the information matrix evaluated at
0° is nonsingular (Rothenberg 1971).

It is clear that unidentified parameters cannot
be consistently estimated. There are also patho-
logical cases where identified models fail to pos-
sess consistent estimators (for example,
Gabrielson 1978). However, in most practical
cases, we may treat identifiability and the exis-
tence of a consistent estimator as equivalent; for
precise conditions, see Le Cam (1956) and
Deistler and Seifert (1978).

Some Specific Parametric Models

The choice of model structure is one of the basic
ingredients in the formulation of the identification
problem. In this section we briefly discuss some
identification conditions for different types of
models in order to demonstrate the kind of prior
restrictions required.

Linear Regression with Collinearity
One of the most common models where an iden-
tification problem does occur is the linear regres-
sion model:

y=Xp+u (1)
where y is an n x 1 vector of dependent observ-
able variables, X is an n x k fixed matrix of
observable variables, f a £ x 1 unknown coeffi-
cient vector, and u is an n x 1 vector of distur-
bances whose components are (say) independent
and identically distributed according to a normal
distribution N(0, ¢”) with unknown positive vari-
ance o~

Identification

In this model, the value of § must be deter-
mined from the expected value of y : E(y) = Xp.
If the latter equation has a solution for f§ (that is, if
the model is correct), the solution is unique if and
only the regressor matrix X has rank k. If X has
rank zero (which entails X = 0), all values of f§ are
equivalent (B is completely unidentifiable). 1f
1 < rank(X) < &, then not all the components
can be determined, but some linear combina-
tions of the components of f (say ¢'f) can be
determined (that is, they are identifiable).
A necessary and sufficient condition for ¢/f to
be estimable (identifiable) is that ¢ = (X' X)d for
some vector d. Linear combinations that do
not satisfy this condition are not identifiable.
The typical way out of such collinearity prob-
lems consists in imposing restrictions on f
(identifying restrictions) which set the values
of the wunidentifiable linear combinations
(or components) of f.

Correspondingly, when X does not have
full rank, the equation (X'X)f = X'y, which
defines the least squares estimator B, does not have
a unique solution. But all solutions of the least
squares problem can be determined by consider-
ing f = (X'X) X'y where (X' X)~ is any gener-
alized inverse of (X'X). Different generalized
inverses then correspond to different identifying
restrictions on f3. For further discussion, see Rao
(1973, ch. 4).

Linear Simultaneous Equations Models
Consider a theory which predicts a relationship
among the variables as

By, +Ix,=u, t=1,...,n, 2)
where y; and u,, are G x 1 vectors of observed and
unobserved random variables, respectively, X, is a
K x 1 vector of observed non-stochastic variables,
Band I are G x G and G x K matrices of coeffi-
cients, with B nonsingular. We assume that the u,
are independently normally distributed with mean
0 and variance-covariance matrix > _ . Equations (2)
are called structural equations. Solving for the
endogenous variables, y, as a function of the
exogenous variables, x, and the disturbance u,
we obtain:
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y, = —B7'I'x, + B 'u, = Ix, + v;, 3)
Where 1 = — B™'T,Ev, = 0,Ev,v,=V =B"!
S (B™")'. Equations (3) are called the reduced
form equations derived from (2) and give the con-
ditional likelihood of'y, for given x, that summaries
the information provided by the observed (y,, X,,).
The wvariables in x, are often also -called
‘instruments’.

From (3), we see that the simultaneous equa-
tions model can be viewed as a special case of a
multivariate regression model (MLR), such that
the regression coefficient matrix IT satisfies the
equation:

BIl = —-T. )

Provided the matrix X = [x;, ..., x,] has
full rank K (no collinearity), the regression coef-
ficient matrix IT is uniquely determined by the
distribution of Y = [y, ..., y,] (it is identifi-
able). The problem is then whether B and I" can
be uniquely derived from Eq. (4). Premultiplying
(2) by a G x G nonsingular matrix D, we get a
second structural equation:

By, +I''x, = u}, 5)
where B* = DB, I'* = DI, and u; =Du. It is
readily seen that the reduced form of (5) is also
(3). So Eq. (4) cannot be uniquely solved for B and
I', given II. Therefore, the two structures are
observationally equivalent and the model is non-
identifiable.

To make the model identifiable, additional
prior restrictions have to be imposed on the matri-
ces B, T and/or > . Consider the problem of
estimating the parameters of the first equation in
(2), out of a system of G equations. If the param-
eters cannot be estimated, the first equation is
called unidentified or underidentified. If given
the prior information, there is a unique way of
estimating the unknown parameters, the equation
is called just identified. If the prior information
allows the parameters to be estimated in two or
more linearly independent ways, it is called over-
identified. A necessary condition for the first
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equation to be identified is that the number of
restrictions on this equation be no less than
G — 1 (order condition). A necessary and suffi-
cient condition is that a specified submatrix of B,
I' and > be of rank G — 1 (rank condition) (see
Fisher 1976; Hausman and Taylor 1983). For
instance, suppose the restrictions on the first equa-
tion are in the form that certain variables do not
appear. Then this rank condition says that the first
equation is identified if and only if the submatrix
obtained by taking the columns of B and I" with
prescribed zeros in the first row is of rank G — 1
(Koopmans and Reiersel 1950).

Dynamic Models

When both lagged endogenous variables and
serial correlation in the disturbance term appear,
we need to impose additional conditions to iden-
tify a model. For instance, consider the following
two equation system (Koopmans et al. 1950):

Yie + Budi, 1 + Biaya, i

=u, Pyt Yo = U (6)
If (uyy, up,) are serially uncorrelated, (6) is
identified. If serial correlation in (uy,, uy,) is allo-

wed, then

i+ B v, B ya,

=u'1, Pyt Yy = o )
is observationally equivalent to (6), where ), =
B +dPar, Bio = Bio +d,anduj, = uy + duee

Hannan (1971) derives generalized rank con-
ditions for the identification of this type of model
by first assuming that the maximum orders of
lagged endogenous and exogenous variables are
known, then imposing restrictions to eliminate
redundancy in the specification and to exclude
transformations of the equations that involve
shifts in time. Hatanaka (1975), on the other
hand, assumes that the prior information takes
only the form of excluding certain variables
from an equation, and derives a rank condition
which allows common roots to appear in each
equation.
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Nonlinear Models

For linear models, we have either global identi-
fication or else an infinite number of observation-
ally equivalent structures. For models that are
linear in parameters, but nonlinear in variables,
there is a broad class of models whose members
can commonly achieve identification (Brown
1983; McManus 1992). For models linear in the
variables but nonlinear in the parameters, the
state of the mathematical art is such that we
only talk about local properties. That is, we can-
not tell the true structure from any other substi-
tute; however, we may be able to distinguish it
from other structures which are close to it. A
sufficient condition for local identification is
that the Jacobian matrix formed by taking the
first partial derivatives of

W :“PZ(H),I: 1, ...,I’l,O: ¢J(0), ]: 1, ...,R,

®)

with respect to 0 be of full column rank, where the
w; are n population moments of y and the ¢; are
the R a priori restrictions on 0 (Fisher 1976).

When the Jacobian matrix of (8) has less than
full column rank, the model may still be locally
identifiable via conditions implied by the higher-
order derivatives. However, the estimator of a
model suffering from first-order lack of identifi-
cation will in finite samples behave in a way
which is difficult to distinguish from the behav-
iour of an unidentified model (Sargan 1983).

Bayesian Analysis

In Bayesian analysis all quantities, including the
parameters, are random variables. Thus, a model
is said to be identified in probability if the poste-
rior distribution for 0 is proper. When the prior
distribution for 6 is proper, so is the posterior,
regardless of the likelihood function of y. In this
sense unidentifiability causes no real difficulty in
the Bayesian approach. However, basic to the
Bayesian argument is that all probability state-
ments are conditional, that is, they consist essen-
tially in revising the probability of a fixed event in
the light of various conditioning events, the revi-
sion being accomplished by Bayes’ theorem.

Identification

Therefore, in order for an experiment to be infor-
mative with regard to unknown parameters (that
is, for the posterior to be different from the prior),
the parameter must be identified or estimable in
the classical sense and identification remains as a
property of the likelihood function (Kadane
1975).

Dréze (1975) has commented that exact restric-
tions are unlikely to hold with probability 1 and
has suggested using probabilistic prior informa-
tion. In order to incorporate a stochastic prior, he
has derived necessary rank conditions for the
identification of a linear simultaneous equation
model.

Definition of Identification in
Nonparametric Models

When the restrictions of an economic model spec-
ify all functions and distributions up to the value
of a finite dimensional vector, the model is said to
be parametric. When some functions or distribu-
tions are left parametrically unspecified, the
model is said to be semiparametric. The model is
nonparametric if none of the functions and distri-
butions are specified parametrically. The previous
discussion is based on parametric specification.
We now turn to the issue of whether economic
restrictions such as concavity, continuity and
monotonicity of functions, equilibrium condi-
tions, the implications of optimization, and so
on, may be used to guarantee the identification
of some nonparametric models and the consis-
tency of some nonparametric estimators (see
Matzkin 1994).

Formally, an econometric model is specified by
a vector of observable dependent and independent
variables, a vector of unobservable variables, and
a set of known functional relationships among the
variables. When such functional relationships are
unspecified, the nonparametric identification
studies what functions or features of function
can be recovered from the joint distribution of
the observable variables.

The set of restrictions on the unknown func-
tions and distributions in an econometric model
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defines the set of functions and distributions to
which these belong. Let the model 7 denote the set
of all a priori possible unknown functions and
distributions. Let m denote a vector of the
unknown functions and distributions in 7" and
P(m) denote the joint distribution of the observ-
able variables under m. Then the identification of
m can be defined as follows.

Definition 3 The vector of functions m is identi-
fied in T if for any other vector, m* € T such that
m # m*, P(m) # P(m*).

Let C(m) denote some feature of m, such as the
sign of some coordinate of m.

Definition 4 The feature C(m) of m is identified if
Cm) = Cm*) for all m, m*e€T such that
P(m) = P(m*).

Examples of Nonparametric
Identification

Contrary to the parametric model, there is no
general result for nonparametric identification.
We shall therefore give some examples of how
restrictions can be used to identify nonparametric
functions.

Generalized Regression Models
Economists often consider a model of the form
g(x) + u. ©)

When E(u[x) = 0 and g(-) is a continuous
function g : x — R, then g(-) can be recovered
from the joint distribution of (y, x) because E(y|x)
= g(x).

In some cases, the object of interest is not a
conditional mean function g(.), but some ‘deeper’
function, such as a utility function generating the
distribution of demand for commodities by a con-
sumer. For example, x in (9) can be a price vector
for K commodities and the income of a consumer.
Mas-Colell (1977) has shown that we can recover
the underlying utility function from the distribu-
tion of demand if we restrict g(-) to be monotone
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increasing, continuous, concave and strictly
quasiconcave functions.

Simultaneous Equations Models
Suppose (y, x) satisfies the structural equations
r(x,y) = u, (10)
where y and u denote G x 1 vectors of observable
endogenous and unobservable variables, respec-
tively, x is a K x 1 vector of observable exoge-
nous variables, r denotes the G unknown
functions, and let p(r) and p(r*) represent the
joint distributions of the observables under r and
r* respectively. Assume also that: (i) V(x, y), dr/
Oy has full rank, (ii) there exists a function 7(-)
such that y = n(x, u) (for conditions ensuring
this, see Benkard and Berry 2006), and (iii) u is
distributed independently of x. Then a necessary

and sufficient condition guaranteeing that
p(r*) = p(r) is that
or?
a(x,y)
rank o < G+1, (11)
a(xy)

for all (x, y) and i = 1,...,G, and all, where r}
denotes the i-th coordinate function of r* € T
(see Roehrig 1988; Matzkin 2007).

Latent Variable Models and the Measurement
of Treatment Effects

For each person i, let (yg;, y};) denote the potential
outcomes in the untreated and treated states,
respectively. Then the treatment effect for individ-
ual i is

Ai =y = Yor
and the average treatment effect (ATE) is defined as

E(A) = E(yy; — ¥5); (12)
see Heckman and Vytlacil (2001).

Let the treatment status be denoted by the
dummy variable d; where d; = 1 denotes the
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receipt of treatment and d; = 0 denotes nonreceipt.
The observed data are often in the form
yi = diyy; + (1 — di)yg;- (13)
Suppose yy; = fty (Xi, u1i), Yo; = Ho(Xi, to;) and
di = pup(z;) — ug, where d; = 1 if d} >0 and
0 otherwise, x;, and z,;, are vectors of observable
exogenous variables and (uy;, ug; ug) are
unobserved random variables. The average treat-
ment effect and the complete structural econometric
model can be identified with parametric specifi-
cations of (1;(+), to(+), up(+)) and the joint dis-
tributions of (uy;, ug;, ug;) even though we do not
simultaneously observe y}; and y;,. In the case that
neither (11(+), po(+), wp(-)) nor the joint distri-
bution of (u;, ug, u,) are specified, certain treat-
ment effects may still be nonparametrically
identified under weaker assumptions. For
instance, under the assumption that d; is orthogo-
nal to (y};, ;) conditional on a set of confounders
(x, z) (conditional independence or ignorable
selection), the ATE is identifiable and estimable
by comparing the difference of the average out-
comes from the treatment group and from the
untreated (control) group (Heckman and Robb
1985; Rosenbaum and Rubin 1985). If the focus
is on the average treatment effect for someone
who would not participate if p(z) < p(zo) and
would participate if p (z) > p(zo) (the local aver-
age treatment effect (LATE)), where p(z) = Prob(-
d = 1|z) (propensity score), Imbens and Angrist
(1994) show that under the assumptions of sepa-
rability of the effects of observable factors and
unobservable factors and independence between
observed factors and unobserved factors, they can
be estimated by the sample analogue of

AT (x, p(2), p(20))
_ EGIx,p(z) — E(GIx,p(z0)) (14)
B p(z) — p(z0)

where, without loss of generality, we assume
p(z) > p(zo). The limit of LATE provides the
local instrumental variable (LIV) estimand
(Heckman and Vytlacil 1999):

Identification

OE(y|x.p(2)

A () ==

15)

Heckman and Vytlacil (2001) give conditions
that suitably weighted versions of LIV identify
the ATE.

Weak Instruments and Weak
Identification

The most common way of trying to achieve iden-
tification consists in imposing exclusion restric-
tions on the variables of a structural equation. In
model (2), suppose that y, and x, are partitioned as
_ Y (v ) :
Y = ()’1;»ny,)’3;) andx; = (Xl,,XZt) where y;, is
a scalar, y;, has dimension G{i = 2, 3) and x;; has
dimension K;(i = 1, 2). If y3, and x», are excluded
from the first equation and the coefficient of yy, is
normalized to one, this yields an equation of the
form:

Xy tue ¢t =1, ..., on
(16)

Y+ y/2tﬁl =

Let us also rewrite the reduced equation for y,,
in terms of x;, and x,:
Yo = TorXy, + TpoXo, + o (17)
Then, substituting (17) into (16), we see that
the reduced form for y is:

vy = Myxyy + I oxo + vy, (18)

where vy, = uy, + V5, B, iy = Y + BTz and

1), =I5, B,. (19)

Since vy; is free, I1;; is not restricted, but
Eq. (19) determines the identifiability of f,
hence also of y;. Provided Eq. (19) has a solution
(that is, if Eq. (16) is consistent with the data), the
solution is unique if and only if the rank of the
G, x K, matrix I1,; is equal to G,, the dimension

of f;:
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rank(Hzg) = G2. (20)

If rank(I1,,) < G,, the vector f; is not identi-
fiable. However, it is completely unidentifiable
only if rank(Il,,) = 0, or equivalently if
I, = 0. If 1 < rank(IT5,) < G,, some linear
combinations ¢’ f§; are identifiable, but not all of
them. Failure of the identification condition
means that the regressors (or the ‘instruments’)
X,, do not move enough to separate the effects
of the different variables in y,,. Condition (20)
underscores two important things: first, exclu-
sion and normalization restrictions — which are
easy to check — are not sufficient to ensure
identification; second, identification depends
on the way the exogenous variables Xy,
excluded from the structural equation of inter-
est (16) are related to endogenous variables y,,
included in the equation. The latter feature is
determined by the matrix Il,, whose rows
should be linearly independent. Since Il,, is
not observable, this may be difficult to deter-
mine in practice.

A situation that can lead to identification diffi-
culties is the one where the identification condition
(20) indeed holds, but, in some sense, I15,, is ‘close’
not to have sufficient rank. In such situations, we
say that we have weak instruments. In view of the
fact that the distributions of most statistics move
continuously as functions of I1,,, the practical con-
sequences of being close to identification failure are
essentially the same. Assessing the closeness to
non-identification may be done in various ways,
for example by considering the eigenvalues of the
matrices which measure the ‘size’ of Il,,, such as
1, IT),, H22X2'2M (X1)X,I1,,, or a concentration
matrix 22721/ H22X/2M(X1)X2H/22 2521/2 where
X1 = [X115 - Xln]' ,Xo = [Xo1, oo s in]v,Zn is
the covariance matrix of v, 22—21 is its square
root,andM (X;) =1, — X, (X’le)ilX’l. More gen-
erally, any situation where a parameter may be
difficult to determine because we are close to a
case where a parameter ceases to be identifiable
may be called weak identification. Weak identifica-
tion was highlighted as a problem of practical inter-
est by Nelson and Startz (1990), Bound et al.
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(1995), Dufour (1997), and Staiger and Stock
(1997); for reviews, see Stock et al. (2002) and
Dufour (2003).

Statistical Consequences of
Identification Failure

Identification failure has several detrimental con-
sequences for statistical analysis:

1. Parameter estimates, tests and confidence sets
computed for unidentified parameters have no
clear input; this situation may be especially
misleading if the statistical instruments used
do not reveal the presence of the problem.

2. Consistent estimation is not possible unless
additional information is supplied.

3. Many standard distributional results used for
inference on such models are not anymore
valid, even with a large sample size (see
Phillips 1983, 1989; Rothenberg 1984).

4. Numerical problems also easily appear, due for
example to the need to invert (quasi) singular
matrices.

Weak identification problems lead to similar
difficulties, but may be more treacherous in the
sense that standard asymptotic distributional may
remain valid, but they constitute very bad approx-
imations to what happens in finite samples:

1. Standard consistent estimators of structural
parameters can be heavily biased and follow
distributions whose form is far from the limit-
ing Gaussian distribution, such as bimodal dis-
tributions, even with fairly large samples
(Nelson and Startz 1990; Hillier 1990; Buse
1992).

2. Standard tests and confidence sets, such as
Wald-type procedures based on estimated stan-
dard errors, become highly unreliable or
completely invalid (Dufour 1997).

A striking illustration of these problems
appears in the reconsideration by Bound et al.
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(1995) of a study on returns to education by
Angrist and Krueger (1991). Using 329,000
observations, these authors found that replacing
the instruments used by Angrist and Krueger
(1991) with randomly generated (totally irrele-
vant) instruments produced very similar point
estimates and standard errors.

This result indicates that the original instru-
ments were weak. Recent work in this area is
reviewed in Stock et al. (2002) and
Dufour (2003).

Concluding Remarks

The study of identifiability is undertaken in order
to explore the limitations of statistical inference
(when working with economic data) or to specify
what sort of a priori information is needed to make
a model estimable. It is a fundamental problem
concomitant with the existence of a structure.
Logically it precedes all problems of estimation
or of testing hypotheses.

An important point that arises in the study of
identification is that without a priori restrictions
imposed by economic theory it would be almost
impossible to estimate economic relationships. In
fact, Liu (1960) and Sims (1980) have argued that
economic relations are not identifiable because the
world is so interdependent as to have almost all
variables appearing in every equation, thus violating
the necessary condition for identification. However,
almost all the models we discuss in econometrics
are only approximate. We use convenient formula-
tions which behave in a general way that corre-
sponds to our economic theories and intuitions,
and which cannot be rejected by the available data.
In this sense, identification is a property of the
model but not necessarily of the real world. It is
also important to be careful about situations where
identification almost does not hold (weak identifi-
cation), since these are in practice as damaging for
statistical analysis as identification failure itself.

The problem of identification arises in a number
of different fields such as automatic control, bio-
medical engineering, psychology, systems science,
and so on, where the underlying physical structure
may be deterministic (for example, see Astrom and
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Eykhoff 1971). It is also aptly linked to the design
of experiments (for example, Kempthorne
1947; Bailey et al. 1977). Here, we restrict our
discussion to economic applications of statistical
identifiability involving random variables.

See Also

Econometrics

Endogeneity and Exogeneity
Simultaneous Equations Models
Treatment Effect
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A person’s identity is broadly defined as a person’s
self-image or sense of self. The concept of identity
has wide use in most social sciences outside eco-
nomics, especially sociology, anthropology and
psychology. Many social scientists hold that pre-
serving or enhancing identity is a prime motiva-
tion for individual and group behaviour. At the
time of this writing, economists are beginning to
explore the implications of identity for economic
outcomes.

Identity

To do so, researchers primarily include identity
as an aspect of utility. In this view, a person’s
actions and consumption of goods and services
not only affect their material well-being, but also
their psychological well-being. Researchers then
ask how the inclusion of identity in utility can
affect economic outcomes, such as charitable con-
tributions (Bénabou and Tirole 2006), informa-
tion acquisition (Kdszegi 2006), schooling rates
(Akerlof and Kranton 2002), and the design of
workplace incentives (Akerlof and Kranton
2005).

We can divide the economic research on iden-
tity into two strands. The first considers an indi-
vidual’s self-image, as in Bénabou and Tirole
(2005) and K6szegi (2006). The second considers
an individual’s self-image as it relates to societal
norms and ideals (Akerlof and Kranton 2000,
2002, 2005).

The first strand of research explores the simple
proposition that people like to feel good about
themselves. There are then trade-offs between
standard economic costs and benefits, and the
costs and benefits for one’s own self-image.
Kdszegi (2006) uses such a utility function to
explain why people may not undertake profitable
investment projects, as the downside payoffs also
reduce a person’s sense of his own abilities.
Bénabou and Tirole (2005) use identity to explain
why monetary compensation can reduce the levels
of pro-social activities (such as volunteer work
and blood donations), as found in several studies
and experimental work. They posit a utility func-
tion where an individual’s action yields a mone-
tary payoff and an ‘intrinsic’ payoff. Individuals
can have different valuations/preferences for the
monetary payoff and the intrinsic payoff. Individ-
uvals like to think of themselves as placing, and
like to think others think they place, high values
on intrinsic payoff. That is, they want to think of
themselves as enjoying the pro-social action for
its own sake. But preferences are not observable,
perhaps even to oneself. As individuals choose
different actions, they and others make inferences
about preferences. Hence, actions serve as ‘self-
signal’ and a signal to others. The main results
concern the trade-off between monetary payoffs
and the signalling value of an action. When the
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monetary compensation for an action increases,
the signal conveys less information about a per-
son’s underlying value for intrinsic payoffs.
Hence, introducing monetary rewards can lower
the levels of pro-social activity.

The second strand of research considers iden-
tity and norms. Sen (1985) and Elster (1989) were
among the earliest proponents of the importance
for economics of utility-based norms. Akerlof and
Kranton (2000, 2002, 2005) relate a person’s self-
image to societal norms and ideals for different
people in society. Whether or not a person feels
good about herself depends on how that person
should act, according to her place in society. Thus,
to take the most obvious example, men are sup-
posed to act differently from women, and identity
utility will depend on the match between a per-
son’s actions and these gender norms. This notion
of identity reflects a large body of research on
‘social identity’ in psychology, reviewed in
Haslam (2001). Philosophy has also been another
important influence on the connection between
identity and norms, especially for Elster (1989)
and Sen (1985).

Akerlof and Kranton (2000) posits the follow-
ing utility function for an individual j:

Uj(aj,aj,I;)

where a; are j’s actions, a ; are others’ actions,
and /; is j’s ‘identity utility’ which is itself a
function:

Ii(aj,a_j; ¢j &, N)

where ¢; denotes j’s social category, N denotes the
norms of behaviour and ideal attributes for differ-
ent social categories, and ¢&; denotes j’s own attri-
butes. The inclusion of others’ actions allows for
identity externalities. In the simplest case, an indi-
vidual j chooses actions a; to maximize utility U,
taking as given c;, €, and N and the actions of
others. In some applications, individuals may also
choose the category assignment c;, as social cate-
gories may be more or less ascriptive. Individual
actions may also affect the norms, N, the set of
social categories, C, as well as the status of differ-
ent categories reflected in ; (-). With respect to
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gender, for example, the women’s movement
strived to reduce status differences between men
and women and change prescribed behaviour.
Gender categories themselves have become var-
ied and complex over time. There may be no
universal agreement about social categories and
prescriptions. Indeed, they are the subject of much
debate and controversy and the source of new
externalities.

This utility function highlights a different
motivation for behaviour from a standard
model, and shows how social identity can affect
economic outcomes. For example, in the work-
place different workers may feel more or less part
of an organization (insiders versus outsiders),
and work incentives will depend on norms for
these different categories of workers. This utility
function has implications for supervisory and
management policy, as in Akerlof and Kranton
(2005). A firm could choose a strict supervisory
policy where a supervisor reports to upper man-
agement on workers’ behaviour. This policy
yields greater information, but can lead to
workers adopting an outsider identity, with
lower work norms. A looser supervisory policy
yields less information to management, but
workers develop a work group identity with pos-
sibly higher work norms. We use our utility func-
tion to explore the implications of identity in
other realms, including race and poverty
(Akerlof and Kranton 2000), gender in the labour
market (Akerlof and Kranton 2000), and schools,
student identity and education (Akerlof and
Kranton 2002).
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Social Norms
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Ideology

Kurt Klappholz

Now and then one comes across the claim that,
unlike, for example, physics, ‘economics is thor-
oughly permeated by ideology ...” (Ward 1979,
p. viii). The exact import of this claim regarding
the epistemological status of economics is not
clear, since the noun ‘ideology’ is employed in a
variety of senses. However, it should be stressed
at once that, despite occasional criticisms
(e.g. McCloskey 1983, p. 334), most economists
long ago accepted Hume’s insistence that policy
proposals cannot be deduced from descriptive
statements alone (Klappholz 1964) and have
therefore stressed the distinction between posi-
tive and normative economics. The claim
discussed in this essay appears to be directed at
both the positive, as well as the normative, parts
of economics, but we shall be concerned mainly
with its import for positive economics. In section
I we interpret the claim that economics is ideo-
logical as the view that economic theories can be
explained by the social position and attitudes of
those who put them forward, that is, by the Soci-
ology of Knowledge (discussed critically in Pop-
per 1957, chs 23 and 24). In section II we
consider the suggestion that ideology is pseudo-
science. In section I1I we consider it as consisting
of non-scientific views. Finally, in section IV, we

Ideology

draw on the preceding discussion to appraise the
claim that economists’ policy proposals are
ideological.

I. The pursuit of scientific research is a social
activity, and thus must have a sociological
dimension. In an epistemological and meth-
odological context, however, interest centres,
not on the sociological aspects, but on how to
appraise scientific theories. In that context
any explanation, even a successful one, of
how people’s social position causes them to
hold certain views and beliefs does not imply
anything about the truth of those beliefs
(Popper 1959, pp. 31-2). To see this, consider
the proposition, sometimes called ‘the princi-
ple of sociologism’, that a// theories are ideo-
logical. It is sometimes argued (e.g. Popper
1957, notes 7 and 8 to ch. 24, pp. 353—-6) that
this proposition implies the contradictory
view ‘all statements are false’, but this may
not be the case. It is sufficient to make the
more modest inference that all theories are
equally arbitrary. But if all theories are ideo-
logical, then so is this claim about all theories.
Hence this particular theory of ideology is
arbitrary, and must be rejected if the idea of
objective truth is to be retained. Indeed, this is
implicitly conceded when physics is deemed
not to be ideological. It then follows that the
socio-psychological motives which may
induce people to advance certain factual
views cannot imply anything about the truth
of those views. To suppose the contrary is to
commit the genetic fallacy, the fallacy that the
truth of statements is decidable on the basis of
their originators’ motives in uttering them
and, perhaps, believing them to be true
(Rosenberg 1976, pp. 202-3). Of course, if
it could be shown that economists’ adherence
to particular theories is conditioned by their
social position, or other extraneous factors,
and is unrelated to logical and empirical con-
siderations, their methods would indeed be
unscientific. Attempts to show this can be
found (e.g. Wiles 1979-80), but they cannot
be appraised here. Mention must be made of
an idea related to, but not identical with, the
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view that all theories are ideological. This
view asserts that people can communicate
successfully, even within a given subject
such as economics, only if they share a com-
mon intellectual framework. Sir Karl Popper
styled this view ‘The Myth of the Framework’
(1976). If this view were true, it would imply,
for example, that supporters of the rational
expectations, market-clearing paradigm of
the functioning of a market economy could
not communicate successfully with those
economists who do not work within that par-
adigm. A glance at the professional literature
shows that the view is false.

We saw that, if we use ‘ideological’ in the
sense of section I, we must reject the state-
ment, ‘all statements are ideological’. This
nevertheless leaves open the possibility that
economics itself consists of statements which
express ‘biased’ (i.e. false) views, although
whether they are false is not decidable on the
grounds of their originators’ psychological
motives, or social position. Without commit-
ting the genetic fallacy, writers who think of
economics as ‘impregnated with ideology’
have suggested that ideological utterances be
regarded as pseudo-scientific.

One suggestion is that ‘ideological state-
ments ... be ... defined as value judgments
parading as statements of facts’ (reported by
Blaug 1980, p. 138), i.e. as covert prescrip-
tions, all the more suspect, since they are
supposedly motivated by attempts to promote
some ‘class interest’ (Rosenberg 1976,
pp. 203—4, examines this claim). It has been
suggested that economics does, or must, con-
sist only of such ideological pseudo-
statements, and therefore cannot be scientific
(a suggestion criticized in Klappholz 1964).
No doubt a careless reader could mistake
disguised value judgements for factual state-
ments, but this possibility is a subject for
psychological, rather than methodological,
consideration, despite occasional suggestions
to the contrary (e.g. Blaug 1980, p. 138).

Turning to statements which are descrip-
tive, i.e. have a truth value, the following are
among other suggested jointly sufficient
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conditions for economic statements to be
ideological, i.e. pseudo-scientific: (a) that
they be false; (b) that they support a given
political philosophy, or be convenient for
those with an interest in perpetuating some
political or social order; (c) that the given
political philosophy, or the convenience of
the belief, be the cause of the false statements
being believed (Mingat et al. 1985, pp. 353-5
and Rosenberg 1976, pp. 204-9, critically
discuss these characterizations).

The philosophic problem of demarcating
scientific from other kinds of discourse can-
not be discussed here. It must suffice to point
out that the above characterizations would
render (a set of) statements pseudo-scientific
if one subscribed to the epistemological view
that ‘true science’ consists of statements
known to be true by being logically derived
from facts (Lakatos 1978, ch. 1). Few, if any,
philosophers subscribe to this infallibilistic
view of science and, in its absence, the
above characterizations do not render state-
ments pseudo-scientific (although, as noted
above, (c¢) alone would not be a
methologically satisfactory reason for an
economist to support a theory). Thus, if state-
ments are judged ideological, not because
they are false, but because they are possibly
false, then one could not say they are pseudo-
scientific, since all scientific theories are pos-
sibly false. Again, if a universal theory is
viewed as ideological because it is regarded
as false, for example, as is Newton’s theory,
but at the same time is accepted for certain
technological purposes (Klappholz and
Agassi 1959, pp. 31-3), it is still not
pseudo-scientific. Indeed, if such theories
are regarded as pseudo-scientific, the view
of ideology considered here leads to the no
doubt unintended, but nevertheless absurd
consequence that the available stock of
pseudo-science increases with scientific pro-
gress. References to the ‘convenience’ of cer-
tain views, i.e. to (b), as alleged explanations
of why supposedly false theories are believed,
i.e. to (c), direct criticism towards individ-
uals’ conscious or unconscious motives, in
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III.

the spirit of the Sociology of Knowledge,
rather than to the objective scientific issues.

So far we have discussed the possible or
actual falsity of theories. Theories are falsified
if observations come to light which are in
conflict with them. These observations are
reported in what have been called basic state-
ments (Popper 1959, chs 1V, V),
i.e. statements the acceptance of which does
not give rise to controversy.

For example, economists advance theories
about the determinants of unemployment.
These theories might be thought to be testable
with the help of observations of unemploy-
ment, which, for example, lead to observation
reports such as ‘the level of unemployment in
the UK in March 1985 was 13.3 per cent or
3.2 million people’. This is not an explanatory
statement and therefore, presumably, not
pseudo-scientific. However, as is well
known, it is also not a basic statement, since
it is controversial. Controversy is aroused, not
only because the statement raises problems of
statistical interpretation, but also theoretical
problems, such as the observations which
would be needed to measure the extent of
involuntary unemployment (although, given
the way unemployment is measured, large
changes in the measured figures have led
economists to reconsider their theories of
unemployment). This is merely an example
of some of the well-known problems encoun-
tered in attempts to test economic theories.
Therefore, these theories are not obviously
false, as seems to be required of a theory if it
is to be ideological in the sense of the present
Section. However, this discussion suggests
that economics contains factual theories
which may not be scientific, i.e. testable.
Factual  theories  which are  not
scientific—rather than pseudo-scientific—have
been called ideological (e.g. Schumpeter
1949; Robinson 1962.) If one does not view
scientific theories as consisting of statements
known infallibly to be true, but rather as ten-
tative hypotheses, which can be revised in the
light of new evidence, then one can easily
think of statements which are not scientific,

Iv.
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but which nevertheless play a role in discus-
sions of economic theories. Here we are refer-
ring to metaphysical statements, as well as to
expressions of belief regarding the truth of
competing theories among which do deci-
sions can be made on the basis of tests.

Some economic theories may be testable
(for example, the appearance of stagflation
must be regarded as an anomaly for all pre-
vious economic theories that are relevant to
the subject). However, many appear not to be
testable. For instance, it has been held that
general equilibrium theories are not testable
(e.g. Hausman 1981). This consideration
may account for Friedman’s well-known
remark that reports of the corroboration of
some economic theories he endorsed are
‘hard to document’ (Friedman 1953, p. 22).
Indeed, it has been argued that, since eco-
nomic data are derived from situations which
cannot be controlled for disturbing factors,
statistical inference is possible only on the
basis of prior beliefs, the differences among
which cannot be objectively justified
(Leamer 1983).

Where theoretical conflicts of views can-
not be resolved by available evidence, it is
possible to suspend judgement. However,
those engaged in research need to choose a
programme, that is, to judge which theory is
most likely to offer the best prospects for
scientific progress. This choice may be
influenced by people’s Weltanschauung and
preferences, in short, their ideologies. In this
respect the situation in economics does not
seem to differ from that in other sciences, and
the mere fact that ideology, in the sense of the
present section, may play a part in discussions
of economic theory need not give rise to ‘con-
cern for [its] conceptual status’ (Rosenberg
1976, p. 202). Concern may be expressed
with good reason if and when unwarranted
claims to scientific knowledge are made.
Historically, the charge of ‘ideological bias’
has been directed especially at economists’
views on desirable economic policies, as
suggested by remarks that economists have
tended to ‘justify the ways of Mammon to
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men’ (Robinson 1962, p. 25). We now con-
sider this issue in the light of the preceding
discussion.

It was noted above that policy recommenda-
tions cannot be deduced solely from economic
theory: in addition, some value, i.e. non-scientific,
premises are required. The Paretian value pre-
mise, widely adopted by economists, reflects an
individualistic political philosophy and may be
regarded as ideological (Klappholz 1968).

Apart from adopting the Paretian value pre-
mise, economists have advocated policies which
show a preference for organizing economic
activities through markets (Kearl et al. 1979).
However, it is difficult to take seriously the
view, referred to in sections I and II, that this
stance is to be explained by those economists’
‘position in the social structure’ or by their ‘inter-
est in perpetuating the system’. If the preference
for market-organized economic activity is less
marked among, for example, sociologists,
wherein lies the difference in their social posi-
tion, or their interest in perpetuating the system,
compared to that of economists? Thus, it is more
plausible to suppose that economists’ preference
for markets has been shaped by the dominant
paradigm of the invisible hand, and by the fact
that there is the most widespread professional
consensus on the consequences of overriding
markets, by, for example, such policies as rent
control.

It was noted that, where theoretical differences
cannot be resolved, judgement may be suspended.
In the case of policy, policy makers and their
advisers cannot suspend judgement, since deci-
sions cannot be avoided, even if the implicit deci-
sion is to take no action. Assuming no well-
grounded consensus regarding the consequences
of alternative courses of action, it seems plausible
that ideological views will influence judgements
on the most likely consequences, thus influencing
decisions, quite apart from the value premises
which are logically indispensable for reaching
them. In general, there seems to be less consensus
regarding the effects of policies in the area of
economics than in policies based mainly on the
natural sciences, although lack of consensus in the
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latter case is not unknown. Thus, not surprisingly,
there is more scope for ideological influence in
decisions about economic policy.

However, given the absence of consensus, and
the relevance of economics to public policy, dif-
ferences in ideological views, (be they differences
in value judgements or differences in beliefs about
the outcome of policies) can be viewed as part of
the mechanism of the public aspect of scientific
activity which promotes criticism and, through it,
may help us to learn more about the issues at hand.
Those for, and those against, a given policy a// may
have an ideologically based incentive to try to
show, as objectively as possible, the practical con-
sequences any given policy will have. This view is
opposed to the conventional wisdom, according to
which ideology is a “Weltanschauung felt passion-
ately and defended unscrupulously’ (Wiles
1978-80, p. 61, italics added). Ideological views
need not lead to dogmatism, or to lack of scruples,
and there is, in any case, no way of ensuring the
absence of dogmatic people. All one can do is to
shun discussion with them.
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lllicit Drugs, Retail Market

Manolis Galenianos

Abstract

Three key features of the retail trade for illicit
drugs are documented: moral hazard, repeated
interactions and price dispersion. An interpre-
tation of this evidence based on search and
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informational frictions is presented. Various
policy implications of the suggested interpre-
tation are discussed.
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Introduction

In addition to being illegal, the retail trade for
narcotics is subject to severe moral hazard.
Moral hazard results from the ease with which a
seller can covertly dilute (‘cut’) the product, while
the illegality of trade prevents the emergence of
institutions that solve similar informational prob-
lems in legal markets (e.g. third-party certifica-
tion, product guarantees, customer reviews).
Nevertheless, the market for illicit drugs does
operate, albeit in a very different way from the
textbook Walrasian paradigm. The purpose of this
article is to review the evidence about how this
market operates, to discuss ways to interpret the
evidence and to consider policy against the back-
ground of the suggested interpretation.

The Evidence

This section’s evidence concerns the retail trade
for heroin, crack cocaine and powder cocaine.
Three central features of trade will be
documented: moral hazard, repeated interactions
and price dispersion.

The first feature is that retail transactions for
illegal drugs are subject to moral hazard. Table 1,
taken from Galenianos et al. (2009), is based on the
STRIDE dataset of undercover Drug Enforcement
Administration purchases and documents an
extreme instance of the moral hazard — the rip-off,
a transaction in which the buyer is sold essentially
zero-purity drugs. A significant fraction of ‘street-
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Illicit Drugs, Retail Market, Table 1 Rip-offs in trades with value <= $100 in 1983 dollars

Average | Percentage of all trades that are
Drug purity rip-offs (i.e., <= 2% purity)
Heroin 31% 10.3%
N = 12,716
Crack 68% 7.8%
N = 16,202
Cocaine 54% 5.1%
N =5,362

level’ transactions are seen to be total rip-offs. Most
important, the price paid in a rip-off is not apprecia-
bly different from that of a non-rip-off transaction,
suggesting that buyers cannot observe dilution.

The practice of selling drugs in branded bags
(‘dope stamps’) is further corroborating evidence
of a quality problem in the illicit drugs trade.
Wendel and Curtis (2000) describe the usage of
dope stamps in New York City in a very interesting
ethnographic study. The purported effect of a dope
stamp is quality certification. The stamps could be
boasts of quality (‘America’s Choice’, ‘Dyna-
mite’), status brands (‘Dom Perignon’, ‘Gucci’)
or even corporate names (‘Exxon’). However,
because they can be faked by “unscrupulous’ com-
petitors, the certification value of a dope stamp is
limited and short-lived (a couple of days, often). It
therefore seems clear that dope stamps do not solve
the quality certification problem.

The prevalence of long-term relationships is
the second key feature of the drugs trade. The
Table 2 provides direct evidence as to the preva-
lence of repeated interactions from the ADAM
dataset. The data is based on voluntary interviews
with a random sample of arrestees who self-report
their drug habits. Conditional on purchasing
drugs, the respondents report engaging in multiple
transactions during the previous month, but use
only a small number of suppliers.

The process by which buyers manage, over
time, to hook up with a seller with whom they
develop a long-term relationship is described in
the ethnographic study by Hoffer (2005). How-
ever, not all sellers need have repeat business. The
ethnographic literature reports on sellers who spe-
cialise in selling rip-offs. Hamid (1992) refers to

Average price of

rip-offs (std. dev. of Average price of non

price) rip-offs (std. dev. of price)
$53 (22.8) $57 (20.6)
$32 (21.3) $38 (24.6)
$35 (21.8) $53 (25.8)
Illicit Drugs, Retail Market, Table 2 Repeated
transactions
Previous Heroin Crack Cocaine
month N=3249 |N=38,321 |N=4302
Average 18.7 13.2 7.2
number of
purchases
Average 2.7 33 1.8
number of
suppliers
used

these sellers as ‘zoomers’, a street expression due
to the practice of selling bogus drugs and then
disappearing.

The market’s third feature is the very substan-
tial dispersion in the price/quality ratio. Price dis-
persion in the drugs market is documented in
Reuter and Caulkins (2004), where it is shown to
be several times higher than that observed in mar-
kets for licit goods. Table 3 (reproduced from
Galenianos et al. 2009) shows that there is sub-
stantial variation in the amount of pure drugs that
can be had for $100. Additionally, it shows that
dispersion occurs mostly within a location and
time unit and hence is not due to time or local
price variation.

Models and Policy

There is an extensive literature that focuses on the
demand for illicit drugs, discussing the role of
harmful addiction, rationality and discounting
(Becker and Murphy 1988). Formal theoretical
models of the market structure are tied to
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Illicit Drugs, Retail Sample cities with | Mean pure Standard Coefficient of
Market, Table 3 Price Drug => 400 obs. grams per $100 | deviation variation
dispersion Heroin Full 038 0.58 1.45
N = 19,072 | w/o city-year fixed |0 0.47 1.24
effect
Crack Full 1.73 1.49 0.86
N = 20,262 | w/o city-year fixed |0 1.32 0.76
effect
Cocaine Full 2.14 1.98 0.93
N = 18,862 | w/o city-year fixed |0 1.59 0.74

effect

traditional economic assumptions of perfect infor-
mation and centralised markets (e.g. Becker et al.
2006). Within that framework, all types of
enforcement at all levels of the supply chain are
generally lumped together and modelled as a ‘cost
of doing business’ for the dealer. However, these
assumptions abstract from important features of
the market by ignoring the choice of purity (moral
hazard) and search costs.

An alternative approach is to explicitly model
the search and informational frictions that are
present in this market. Galenianos et al. (2009)
develop an equilibrium search model of repeated
trade with unobservable quality. In that model con-
sumers of drugs engage in costly search for sellers
and the level of purity is chosen by each seller.
A key assumption is that buyers can only determine
the quality of drugs affer the trade is consummated,
which distinguishes this model from Burdett and
Mortensen (1998), its counterpart from the labour
search literature. The focus of the analysis is on
determining the level of quality that will be traded
for a given amount of money, that is, the afford-
ability of (high-quality) drugs in equilibrium.

The informational frictions lead to severe qual-
ity problems, putting the market at risk of col-
lapse. Indeed, the incentives for opportunistic
behaviour by sellers are only mitigated by the
possibility of forming long-term relationships
with buyers: a seller who wants to keep a cus-
tomer will not rip him off and, as a result, moral
hazard does not necessarily foreclose the possibil-
ity of trade. In equilibrium, some sellers will offer
good quality to increase their sales; others,

however, will specialise in ripping off their cus-
tomers. Introducing moral hazard, therefore, goes
a long way towards accounting for the key
stylised facts presented above: the mass of sellers
who cheat their customers by providing zero-
purity drugs, the importance of long-term rela-
tionships and the wide dispersion in the price/
quality ratio.

In evaluating policy, the conventional view is
rather generic: tougher penalties and more law
enforcement, at any level of the supply chain,
should help reduce the affordability of drugs. In
fact, there is little evidence that recent efforts to
increase penalties and law enforcement have mea-
surably reduced the availability of drugs. The
price of a pure gram of cocaine or heroin has
declined substantially during the periods when
budgets on law enforcement rose and penalties
increased (Caulkins et al. 2004). In Galenianos
et al. (2009) different enforcement instruments
can impact the retail affordability of drugs in
complex and sometimes counterintuitive ways.
For example, to the extent that police enforcement
makes it more risky for buyers to search for new
sellers, the long-term relationship between
buyers and sellers is strengthened, which in turn
alleviates moral hazard and expands the possi-
bility of trade. These findings highlight the need
for developing models that are tailored to the
characteristics of the market before evaluating
policy.

Finally, at a somewhat more speculative level,
the analysis in Galenianos et al. (2009) suggests
alternative channels to suppress the market. If it is
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true that the market is undermined by moral haz-
ard then economic theory suggests leveraging the
moral hazard, i.e. inducing sellers to dilute more.
Within the model, a policy of reducing the
sentences of sellers who sell low-purity drugs
leads to an increase in ‘cheating’ and hence an
increase in the average price of a pure gram of
drugs. In addition, this is accomplished by actu-
ally reducing incarceration rates relative to current
levels, thus simultaneously achieving two seem-
ingly contradictory desiderata.

See Also

Addiction

Moral Hazard

Search Theory

Search Theory (New Perspectives)
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Abstract

At the end of the 20th century, international
migrants, legal and undocumented, were a
highly visible and economically significant
feature of major cities in high- and middle-
income countries, including the United States.
As numbers of immigrants rose, many were
concentrated spatially in a small number of
cities (‘ports of entry’) and within those cities
in ethnically homogeneous neighbourhoods,
enclaves or ghettos. An extensive literature
documents the impact of immigrants on host
cities, examines their patterns of assimilation
and explores their interactions with native-
born populations and previous immigrants.
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At the end of the 20th century, international
migrants, legal and undocumented, were again a
highly visible and economically significant fea-
ture of major cities in high- and middle-income
countries, including the United States. As num-
bers of immigrants rose, many were concentrated
spatially in a small number of cities (‘ports of
entry’) and within those cities in ethnically homo-
geneous neighbourhoods (enclaves or ghettos).
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That was not a new phenomenon: in the ‘first great
migration’ to the United States in the late 19th and
early 20th centuries immigrants were highly con-
centrated and a highly visible feature of the largest
cities. In 1870, the foreign-born constituted 35.6
per cent of the population of US cities over
100,000 and almost 50 per cent of the population
of San Francisco and Chicago, though only 14.4
per cent of the national population. By 1940 the
immigrant share had declined to 16.2 per cent of
the population of cities over 100,000 and 8.8 per
cent of the total population (Gibson and Lennon
1999, Tables 18 and 23).

In 15 Organisation for Economic Co-operation
and Development (OECD) countries at the begin-
ning of the 21st century the foreign-born made up
between 8.3 and 32.6 per cent of the national
population (Dumont and Lemaitre 2005,
Table 1). In the United States in 2000, the
foreign-born constituted 26.9 per cent of the pop-
ulation in the central cities of metropolitan areas
with a population of five million or more and 16.2
per cent in the suburbs. In the cities of New York
and Los Angeles the foreign-born made up 35.9
and 40.9 per cent of the population respectively. In
the ten metropolitan areas with the largest immi-
grant populations the foreign-born were between
35 and 54.9 per cent of the population. The
foreign-born were correspondingly rare outside
large cities: less than four per cent of the popula-
tion in metropolitan areas with a population of
500,000 or less and even rarer outside metropol-
itan areas (US Census of Population 2000). Sim-
ilarly in the UK in 2001 8.3 per cent of the total
population was born overseas. In the same year,
the foreign- born were about 25 per cent of the
London metropolitan area’s total population, and
were concentrated in a few neighbourhoods. For
example, in Southall, Wembley, Hyde Park and
Kensington, over 45 per cent of the population
was foreign-born (National Statistics 2005; BBC
News 2007).

As a result, whereas until the 1970s race and
ethnicity were typically absent from analyses of
urban economies (in Europe) or modelled as a
black—white dichotomy (in the United States), by
the mid-1980s economists had begun to explore
the impact of immigrants from a wide range of
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source countries on cities beyond their effect on
the wages and employment of natives. Urban
economists have explored residential assimila-
tion, looking at location choices, crowding and
housing tenure and asked whether the location
and housing consumption of immigrants relative
to natives has differed because of selection, coun-
try of origin or changing make-up of successive
cohorts of immigrants. The literature is dominated
by studies of the United States both because of its
rapidly growing immigrant population and
because of micro (individual or household-level)
and spatially disaggregated data on immigrant
status, race and ancestry.

Immigrants are attracted to ports of entry or
places with a stock of previous immigrants,
because migration is path-dependent, because
immigrants in enclaves benefit from network
externalities and because immigrant enclaves
offer economies of agglomeration. As a result,
immigrants and particularly unskilled immigrants
are less mobile within host societies than the
native-born. The behaviour of the native- born in
the host economy also drives spatial outcomes,
both because of discrimination or avoidance of
immigrants in labour and housing markets and
because natives’ location decisions across cities
within a host country are more sensitive to wages
than those of immigrants. There is evidence that
the concentration of immigrants in ports of entry
has led some US natives to leave gateway cities or
to move to alternative destinations (Filer 1992).

Early empirical work on immigration and
wages estimated the impact of immigration on
the labour market using a cross-sectional ‘spatial
correlations’ approach that compared wages over
time in metropolitan areas with different propor-
tions of immigrant stocks and flows. The spatial
correlations approach generally found weak links
at best between the immigrant share and the wages
and on employment of natives, both in the USA
(Borjas 1994) and more recently in the UK
(Hatton and Tani 2005). If natives’ location deci-
sions are more sensitive to labour conditions than
immigrants’, then the observed wage impact of
immigration is attenuated because it is dispersed
across the whole economy rather than concen-
trated in the port of entry cities.
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The impact of immigration on internal migra-
tion has been pursued by geographers and demog-
raphers (Wright et al. 1997; Kritz and Gurak
2001) with some expressing fear that the United
States faced demographic or spatial ‘balkaniza-
tion’ or the concentration of immigrants in a few
cities shunned by natives (Frey 1995, 1996).
However, in the United States immigrants’ loca-
tion patterns are changing. In the 1990s growing
numbers of immigrants moved to urban and sub-
urban areas remote from the traditional ports of
entry. The immigrant population grew more rap-
idly in non-traditional destinations. For example,
the US 2000 Census found that in ten metropoli-
tan areas (with a median population of over
160,000) over two-thirds of the foreign-born pop-
ulation had entered the USA in the previous
decade. The new immigrants were moving to
metropolitan areas where only a median 4.55 per
cent of the population was foreign-born by 2000.
Some were in states without a recent tradition of
immigration (Iowa, Indiana, North and South
Dakota and Nebraska); others were in or close to
states with a significant immigrant presence
already (Arizona, Georgia, North Carolina and
Tennessee).

A notable feature since 1985 is the increasing
dispersion of Mexican immigrants, who for a long
time were highly concentrated in Los Angeles and
elsewhere in Southern California and Texas (Alba
et al. 1999). That migration is also credited with
changing the industry mix in destination regions
(Card and Lewis 2007). Immigrants who move
again within the USA have higher skills than other
new immigrants. Moreover, migration beyond
immigrant gateways and enclaves is associated
with faster assimilation, although this is in part
probably attributable to reverse causation since
secondary migrants are self-selected (Zhang
2004, 2006).

In the absence of detailed information on the
immediate spatial areas where immigrants live,
most of the analysis of residential location, how-
ever, focuses on individuals. Immigrants often
live in households with partners or family mem-
bers who are natives or second- or third-
generation immigrants. Household-level analysis
of confidential Current Population Survey data for
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Los Angeles shows much greater dispersion of
immigrants living in mixed households (Ellis
and Wright 2005).

The urban economics literature on immigrants
in cities has been concerned with ‘residential
assimilation’: the progress of new immigrants
towards parity with natives in housing tenure,
consumption of housing and intra-city location,
in or outside of ethnic enclaves (see, for example,
Painter et al. 2001). While US immigrant
homeownership rates are consistently lower than
natives’, they rise with age and years. Increases in
the gap between natives and immigrants in
homeownership rates between 1980 and 2000
are explained by differences in location decisions
and by changes in the national origin mix of the
immigrant population that are associated with
lower skills and wages for the most recent immi-
grant waves (Borjas 2002).

In contrast to labour markets, where impacts of
immigration on wages have been elusive, there is
evidence that the arrival of immigrants raises met-
ropolitan area housing prices and rents (Saiz
2003). Saiz and Wachter (2006) also find immi-
gration associated with relatively slower house
price appreciation in immigrant enclaves. The
latter is attributed both to native avoidance and
to low-income immigrants’ preference for the
cheapest housing.

Another facet of housing consumption and
hence residential assimilation is residential
‘crowding’ (large numbers of occupants per
dwelling or per room). Crowding increased in
the USA in the 1980s and the 1990s, after
decreases in every decade from 1940 to 1980;
the increases were almost all in areas with large
concentrations of immigrants. Cohort studies
have found that immigrants initially choose
higher densities, which decline with time in the
United States for most ethnic groups with the
exception of Hispanic immigrants (Myers and
Lee 1996; Simmons 2002).

Economists have begun to explore the role of
ethnic enclaves, neighbourhoods with a high con-
centration of immigrants, usually from the same
source country or region. They are characterized
by forces that parallel those that drive the forma-
tion of cities and concentrations of firms: shared
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inputs (enclaves offer stores which provide ethnic
foods, clothing, goods used both for consumption
and for production by local firms); information-
sharing as immigrants in enclaves benefit from
news of job opportunities and learn skills essential
in the job market and for everyday life in the host
country; lastly, new and particularly unskilled
immigrants as well as entrepreneurs in the enclave
benefit from labour-market pooling in the enclave
labour market.

Empirical studies of enclave economies pro-
vide evidence that immigrants value location near
others from the same source country or region and
that there are measurable economic benefits.
Gonzalez (1998) estimated the implicit “price of
culture’ using 1990 Census data for California and
Texas, and found both lower earnings and higher
rents for Mexican immigrants in enclaves with
larger concentrations of Mexicans. Other studies
find that immigrants within enclaves earn less
than those outside, but a problem with such stud-
ies is that immigrants in enclaves are self-selected.
A notable recent finding comes from Edin
et al. (2003) who exploit a natural experiment in
Sweden in which asylum- seekers and refugees
were randomly assigned to different cities. They
find evidence that selection bias leads to signifi-
cant underestimates of the value of living in
enclaves, with an earnings gain in the order of
four to five per cent for migrants living in
enclaves, compared with the earnings losses
observed before correcting for selection.
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The theory of immiserizing growth has been
developed by theorists of international trade,
though it has recently been the focal point of
research also by mathematical economists. It is
central to understanding several important para-
doxes in economic theory and has significant pol-
icy implications.

That growth in a country could immiserize it is
a paradox that was first noted by trade theorists
such as Bhagwati (1958) and Johnson (1955) in
the context of the post-war discussions of dollar
shortage. They established conditions under
which, in a two-country, two-traded-goods frame-
work of conventional theory, the growth-induced
deterioration in the terms of trade would outweigh
the primary gain from growth. It was shown that
this paradox, unlike the paradox of donor-
enriching and recipient-immiserizing transfers,
was compatible with Walras-stability.

The phrase ‘immiserizing growth’ was
invented by Bhagwati (1958) and has now been
widely accepted (including by literary editors who
have long ceased to insist on changing it to the
correct English versions such as ‘immiserating’),
the theory itself being generally attributed (for
example, Johnson 1967) to this 1958 article. Inter-
estingly, as often in economics, Bhagwati hap-
pened to chance upon an early contribution by
Edgeworth (1894), where Edgeworth developed
an example of what he called ‘indamnifying’
growth; and the controversy surrounding this
result at the time and its relationship to the
Bhagwati—Johnson analyses of the 1950s was
reviewed in Bhagwati and Johnson (1960).

Later, Johnson (1967) demonstrated another
paradox of immiserizing growth. If a small country
had a distortionary tariff in place, and then exoge-
nously it experienced growth, the result again
could be to immiserize the country. Later, Bertrand
and Flatters (1971) and Martin (1977) established
formally the conditions under which this new par-
adox of immiserizing growth could arise.

Bhagwati (1968) got to the bottom of these
paradoxes and produced the central insight that
explains why these, and other immiserizing-
growth paradoxes, can readily arise. He showed
that, if an economy was suboptimally organized,
the primary gain from growth, measured
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hypothetically as if the economy had an optimal
policy in place before and after the growth, could
be outweighed by accentuation of the loss from
the distortion-induced suboptimality ~when
growth occurred. In the original Bhagwati
(1958) example, since the terms of trade could
deteriorate, the economy had monopoly power
in trade but was following free trade policy
which is evidently suboptimal. In the Johnson
(1967) example, the tariff was being used by a
small country with given terms of trade and was
therefore also a suboptimal policy. In both cases
the suboptimal policy produced losses which were
accentuated by the growth and then managed to
outweigh the primary gains from growth that
would have occurred if optimal policies were in
place. The result was a powerful generalization
that placed the theory of immiserizing growth
squarely into the central theory of distortions and
policy intervention (Srinivasan 1987) that lies at
the core of the modern theory of trade and welfare.
Evidently, immiserizing-growth paradoxes could
arise only if there was a distortion present.

This central result has immediate implications.
If an economy has a suboptimal money supply,
growth could be immiserizing. If trade policy is
highly distorted, growth could be immiserizing.
The well-known results of trade theory, which
show that free trade need not be welfare-
improving relative to autarky (for example,
Haberler 1950) under distortions are also seen as
instances of immiserizing-growth theory; free
trade augments the availability set relative to
autarky, implying ‘as-if” growth, and if distortions
are present, then there is no surprise to the immis-
eration that free trade brings. Again, if a country
uses tariffs to induce foreign investment (the
so-called tariff-jumping investment that develop-
ing countries often used in the post-war period),
such investment could immiserize the host coun-
try: this being a simple extension of the Johnson
(1967) demonstration, argued to be relevant to
analysis of developing countries in Bhagwati
(1978), and analysed extensively in Bhagwati
(1973), Brecher and Alejandro (1977), Hamada
(1974), Minabe (1974), Uzawa (1969) and
Brecher and Findlay (1983). Yet another impor-
tant insight from the immiserizing-growth theory
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is that, in the new and growing theory of DUP
(directly-unproductive profit-seeking) activities,
which incorporates several quasi-political activi-
ties essentially into the corpus of economic theory,
a DUP activity that wastes resources directly need
not cause ultimate loss of welfare. This is because
the waste may occur from a suboptimal situation,
thus resulting in welfare-improvement paradoxi-
cally. This is the obverse of immiserizing growth:
in one case, growth immiserizes; in the other,
throwing away or wasting resources enriches.
This is at the heart of the contention in Bhagwati
(1980) that an exogenous tariff at / per cent may be
welfare-superior to an endogenous tariff, procured
by tariff-seeking lobbies that have diverted uses to
such DUP activity, also at 7 per cent. Several such
implications of the theory of immiserizing growth
are discussed in Bhagwati and Srinivasan (1983,
ch. 25).

Two further developments need to be cited.
First, the dual of immiserizing growth, when
such growth is due to factor accumulation, clearly
yields negative shadow factor prices. This aspect
is relevant to certain formulations in cost—benefit
analysis; see, in particular, Findlay and Wellisz
(1976), Diamond and Mirrlees (1976), Srinivasan
and Bhagwati (1978), Bhagwati et al. (1978) and
Mussa (1979).

Next, mathematical economists such as
Aumann and Peleg (1974), and then Mas-Colell
(1976) and Mantel (1984) among others, have
rediscovered the original immiserizing-growth
paradox, illustrating how economists working
apart or in different traditions may rediscover
one another’s findings, often decades apart.
A synthesis of the two literatures has been pro-
vided in Bhagwati et al. (1984). A complete and
formal reconciliation of the conditions established
in Bhagwati (1958) and in Mas-Colell (1976) and
Mantel (1984) for the original immiserizing-
growth paradox is provided by Hatta (1984).
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Impatience

Larry G. Epstein

Impatience refers to the preference for earlier
rather than later consumption an idea which
stems from Bohm-Bawerk (1912) and Fisher
(1930), among others. Preference orderings that
exhibit impatience are also described as being
myopic or as embodying discounting. Because
in many contexts the future has no natural
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termination date, an infinite horizon framework is
most appropriate and convenient for the analysis
of many problems in intertemporal economics.
The open-endedness of the future raises several
issues surrounding impatience (its presence,
degree, and the precise form it takes) which do
not arise in finite horizon models.

Consider a world with a countable infinity of
time periods or generations, t =0, 1,..., T,...,
where there is a single good which can be con-
sumed or accumulated. Let x = (xq,. .., Xp--.)
represent a consumption programme where x,
denotes the consumption of the representative
consumer for the #th generation. Given an initial
(capital) stock kq of the good, and a technology
that transforms capital into a flow output, the set
of feasible consumption programmes, denoted
S(ky), is determined.

At issue is the optimal programme of con-
sumption and accumulation. Suppose it is deter-
mined by a central planner who ranks
programmes in S(ky) according to the utility
functional

U@ =3 () Mulm). ()
0

This is a common specification. For p = 0 it dates
from Ramsey (1928); for the general case see
Koopmans (1966). The instantaneous utility func-
tion u (+) is increasing and concave (diminishing
marginal utility).

The parameter p equals the rate of time prefer-
ence. Impatience (in the sense of any of the pre-
cise definitions given below) is present if (and
only if) p > 0. There is a preliminary technical
problem with (1) for some values of p. When
p = 0, for example, the infinite sum in (1)
diverges for many of the paths to be compared.
Ramsey provides one device for getting around
this difficulty. Another device is von Weizsécker’s
(1965) overtaking criterion, according to which x*
is optimal in S(ky) if it is feasible and if for any
other feasible path x,

Do+p)u(x) =D (14 p) ulx),
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for all sufficiently large 7. This notion of optimal-
ity is welldefined for any value of p, even for
negative values; and an optimal x* maximizes
U on S(kp) if U(x*) is finite.

The specification of p is crucial and presum-
ably reflects the ethical principles of the planner.
Ramsey (1928) objects to discounting on ethical
grounds and thus assumes p = 0. But Koopmans
(1966, 1967) argues that there are technical limi-
tations on the specification of p which are
imposed by the requirement that an optimal plan
x* exist for a range of choice environments. The
potential difficulty is readily understood: a posi-
tive return to saving provides an incentive to
postpone consumption. Positive (negative)
discounting provides an offsetting (reinforcing)
incentive. Finally, diminishing marginal utility
and diminishing marginal productivity in produc-
tion induce a smoothing of consumption over
time. For many specifications, the net incentive
is to postpone and to do so idefinitely, which is
clearly not optimal. Consequently an optimal pro-
gramme fails to exist. The existence problem is
mitigated the larger is p, in the sense that if
p1 < p» and if an optimum in S(ky) exists when
p = p1, then it exists also when p = p,. In par-
ticular, in order that an optimum exist in several
simplified but commonly specified choice envi-
ronments, it is necessary that p > 0 and hence
that the future be discounted. (See also von
Weizsicker 1965.)

The existence of solutions to optimization
problems is a basic question in mathematical pro-
gramming which is most commonly resolved by
application of the Weierstrass Theorem (or its
many extensions). The Theorem guarantees exis-
tence of a solution if the objective function is
continuous and the constraint set is compact. It is
valid in general topological spaces and so is appli-
cable also to the present setting where the choice
variable x lies in an infinite dimensional space.
The Theorem is the basis for the proof by Magill
(1981) of the existence of an optimum to infinite
horizon optimization problems. When specialized
to the constant discount rate functional (1), his
analysis confirms the consequences for existence
of large p. Moreover, it shows ‘why’ a large p is
beneficial — the larger is p, the more stringent the
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form of continuity satisfied by the utility functional
and hence the broader the class of constraint sets to
which the Weierstrass Theorem is applicable.

To pursue the link between impatience and
continuity, it is necessary to consider the latter
more carefully. First, however, restrict attention
to bounded consumption profiles, that is, to the set

x>0

and supx, < 0o}.

LY = {x=(x0,....X1,...):
for all ¢

Secondly, the existence of a utility function is
an unnecessarily restrictive assumption. Thus
consider preference relations = on L%, with strict
preference denoted by > .

To discuss continuity, we need to specify a
topology for LT; that is, we need to define what
it means for two consumption paths to be ‘close’
to one another. This is most simply done by spec-
ifying when a sequence of consumption paths
{x” = (xg,x'l’,...,x;’, .. )}ZC:I converges to a
path x in L. (Strictly speaking, generalized
sequences called nets should be used, but the use
of sequences is adequate for this informal discus-
sion.) For many topologies that are of interest in
economics ‘closeness’ can be measured by a metric
or distance function d such that d(x, y) measures the
‘distance’ between x and y. When such a metric
exists, convergence of {x"} to x means simply that
d(x" x) approaches 0 as n — oo, in which case we
refer to the d-convergence of the sequence.

Table 1 defines four topologies by specifying
the conditions for convergence imposed by each.
When a metric exists, it is also specified. Of
course many other plausible topologies could be
considered.

Impatience, Table 1

Topology Definition of convergence of {x"} to x
Product x| ——x, for all ¢
n—oo

Mackey -

that converge to 0
Supremum | sup |x} — x| ——0

t h—00

Svensson

(o]
X! — x| ——0
|I

O n—oo
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Continuity of a preference relation means
roughly that consumption paths that are close to
one another are ranked similarly vis-a-vis other
paths. More formally, say that the relation = is
continuous in the topology I” (or I'-continuous) if
for each x and y in L., and for any sequences
{x"} and {)"} that converge to x and y respectively
according to I, it is the case that

x=y=x>=y" and x" >y
for all sufficiently large values of n.

Which topology should be adopted? The ques-
tion does not arise in finite dimensional contexts.
The reason is simply that all ‘natural’ topologies
on finite dimensional Euclidean spaces are equiv-
alent in the sense that the corresponding conver-
gence definitions are logically equivalent to one
another. This is the case, for example, with the
four topologies in the table if they are adapted in
the obvious way to a finite horizon context. In all
cases, convergence is identical to the usual notion
based on the Euclidean metric. Thus the
corresponding notions of continuity are also
identical.

In contrast, in the infinite horizon model, the
noted equivalence fails. It is easily shown that
dy; — convergence = d,, — convergence
= Mackey — convergence
= d, — convergence.

@

But none of the reverse implications is true. For
example, define the sequences {x"}, {J"}, and
{z"} as follows:

Metric

271|xt_y|
d,(x,y) = sup —— L
pley) = A T

sup |a; - (¥ — x;)|,7,4,0 for all sequences of real numbers {a, };° —
t

doo (%, y) = sup |x, — y|
t

ds(x’}’) = min<1’z ‘X, - yrl)
0
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xXl=0 if 0<t<n and =n if t>n
yy=0 if 0<t<n and =1 if t>n
"= m el ).

Then {x"} converges to (0, 0,...) in the product
topology but not in the Mackey topology. In the
former case x” is viewed as being close to the zero
consumption path for large n, because the first
n generations all have zero consumption. Thus
the product topology discounts the fact that in x"
infinitely many generations enjoy large consump-
tion levels which are unbounded as n grows. It is
the latter feature which explains why x" and
(0, 0...) are not viewed as being close to one
another by the Mackey topology. (Take a, = 12
in the definition of Mackey convergence.) Thus,
for example, in the case of {)"} where the con-
sumption of future generations is bounded in n,
the sequence is Mackey-convergent to the zero
consumption path. The sequence {)"'} is not d..-
convergent since not all generations have con-
sumption near 0. Finally, {Z"} converges to
(0, 0...) in the sup topology, but it is not d-
convergent since the ‘aggregate’ deviation of con-
sumption levels between the two paths is large
(indeed X5°|z}| = o0).

When topologies are not equivalent continuity
of a preference relation has different meaning
depending upon which topology is adopted.
Thus (2) implies immediately that

d, — continuity = Mackey — concergence
= d., — continuity
= d; — continuity,

3

and none of the reverse implications is valid. In
finite dimensional analysis continuity is a purely
technical assumption which is innocuous from an
economist’s point of view. But the discussion of
convergence in the above four topologies strongly
suggests that in infinite horizon models the spec-
ification of a topology and the assumption of
continuity can have economic content. Indeed,
continuity in some topologies can imply
impatience.

Impatience

One demonstration of the crucial role played
by a topology is provided by Diamond (1965) and
Svensson (1980). Call a preference relation equi-
table if it provides equal treatment for all genera-
tions in the sense that for all x and y in LY, x =
y < x = my, where nx (or my) is obtained from
x (or y) by permuting finitely many of its compo-
nents. A preference relation is weakly monotonic
ifx, »= y,forallt = x > y. Diamond shows that
there does not exist an equitable and weakly
monotonic preference relation that is also contin-
uous in the product metric. This preclusion of
equity is perhaps not surprising given the
discounting of the future that is built into the
definition of d,. But even given the apparently
‘time neutral’ metric d,., the scope for equity is
limited. Diamond proves that equity and d..-
continuity are incompatible given strong monoto-
nicity (x, > y, for all ¢ and x, > y, for some 1 =
x > y.) If only weak monotonicity is imposed,
then all postulates are satisfied by the maximin
ordering, whereby

x=y < infx, > inf y,. “4)

The view, based on finite dimensional analysis,
that continuity is an innocuous technical assump-
tion, would lead one to interpret Diamond’s
results as demonstrating the non-existence of
equitable orderings that satisfy minimal additional
regularity conditions. But, the correct interpreta-
tion is the Diamond’s theorems demonstrate the
strong ethical content of d,-continuity and d.-
continuity. The latter view is fortified by Svensson
(1980). He shows that if the d; metric is adopted,
then there exist equitable and strongly monotonic
orderings which are d,-continuous. Since d; is a
priori plausible, the onus is clearly shifted to the
metric. At the extreme, continuity can be imposed
with total impunity if the metric dy is adopted,
where

0, if x=
d0<x’y):|:1 if X#§:|

The topology corresponding to d, is called the
discrete topology. According to this metric
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distinct consumption paths cannot be close to one
another, so continuity is automatic. A natural open
question is the characterization of metrics d (and
more general topologies) such that d-continuous,
equitable and (weakly or strongly) monotonic
preference relations exist.

At this point it is worth recalling a principal
reason that continuity is of interest — namely that
by (an extension of) the Weierstrass Theorem, it
will guarantee the existence of optimal elements
in compact sets. Given a topology I' on LY, a set
K C LY is I'-compact if every (generalized)
sequence of points in K has a (generalized) sub-
sequence that converges according to I” to a point
in K. As the topology changes in such a way as to
permit more continuous functions, the family of
compact sets shrinks (see (2) and (3)). Thus as
continuity becomes easier to achieve it also
becomes less significant. (For example, K is d-
compact only if it consists of finitely many points;
and there exist many economically relevant sets K
that are compact in the product topology but not in
the sup topology. One example arises in an
exhaustible resource model where feasible con-
sumptions plans satisfy X5°x, < w, and w is the
initial stock of the good.) If there is a class of
constraint sets where the existence of optimal
elements is desired, then the ‘useful’ topologies
are those that make each of the constraint sets
compact. This approach (emphasized by Camp-
bell, 1985) would remove some of the arbitrari-
ness from the choice of a topology.

Diamond’s results suggest that continuity may
imply ‘some form of impatience’, since equity can
be viewed as the lack of impatience. A more pre-
cise definition of impatience is required for a
clearer demonstration of the link between the lat-
ter and continuity. For example, impatience could
be taken to mean that interchanging the consump-
tion levels of generations 1 and ¢ results in a
strictly preferred plan if period ¢ consumption
was initially larger. If the preceding statement is
valid only for ¢ sufficiently far into the future, then
eventual impatience could be said to prevail. This
latter notion captures not only a preference for the
advancement of the timing of satisfaction, but also
the idea that the taste for future consumption

6113

diminishes as the time of consumption recedes
into the future. These and related definitions
appear in Koopmans (1960), Koopmans
et al. (1964) and Diamond (1965). Their proofs
that appropriate continuity implies (eventual)
impatience depend, with the single exception of
Diamond (p. 174), on maintained separability
assumptions on the preference relation. The sepa-
rability assumptions can be deleted if the exis-
tence of a differentiable utility function is
assumed (Burness 1973).

Brown and Lewis (1981) define some notions
of asymptotic impatience. For example, they call a
preference relation strongly myopic if for all x, y
and z in LY, x =y = x = y + ,z for all suffi-
ciently large n, where ,z = (0,...,0,z,+1, Zp+2,
...). In other words, the preference for x over
y is unchanged by an increase in the latter pro-
gramme in the consumption of infinitely many
generations, as long as the increase occurs only
for generations that are situated sufficiently far
into the future.

Interpret a preference relation as belonging to a
consumer rather than to a central planner. Con-
sumption programmes in L° descendants; the
latters’ consumption levels matter because of
intergenerational altruism. This is a common
framework in the capital theory literature where
the behavioural assumption of impatience is often
maintained. This suggests that from the perspec-
tive of capital theory, economically interesting
topologies are those which (through continuity)
imply myopia. For example, any preference rela-
tion which is d,-continuous is necessarily strongly
myopic. But the implication is false if the product
metric is replaced by d, or d;. Brown and Lewis
show that the Mackey topology bears a special
relationship to strong myopia. Mackey-continuity
is the weakest continuity requirement
(corresponding to topologies in a broad and con-
venient class) that can be imposed on a preference
relation in order that strong myopia be implied.
Thus it is a ‘natural’ topology if strong myopia is
desirable.

There is an important link between the Mackey
topology and strong myopia on the one hand and
general equilibrium analysis in the framework of
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‘infinitely lived’ agents on the other. Bewley
(1972) points out that the Mackey topology is
particularly appropriate for general equilibrium
analysis because continuity requirements weaker
than Mackey-continuity do not guarantee the exis-
tence of equilibria with price systems that can be
represented by absolutely summable sequences
®0o,- - P> - -»), rather than merely for more gen-
eral mathematical constructs that have no eco-
nomic interpretation. In light of the relationship
between Mackey-continuity and strong myopia,
the latter seems necessary for meaningful general
equilibrium analysis.

Brown and Lewis sharpen the link between
impatience and general equilibrium analysis.
They prove that if individual preferences are suit-
ably monotonic, then Mackey-continuity and
strong myopia are unnecessarily strong assump-
tions. But a form of asymptotic impatience is still
relevant. Call a preference ordering weakly myo-
pic if the implication defining strong myopia is
valid for all constant programmes z. Then even if
individual preferences are weakly monotonic, the
existence of economically interpretable equilib-
rium price systems as above can be guaranteed
only by continuity requirements which imply
weak myopia.

Suppose that we are willing to accept more
general constructs (linear functionals on L) as
price systems. Can we then dispense with impa-
tience? Araujo (1985) provides a negative partial
answer. He restricts attention to a well-defined
subset of those continuity conditions which lie
‘between’ d..-continuity and d,-continuity. Then
he shows that the existence of such general price
systems can be guaranteed only if continuity
requirements are imposed which imply strong
myopia, or, when suitable monotonicity is
maintained for preferences, weak myopia. Exis-
tence of equilibria cannot be guaranteed in such
cases as the maximin ordering (4) which exhibits
no impatience.

We offer one final comment. In a planning
context, continuity of the social preference rela-
tion may be desirable not necessarily for its own
sake nor because it may imply myopia, but pri-
marily to guarantee that the preference relation be

Impatience

effective, that is, that optimal consumption paths
exist. From this perspective, it seems more perti-
nent to investigate the link between effectiveness
and impatience directly, without involving conti-
nuity which is, after all, at best sufficient and
definitely not necessary for the existence of opti-
mal paths. Thus, for example, a pertinent question
is whether impatience (in some precise sense) is
necessary for effectiveness in a relevant set of
choice environments. While this question has
been addressed to some extent in the growth the-
ory literature cited earlier based on the additive
utility functional (1), an analysis comparable in
generality to that of Brown and Lewis or Araujo
has yet to be performed.

See Also

Fisher, Irving (1867—-1947)
Present Value
Time Preference

Bibliography

Araujo, A. 1985. Lack of Pareto optimal allocations in
economies with infinitely many commodities: The
need for impatience. Econometrica 53(2): 455—461.

Bewley, T. 1972. Existence of equilibria in economies with
infinitely many commodities. Journal of Economic
Theory 4(3): 514-540.

Brown, D.J., and L.M. Lewis. 1981. Myopic economic
agents. Econometrica 49(2): 359-368.

Burness, H.S. 1973. Impatience and the preference for
advancement in the timing of satisfactions. Journal of
Economic Theory 6(5): 495-507.

Diamond, P.A. 1965. The evaluation of infinite utility
streams. Econometrica 33: 170-177.

Fisher, 1. 1930. The theory of interest. New York:
Macmillan.

Koopmans, T.C. 1960. Stationary ordinal utility and impa-
tience. Econometrica 28: 287-309.

Koopmans, T.C. 1966. On the concept of optimal eco-
nomic growth. In The econometric approach to devel-
opment planning. Amsterdam: North-Holland.

Koopmans, T.C. 1967. Objectives, constraints, and out-
comes in optimal growth models. Econometrica 35:
1-15.

Koopmans, T.C., P.A. Diamond, and R.E. Williamson.
1964. Stationary utility and time perspective.
Econometrica 32: 82—100.

Magill, M.J.P. 1981. Infinite
Econometrica 49(3): 679-711.

horizon  programs.


https://doi.org/10.1057/978-1-349-95189-5_31
https://doi.org/10.1057/978-1-349-95189-5_1387
https://doi.org/10.1057/978-1-349-95189-5_1896

Imperfect Competition

Ramsey, F.P. 1928. A mathematical theory of saving. Eco-
nomic Journal 38: 543-559

Svensson, L.G. 1980. Equity among generations.
Econometrica 48(5): 1251-1256.

von Bohm-Bawerk, E. 1912. Positive theory of capital.
South Holland: Libertarian Press, 1959.

von Weizsicker, C.C. 1965. Existence of optimal programs
of accumulation for an infinite time horizon. Review of
Economic Studies 32: 85-104.

Imperfect Competition

Louis Makowski

Imperfect competitors are individuals or firms
who face downward-sloping demand curves or
upward-sloping supply curves for some product
(s). This is to be contrasted with perfect compet-
itors who, by definition, face perfectly elastic
demand and supply curves for all products.
Notice we define perfect competitors not just as
price-takers, but as rational price-takers: perfect
competitors cannot influence the levels of mar-
ket clearing prices. By contrast imperfect com-
petitors, by their presence, can influence some
equilibrium prices. As simple as these defini-
tions sound, they hold within themselves a
world of meaning that we will explore a little
in this entry.

Since the early days of economics as a science,
the importance of the force of competition has
been stressed. Adam Smith viewed the force of
competition as a central benefactor of society,
which both (a) guards people against the possibil-
ity of monopolistic exploitation by insuring that
the long run price will not exceed the cost of
production; and (b) automatically provides for
long-run progress by firing entrepreneurs’ restless
search for new profit potentials. In contrast to
Smith, modern-day economists are becoming
increasingly uncertain whether the force of com-
petition is entirely beneficent. The image of
wasteful competition between individuals and
between firms is gaining repute. Theories of
imperfect competition are becoming increasingly
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popular, reflecting a dissatisfaction with the pre-
dictive power of the perfectly competitive model
of economic reality.

The insight that competition can be wasteful,
not necessarily beneficent, was popularized by
Edward Chamberlin, who along with Joan Rob-
inson is typically credited with renewing econo-
mists’ interest in imperfect competition beginning
in the 1930s (Chamberlin 1933; Robinson 1933).
As a contender to the perfectly competitive image
of economic reality, Chamberlin offered his image
of many firms selling differentiated products,
contending with one another, but nevertheless
each facing a downward-sloping demand curve.
His famous ‘excess capacity theorem’ was the
caricature he offered of wasteful competition.

As in Chamberlin, the current modelling of
imperfect competition tends to be partial equilib-
rium. A popular practice is to make the assump-
tion that firms will interact in a Cournot—Nash
fashion. Perhaps more ambitious and interesting
are current explorations at the interface of game
theory and industrial organization theory. Many
(small group) models of imperfectly competitive
interactions are available, each with its own idio-
syncratic, stylized features. These models are a
beginning toward analysing imperfect competi-
tion between individuals and between firms as
an active process. But there does not currently
exist a standard paradigm of imperfect competi-
tion (either partial equilibrium or general equilib-
rium). This contrasts sharply with the case of
perfect competition, which is typically idealized
using a Walrasian general equilibrium model. Per-
haps models of imperfect competition must nec-
essarily be legion and case-specific?

We will not try to survey existent models of
imperfect competition here. Rather, we will try to
offer some overview in terms of a unifying prin-
ciple. In particular, we will argue that increasing
returns is the usual source of imperfect competi-
tion. Knowledge of such a unifying source will
hopefully help the reader make sense of the pleth-
ora of available idiosyncratic models. It should
also help the reader understand why imperfect
competition, in contrast to perfect competition,
may be wasteful.
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The Meaning of Increasing Returns:
From Perfect Competition to Imperfect
Competition

To understand the concept of increasing returns,
as applied to the economy as a whole (rather than
to a particular firm), it is useful to first understand
how economists usually ensure that a model of the
economy as a whole will be perfectly competitive.
This will provide us with a benchmark from which
to proceed since, as we shall see, a perfectly
competitive economy typically exhibits constant
returns, in contrast to increasing returns. (The
observation that constant returns typifies perfect
competition is also central to Samuelson (1967).
He proceeds in a somewhat different fashion, but
his article may be read as a useful complement to
this one.) To ensure that an economy will be
perfectly competitive economists typically
assume a finite number of homogeneous private
goods. Then, keeping the set of goods fixed, they
replicate the economy by increasing the number
of buyers and sellers of each commodity indefi-
nitely. The resulting, limiting economy will be
perfectly competitive in the sense that the force
of competition between the many alternative
sellers of each commodity and the many alterna-
tive buyers will be sufficient to ensure that no one
individual will possess any monopoly or monop-
sony power. That is, no one individual will be able
to influence the levels of the prices that equilibrate
supply and demand. For example, if some seller
tries to exploit some buyer there will be plenty of
perfect substitute sellers available ready to take
the buyer away from him. Notice that the image of
‘thick markets’, i.e. homogeneous private goods
with many small sellers and buyers of each good,
is central to economists’ image of perfect compe-
tition. It is this image of thick markets that Cham-
berlin found to be a grotesque caricature of our
economic reality. It is easy to see that a large,
replicated private-good economy exhibits con-
stant returns to scale in the sense that a small
subset of its participants could do as well on
their own as they could participating in the econ-
omy as a whole. The economy can be
‘disintegrated’ without loss of consumers’ surplus
or gains from trade.

Imperfect Competition

The analogy to ordinary production theory can
be made more precise in an idealized special case,
that of transferable utility — where utility can be
regarded as cardinal and additive over individuals.
(Notice this is essentially equivalent to assuming
that everyone always enjoys constant marginal
utility from income.) In this case, one can con-
struct an analogy to an ordinary firm production
function for the economy as a whole (a sort of
‘aggregate production function’), and one can
show that in the limit, replication will result in
this function exhibiting constant returns. Further,
in a perfectly competitive equilibrium all individ-
uals will be rewarded with their marginal products
to the economy as a whole, calculated from this
‘aggregate production function’.

This idealized special case is useful for gaining
parable-like insights into the nature of not only
perfect competition, but also imperfect competi-
tion. So we shall first sketch some of the claims
made for it above (for further details, see
Makowski and Ostroy 1987). The basis for its
usefulness is that, if we assume utility is cardinal
and additive over individuals, then we can formal-
ize the idea that the economy as a whole is in the
business of producing utility for its participants. In
particular, with this assumption we can let g
(S) equal the total potential gains from trade pos-
sible in a subeconomy consisting only of the set of
individuals S; i.e. g(S) equals the maximum total
utility achievable by S when it can only trade
within itself. Then we can regard g, the total
potential gains from trade function (defined over
all possible subeconomies S) as the economy’s
‘aggregate production function’. Notice that the
range of g is defined in utility space: the economy
as a whole produces utility as its output. And the
domain of g is subsets of individuals: individuals
are the ‘inputs’ used to produce utility, by
exploiting the gains from trade. (In cooperative
game theory, the g function would be called a
‘characteristic function’. But we shall restrict our
attention to non-cooperative, bilateral interac-
tions; this may be rationalized by assuming that
multilateral coalition formation is prohibitively
costly.)

Just as with any production function, we can
define the marginal product of each factor of
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production — now each individual rather than each
commodity since the domain of g is subsets of
individuals. In particular, it is natural to define the
potential marginal product of individual i to the
economy as a whole, MP;, as the difference
between the potential gains from trade in the
economy as a whole, g(4) (where A is the set of
all individuals) and the potential gains from trade
in the absence of individual 7, g(4") (where 4’ is
the set of all individuals in the economy except i);
i.e. MP; = g(4) — g(4"). Notice MP; just equals
individual #’s contribution to the total potential
gains from trade in the economy.

It can be shown that in any perfectly compet-
itive economy, each individual’s final utility
level (say u;) just equals his potential marginal
product to the economy as a whole. That is, the
total gains from trade are distributed under per-
fect competition that #; = MP; for each individ-
ual i. Thus the analogy to ordinary production
theory under perfect competition, where each
factor earns its MP, is complete. Since any per-
fectly competitive equilibrium is efficient
(i.e. the actual gains from trade equal the maxi-
mum potential gains), this implies there must be
‘adding-up’ in any perfectly competitive econ-
omy: the sum of all individuals’ MP’s to the
economy as a whole must equal the total poten-
tial product of the economy, g(A).

Constant returns and adding-up are intimately
related. Both are achieved by replication as fol-
lows. Typically the above g function will initially
exhibit increasing returns in the sense that the sum
of all individuals’ MP’s will exceed the total
potential ‘output’. But, for larger and large econ-
omies this sum approaches g(4). The process is
idealized in the limit — when we can regard indi-
viduals as infinitesimal, i.e. points on a line. In this
limiting, continuum-of-individuals case the
g function will be homogeneous: multiplying all
‘inputs’ by any factor will just multiply the total
achievable gains from trade by the same factor.
Hence, ‘adding-up’ in the limit is ensured by
Euler’s Theorem. (Individual i’s potential mar-
ginal product in the limiting, continuum economy
just equals the partial derivative of g with respect
to that individual, evaluated at A, rather than the
finite different g(4) — g(4").)
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Thus, the connection between replication, con-
stant returns, and the nature of perfectly compet-
itive economies is clarified. In particular, we now
see that such economies exhibit, in the limit, con-
stant returns over (the ‘inputs’) individuals. One
deeper result from perfect competition theory will
also be useful, before we leave this benchmark
case for the domain of imperfect competition. It
can be shown that not only does perfect competi-
tion imply

(1) u; = MP; for each individual 7; and (i)
MP; = g(4), but conversely, (i) and (ii) also imply
perfect competition. Thus, perfectly competitive
economies are essentially equivalent to ones in
which constant returns over individuals prevails.
In the absence of such constant returns, we could
not rely on Euler’s Theorem to ensure adding-up,
(ii); consequently, it would be a mere accident if
one could reward everyone with their MP’s to the
economy as a whole.

This last, equivalence observation provides us
with a key for transiting into the realm of imper-
fect competition. Since the presence of constant
returns over individuals essentially characterizes
perfectly competitive economies, its absence
essentially characterizes economies without per-
fect competition, i.e. economies in which compe-
tition must necessarily be imperfect. But under
what circumstances will competition necessarily
be imperfect? Or, expressed in terms of our ideal-
ized special case, under what circumstances will
the g function not exhibit constant returns over
individuals?

The replication image of perfect competition
gives us our first insight into such imperfectly
competitive economies. They are economies in
which there are not sufficient perfect substitute
sellers or buyers for the force of competition to
ensure that no individual can influence the levels
of market clearing prices. But what does this mean
in terms of our gains from trade function? As
noted above, in the absence of perfect competition
(e.g., in small economies) the g function will
typically exhibit increasing returns over individ-
uals, in the sense that the sum of all individuals’
MP’s will typically exceed the total potential gains
from trade. To illustrate with a paradigmatic
example of imperfect competition — bilateral
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monopoly — consider an economy with just one
buyer and one seller, and with potential gains from
trade between them. Then each individual is cru-
cial to realizing the gains from trade. In particular,
without either there would be zero gains from
trade, so the MP of each equals the total potential
gains from trade, g(4). But then the sum of their
MP’s exceeds the total potential gains from trade
since ZMP; = g(A) + g(A) = 2 g(A). So, there are
increasing returns over individuals in bilateral
monopoly situations. Obviously each person can-
not appropriate all of g(4).

That the sum of the two individuals’ MP’s
exceeds the potential gains from trade between
them has the following interpretive significance.
Imagine the buyer and seller contending with one
another over their respective shares of the total
economic pie, g(4). Each might insist on receiv-
ing his full potential contribution to the size of the
pie, his MP. But in cases of imperfect competition,
this is impossible to achieve. (Note that, by con-
trast, under perfect competition each seller
(respectively, buyer) receiving his full MP would
be the inevitable outcome of competition between
alternative competing buyers of the seller’s output
(respectively, alternative competing sellers to the
buyer). The consequence in terms of prices is that
under perfect competition no one buyer
(respectively, seller) can influence the level of
market clearing prices.) We might next imagine
each individual engaging in devious bargaining
tactics to win at least as much of the pie for
himself as he can. Such manoeuvrings are gener-
ally resource costly, hence the whole size of the
pie may well diminish in the process of bargaining
for shares of it. This is the image of wasteful
competition! Our story indicates how increasing
returns over individuals, and the consequent fail-
ure of adding-up of individuals’ MP’s to the econ-
omy as a whole, can give rise to wasteful
competition. That the potential economic pie can-
not be naturally imputed to individuals, via their
contributions to the size of the pie (their MP’s),
makes the potential gains from trade a common
property resource to be contended over
wastefully.

Imperfect Competition

An Example of Wasteful Competition

To make the discussion more concrete, we now
present a more explicit example involving bilat-
eral monopoly. Imagine an economy with just one
barber B and one customer, C. B can cut hair
costlessly, and C is willing to pay up to w dollars
for one haircut (he does not want more than one);
hence g(4) = w which, recall, also equals each
individual’s MP. Will the full potential gains from
trade be realized?

Suppose at the beginning of the world nature
picks C’s willingness to pay for a haircut from a
distribution between 0 and 10, so that any w in this
interval is an equally likely choice by nature.
Suppose further that Mr C knows his actual type,
w, but Mr B only knows the distribution from
which nature has picked C’s type. Then bilateral
bargaining will not generally result in all the
potential gains from trade being realized. To see
why suppose B is a tough bargainer and can
commit himself to a take-it-or-leave-it price for a
haircut.

Then, given his incomplete information about
C’s type, it is easy to see he will commit himself to
a price of $5/haircut; this maximizes his expected
profits. But then, whenever C’s true willingness to
pay is less than $5, he will not get a haircut
although it is efficient for him to do so given B’s
cost of haircuts is zero; g(4) will not be realized.
For example, suppose w = $4, then although
C may go to B and say ‘I am willing to get a
haircut if you will lower the price to something
less than $4,” B will rationally not believe him and
change his price, since if he believed C in this case
then C would rationally pretend to have a w less
than $5 even when his true w is greater than $5.

Notice that the basic source of the inefficiency
when w < $5 is the potential deviousness by
C about his true willingness-to-pay — in an effort
to induce a lower price and hence a bigger share of
his full potential marginal product, w — coupled
with B’s contrary effort to extract the biggest
possible share of his potential marginal product,
w, by making a price commitment that reflects his
ignorance about w. Summarizing, (wasteful)
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competition between B and C over the potential
gains from trade results in the actual gains, zero,
falling short of the potential gains, w, whenever
w $5. Wasteful competition is reflected in the
underproduction of haircuts.

In contrast, notice that in a replicated economy
with many identical B’s and C’s, (perfect) compe-
tition between barbers for customers would force
the price of haircuts down to their true cost, zero.
Hence, the full potential gains from trade would
be realized without devious, wasteful competi-
tion. (The reader can check that in this replicated
case the MP of any one barber equals zero while
that of any one customer equals w; hence there is
‘adding-up’ in this case.)

The fact that imperfect competition is gener-
ally inefficient — it frustrates Adam Smith’s Invis-
ible Hand — is so central to our understanding of
the economic import of imperfect competition that
it is perhaps useful to re-phrase the source of
market failure under imperfect competition in
terms of ‘externalities’ since it is well-understood
that externalities give rise to market failures.
Under perfect competition each individual appro-
priates his full potential contribution to society,
his MP. Consequently, he creates no externalities,
beneficial or harmful, to others. By contrast, under
imperfect competition not everyone can appropri-
ate his full potential contribution to society, his
MP. Consequently, if an equilibrium allocation
with imperfect competition is to be efficient,
some individual(s) must create external benefits
for others (since some individuals must receive
less than their marginal products). But no one
cares about external benefits, only about the ben-
efits he can internalize (i.e. appropriate). Conse-
quently, in trying to internalize as much of his
contribution as possible, an imperfect competitor
will engage in wasteful market tactics most of
whose harmful consequences others must bear.

Multilateral examples of imperfect competi-
tion, more in the spirit of Chamberlin, can also
be constructed. In such examples, increasing
returns lead to the gains from trade between pro-
ducers and consumers being a common property
resource that cannot be naturally imputed to
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agents using the MP reward principle. This can
lead to ‘excess capacity’ as some industries’
potential profits become a common property
resource to be contended over wastefully via
over-entry. In contrast, under perfect competition
entry is efficiently guided since each firm’s profits
just reflect its MP; not any share of some other
firm’s potential MP that it can steal away by
entering the industry.

Notice that throughout this article we are sup-
posing there do not exist any non-market external
effects between economic agents. So, all interac-
tions are voluntary and involve exchange. But this
does not exclude the possibility of external effects
between economic agents in their trade relation-
ships, so called ‘pecuniary externalities’. Indeed,
the possibility of such trade-related externalities is
the essence of imperfectly competitive interac-
tions and the source of the Invisible Hand’s failure
to achieve Pareto efficient outcomes under imper-
fect competition. (A terminological note: We refer
to imperfect competition as ‘wasteful” relative to
the benchmark of achieving pure Pareto effi-
ciency. A related question that we do not address
in this entry is: Can one find institutions that could
improve on the market outcome in the presence of
imperfect competition? Some economists would
argue that the answer is ‘no’; hence that the mar-
ket outcome provides the best realistic benchmark
even in the presence of imperfect competition, for
example see Demsetz 1959.)

Indivisibilities, Complementarities
and Increasing Returns

There is a tradition in economic theory that views
some sort of indivisibility as the main source of
increasing returns. In this tradition, if just dou-
bling the amounts of all factors results in more
than double the output, the source of increasing
returns is interpreted in terms of indivisibilities in
some specialized functions of factors.

That indivisibilities are the usual source of
increasing returns was disputed by Chamberlin
in a famous controversy with Kaldor; the latter



6120

subsequently recanted his position (see Kaldor
1972). Without clouding ourselves in the smoke
raised by this issue, we can shed some light on the
central substantive aspect. At the heart of the
dispute is the question, will sufficiently large
economies necessarily be perfectly competitive?
(Notice that the idea of indivisibilities suggests
that at some sufficiently large level of production
all scale economies will be exhausted.) Thus it is
interesting to observe that increasing returns can
exist even in large economies.

In particular, zow one replicates an economy is
crucial to whether a replicated economy will
become closer and closer to a perfectly competi-
tive one. For perfect competition to result in the
limit, (1) it is essential that one only allows private
goods, not collective goods: replicating an econ-
omy with collective goods generally does not
diminish the presence of monopsony power on
the buyers’ side since each buyer never competes
with other buyers for units of a collective good.
This monopsony power gives rise to manifesta-
tions of wasteful competition by each buyer — to
try to appropriate the biggest possible share of his
contribution to the gains from trade, his MP —such
as ‘free rider problems’.

(A bibliographical note: Samuelson introduced
the concept of collective goods to Anglo-
American economists in a series of articles
(Samuelson 1954, 1955 and 1958). He forcefully
argues that public goods differ fundamentally
from private goods insofar as the ability of the
Invisible Hand to allocate them efficiently is
concerned. One can detect, in reading his three
articles  chronologically, a maturing in
Samuelson’s appreciation of the source of market
failure as being due to some sort of increasing
returns in public good economies. This point is
made in Head (1962), whose article may be read
as a useful complement to this one. Head stresses
difficulties in appropriation as the source of mar-
ket failure with collective goods, without explic-
itly using the MP concept.)

More in the spirit of Chamberlin, (2) it is also
essential to keep the set of private commodities
relatively fixed while one replicates: if the set of
commodities expands at the same rate as the set of
buyers and sellers, then perfect competition need

Imperfect Competition

not emerge even in the limit. Some sellers may still
be ‘special’ as far as some buyers are concerned;
thus a seller may still face a downward sloping
demand curve reflecting the tastes of buyers who
regard the seller’s product as special (e.g., see Hart
1985). In this context, the right image of a large
economy is an ever-expanding nexus of comple-
mentarities between individuals, that never
becomes large enough to be ‘disintegrated’ without
loss in potential gains from trade (Kaldor 1972, and
Allyn Young’s classic 1928 paper may be usefully
read on this point). In this image the possibilities
for increasing returns are never exhausted since
essential complementarities between individuals
are never exhausted. Notice that the reason for
increasing returns here is more easily explained in
terms of the existence of complementarities
between individuals, rather than indivisibilities.
Expressed in terms of our idealized special case,
as long as there exist essential complementarities
between individuals, the gains from trade function
will continue to exhibit increasing returns over
individuals. In this common case, the force of
competition will not be sufficient to guarantee
that everyone has perfect substitutes. Thus compe-
tition between individuals may remain imperfect —
and wasteful — even in large economies.

See Also
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Entry and Market Structure

Monopolistic Competition

Perfectly and Imperfectly Competitive Markets
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Imperfectionist Models

John Eatwell

The term ‘imperfectionist’ was applied by Eatwell
and Milgate (1983) to those models which rely on
imperfections or arbitrary constraints in order to
analyse the phenomenon under consideration. In
other words, an imperfectionist analysis involves
the construction of a model which, when innocent
of those arbitrary constraints, does not display the
phenomenon. The leading species of this genus to
be found in economics today are models of unem-
ployment in which imperfections such as sticky
prices, or the effects of uncertainty, are imposed
on a Walrasian model, thus disrupting the
Walrasian relationship between price formation
and the determination of levels of output which
implies clearing of the markets for endowments of
factor services.

The key issues in any consideration of the
relationship between the theory of output and the
theory of value and distribution can be revealed by
the answers given to two questions:
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(1) Does the determination of relative prices in a
market economy also involve the determina-
tion of the size and composition of output and,
in particular, is the level of output such that
labour is fully employed (in the sense that at
the going wage all workers willing to offer
labour would be able to find employment)?

(2) Are variations in relative prices associated
with variations in output such that the econ-
omy tends towards a level of output compat-
ible with the full employment of labour?

Each of these questions can be supplemented
with a further question: if not, why not?

The significance of these questions can be
illustrated in terms of the most elementary piece
of orthodox neoclassical analysis. According to
this account, ‘equilibrium’ is determined at the
point of intersection of a function relating price
to quantity demanded and another relating price to
quantity supplied. When this view of price deter-
mination is extended to the economic system as a
whole, the equilibrium position of the economy is
characterized by a set of market-clearing prices,
with associated quantities (levels of commodity
output and levels of ‘factor’ utilization), such that
the markets for all commodities and all ‘factors of
production’ clear. In particular, the labour market
clears at the equilibrium level of the wage (relative
to the associated set of equilibrium prices).

In terms of this familiar approach to the analy-
sis of price formation the answer to the first ques-
tion is obvious. Equilibrium prices and
equilibrium quantities are determined simulta-
neously. The theory of value, based on demand
and supply, is one and the same thing as the theory
of output. If there exists an equilibrium set of
prices then there exists an equilibrium set of
outputs — equilibrium in the sense of market clear-
ing, including the full employment of labour, as
defined above. Furthermore, this theory of the
simultaneous determination of prices and quanti-
ties is typically presented in such a way — by
juxtaposing demand and supply functions — that
the idea that prices adjust automatically so as to
clear markets, thus tending to push the economic
system towards a full-employment level of output,
seems to follow as a self-evident corollary of the
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theory. (It does not in fact follow as readily as
might appear at first sight, since the stability of an
equilibrium is far more difficult to demonstrate
than its existence.)

Here, then, one has the demand-and-supply
(neoclassical) analysis of prices and quantities in
a nutshell: the equilibrium set of outputs (and
levels of ‘factor’ utilization) is determined simul-
taneously with the equilibrium set of prices
(of commodities and ‘factors of production’); var-
iations in relative prices sparked off by an imbal-
ance between demand and supply, will be
associated with variations in quantities in a direc-
tion which ensures that both prices and quantities
tend towards their equilibrium levels. Neoclassi-
cal analysis, therefore, answers the first two ques-
tions posed above in the affirmative.

An analysis of unemployment may then be
derived directly from these relationships between
prices and quantities. Any inhibition to the ten-
dency of prices and quantities to find their equi-
librium (market-clearing) levels will leave the
economic system in disequilibrium with, perhaps,
either an excess demand for labour or an excess
supply of labour (ie unemployment). An enor-
mous variety of analyses of unemployment are
constructed in this way.

The general tenor of the neoclassical analysis
of the causes of unemployment is that while the
economy would be self-regulating in the best of
all possible worlds (ie the implicit tendency
towards the full employment of labour would be
realized) — the market is inhibited from fulfilling
this task by the presence of certain ‘frictions’ or
‘rigidities’. In the literature on the problem of
unemployment, examples of such inhibitions are
legion. They include: ‘sticky’ prices (particularly
‘sticky’ or even rigidly fixed wages and/or
‘sticky’ interest rates); institutional barriers to
the efficacy of the price mechanism, such as
monopoly pricing (by firms or individual groups
of workers); inefficiencies introduced into the
working of the ‘real’ economy by the operations
of the monetary system; the failure of individual
agents to respond appropriately to price signals
because of disbelief in those signals, the disbelief
being derived from uncertainty about the current
or future state of the market, or from incorrect
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expectations concerning future movements in rel-
ative prices, or from false ‘conjectures’ about the
actual state of the market.

Indeed, examples of ‘frictions’ and ‘rigidities’
can be multiplied at will — any factor which causes
the market to work imperfectly will do. It will be
convenient, therefore, to group all the authors of
the myriad of arguments of this kind together
under the general heading of ‘imperfectionists’.
(It should be noted that by referring to this kind of
analysis as ‘imperfectionist’ I do not intend to
imply that the envisaged failure of the market
mechanism to operate in the way depicted by the
underlying demand-and-supply theory necessar-
ily derives from imperfections of competition.)

Underlying them all is a fundamental similar-
ity: that if the particular aspect (or aspects) of the
economic system which gives rise to the break-
down of the market mechanism were to be absent,
then the system would tend towards the full
employment of labour (and other ‘factors of pro-
duction’). Thus, in all cases, the analysis of unem-
ployment is viewed as no more than an aspect of
the neoclassical theory of value and distribution.
According to this approach, whether a relatively
‘optimistic’ or ‘pessimistic’ stance is taken with
respect to the efficacy of the market mechanism in
promoting full employment, the analysis of output
and employment is part and parcel of the theory of
relative price determination. This is so even in the
case of those imperfectionists who feel that the
essential workings of the theory are distorted
gravely in the real world.

In marked contrast to the analysis outlined
above are those theories of employment which
propose no particular functional relationship
between prices and quantities. The central propo-
sition of neoclassical analysis, that the theory of
value and distribution is also the theory of output,
is rejected, together with the connected notion that
appropriate variations in relative prices will pro-
mote variations in quantities, so moving the eco-
nomic system in the direction of a full-
employment equilibrium.

Unfortunately, this rejection of the neoclassical
theory of value and distribution — of the entire
apparatus of demand-and-supply analysis — has
not always been backed up by rigorous analytical
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argument; so much so that it has sometimes been
confused with an imperfectionist position.
A striking example of this is the rejection by a
number of writers of the neoclassical theory of
value, and their advocacy of the idea that relative
prices, far from being determined by demand and
supply, are determined by a mark-up over normal
prime cost where this mark-up is insensitive to
variations in the conditions of demand (see, for
example, Kalecki 1939; Neild 1963; Godley and
Nordhaus 1972). Quite apart from the obvious
shortcomings of ‘mark-up’ analysis as a theory
of price formation — it is in essence a proposition
about the stability of the ratio between prices and
costs rather than a theory about the determination
of either of those magnitudes, or even of the size
of the ratio — this attempt to separate the study of
relative price determination from the analysis of
output may readily be confused with an
imperfectionist argument based on ‘sticky’ prices
arising from the presence of monopolistic or oli-
gopolistic influences in commodity markets.
(Thus Malinvaud (1977) cites the results of
Godley and Nordhaus (1972) in support of his
orthodox imperfectionist position.) Moreover,
the bald assertion that prices and quantities do
not bear the well-defined functional relationship
to one another that is postulated in neoclassical
theory does not provide a satisfactory analytical
basis upon which to build up a critique of the
neoclassical position.

Yet the requisite critique does exist, and is to
be found in the outcome of the debate over the
neoclassical theory of distribution and, in partic-
ular, over its treatment of ‘capital’ as a ‘factor of
production’ on a par, so to speak, with land and
labour. While this debate is seen by many as a
rather esoteric controversy in the more abstract
realms of economic theory, its implications are
more far-reaching than has hitherto been appre-
ciated. The central conclusion of the debate may
be summed up, in broad terms, as follows: when
applied to the analysis of a capitalistic economy
(that is, an economic system where some of the
means of production are reproducible), the neo-
classical theory is logically incapable of deter-
mining the long-run equilibrium of the economy
and the associated general rate of profit whenever
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capital consists of more than one reproducible
commodity. Since, in equilibrium, relative prices
may be expressed as functions of the general rate
of profit, the neoclassical proposition that equi-
librium prices are determined by demand and
supply (or, more generally, by the competitive
resolution of individual utility maximization
subject to constraint) is also deprived of its log-
ical foundation.

The relevance of this critique of the neoclas-
sical theory of value and distribution to the prob-
lem of the missing critique of the neoclassical
theory of output and employment should be
apparent from what has already been said.
Because the neoclassical analysis of the determi-
nation of prices and the determination of quanti-
ties is one and the same theory (that of the mutual
interaction of demand and supply), the critique of
the neoclassical theory of value is simulta-
neously a critique of the neoclassical theory of
output and employment. Therefore, the first of
the two questions that were posed at the very
outset of this discussion must, on the grounds
of the requirement of logical consistency alone,
be answered in the negative. The second ques-
tion, from which neoclassical theory derives the
idea that under the operation of the market mech-
anism there is a long-run tendency towards a
determinate full-employment equilibrium, is ren-
dered superfluous.

But this is not all. If the general (or long-run)
case of the neoclassical model has been shown to
be logically deficient, then all imperfectionist
arguments of the introduction of particular
(or short-run) modifications into the general
case — are incapable of providing a satisfactory
analysis of the problem of unemployment. This is
not to say that many of the features of the eco-
nomic system cited by the imperfectionists will
have no role to play in a theory of employment
based on quite different foundations to those
adopted by the neoclassicals. After all, much of
the credibility of imperfectionist arguments
derives from their pragmatic objections to the
direct applicability of the assumptions of the
more abstract versions of demand-and-supply the-
ory. But pragmatism is not enough. The implica-
tions of more realistic hypotheses must be
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explored in the context of a general theoretical
framework within which they are integral parts,
not imperfections.

See Also

Keynesianism
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Imperialism

Alice H. Amsden

Few subjects of such conspicuous historical
importance have so consistently escaped lucid
theoretical exposition as imperialism. The neo-
classical economists have made no theoretical
gains whatsoever in the field, having chosen to
ignore the subject altogether. Their starting and
ending point is a short essay borrowed from
Schumpeter in which imperialism in the nine-
teenth and twentieth centuries is attributed to
the atavism of states, acting on feudal and abso-
lutist impulses from an earlier precapitalist era.
The field, therefore, has been dominated by
Marxists. ‘To write about theories of imperial-
ism is already to have a theory,” states Barratt
Brown (1972). In modern times, just to use the
word is to label what is said as Marxist. The
word — like capitalism itself — also implies a
theory of broadly construed economic systems
and long historical epochs. The sweep of the
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subject matter is reflected in the breadth of the
two major propositions that Marxists have
posed: that imperialism and monopoly capital-
ism are synonymous; and that capitalism
underdevelops the third world. The sweep of
the subject matter has lent itself to meaningless
generalizations and reductionist arguments. But
to ignore imperialism altogether on the ground
that it is a political phenomenon is to abrogate a
responsibility to study a major dimension of
economic life, in particular the relationship
between the operations of the market and coer-
cive mechanisms.

Part of the problem lies in the ambiguity of the
term. Since there is no agreement on the referent
of imperialism, there is none on the meaning of
the word itself. Marx and Engels did not discuss
imperialism as such so they bequeathed no defi-
nition. To one of their followers, Rosa Luxemburg
(1913), it was the political expression of the accu-
mulation of capital in its competitive struggle for
what is still left of the non-capitalist regions of the
world. To another, Nikolai Bukharin (1914), it
was a policy of conquest by finance capital that
is characteristic of one stage of capitalist develop-
ment. To a follower of a later generation, Samir
Amin (1976), it was the perpetuation and expan-
sion of capitalist relations abroad by force or
without the willing consent of the affected people.
Schumpeter (1919) defined it as the objectless
disposition on the part of a state to unlimited
forcible expansion.

While no consensus exists, most definitions
share an idea that interactions between two social
formations are in some sense imperialist if they
depend upon force. And the use of force is all the
more likely if the two entities are of unequal
strength. This is not to say that only military
domination qualifies as imperialism. Or that any
exchange, commercial or financial, between two
parties of unequal strength is imperialism. Rather,
even if the use of force is only implicit, perpe-
trated by the fountain pen, it qualifies as imperi-
alist if the weaker collectivity is subjected to some
sort of control by the stronger. So defined, and
such is the definition followed below, imperialism
is ultimately a political phenomenon, whatever its
underlying tap-root.
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There appear to be as many explanations for
the motivations underlying imperialism as there
have been wars. Yet the economic explanations
are qualitatively distinct from the
rest — geopolitical, psychological — because they
reflect the fact that different economic systems
reproduce themselves differently. In societies
where reproduction was constrained by the avail-
ability of land, territorial expansion was the impe-
tus. In societies dependent upon slavery, there was
warring for slaves. To buy cheap and sell dear in
the age of mercantilism, there was resort to plun-
der. Come the capitalist system, imperialism
evolved into something more complex than theft.
It was embodied in exchange relationships. And
since exchange could occur peacefully, without
the use of force, some, like Schumpeter, presumed
that capitalism and imperialism were antithetical.
Yet force has been used to accelerate the onset of
exchange relationships, to preserve them, and to
improve the terms of exchange. Imperialism
under centralized planning involves still another
dynamic, since the driving imperative for markets
(for economic surplus) is absent. It has been attrib-
uted by Ota Sik, the Czechoslovak planner, to the
requirement of reducing uncertainty through the
control of inputs and outputs (Owens and Sutcliffe
1972). A complex of causes, however, is evident
even for an imperialism defined sensibly for a
specific historical period. The so-called ‘new
imperialism’, which is the concern here and
which dates from the 1870s—80s and onwards, is
attributed to economic factors by, say, Hobson
(1902) and Hilferding (1910); to European diplo-
matic rivalries by Fieldhouse (1966) and Langer
(1935); and to extreme nationalism by Hayes
(1941) and Mommsen (1980).

Precisely where to draw the dividing line
between imperialist episodes, however, is con-
tentious; and more than a mere theoretical quib-
ble in the case of the ‘new imperialism’.
Robinson and Gallagher (1953) argue that there
is little that distinguishes the allegedly ‘indiffer-
ent’ mid-Victorian imperialism, when free-trade
beliefs were at their height, from the ‘enthusias-
tic’ late- Victorian imperialism, when such
beliefs were in decline, along with British com-
petitiveness. According to the authors, the
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indifference—enthusiasm polarization leaves out
too many of the facts. There were numerous
additions to empire, both formal and informal,
in the indifferent decades. Between 1841 and
1851 Great Britain occupied or annexed New
Zealand, the Gold Coast, Labuan, Natal, the Pun-
jab, Sind and Hong Kong. In the next 20 years
British control was asserted over Berar, Oudh,
Lower Burma and Kowloon, over Lagos and the
neighbourhood of Sierra Leone, over Basuto-
land, Griqualand and the Transvaal, and new
colonies were established in Queensland and
British Columbia. What is more, in the suppos-
edly laissez-faire period, before the 1870s, the
economy of India was managed along the best
mercantilist lines. Such continuity in nineteenth
century imperialism contradicts ‘those who have
seen imperialism as the high stage of capitalism
and the inevitable result of foreign investment . . .
[in] ... the period after the 1880s’, Lenin
included.

Lenin’s towering influence on Marxist theo-
rists derives from his pamphlet, Imperialism, the
Highest Stage of Capitalism, written in 1916 in
response to the outbreak of war. The academic
establishment in FEurope attributed the First
World War mostly to the official mind. Lenin
ascribed it to monopoly capitalism, the economic
mainspring of imperialist rivalry:

Railways are a summation of the basic capitalist
industries: coal, iron and steel; ... The uneven
distribution of the railways, their uneven
development — sums up, as it were, modern monop-
olist capitalism on a world-wide scale. And this
summary proves that imperialist wars are absolutely
inevitable under such an economic system ...
(Preface, pp. 4-5).

The economic system of monopoly capitalism
is first portrayed by Lenin as being highly produc-
tive. According to a US Commission that he cites,
the trusts expand their market share on the basis of
scale economies and superior technology: ‘Their
superiority over competitors is due to the magni-
tude of ... [their] ... enterprises and their excel-
lent technical equipment.” This leads Lenin to
state: ‘Competition becomes transformed into
monopoly. The result is immense progress . . ..In
particular, the process of technical invention and
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improvement becomes socialized’ (p. 24). He
goes on to argue, however, that industrial capital
falls prey to finance capital. He also embraces the
prevailing academic view of monopoly, that it is
unproductive, although he is far more cautious
about this than his followers were to be:
Certainly, the possibility of reducing cost of pro-
duction and increasing profits by introducing tech-
nical improvements operates in the direction of
change. But the tendency to stagnation and decay,
which is characteristic of monopoly, continues to
operate, and in certain branches of industry, in cer-
tain countries, for certain periods of time, it gains
the upper hand (p. 119).

Stagnation, in turn, leads to the export of cap-
ital, but Lenin is vague in his explanation for why
this should be so:

The necessity for exporting capital arises from the
fact that in a few countries capitalism has become
‘overripe’ and (owing to the backward stage of
agriculture and the impoverished state of the
masses) capital cannot find a field for ‘profitable’
investment (p. 74).

The direction of capital exports is to the back-
ward countries:

... surplus capital will be utilized ... for the pur-

pose of increasing profits by exporting capital

abroad to the backward countries. In these back-

ward countries profits are usually high, for capital is

scarce, the price of land is relatively low, wages are
low, raw materials are cheap (p. 73).

For Lenin, therefore, imperialism becomes
organically inseparable from monopoly capital-
ism. Whereas in common usage imperialism
means forced economic gain on a global scale,
to Lenin it means much more. The most concise
definition he gives is ‘imperialism is the monop-
oly stage of capitalism’, uniquely characterized, it
should be added, by capital export.

Capital exports rose dramatically after the turn
of the twentieth century. Yet neither under-
consumption, as expounded by Hobson, nor a
superabundance of capital, as Lenin suggested,
nor a declining profit rate, a conceivable conse-
quence of rising capital investments at home, pro-
vide particularly good explanations. Instead,
Magdoff (1972) argues that in addition to the
immediate causes of the sudden upsurge of capital
exports (more competitors, more exporters; more
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tariff walls, more foreign investment to jump
them), ‘[tlhe desire and need to operate on a
world scale is built into the economics of capital-
ism’ (p. 148). Competition creates pressures for the
expansion of markets. The emergence of a signif-
icant degree of concentration does not mean the
end of competition. ‘It does mean that competition
has been raised to a new level ....Since capital
operates on a world scale,. . . the competitive strug-
gle among the giants for markets stretches over
large sections of the globe’ (p. 157). Although the
scramble for colonies preceded rather than
followed the rise of monopoly and capital exports,
annexation was not what Lenin meant by imperi-
alism. On the contrary, Sutcliffe states, in response
to Robinson and Gallagher, ‘it was a prelude to
imperialism ....The system changed its character
at the end of the century because from then on both
expansion and rivalry between the major capitalist
powers would have to take new forms since the
chances of territorial expansion had been
exhausted’ (Sutcliffe 1972, p. 314).

Lenin based his analysis of imperialism on the
stranglehold of finance capital, by which he meant
the leading role that banks came to play in eco-
nomic decision making. The financiers were per-
ceived to have the biggest stake in imperialism
and their hunger for quick returns led to economic
chaos. Yet in fact after World War I finance capital
decidedly took a back seat as the multinational
firm grew in the US, Europe and, belatedly,
England. As evidence for this, there was a shift
over time away from indirect foreign investment,
that is, portfolio or debt capital, to direct foreign
investment, or equity capital. Roughly two-thirds
of foreign investment took the form of debt capital
before World War 1. Thereafter, direct foreign
investment became predominant, although a new
type of portfolio investment rose again sharply in
the late 1970s-early 1980s.

Chandler (1980) writes about the form that the
growth of large-scale firms assumed:

... modern industrial enterprise . . . grew by adding
new units of production and distribution, by adding
sales and purchasing offices, by adding facilities for
producing raw and semi-finished materials, by
obtaining ... transportation units, and even by
building research laboratories . .. (p. 397).
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These new specializations of large business
enterprises are the crux of Hymer’s (1976) expla-
nation for why capital exports were increasingly
direct rather than indirect. According to him, the
specializations that Chandler mentions — manage-
ment expertise, capability in manufacturing, tech-
nology, distribution — constituted firm-specific
monopolistic assets. To take full monetary advan-
tage of them, firms exerted direct control over
overseas operations, through equity ownership.

Yet foreign investment, whether direct or indi-
rect, did not flow preponderantly to backward
regions. In the interwar period and even before
1914, the main destination for overseas funds was
Europe and North America. British colonies,
including India, accounted for only about 20%
and South America, for another 20% (Barratt
Brown 1972). After 1929, the share of the
advanced countries in the inflow of direct foreign
investment rose even further, reaching around
75% of the total in the mid-1970s. The share was
higher still for direct foreign investment in the
manufacturing sector (USDC various years).
Thus, while the locus of socialist revolutions
was backward regions, not advanced ones, capital
exports flowed increasingly to advanced regions,
not backward ones. The direction of foreign
investment is significant because it suggests an
altogether different centre of gravity in economic
activity under monopoly capitalism from the one
Lenin’s followers entertained.

Beginning at the turn of the century, the prin-
cipal orientation of the economic activity of
advanced countries was, in general, toward each
other, not the backward regions. Like foreign
investment, foreign trade in manufactures largely
engaged the advanced countries. Their competi-
tive struggle involved mainly invasions of each
other’s markets. The major contest in economic
strength after World War II, between the US and
Japan, barely stretched to third world shores.

Explanations other than international differ-
ences in gross profit rates must be sought for the
geographical distribution of foreign investment.
No definitive data exist to compare profit rates
across countries. Yet profit rates are likely to
have been relatively higher in backward countries,
as Lenin suggests, because rates of surplus value,
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in the Marxist accounting sense, were higher
there, at least in the 1970s in the manufacturing
sector (Amsden 1981). One reason why foreign
investment and trade primarily occupied the richer
countries is that their per capita incomes were
growing faster than the poorer regions; the
newly industrializing countries excluded. The
higher level of income in advanced countries
also made them better markets. In turn, high
income markets complemented the type of com-
petition that became characteristic of monopoly
capitalism. The monopolistic assets of large busi-
ness enterprises were the competitive weapons.
The coming of age of industrial capital witnessed
an intensification of competition on the technol-
ogy front. New products, new processes, new
production systems constituted the razor’s edge
of the competitive battle, moderating the demand
for protection and price-fixing cartels.

Such technology was not designed with third
world domination in mind. The location of indus-
try in the course of a product cycle from the 1950s
at least through the 1980s progressed from the
innovating country, to other advanced countries
and only belatedly to backward regions (Vernon
1966); and then only if new discoveries did not
short circuit the cycle such that production
returned to the innovator’s country of origin.

The monopolistic assets of large business
enterprises did not all work productively, and
Marxists pointed to the wasteful effects of adver-
tising and to the ruinous effects of financial
manipulation in the form of takeover waves at
home and periodic, aggressive bouts of lending
to the backward regions. But technological com-
petition was the stuff out of which monopoly
capitalism was made after World War II. So to
equate monopoly capitalism and imperialism robs
both terms of much of their meaning. The two
cannot be reduced to one another.

Even if, following Stokes (1969), one attri-
butes to Lenin what has come to be a non-‘-
Leninist’” view, that the contestation of
imperialist rivalries occurs not in the third world
but in the monopolized countries themselves, then
the conflation of monopoly capitalism and impe-
rialism is still obfuscating. Whereas such rivalries
engaged Europe in war at the time Lenin was
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writing, they were mediated peacefully there for at
least 40 years after World War I1.

Nor is Lenin especially illuminating on why
capital exports are the specifica differentia of
monopoly capitalism. Was foreign investment
more likely to precipitate the use of force than
foreign trade? No, because trade in raw materials
in the nineteenth century presupposed foreign
investment. And what is the significance of the
shift from indirect to direct foreign investment?
Marxists have not systematically explored the
answer. History teaches us that finance capital
increasingly falls under the control of a few large
banks, but it comprises much less differentiable
products than industrial capital and, therefore, is
more at the mercy of the laws of supply and
demand. To prevent interest rates from falling,
the banks look overseas for profitable investment
outlets, and when they compete on the basis of
price, they look in particular to the backward
regions. The upsurge of portfolio investment in
the late 1970s—early 1980s was accounted for
overwhelmingly by the third world. Presumably
the backward regions will become a more impor-
tant locale for industrial capital as technological
competition among advanced countries grows
more even and product differentiation converges.
Then manufacturers may be expected to locate
their production facilities in lower wage, higher
profit countries in order to compete better on the
basis of price. That they did not do so to any
significant extent before the 1980s suggests not a
shortage of profitable investment outlets in
advanced countries, supposedly a hallmark of
monopoly, but a surplus of such outlets. Even
though profit rates in the manufacturing sector
were lower in the advanced countries, assuming
the numbers are correct, marginal profit rates are
likely to have been equal or higher, due to an
outpouring of innovations.

The backward regions, however, were hardly
inconsequential, to either industrial or finance
capital. Certain third world raw materials, not
least of all petroleum, remained critical business
cost factors. The third world’s debt crises
undermined global monetary stability. The ‘defec-
tion’ of third world countries to socialism precip-
itated armed intervention. And, while the capital
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that flowed from the advanced countries to the
third world throughout most of the tenure of the
‘new imperialism’ amounted to a mere trickle,
there was a massive net transfer of surplus from
the third world to the advanced countries (Bagchi
1982). Capitalism, after all, had become a world
system. The relationship between imperialism and
the economic development of the backward
regions was the subject of as much literature as
the relationship between imperialism and monop-
oly capitalism. Indeed, more was written on the
former, because the neoclassical economists con-
tributed; discreetly, the term imperialism never
being mentioned.

Imperialism before and after World War II was
quite distinct, as formal colonialism ended and
large portions of Asia and Africa gained indepen-
dence. One would expect economic growth in the
backward regions to be quite distinct in each
period as well, as a consequence of such political
change. Yet, curiously, both Marxist and neoclas-
sical economists saw continuity. In the neoclassi-
cal view, the backward regions had as good a
chance to develop under colonialism as under
independent rule so long as they organized their
economies in the pursuit of comparative advan-
tage. For the Marxists, underdevelopment was the
expected outcome whatever the political regime,
so long as the economic mechanisms of imperial-
ism were fundamentally unaltered.

But how did these mechanisms operate? And
did they remain unaltered amidst shifts in political
circumstance? Schumpeter’s argument, that impe-
rialism under capitalism was a throwback to pre-
capitalist impulses, was based on the premise that
peaceful exchange was preferable to the use of
force for all self-interested parties, and that ulti-
mately reason would prevail over atavism. Yet, at
minimum, force might be rational for one party to
hasten another’s entry into capitalist exchange
relationships or to prevent another’s exit into an
altogether different economic system. The latter
appears to have driven a good deal of US imperi-
alism after World War II, notwithstanding the fact
that the US had no precapitalist history. In the
war’s aftermath, American aid to Greece and Tur-
key limited leftist activity and the US government
helped opponents of socialist and communist
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candidates for office in France and Italy. Vietnam
apart, the US intervened either directly through
the military or covertly through the Central Intel-
ligence Agency to halt what was perceived as
socialist aggression in Greece, Iran, Guatemala,
Indonesia, Lebanon, Laos, Cuba, the Congo, Brit-
ish Guiana, the Dominican Republic, Chile and
possibly Brazil.

The onset of capitalist relations in the third
world was also replete with the use of force. In
many colonies where foreign enclaves were
established in the nineteenth century for the pur-
pose of producing primary products for export,
population was scarce, so in retrospect ‘overpop-
ulation’ cannot be held responsible for the under-
development that ensued. Indeed, one would have
expected not underdevelopment but the onset of a
‘high wage economy’, given a scarcity of labour
and a growing demand for labour’s services in the
mines and on the plantations. But wages did not
rise (Myint 1964). For the neoclassical paradigm
of peaceful market exchange, this constitutes a
paradox. For more institutionally oriented econo-
mists, this seeming paradox was resolved with the
artifice of the ‘backward bending labor supply
curve’. It was imagined that self-sufficient peas-
ants who migrated to the mines and plantations
offered their services with the limited purpose of
obtaining only a ‘target’ income. If higher wages
were paid, their objective would be met all the
faster, with the consequence of a smaller, not
larger labour supply. In fact, foreign firms in the
mining and plantation sectors were faced with a
decision — of whether to pay in excess of labour
productivity in the short run or to coerce an ade-
quate labour supply at a low wage rate equal to
(or  below) the prevailing level of
productivity — and they opted for force. Colonial
authorities passed legislation that indirectly com-
pelled natives to work: but taxes were imposed
that had to be paid in cash, not kind and alternative
income-earning opportunities were limited
through encroachments on land and restrictions
on the cultivation of cash crops. The result was the
onset of a ‘low wage economy’, that effectively
channelled the ‘secondary multiplier effects’, of
enclave production to the advanced countries and
doomed the backward regions to a “vicious circle’
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of poverty (Myrdal 1957; Nurkse 1953; Singer
1950).

Outright appropriation of land and labour was
more blatant in the earlier than the later phases of
imperialism and in some backward regions
(Indonesia, the Congo) than in others (India,
Latin America). But it was often possible to
extract more surplus through indirect taxation
and through purchase of commodities and sale
of manufactures from and to the peasants. ‘“The
British’, writes Bagchi, ‘may indeed be regarded
as the real founders of modern neocolonialism, for
both in Latin America and in India in the late
nineteenth century they depended more on eco-
nomic power and political influence than on direct
use of political power at every stage for obtaining
the lion’s share of the surplus of the dominated
economies’ (1982, p. 78). Land taxes, payable in
cash, either reduced the peasants to landless pro-
letarians or required them to produce export crops,
with little surplus to diversify in the event of
unfavourable terms of trade. Free trade itself
destroyed domestic manufactures, made it unprof-
itable to invest in anything other than export crops
and impeded the growth of capitalist classes that
could have challenged foreign domination. Even
in the bottom of the barrel, backward regions
characterized by peasant export economies with
little to offer foreigners in the way of raw mate-
rials or markets (say, West Africa, Burma, Thai-
land and Vietnam), the functioning of the market
mechanism was not devoid of coercive elements.
Peasants who entered the money economy
became vulnerable to international commodity
price fluctuations. Foreigners, acting as monopo-
listic middlemen, gained the upper hand and
reinvested the surplus elsewhere. Local money-
lenders, who controlled credit, foreclosed on
indebted peasants where land had become alien-
able. Railways and other infrastructure supported
external rather than internal exchange, thereby
discouraging domestic manufactures.

In reality, therefore, no ideal, pure market
exchange between rich and poor countries existed
that could be delinked neatly from imperialism.
Mechanisms of coercion and mechanisms of
exchange operated hand-in-hand. From the Marx-
ist perspective it followed that imperialism was
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neither atavistic nor limited merely to entry and
exit to and from capitalist exchange. Rather, force
was pervasive and imperialism was business as
usual.

If, to varying degrees, force was pervasive in
market relationships, then as force changed its
colours in tandem with political change, one
would expect some change in market relation-
ships as well. Imperialism, after all, is a political
phenomenon. Yet in the post-World War II period,
no attempt was made by Marxists to distinguish
the intrinsic from the historical effects of different
economic practices on growth prospects. Instead,
all intercourse with advanced countries was
condemned as leading to underdevelopment, in
sharp contradistinction to Marx, Engels, and
even Lenin. The economic practices singled out
for special opprobrium were those in which inter-
course between the advanced countries and back-
ward regions was most direct — foreign trade,
foreign investment and even foreign aid. As Bren-
ner (1977) put it, Adam Smith was turned on
his head.

Yet the effect of any given economic practice
on economic development clearly depended on
the political setting. Aid helped Europe after
World War II but seemingly hurt Bangladesh.
Whereas export-led growth based on a primary
product or ‘staple’ led to underdevelopment in the
backward regions, it led to prosperity in the
regions of recent settlement (Canada, Australia,
New Zealand, white South Africa, white Rhode-
sia, etc.). Evidently there was nothing inherent in
exporting that led irrevocably to either develop-
ment or underdevelopment. Rather, what hap-
pened depended on local conditions. Unlike the
backward regions, the regions of recent settlement
retained the surplus by dint of their ‘high wage
economies’ and reared a manufacturing sector by
erecting protective tariffs. In the case of direct
foreign investment, the expected gains to the
‘host’ country were a priori indeterminate. On
the one hand, direct foreign investment promised
a transfer of modern management techniques to
backward regions. On the other hand, motivated
by a wish to make use of monopolistic assets,
there was nothing to insure that the multinationals
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would share their know-how with local managers.
In fact, the outcome depended on the political
conditions imposed on foreign capital; so Canada
benefited far more than say, Chile, from overseas
investment.

If Marxists saw foreign trade and foreign
investment as dooming the third world to under-
development, neoclassical economists followed
the same logic but arrived at an opposite conclu-
sion: that foreign trade and foreign investment
were the key to third world prosperity (Little
1982). Now this flew in the face of reality. The
economies of the backward regions had long been
oriented to foreign trade and foreign investment
but were hardly prosperous. Two different tacks
were taken to reconcile any seeming inconsis-
tency between theory and practice. One, it was
argued that the backward regions had not been
sufficiently singleminded in their pursuit of free
trade. They had broken faith after World War II in
particular, by embracing the ‘dogma of dirigisme’
(whereupon, it may be added, they grew the
fastest ever; Lal 1984). Two, it was argued that,
in fact, the backward regions had long been grow-
ing at a fairly rapid clip, although to be sure, there
were exceptions to the rule. According to Reyn-
olds (1985): °... against the view that “life began
in 1950,” ... the third world has a rich record of
prior growth, beginning for most countries in the
1850-1914 era’ (p. 4). In anticipation of the obvi-
ous objection, that developing countries are still
desperately poor, Reynolds writes:

Certainly people in Western Europe and the United
States are much better off than people in Sri Lanka
[the example he uses], though not as much better off
as the World Bank tables suggest ... conversion
from local currencies to U.S. dollars at official
exchange rates exaggerates the actual difference in
consumption levels (p. 40).

Both Marxist and neoclassical analysis suf-
fered from a failure to look beyond either the
historical specificities of ‘export-led exploitation’
(the term is Bagchi’s) or the formalism of export-
led growth, as the case may be, to the underlying
power structures in the backward regions. Begin-
ning with Baran (1957), Marxists portrayed polit-
ical and social life in the third world simplistically.
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The state and whatever local capitalists existed
were seen as corrupt puppets of advanced country
powers. No scope was given to the possibility of
local initiatives to mediate foreign trade, foreign
investment and foreign aid to advantage. It is fair
to say the neoclassical economists largely ignored
local conditions in developing countries, even
economic ones. When Jacob Viner (1953) deliv-
ered a lecture series in Brazil in 1950, he
expressed confidence in a growth strategy based
on agricultural exports. As evidence, he pointed to
the correlation between high per capita incomes
and agricultural exports in the regions of recent
settlement, overlooking any other factors in these
regions that may also have contributed to growth.
The result was an inability to grasp what came to
constitute a serious challenge to both theories: the
economic development along capitalist lines after
World War 1II of a handful of nations (or nation
states) in East Asia, South Korea and Taiwan in
particular.

The development of these countries posed a
challenge to neoclassical theory because, while
all the countries in question were highly oriented
to trade, they were by no means committed to
laissez-faire (Amsden 1985). They exerted strong
centralized control over their economies. They
flouted static comparative advantage and were
protectionist. Their large private or public con-
glomerates were a mirror image of concentrations
of economic power under monopoly capitalism in
advanced countries. They fought force with force,
as it were, in dealing with foreign capital. To say
that these countries could have grown even faster
had they adopted laissez-faire policies is beside
the point. The development of these countries
posed a challenge to Marxist theory because it
wasn’t supposed to happen. Such development,
therefore, was preemptively dismissed. It was
attributed either to a fluke — geopolitics and a
superabundance of foreign aid [sic] — or repres-
sion of workers, although Engels (1878) cautions
against the view that it is possible to industrialize
by the gun.

The one dissenting voice among Marxists
against the notion that capitalism underdevelops
the third world missed the point. For Warren

6131

(1980), the problem of underdevelopment was
not too much foreign capital but too little. Yet,
however great the flow of foreign capital to South
Korea and Taiwan (mostly, it may be noted, in the
form of finance rather than industrial capital),
much more accounted for development in these
countries than capital per se.

The intellectual antecedents of Warren’s view
are traceable directly to Marx, so to suggest that
Warren missed the point about economic devel-
opment is also to suggest that Marx himself mis-
sed the point. Marx’s point is that colonies like
India were destined to develop because the capi-
talist system was compelled to replicate itself
around the globe. With the destruction of the
Asiatic mode of production, with the imposition
of market relationships and with the arrival of the
railroad, India would become another England
(Marx and Engels 1960). Yet markets and tech-
nology alone do not make for economic develop-
ment. What appears to be critical are the power
relationships and institutions that unfold on their
own terms to guide the accumulation process. But
Marx is silent about these.

The dirigiste state stands at the opposite
extreme of Marx’s liberal view of the market as
the engine of growth. But neither is a dirigiste
regime a sufficient condition for economic devel-
opment. Dirigisme and underdevelopment are
both rampant in the third world. Instead, what
Japan and a few South Koreans suggest is that
economic development in the twentieth century
hinges on a delicate relationship between the
operations of the market and coercive
mechanisms.

Marxists have focused on this relationship in
the general case, which is the starting point for any
theory of imperialism, and presuppose that mar-
kets and force are impenetrable. Yet their equation
of imperialism and monopoly capitalism led them
to misjudge the relationship after World War II,
because imperialism was not the key to the rapid
growth of the advanced countries. And their sec-
ond idée fixe, that capitalism underdevelops the
third world, led again to the relationship’s mis-
judgement, because proof of economic develop-
ment in even a handful of third world countries
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deprived their theory of analytical clarity. None-
theless, to operate with the world view of the
neoclassicists — of a separation between markets
and power — is to deny the very existence of
imperialism and to forego the conceptual tools to
analyse it.
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An implicit contract is a theoretical construct
meant to describe complex agreements, written
and tacit, between employers and employees,
which govern the exchange of labour services
when various types of job-specific investments
inhibit labour mobility and opportunities to shed
risk are limited by imperfectly developed markets
for contingent claims. This construct differs from
the more familiar one of a neoclassical labour
exchange in emphasizing a trading process, fre-
quently over a long period of time, between two
specific economic units (say a worker and a firm,
union and management, and so on) rather than the
impersonal, and often instantaneous, market pro-
cess in which wages decentralize and coordinate
the actions of labour suppliers and labour
demanders.

Adam Smith’s exposition of occupational
wage differentials (1776, book I, ch. 10) recog-
nized very early the idiosyncratic nature of the
labour market and, in particular, that employ-
ment risk affected wages in various occupations.
Since then economists have accumulated many
facts, raw or stylized, which are best understood
if one abandons the traditional view that the
shadow price of labour is simply the wage rate.
Prominent among explananda are the wide-
spread use of temporary layoffs as a means of
regulating the volume of employment (Feldstein
1975); the continuity of jobs by many primary
wage earners (Hall 1982); the collective
bargaining tradition of leaving the volume of
employment at the discretion of management
while predetermining money wage rates two or
three years in advance.

To these, one must add certain ‘impressions’ or
softer facts about the labour market which arise
from the central role labour services possess in
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macroeconomic models. There is, indeed, among
macroeconomists a shared impression (Hall 1980)
that, over a typical business cycle, average real
compensation per hour fluctuates considerably
less than does the marginal revenue-product of
labour or, for that matter, the total volume of
employment.

One consequence is that wage and price rigid-
ity are among the key assumptions of Keynesian
macroeconomics, both in the Hicksian IS-LM
framework and in the concept of quantity-
constrained equilibrium originally developed by
Clower (1965) and formalized by Bénassy (1975)
and Dréze (1975). Another is the overwhelming
importance of words like ‘jobs’ and “‘unemploy-
ment’, both in our colloquial vocabulary and in
the specialized lexicon of economics. In particu-
lar, ‘involuntary unemployment’ is for many aca-
demic economists the sine qua non of modern
macroeconomics.

The technically minded reader will find many
of these issues surveyed in a number of special-
ized papers of which the most recent are Hart
(1983) and Rosen (1985).

Wages and Employment

The earliest literature on implicit contracts
exploits an insight of Frank Knight (1921), who
argued that inherently ‘confident and venture-
some’ entrepreneurs will offer to relieve their
employees of some market risks in return for the
right to make allocative decisions. The formal
development of this idea began with three inde-
pendently written papers by Baily (1974), Gordon
(1974), and Azariadis (1975), motivated by the
seeming puzzle of layoffs. In an unusual coinci-
dence, all three authors took the employment rela-
tion not simply as a sequential spot exchange of
labour services for money, but as a more compli-
cated long-term attachment; labour services are
traded in part for an insurance contract that pro-
tects workers from random, publicly observed
fluctuations in their marginal revenue-product.
The idea was that workers could purchase insur-
ance only from their employers, not from third
parties.
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Risk-averse workers deal with risk-neutral
entrepreneurs who head firms consisting of three
departments: a production department that pur-
chases labour services and credits each worker
with his marginal revenue-product (MRPL); an
insurance department that sells actuarially fair
policies and, depending on the state of nature,
credits the worker with a net insurance indemnity
(NII) or debits him with a net insurance premium;
and an accounting department that pays each
employed worker a wage, w, with the property
that w = MRPL + NII in every state of nature.

Favourable states of nature are associated with
high values of MRPL,; in these the net indemnity
is negative and wage falls short of the MRPL.
Adverse states of nature correspond to low values
of MRPL, to positive net insurance indemnities,
and to wages in excess of MRPL. An implicit
contract is then a complete description, made
before the state of nature becomes known, of the
labour services to be rendered unto the firm in
each state of nature, and of the corresponding
payments to be delivered to the worker. The con-
tract is implementable if we assume the state of
nature is as easily verifiable as events are in a
normal insurance contract.

An immediate consequence of this framework
is that wages are disengaged from the marginal
revenue-product of labour. In fact, if the amount
of labour performed by employed workers per
unit time is fixed institutionally, then each
worker’s consumption is proportional to the
wage rate; an actuarially fair insurance policy
should make this consumption independent of
the MRPL by stabilizing the purchasing power
of wages over states of nature. Therefore, the
real wage rate is rigid.

In traditional macroeconomic models of course,
wage rigidity by itself is sufficient to cause unem-
ployment: if wages do not adjust for some reason,
then neither does the demand for labour. The argu-
ment does not carry over to implicit contracts
because of the very separation between wages
and the marginal revenue product of labour.
A complete theory of unemployment must explain
why layoffs are preferred to work-sharing in
adverse states of nature, and why laid-off workers
are worse off than their employed colleagues.

Implicit Contracts

This is not a simple task if one thinks of
implicit contracts as ordinary, explicit, timeless
insurance contracts between risk-averse workers
and risk-neutral entrepreneurs. All contracts of
this type would share a basic property of optimum
insurance schemes; namely, keeping the worker’s
marginal utility of consumption independent of all
random, publicly observed events - including
such events as ‘employment’ or ‘unemployment’.

To explain layoff unemployment, we need to
distort or complicate the insurance contract in
some significant way. A distortion that was
noted early in the implicit contract literature is
the dole. In an extremely adverse state of nature,
the flow of insurance indemnities to workers can
become a substantial drain on profit; one way to
staunch losses is to place the burden of insurance
on an outside party, the dole.

The practice of layoffs is simply the adminis-
trative counterpart of this insurance-shifting
manoeuvre; workers consent in advance that
some of them may be separated from their jobs
in order to become eligible for unemployment
insurance (UI) payments from an outside public
agency. Furthermore, no worker will contract his
labour unless the expected value (utility) of the
total package, taken over all possible states of
nature, exceeds the value of being on the dole in
every state. This means, in turn that employed
workers receive a wage in excess of Ul payments
and are therefore to be envied by their laid-off
colleagues - a situation that many economists
would call ‘involuntary unemployment’.

The fact that laid-off workers would gladly
exchange places with their employed colleagues
is not in itself sufficient to establish a mis-
allocation of resources. After all, accident victims
may very well envy more fortunate individuals
without any implication that the insurance indus-
try works poorly. Layoffs, by themselves, could
be no more than the luck of the draw unless we can
demonstrate that they constitute, in some sense,
socially inefficient underemployment. This is
clearly impossible within the Walras-Arrow-
Debreu model; and it is for this reason that the
early literature on contracts turned to institutions
like the dole in order to explain layoff
unemployment.
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Private Information

One fundamental departure from the Walrasian
paradigm that received much attention in the
early 1980s was a weakening of the information
assumptions: information becomes ‘private’ or
‘asymmetric’, which simply means that not every-
one is equally informed about the relevant state of
nature. This is a perfectly sensible observation, for
what justifies the trading of implicit contracts in
the first place is that third parties simply are not as
well informed about someone’s income or
employment status as is his employer; the
employer, in turn, may be less informed about an
employee’s non-labour income and job opportu-
nities than is the worker himself.

The thread was picked up by a number of
authors who studied the properties of wages and
employment for two main cases: in the first, entre-
preneurs possess superior information about
labour demand (Hall and Lilien 1979; Grossman
and Hart 1981; Azariadis 1983; Farmer 1984); in
the second case, workers possess superior infor-
mation about labour supply, as in Cooper (1983).
Suppose, for instance, that wages and employ-
ment do not depend on the unobservable true
state of nature but on what the better informed
contractant (say, the employer) announces that
state to be. The question now becomes how to
design contracts that reward entrepreneurs who
tell the truth and punish those who lie.

One desirable property of contracts is that the
truth should be the value- maximizing strategy for
firms: truth-telling ought to be consistent with
equality between the marginal cost and the mar-
ginal revenue-product of labour. Furthermore,
entrepreneurs who misrepresent actual conditions
should be punished, say, for knowingly under-
reporting demand.

Under-reporting demand does turn out to be a
problem in contracts that permit employers to
slash both workforce and the wage bill when
demand is slack, and do it in such a manner as to
reduce cost more than revenue. To avoid this
temptation, a properly designed contract specifies
a highly variable pattern of employment over
states of nature; that is, one in which employment
is below what is socially optimal and the marginal
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product of labour is correspondingly above the
marginal rate of substitution between consump-
tion and leisure. It is in this sense that asymmetric
information is said to result in socially inefficient
underemployment or unemployment.

What relation is there between the layoffs we
all know and the inefficient underemployment of a
model economy that suffers from asymmetric
information? To go from the latter to the former,
one must understand first why layoffs are a more
common means of reducing employment than is
work-sharing. Second, a general equilibrium pic-
ture of underemployment would require an expla-
nation of why underemployed (or unemployed)
individuals are not hired by other employers.
Third, and most important, the unemployment
found in this private-information story is a
response to private, firm-specific risk; most econ-
omists, however, consider the unemployment
observed in market economies to be a reaction to
social risks, especially to business cycles set in
motion by aggregate demand disturbances.
Unless one intends to make the far-fetched claim
that the general public is unaware of, or cannot
observe, whatever disturbances set off business
cycles (such as changes in government consump-
tion, money supply or consumer confidence),
does it not appear that information-based unem-
ployment simply describes the behaviour of an
isolated firm?

The answer is not obvious. Note, however, that
in order to have an inefficient volume of equilib-
rium employment, it is sufficient that some but not
all information be private. In fact, it is not difficult
to imagine general equilibrium extensions of the
work we are discussing that would include both
public and private information. Such extensions
will be useful, especially if they manage to estab-
lish a firm link between inefficient underemploy-
ment and extreme values of some publicly
observed aggregate disturbance.

Empirical Implications
Whether information is publicly shared or in the

private domain, wages in implicit contracts do not
merely reflect the marginal product of labour or
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the workers’ marginal rate of substitution between
consumption and leisure, as they might in more
conventional theories. The empirical implications
of this insight are just being worked out, and they
seem to be quite considerable. At the most aggre-
gative level, one can make sense of the oft-verified
fact (Neftci 1978) that hourly wages in
manufacturing show little cyclical variability and
are best described as a random walk.

In fact, it seems preferable to have empirical
investigations of this sort at a less aggregated
level. Aggregate studies are victims of selection
bias: they fail to capture changes in the composi-
tion of output or of the labour force, which are
themselves sufficient to induce substantial cycli-
cal movement in economy-wide wages even if the
business cycle does not affect the real wage of any
skill grade in any industry.

Consider, for instance, a fictitious economy
with homogeneous labour in which almost all
industries experience little cyclical fluctuation
except one, the quadindustry, which is thoroughly
buffeted by the business cycle. If labour
mobility is good across industries, quad workers
will suffer more layoffs and enjoy a wage
higher than elsewhere whenever they are
employed. The economy-wide average wage
will vary procyclically.

Another phenomenon accounted for naturally
by implicit contracts is the behaviour of occupa-
tional wage differentials (that is of the unskilled-
to-skilled wage ratio). These have shown a defi-
nite countercyclical tendency, widening in con-
tractions and narrowing in booms, both in the
United States and in the UK.

To see why, suppose that we drop the postulate
of labour homogeneity in the economy just
described and admit two skill grades. For simplic-
ity, assume that the cycle is of such amplitude that
there is no unemployment outside the quad indus-
try, while unemployment in the quad industry falls
solely on common labourers. These workers are
thus the only group in the economy to suffer
layoffs; in return they receive a wage above that
of common workers outside the quad industry and
below that of skilled workers - in the quad indus-
try or out. As the cycle unfolds, then, the
economy-wide wage average for craftsmen
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remains unaltered, the one for labourers changes
procyclically, and occupational wage differentials
follow a countercyclical pattern.

Intertemporal labour supply models of the type
pioneered by Lucas and Rapping (1969) are
another area that may in the future make fruitful
use of implicit contracts. Econometric work on
intertemporal labour substitution identifies the
preferences of a ‘typical’ working household
from time-series data on wages and salaries. The
outcome is invariably an estimate of the wage-
elasticity of labour supply that is so low as to be
inconsistent with time-series data on employment
(Kydland and Prescott 1982). In other words,
someone who believes that the wage rate repre-
sents an important conditioning factor for labour
supply and demand will find that wage rates do
not vary sufficiently over the business cycle to
account for observed fluctuations in employment.

Employment in an implicit contract, however,
reflects the underlying value of labour’s marginal
revenue-product, whereas wages are smoothed
averages of the MRPL over time or states of
nature. Small fluctuations in contract wages are
in principle consistent with substantial variations
in contract employment; whether these are mutu-
ally consistent in practice remains to be seen from
empirical work.

Macroeconomic Aspects

From empirical labour economics we turn to the
macroeconomic issues that provided the original
impetus for the development of implicit contracts.
Unemployment, says this theory, is the result of
differential information: a credible signal from
employers to employees that product demand is
slackening, or one from employees to employers
that job opportunities are really better elsewhere.

Newer ideas that seem to be building on this
basic piece of intuition are outlined later in this
article. But whatever progress we have made
towards understanding fluctuations in employ-
ment has not dispelled the dense fog that still
shrouds the issue for wage rigidity. All we have
to go on is the early result of Martin Baily that
insurance makes the wage rate less variable than it
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otherwise might be. This stickiness, however, is a
property of the real rather than the nominal wage
rate, and it is the latter that is assumed to be rigid
in Keynesian macroeconomics.

Rigidity, of course, does not necessarily imply
complete time-invariance, nor does it require
money wages to change less frequently than
other prices; it is simply an information-
processing failure. The standard procedure in col-
lective bargains, for instance, is to predetermine
money wages several years in advance; more
often than not those wages are invariant to any
information that may accumulate over the dura-
tion of the contract. Only in exceptional circum-
stances are money wages in the United States
allowed to reflect any contemporaneous develop-
ments in the cost of living (indexation) or in the
profitability of the employer (bankruptcy).

The mystery of wage rigidity is then the failure
of contracts to set money wages as functions of
publicly available information that is obviously
relevant to the welfare of all parties. Why does
the wage-setting process choose to ignore this
information? One answer is transaction costs
and/or bounded rationality: contracts are cheaper
to evaluate and implement when they are defined
by a few simple numbers rather than by compli-
cated rules that condition employment or wages
on contingent events. Another possibility is to
exploit the great multiplicity of equilibria that is
typical of economies with missing securities mar-
kets (Azariadis and Cooper 1985). One of these
equilibria features predetermined prices and
wages, while employment and other quantity vari-
ables adjust fully to short-term disturbances.
Wage rigidity here is like a Nash equilibrium: it
is the best response of a firm in a labour market in
which the wages paid by all other firms fail to
reflect new information instantaneously.

Implementation

An implicit contract is formally defined as a col-
lection of schedules describing how the terms of
employment for one person or group of persons
change in response to unexpected changes in the
economic environment. What brings contractants
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together? How detailed are their agreements? And
what mechanisms are there to enforce such agree-
ments once they are reached? After an initial stage
of fairly rapid development, research is returning
to these elementary questions as if trying to clarify
the axiomatic basis of the underlying theory.

What brings potential contractants together is
the opportunity jointly to reap substantial returns
on investments peculiar to their relationship. The
idea is apparent in Becker’s theory of specific
human capital (1964) and in Williamson’s
hypothesis (1979) of physical assets that are spe-
cific to a given supplier—customer pair. To reap
any returns, contractants must wed themselves to
one partner, forsaking all others, for some period
of time. Maintaining such a special relationship
involves the transactions costs of creating an idi-
osyncratic asset, as well as an implicit contract;
that is, a number of rules that define how the
partners have decided to share the returns in var-
ious possible future circumstances.

There are, of course, circumstances that are not
explicitly covered, either because they are not
observable at reasonable cost or because
contractants think of them as unlikely or unworthy
of note. Irrespective of the possible events that are
covered and of the prior rules that govern the
distribution of returns to shared investments, all
contractants are required to bear risk and to sub-
ordinate their short— term interest to longer-term
considerations.

Workers, for instance, suffer layoffs in reces-
sions while firms hoard labour in order to preserve
a long-term relationship. What mechanisms keep
contractants together in adverse circumstances?

One mechanism — studied extensively by
Radner (1981), Townsend (1982) and others — is
reputation: if somebody deviates from the terms
of the contract, the deviation becomes widely
known, and the deviant finds it difficult to locate
trading partners in the future. That works well if
the time horizon is fairly long or the future is fairly
important relative to the present; reputations are
likely to be important for firms, less so for
workers.

Another method of enforcement is by a third
party: a monitor, arbitrator or court of law. In order
for a third party to enforce a contract, it has to be
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able to observe all the prices and all the quantities
specified in it — the employment status, hours
worked and wage rate of every worker. That is
an unreasonably large informational burden to
place on someone who is outside the special rela-
tionship called a contract. Outsiders can be
expected to observe at low cost only certain aggre-
gates or averages, but not very much in the way of
idiosyncratic detail.

How does one design and enforce contracts
when outsiders are poorly informed about the
trades among contractants? According to
Holmstrom (1983) and Bull (1986), self-interest
will enforce contracts that third parties are not
sufficiently informed to implement.

In particular, workers will put in the required
amount of effort on the job, not because effort
can be ascertained easily by an outside arbitrator
but rather because they know that their wages
and speed of promotion depend on performance.
And employers will be careful not to break even
the most implicit of their commitments if doing
so will compromise their ability to attract
workers in the future. As of this writing, the
design of self-enforcing contracts seems to be
the central theoretical problem in the field of
implicit contracts.

See Also
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Layoffs
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Import Substitution and Export-Led
Growth

John Eatwell

In an economy in which expansion is limited by a
balance of payments constraint, action must be
taken either to boost exports or to limit imports.
This truism takes on an added dimension when the
trade strategy adopted is part of a general devel-
opment strategy. In these circumstances the eval-
uation of any particular trade strategy must
include not only the implications for the allocation
of resources, but also the consequences for the rate
of accumulation and of technological progress.

In the 1950s and early 1960s, the years of the
dollar shortage, the balance of payments
constrained industrial countries adopted quite dif-
ferent trade and industrial strategies. West Ger-
many pursued a strategy of export expansion by
means of an undervalued Deutschmark and sub-
sidies to export industries. With world trade in
manufactures growing rapidly, and West
Germany’s share of that trade growing too, the
rapid growth of manufactured exports provided
the foundation for domestic expansion (Shonfield
1963). Italy pursued a similar strategy by means
of regular devaluation of the lira, devaluations
often being associated with a surplus on Italy’s
current account.

These two examples of export-led growth
contrast markedly with the strategies adopted
by France and by Japan. Both countries vigor-
ously protected their home markets, using indus-
trial expansion within the home market as a
springboard for the capture of export markets.
The rationale behind this policy of import sub-
stitution was spelt out by Vice-Minister Ojimi, of
the Japanese Ministry of International Trade and
Industry:

After the war, Japan’s first exports consisted of such
things as toys or other miscellaneous merchandise
and low-quality textile products. Should Japan have
entrusted its future, according to the theory of com-
parative advantage, to these industries characterized
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by intensive use of labour? That would perhaps be
rational advice for a country with a small population
of 5 or 10 million. But Japan has a large population.
If the Japanese economy had adopted the simple
doctrine of free trade and had chosen to specialise in
this kind of industry, it would almost permanently
have been unable to break away from the Asian
pattern of stagnation and poverty . ..

The Ministry of International Trade and Indus-
try decided to establish in Japan industries which
require intensive employment of capital and tech-
nology, industries that in consideration of compar-
ative cost should be the most inappropriate for
Japan, industries such as steel, oil refining, petro-
chemicals, automobiles, industrial machinery of all
sorts, and electronics, including electronic com-
puters. From a short-run, static viewpoint, encour-
agement of such industries would seem to be in
conflict with economic rationalism. But from a
long-range viewpoint, these are precisely in indus-
tries where income elasticity of demand is high,
technological progress is rapid, and labour produc-
tivity rises fast ... (Ojimi 1970).

Ojimi’s argument encapsulates the dispute
over import substitution or export-led growth as
development strategies. The orthodox theory of
international trade suggests that resources are
most efficiently allocated in a regime of free
trade. Efficient development would therefore
require the adoption of free trade, with variation
in exchange rates being used as the means of
balancing trade.

This argument rests on a number of strong
assumptions, in particular the assumptions that
all countries have access to the same technologies,
that factor markets clear (labour is fully
employed), and that all countries have equal
access to all markets — including equal access to
all financial markets. If these, and other well-
known assumptions, are not fulfilled, then the
argument for free trade on these grounds no lon-
ger stands, and is superseded by the uncertainties
of the second best.

Rejection of arguments for the efficiency of the
price mechanism, for example on Keynesian
grounds, also lead to the rejection of the efficiency
of free trade. It was Keynesian arguments that
underpinned the so-called ECLA strategy for
structural change in Latin America. If expansion
of domestic demand could be prevented, by pro-
tective measures, from leaking abroad then sav-
ings and fiscal revenues at home would finance
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domestic investment and government expendi-
ture. Moreover, the profitability of protected
domestic production would encourage further
investment. The process of expansion would be
self-sustaining.

The application of import-substitution strate-
gies in Latin America in the 1950s met initially
with considerable success. Output of domestically
produced manufactured goods grew rapidly, as
did industrial employment. Later the policy fell
into disrepute. It was argued that import substitu-
tion took place primarily in ‘soft’ consumer goods
industries, whereas investment goods continued
to be imported. Hence after the early growth asso-
ciated with import substitution in consumer
goods, growth was once again constrained by
the necessity of importing machinery. Moreover,
it was argued that protected domestic industry was
relatively inefficient, and unable to compete on
world markets. These matters are the subject of
considerable dispute, particularly as they involve
not only questions of economic efficiency, but
also issues of national sovereignty, since the
IMF has responded to the difficulties in which
some Latin American countries have found them-
selves by demanding the removal of the trade
protection on which the earlier development strat-
egy was based.

These criticisms of import substitution extend
beyond the traditional case for free trade, to con-
sideration of the implication of different trade
strategies for structural development and techno-
logical change. It was on exactly these grounds
that Ojimi sought to justify Japan’s strategy of
import substitution. The Japanese case suggests
that the traditional dichotomy between import
substitution and export-led growth is invalid.
Whilst Japanese industry was developed within a
rapidly growing and protected home market, that
growth proved to be springboard for expansion
into world markets. Exports were domestic-
growth led.

The performance of the successful Japanese
(and French) examples of import substitution,
and the problems encountered in Latin America,
cannot be evaluated using static conceptions of
allocative efficiency. Success (and lack of it) have
clearly been associated with technological
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progress and industrial modernization. The case
for free trade must be made on the ground that it
encourages the most rapid adoption of the new
techniques  which  determine  competitive
advantage.

Nicholas Kaldor’s version of Verdoorn’s Law
(Kaldor 1966), whereby it is argued that the rate of
productivity growth in manufacturing industry is
a function of the rate of growth of demand for
manufactured products, provides a framework
within which trade strategies may be evaluated
(see, for example, Brailovsky 1981).

The growth of demand for a country’s manu-
factures is a function of the rate of growth of its
home market, the rate of growth of its export
markets, and the rate of change of its share of
those markets. Changing market shares is a slow
and uncertain business. It is growth of markets
which is the major determinant of growth of
demand. Since all countries are competing for
shares of (roughly) the same export market, it is
growth of the home market which typically dif-
ferentiates the growth of demand for the manufac-
tures of one country from those of another. This
would suggest that manipulation of growth of the
home market, using whatever means are neces-
sary to relax the balance of payments constraint, is
the most efficient development strategy.

However, the Verdoorn argument does not
encompass the scale of productivity response to
any given growth of demand. The implementation
of industrial policies which both ensure that the
expansion of industrial structure is ‘balanced’,
and hence not overly dependent on imports, and
directs demand toward those sectors which have
both greatest competitive potential and which
have the highest ratio of domestic value-added to
import content, are more likely produce a greater
response than if these issues are neglected.

The efficiency of any given trade strategy is not
independent of the performance of the world
economy as a whole. All countries cannot achieve
export-led growth at once. Moreover, the success
of the West Germany recovery strategy was
undoubtedly enhanced by the fact that it was
implemented in a period of rapid growth in
world trade. In an era in which world trade is
expanding relatively slowly, reliance on export
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demand is unlikely to prove a successful founda-
tion for rapid growth of demand and hence for
rapid technological progress.
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Impulse Response Function

Helmut Liitkepohl

Abstract

Impulse response functions are useful for
studying the interactions between variables in
a vector autoregressive model. They represent
the reactions of the variables to shocks hitting
the system. It is often not clear, however, which
shocks are relevant for studying specific
economic problems. Therefore structural infor-
mation has to be used to specify meaningful
shocks. Structural vector autoregressive
models and the estimation of impulse
responses are discussed and extensions to
models with cointegrated variables or non-
linear features are considered.
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Sims (1980) questioned the way classical simul-
taneous equations models were specified and
identified. He argued in particular that the exo-
geneity assumptions for some of the variables are
often problematic. As an alternative he advocated
the use of vector autoregressive (VAR) models for
macroeconometric analysis. These models have
the form

Ve =Ay, + - +Ath7p + uy,

where y; = (V1 . .,Vks) (the prime denotes the
transpose) is a vector of K observed variables of
interest, the 4;’s are (K x K) parameter matrices,
p is the lag order and u, is an error process which is
assumed to be white noise with zero mean, that is,
E(u,) = 0, the covariance matrix, E (uu)) = Z, is
time invariant and the u,’s are serially uncorrelated
or independent. There are usually also determin-
istic terms such as constants, seasonal dummies or
polynomial trends. These terms are neglected here
because they are not of interest in what follows.
The relations between the variables in a VAR
model are difficult to see directly from the param-
eter matrices. Therefore, impulse response func-
tions have been proposed as tools for interpreting
VAR models.

AVAR model can be written more compactly
as A(L)y, = u, where the lag or back-shift
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operator L is defined such that Ly, = y,; and
A(L) = Ix— AL — - - - — 4,L” is a matrix polyno-
mial in the lag operator. If the polynomial in
z defined by det A(z) has all its roots outside the
complex unit circle, the process is stationary and
has a Wold moving average (MA) representation

Ve = A(L)ilut =u + Z Giuy_;. (1)
i=1

In this framework impulse response analysis
may be based on the counterfactual experiment of
tracing the marginal effect of a shock to one var-
iable through the system by setting one compo-
nent of #, to one and all other components to zero
and evaluating the responses of the y,’s to such an
impulse as time goes by. These impulse responses
are just the elements of the ®; matrices. Because
the u,’s are the one-step ahead forecast errors of
the system, the resulting functions are sometimes
referred to as forecast error impulse responses
(for example, Liitkepohl 2005, section 2.3.2).

Such a counterfactual experiment may not
properly reflect the actual responses of an eco-
nomic system of interest because the components
of u, are instantaneously correlated, that is, X,
may not be a diagonal matrix. In that case, forecast
error impulses are just not the kinds of impulses
that occur in practice, because an impulse in one
variable is likely to be accompanied by an impulse
in another variable and should not be considered
in isolation. Therefore, orthogonalized impulse
responses are often considered in this context.
They are obtained from (1) by choosing some
matrix B such that BB’ = X, or such that
B'Y,B~! is a diagonal matrix and defining
&, = B~ 'u,. Substituting in (1) gives

Y= Be; + Z O;&_i, 2)
i=1

where @i = ®,B, i = 1, 2, ... The ¢,/s have a
diagonal or even a unit covariance matrix and
are hence contemporaneously uncorrelated
(orthogonal). Thus, &, shocks may give a more
realistic picture of the reactions of the system.
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The problem is, however, that the matrix B is not
unique and many different orthogonal shocks
exist. Thus, identifying restrictions based on
non-sample information are necessary to find the
unique impulses of interest which represent the
actual responses of the system to shocks that occur
in practice. These considerations have led to what
is known as structural VAR (SVAR) models and
structural impulse responses.

SVAR Models

Various types of restrictions have been considered
for identifying the structural innovations or,
equivalently, for finding a unique or at least
locally unique B matrix. For example, using a
triangular B matrix obtained from a Choleski
decomposition of X, is quite popular (for exam-
ple, Sims 1980; Christiano et al. 1996). Choosing
a lower-triangular matrix amounts to setting up a
recursive system with a so-called Wold causal
ordering of the variables. One possible interpre-
tation is that an impulse in the first variable can
have an instantaneous impact on all other vari-
ables as well, whereas an impulse in the second
variable can also have an instantaneous effect on
the third to last variables but not on the first one,
and so on. Because such a causal ordering is
sometimes difficult to defend, other types of
restrictions have also been proposed. Examples
are:

1. Instantaneous effects of some shocks on cer-
tain variables may be ruled out. In other words,
zero restrictions are placed on B just as in the
Choleski decomposition approach. The zero
restrictions do not have to result in a triangular
B matrix, however.

2. Identification is achieved by imposing restric-
tions on the instantaneous relations of the vari-
ables. In this case a structural form model of
the type Aoy, = A1y, + - - - + Ay, + &, may be
considered and typically linear restrictions are
imposed on A4y. Usually the elements on the
main diagonal of 4, will be normalized to
unity. The restrictions on A, imply restrictions
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for B=A; ', For example, if 4, is triangular,
then so is B.

3. It is also possible to set up a model in the form
A, = A1y + -+ + Ay, + Be, and impose
restrictions on both 4, and B to identify struc-
tural shocks. Combining restrictions on B with
those on the instantaneous effects on the
observed variables results in the so-called
AB-model of Amisano and Giannini (1997).

4. There may be prior information on the long-
run effects of some shocks. In this case restric-

tions may be placed on

B+ ZZI 0, =A(1)"'B (for example,
Blanchard and Quah 1989). For instance,
demand shocks may be assumed to have no
accumulated long-run effects on some variable
(in their case output). In fact, distinguishing
between shocks with permanent and transitory
effects is perhaps done more naturally in
models which allow for integrated variables.
They will be discussed later.

5. Sign restrictions may be imposed on the
impulse responses (for example, Canova and
De Nicol6 2003; Uhlig 2005), that is, one may
want to require that certain shocks have posi-
tive or negative effects on certain variables. For
example, a restrictive monetary shock should
reduce the inflation rate.

Integrated and Cointegrated Variables

If the VAR operator has unit roots, that is, det
A(z) = 0 for z = 1, then the variables have sto-
chastic trends. Variables with such trends are
called integrated. They can be made stationary
by differencing. Moreover, they are called
cointegrated if stationary linear combinations
exist. If the VAR model contains integrated and
cointegrated variables, impulse response analysis
can still be performed as for stationary processes.
For the latter processes the ®@;’s go to zero fori — m
and, hence, the marginal response to an impulse to
a stationary process is transitory, that is, the effect
goes to zero as time goes by. In contrast, some
impulses have permanent effects in cointegrated
systems. In fact, in a K-dimensional system with
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r < K cointegration relations, at least K — r of the
K shocks have permanent effects and at most
r shocks have transitory effects (King et al.
1991; Liitkepohl 2005, ch. 9). These facts open
up the possibility to find identifying restrictions
for the structural innovations by taking into
account the cointegration properties of the system.

Estimation of Impulse Responses

Estimation of reduced form and structural form
parameters of VAR processes is usually done by
least squares, maximum likelihood or Bayesian
methods. Estimates of the impulse responses are
then obtained from the VAR parameter estimates.
Suppose the VAR coefficients are contained in a
vector & and denote its estimator by @. Any
specific impulse response coefficient 6 is a
(nonlinear) function of @ and may be estimated
asl = 0(a). If & is asymptotically normal, that is,
VT(a@—a)4 N(0, =5), then, under general
conditions, 0 is also asymptotically normally
distributed, /T (9—6) d (0, 63). The variance
of the asymptotic distribution is 67 = 22 ¥4 9L
Here 00/0a denotes the vector of first order partial
derivatives of 0 with respect to the elements of
(see Liitkepohl 1990, for the precise expressions).
This result can be used for setting up asymptotic
confidence intervals for impulse responses in the
usual way.

Asymptotic normality of 0 requires that o7 is
non-zero, which follows if ¥, is non-singular and
00/00. # 0. In general the covariance matrix X4
will not be nonsingular for cointegrated systems,
for example. Moreover, the impulse responses
generally consist of sums of products of the
VAR coefficients and, therefore, the partial deriv-
atives will also be sums of products of such coef-
ficients. Consequently, the partial derivatives will
also usually be zero in parts of the parameter
space. Thus, 65 = 0 may hold and, hence, 0 may
actually converge at a faster rate than /T in parts
of the parameter space (cf. Benkwitz et al. 2000).

Even under ideal conditions where the asymp-
totic theory holds, it may not provide a good guide
for small sample inference. Therefore, bootstrap
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methods are often used to construct confidence
intervals for impulse responses (for example,
Kilian 1998; Benkwitz et al. 2001). If one uses
these methods, deriving explicit forms of the ana-
lytical expressions for the asymptotic variances of
the impulse response coefficients can be avoided.
Unfortunately, bootstrap methods generally do
not overcome the problems due to zero variances
in the asymptotic distributions of the impulse
responses. In fact, they may provide confidence
intervals which do not have the desired coverage
level even asymptotically (Benkwitz et al. 2000).

Confidence bands for impulse response func-
tions can also be constructed with Bayesian
methods (for example, Koop 1992). Prior infor-
mation on the VAR parameters or the impulse
responses can in that case be considered. It is not
uncommon to report confidence intervals for indi-
vidual impulse response coefficients and
connecting them to get a confidence band around
an impulse response function. This approach has
been criticized by Sims and Zha (1999), who
propose likelihood- characterizing error bands
instead.

Extensions

There are a number of extensions to the models
and impulse response functions considered so far.
For example, all observed variables are treated as
endogenous. A main criticism regarding problem-
atic exogeneity assumptions in classical simulta-
neous equations models is thereby accounted for.
On the other hand, this approach often results in
heavily parameterized models and imprecise esti-
mates. Therefore, it is occasionally desirable to
classify some of the variables as exogenous or
consider partial models where we condition on
some of the variables which remain unmodelled.
In this case one may be interested in tracing the
effects of changes in the exogenous or
unmodelled variables on the endogenous vari-
ables. The resulting impulse response functions
are often referred to as dynamic multipliers in the
literature on simultaneous equations (see
Liitkepohl 2005, for an introductory treatment).
The inference problems related to these quantities
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are similar to those discussed earlier for VAR
impulse responses.

It was also acknowledged in the related litera-
ture that finite order VAR models are at best good
approximations to the actual data generation pro-
cesses of multiple time series. Therefore, infer-
ence for impulse responses was also considered
under the assumption that finite order VAR pro-
cesses are fitted to data generated by infinite order
processes (for example, Liitkepohl 1988;
Liitkepohl and Saikkonen 1997).

Impulse responses associated with linear VAR
models have the property of being time invariant
and their shape is invariant to the size and direc-
tion of the impulses. These features make it easy
to represent the reactions of the wvariables to
impulses hitting the system in a small set of
graphs. Such responses are often regarded as unre-
alistic in practice, where, for instance, a positive
shock may have a different effect from a negative
shock or the effect of a shock may depend on the
state of the system at the time when it is hit.
Hence, the linear VAR models are too restrictive
for some analyses. These problems can be
resolved by considering nonlinear models.
Although nonlinear models have their attractive
features for describing economic systems or phe-
nomena, their greater flexibility makes them more
difficult to interpret properly. In fact, it is not
obvious how to define impulse responses of non-
linear models in a meaningful manner. Gallant
et al. (1993) proposed so-called conditional
moment profiles which may give useful informa-
tion on important features of nonlinear multiple
time series models. For example, one may
consider quantities of the general form E[g(y,5)|
et & Q] = Elgyen)lve Qoal, h =12,
where g( - ) denotes some function of interest, &
represents the impulses hitting the system at
time ¢, and Q,_ | = (V1, Ve, - .) denotes the his-
tory of the variables at time ¢. In other words, the
conditional expectation of some quantity of inter-
est, given the history of y, in period ¢, is compared
to the conditional expectation that is obtained
if a shock ¢ occurs at time ¢ For example,
defining g{ys) = WVern — EWernl Qsn-D)1een —
E{y4Qup-1)] results in conditional volatility
profiles, which may be compared to a baseline
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profile obtained for a specific history of the pro-
cess and a zero impulse. Clearly, in general the
conditional moment profiles depend on the history
Q. ; as well as the impulse £. Similar quantities
were also considered by Koop et al. (1996), who
called them generalized impulse responses (see
also Pesaran and Shin 1998).

Although these quantities may be interesting
to look at, they depend on ¢, &, and £. Hence,
there is a separate impulse response function for
each given ¢ and . In empirical work it will
therefore be necessary to summarize the wealth
of information in the conditional moment pro-
files in a meaningful way — for instance, by
considering summary statistics. In practice, an
additional obstacle is that the actual data
generation process is unknown and estimated
models are available at best. In that case, the
conditional moment profiles or generalized
impulse responses will be estimates, and it
would be useful to have measures for their sam-
pling variability. It is not clear how this addi-
tional information may be computed and
presented in the best way in practice.
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JEL Classifications
D2

‘Imputation’ is a term introduced into economics
as Zurechnung by the Austrian School economist
Friedrich Freiherr von Wieser (1889). The term
was a legal one, and the analogy was based on the
legal method by which the jurist imputes guilt or
liability to one or another criminal or tortfeasor.
Imputation was a central concern of the Austrian
School, since its analysis centred on the nature of
the means—ends relationship (Mises 1949) and on
the process by which the subjective valuations and
value-preferences of individual consumers
‘impute’ value to the goods being produced. As
Carl Menger, founder of the Austrian School,
pointed out, the valuations by consumers of their
satisfactions, or ends, impute values to the con-
sumer goods, the means, that are expected to
satisfy those wants (Menger 1871). And since
producers’ goods are only means to the produc-
tion and sale of consumer goods, the values of the
factors of production will in turn be determined by
and be equal to the expected values of the con-
sumer goods to the consumers. In short, values are
‘imputed’ back to the prices of the factors of
production; the rents of Champagne land are
high because the consumers value the champagne
highly, and not the other way round. ‘Costs’ of
resources are reflections of the value of products
forgone.

While this process was clear in principle, there
were considerable difficulties in working out the
specifics. Essentially, Menger and his student
Bohm-Bawerk stuck close to the realities of the
market process, and focused on value imputation
as a process of estimating how much of a product
would be lost if the producer were deprived of one
unit of a factor. Wieser, on the other hand, pre-
sumed that the marginal value of each factor could
be found with great precision; in doing so, he
assumed illegitimately that subjective values can
be added and multiplied to arrive at the total value
of a quantity of goods. But by its nature subjective
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value is an expression of ordinal preferences and
therefore can neither be added nor measured.

The modern theory of marginal productivity
has essentially solved these problems and shown
how values of products can be imputed back to
productive factors. One exception is the current
assumption that the existence of variable propor-
tions solves the problem of pricing factors and
leaves no theoretical room for arbitrary bargaining
between factor owners. But the more important
solution depends on whether factors are purely
specific to one line of production or are relatively
non-specific, that is, can be employed in the pro-
duction of more than one good. If two factors are
each purely specific to a given product, then, even
if their proportions are variable, there is still no
principle by which the market can determine their
relative prices except by arbitrary bargaining
(Mises 1949, p. 336). In the real world, of course,
the existence of such purely specific factors, and
hence the scope for such bargaining, will be
extremely limited.

The other important point is that values cannot
be added or divided, and that the imputation pro-
cess takes place, not automatically or precisely in
an abstract realm of ‘values’, but only concretely
and by trial and error, in the realistic market pro-
cess of changing prices. In other words, although
consumers can evaluate consumer goods and
determine their prices directly by valuation, the
prices of productive factors are only determined
indirectly through market prices and entrepre-
neurial trial and error. There is no direct, abstract
or pure process of imputing values.

This problem became strikingly relevant dur-
ing the well-known debate over the Mises—Hayek
demonstration that socialist governments cannot
calculate economically. Joseph Schumpeter
brusquely dismissed this contention with the
statement that economic calculation under social-
ism follows ‘from the elementary proposition that
consumers in evaluating (“demanding”) con-
sumers’ goods ipso facto also evaluate the means
of production which enter into the production of
these goods’ (Schumpeter 1942, p. 175). Hayek’s
perceptive reply points out that the ‘ipso facto’
assumes complete knowledge of values, demands,
scarcities, and so on, to be ‘given’ to everyone,
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thereby ignoring the reality of the universal lack
of complete knowledge, as well as the necessary
function of the market economy, and the market
price system, in conveying knowledge to all its
participants (Hayek 1945).

The analysis of imputation began in a
neglected work of Aristotle, the Topics. Here,
Aristotle analysed the ends—means relationship,
and pointed out that the means, or ‘instruments
of production’, necessarily derive their value
from the ends, the final products useful to man,
‘the instruments of action’. The more desirable
the final good, the more valuable will be the
means to arrive at the product. Aristotle intro-
duced the theme of marginality by stating that, if
the addition of a good 4 to an already desirable
good C yields a more desirable result than the
addition of good B, then A4 will be more highly
valued than B. Indeed, he also added a
pre-Bohm- Bawerkian note by stressing the dif-
ferential value of the loss rather than the addition
ofa good. Good A will be more valuable than B if
the loss of 4 is considered to be worse than the
loss of B. While critics have noted that Aristotle
only slightly applied his analysis to the eco-
nomic realm, his imputation theory was still an
important contribution to the general theory of
action of which economic theory is a highly
developed part (Spengler 1955).

See Also

Austrian Economics
Marginal Productivity Theory
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Incentive Compatibility

John O. Ledyard

Abstract

Incentive compatibility — a characteristic of
mechanisms whereby each agent knows that
his best strategy is to follow the rules, no matter
what the other agents will do — is desirable
because it promotes the achievement of group
goals. But it is elusive because pervasive
opportunities exist for misbehaviour, such as
by misrepresenting preferences. This article
reviews attempts to solve or at least to manage
the incentive compatibility problem. Incentive
compatibility provides a basic constraint on the
possibilities for normative analysis, and so
serves as the fundamental interface between
what is desirable and what is possible in a
theory of organizations.
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Allocation mechanisms, organizations, voting
procedures, regulatory bodies, and many other
institutions are designed to accomplish certain
ends such as the Pareto- efficient allocation of
resources or the equitable resolution of disputes.
In many situations it is relatively easy to con-
ceive of feasible processes; processes which will
accomplish the goals if all participants follow the
rules and are capable of handling the informa-
tional requirements. Examples of such mecha-
nisms include marginal cost pricing, designed
to attain efficiency, and equal division, designed
to attain equity. Of course once a feasible mech-
anism is found, the important question then
becomes whether such a mechanism is also infor-
mationally feasible and compatible with ‘natu-
ral’ incentives of the participants. Incentive
compatibility is the concept introduced by
Hurwicz (1972, p. 320) to characterize those
mechanisms for which participants in the process
would not find it advantageous to violate the
rules of the process.

The historical roots of the idea of incentive
compatibility are many and deep. As was pointed
out in one of a number of recent surveys,

the concept of incentive compatibility may be

traced to the ‘invisible hand’ of Adam Smith who

claimed that in following individual self-interest the
interests of society might be served. Related issues
were a central concern in the ‘Socialist Contro-

versy’ which arose over the viability of a

decentralized socialist society. It was argued by

some that such societies would have to rely on
individuals to follow the rules of the system. Some

believed this reliance was naive; others did not.
(Groves and Ledyard 1986, p. 1)

Further, the same issues have arisen in the design
of voting procedures. Concepts and problems
related to incentives were already identified and
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documented in the 18th century in discussions of
proposals by Borda to provide alternatives to
majority rule committee decisions. (See

Strategy-proof Allocation Mechanisms for fur-
ther information on voting procedures.)

Incentive compatibility is both desirable and
elusive. The desirability of incentive compati-
bility can be easily illustrated by considering
public goods, goods such that one consumer’s
consumption of them does not detract from
another consumer’s simultaneous consumption
of that good. The existence of these collective
consumption commodities creates a classic situ-
ation of market failure; the inability of markets
to arrive at a Pareto-optimal allocation. It was
commonly believed, prior to Groves and
Ledyard (1977), that in economies with public
goods it would be impossible to devise a
decentralized process that would allocate
resources efficiently since agents would have
an incentive to ‘free ride’ on others’ provision
of those goods in order to reduce their own share
of providing them. Of course Lindahl (1919) had
proposed a feasible process which mimicked
markets by creating a separate price for each
individual’s consumption of the public good.
This designed process was, however, rejected
as unrealistic by those who recognized that
these ‘synthetic markets’ would be shallow
(essentially monopsonistic) and therefore
buyers would have no incentive to treat prices
as fixed and invariant to their demands. The
classic quotation is ‘... it is in the selfish interest
of each person to give false signals, to pretend to
have less interest in a given collective consump-
tion activity than he really has...” (Samuelson
1954, pp. 388-9). Allocating public goods effi-
ciently through Lindahl pricing would be feasi-
ble and successful if consumers followed the
rules; but, it would not be successful since the
mechanism is not incentive compatible. If
buyers do not follow the rules, efficient resource
allocation will not be achieved and the goals of
the design will be subverted because of the moti-
vations of the participants. Any institution or
rule, designed to accomplish group goals, must
be incentive compatible if it is to perform as
desired.
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The elusiveness of incentive compatibility can
be most easily illustrated by considering a situa-
tion with only private goods. Economists gener-
ally model behaviour in private goods markets by
assuming that buyers and sellers ‘follow the
rules’ and take prices as given. It is now known,
however, that as long as the number of agents is
finite then any one of them can still gain by
misbehaving and, furthermore, can do so in a
way which can not be detected by anyone else.
The explanation is provided in two steps. First, if
there are a finite number of traders, and none have
a perfectly elastic offer curve (which will be true
if preferences are non- linear) then one trader can
gain by being able to control prices. For example,
a buyer would want to set price where his mar-
ginal benefit equalled his marginal outlay and
thereby gain monopsonistic benefits. Of course,
if the others know that buyer’s demand curve
(either directly or through inferences based on
revealed preference) then they would know that
the buyer was not ‘taking prices as given’ and
could respond with a suitable punishment against
him. This brings us to our second step. Even
though others can monitor and prohibit price set-
ting behaviour, our benefit- seeking monopsonist
has another strategy which can circumvent this
supervision. He calculates a (false) demand curve
which, when added to the others’ offer curves,
produces an equilibrium price equal to that which
he would have set if he had direct control. He then
calculates a set of preferences which yields that
demand curve and participates in the process as if
he had these (false) preferences. Usually this
involves simply acting as if one has a slightly
lower demand curve than one really does. Since
preferences are not able to be observed by others,
he can follow this behaviour which looks like it is
price-taking, and therefore ‘legal’, and can do
individually better. The unfortunate implication
of such concealed misbehaviour is that the mech-
anism performs other than as intended. In this
case, resources are artificially limited and too
little is traded to attain efficiency.

In 1972 Hurwicz established the validity of the
above intuition. His theorem can be precisely
stated after the introduction of some notation and
a framework for further discussion.
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The Impossibility Theorem

The key concepts include economic environ-
ments, allocation mechanisms, incentive compat-
ibility, the no-trade option, and Pareto-efficiency.
We take up each in turn.

An economic environment, those features of an
economy which are to be taken as given through-
out the analysis, includes a description of the
agents, the feasible allocations they have available
and their preferences for those allocations. While
many variations are possible, I concentrate here on a
simple model. Agents (consumers, producers, poli-
ticians, etc.) are indexed by i = 1, .. . , n. Xis the set
of feasible allocations where x = (x, ..., x") is a
typical element of X. (An exchange environment is
one in which Xis the set of all x = (x', . .. , x"") such
that x* > 0 and >x' = > w', where w' is i’s initial
endowment of commodities.) Each agent has a self-
ish utility function u'(x'). The environment is
e=[LX u', ..., u"]. A crucial fact is that initially
information is dispersed since i, and only i, knows
u'. We identify the specific knowledge 7 initially has
as i’s characteristic, €. In our model, é=u.

Although there are many variations in models of
allocation mechanisms, I begin with the one intro-
duced by Hurwicz (1960). An allocation mecha-
nism requests information from the agents and then
computes a feasible allocation. It requests informa-
tion in the form of messages m' from agent
i through a response function f'(m’, ... , m").
Agent i is told to report f*(m, ¢') if others have
reported m and i’s characteristic is ¢’. An equilib-
rium of these response rules, for the environment e,
is a joint message m such that m' = f*(m, ¢') for all i.
Let u(e, f) be the set of equilibrium messages for
the response functions f'in the environment e. The
allocation mechanism computes a feasible alloca-
tion x by using an outcome function g(m) on equi-
librium messages. The net result of all of this in the
environment e is the allocation g[u(e, /)] = x ifall i
follow the rules, f. Thus, for example, the compet-
itive mechanism requests agents to send their
demands as a function of prices which are in turn
computed on the basis of the aggregate demands
reported by the consumers. In equilibrium, each
agent is simply allocated their stated demand.
(An alternative mechanism, yielding exactly the
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same allocation in one iteration, would request the
demand function and then compute the equilibrium
price and allocation for the reported demand func-
tions.) It is well known, for exchange economies
with only private goods, that if agents report their
true demands then the allocations computed by the
competitive mechanism will be Pareto-optimal.

It is obviously important to be able to identify
those mechanisms, those rules of communication,
that have the property that they are self-enforcing.
We do that by focusing on a class of mechanisms
in which each agent gains nothing, and perhaps
even loses, by misbehaving. While a multitude of
misbehaviours could be considered it is sufficient
for our purposes to consider a slightly restricted
range. In particular we can concentrate on
undetectable behaviour, behaviour which no out-
side agent can distinguish from that prescribed by
the mechanism. We model this limitation on
behaviour by requiring the agent to restrict his
misrepresentations to those which are consistent
with some characteristic he might have. An allo-
cation mechanism is said to be incentive compat-
ible for all environments in the class E if there is
no agent i and no environment e in £ and no
characteristic ¢ such that (e/e”’) is in E (where
(e/e”) is the environment derived from e by
replacing ¢’ with e"*) and such that

'y <u{glule/e”.f)]. e}

where u/(x", €') is i’s utility function in the envi-
ronment e. That is, no agent can manipulate the
mechanism by pretending to have a characteristic
different from the true one and do better than
acting according to the truth. The agent has an
incentive to follow the rules and the rules are
compatible with his motivations.

Incentive compatibility is at the foundation of
the modern theory of implementation. In that the-
ory, one tries to identify conditions under which a
particular social choice rule or performance stan-
dard, P : E — X, can be recreated by an allocation
mechanism under the hypothesis that individuals
will follow their self-interest when they partici-
pate in the implementation process. In our lan-
guage, the rule P is implementable if and only if

' {glule.f
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there is an incentive compatible mechanism ( £, g)
such that glu(e, )] = P(e) for all e in E. The
theory of implementation seeks to answer the
question ‘which P are implementable?” We will
see some of the answers below for P which select
from the set of Pareto-efficient allocations. Those
interested in more general goals and performance
standards should consult Dasgupta et al. (1979) or
Postlewaite and Schmeidler (1986).

An allocation mechanism is said to have the no
trade-option if there is an allocation 0 at which
each participant may remain. In exchange envi-
ronments the initial endowment is usually such an
allocation. Mechanisms with a no-trade option are
non-coercive in a limited sense. If an allocation
mechanism possesses the no- trade option then the
allocation it computes for an environment e, if
agents follow the rules, must leave everyone at
least as well off, using the utility functions for e, as
they are at 0. That is, for all i and all e in E

ei} > ui(B, ei).

An allocation mechanism is said to be Pareto-
efficient in E if the allocations selected by the
mechanism, when agents follow the rules, are
Pareto-optimal in e. That is, for each e in E,
there is no allocation x~ in X such that, for all i,

u' {glu(e

u' (x*,e') > u'{glule.f)].e'}
with strict inequality for some i.

With this language and notation, Hurwicz’s
theorem on the elusive nature of incentive com-
patibility in private markets, subsequently
expanded by Ledyard and Roberts (1974) to
include public goods environments, can now be
easily stated. Theorem: In classical (public or pri-
vate) economic environments with a finite number
of agents, there is no incentive compatible alloca-
tion mechanism which possesses the no-trade
option and is Pareto-efficient. (Classical environ-
ments include pure exchange environments with
Cobb-Douglas utility functions.)

A more general version of this theorem, in the
context of social choice theory, has been proven
by Gibbard (1973) and Satterthwaite (1975) with
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the concept of a ‘non-dictatorial social choice
function’ replacing that of a ‘mechanism with
the no- trade option’. (See » Strategy-proof Allo-
cation Mechanisms.)

There are a variety of possible reactions to this
theorem. One is simply to give up the search for
solutions to market failure since the theorem seems
to imply that one should not waste any effort trying
to create institutions to allocate resources efficiently.
A second is to notice that, at least in private markets,
if there are a very large number of individuals in
each market then efficiency is ‘almost’ attainable
(see Roberts and Postlewaite 1976). A third is to
recognize that the behaviour of individuals will
generally be different from that implicitly assumed
in the definition of incentive compatibility. A fourth
is to accept the inevitable, lower one’s sights, and
look for the ‘most efficient’” mechanism among
those which are incentive compatible and satisfy a
voluntary participation constraint. We consider the
last two options in more detail.

Other Behaviour: Nash Equilibrium

If a mechanism is incentive compatible, then
each agent knows that his best strategy is to
follow the rules according to his true character-
istic, no matter what the other agents will do.
Such a strategic structure is referred to as a dom-
inant strategy game and has the property that no
agent need know or predict anything about the
others’ behaviour. In mechanisms which are not
incentive compatible, each agent must predict
what others are going to do in order to decide
what is best. In this situation agents’ behaviour
will not be as assumed in the definition of incen-
tive compatibility. What it will be continues to be
an active research topic and many models have
been proposed. Since most of these are covered
in Groves and Ledyard (1986), I will concentrate
on the two which seem most sensible. Both rely
on game-theoretic analyses of the strategic pos-
sibilities. The first concentrates on the outcome
rule, g, and postulates that agents will not choose
messages to follow the specifications of the
response functions but to do the best they can
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against the messages sent by others. Implicitly
this assumes that there is some type of iterative
process (embodied in the response rules) which
allows revision of one’s message in light of the
responses of others. We can formalize this pre-
sumed strategic behaviour in a new concept of
incentive compatibility. An allocation mecha-
nism (f, g) is called Nash incentive compatible
for all environments in E if there is no environ-
ment e, no agent i, and no message m"" which
i can send such that

u'(g[ule.f)/m,e]) > ' (glule.f).€])

where (e, /) is the ‘equilibrium’ message of the
response rules f'in the environment e, g(m) is the
outcome rule, and [m/m"] is the vector m where
m’" replaces m'. In effect this requires the equilib-
rium messages of the response rules to be Nash
equilibria in the game in which messages are
strategies and payoffs are given by u[g(m)]. It
was shown in a sequence of papers written in the
late 1970s, including those by Groves and
Ledyard (1977), Hurwicz (1979), Schmeidler
(1980), and Walker (1981), that Nash incentive
compatibility is not elusive. The effective output
of that work was to establish the following. The-
orem: In classical (public or private) economic
environments with a finite number of agents,
there are many Nash incentive compatible mech-
anisms which possess the no-trade option and are
Pareto-efficient.

With a change in the predicted behaviour of the
participants in the mechanism, in recognition of
the fact that in the absence of dominant strategies
agents must follow some other self-interested
strategies, the pessimism of the Hurwicz theorem
is replaced by the optimistic prediction of a pleth-
ora of possibilities. (See Dasgupta et al. (1979),
Postlewaite and Schmeidler (1986) and Groves
and Ledyard (1986) for comprehensive surveys
of these results including many for more general
social choice environments.) Although it remains
an unsettled empirical question whether partici-
pants will indeed behave this way, there is a grow-
ing body of experimental evidence that seems to
me to support the behavioural hypotheses
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underpinning Nash incentive compatibility, espe-
cially in iterative taitonnement processes.

Other Behaviour: Bayes’ Equilibrium

The second approach to modelling strategic
behaviour of agents in mechanisms, when domi-
nant strategies are not available, is based on
Bayesian decision theory. These models, called
games of incomplete information (see Myerson
1985), concentrate on the beliefs of the players
about the situation in which they find themselves.
In the simplest form, it is postulated that there is a
common knowledge (everyone knows that every-
one knows that...) probability function, n(e),
which describes everyone’s prior beliefs. Each
agent is then assumed to choose that message
which is best against the expected behaviour of
the other agents. The expected behaviour of the
other agents is also constrained to be ‘rational’ in
the sense that it should be best against the behav-
iour of others. This presumed strategic behaviour
is embodied in a third type of incentive compati-
bility. (It could be argued that the concept of
incentive compatibility remains the same, based
on non- cooperative behaviour in the game
induced by the mechanism, while only the pre-
sumed information structure and sequence of
moves required to implement the allocation mech-
anism are changed. Such a view is not inconsistent
with that which follows.) An allocation mecha-
nism (f, g) is called Bayes incentive compatible for
all environments in £ given 7 on E if there is no
environment e*, no agent i, and no message m"
which i can send such that

J”i{g[:“(e’f)/m*i],€*i}dn(e|e*i}
> [l Jon(e )

where, as before, u is the equilibrium message
vector and g is the outcome rule. Further, t(e/e”)
is the conditional probability measure on e given
"', and u' is a von Neumann—Morgenstern utility
function. In effect, this requires the equilibrium
messages of the response rules to be Bayes
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equilibrium outcomes of the incomplete informa-
tion game with messages as strategies, payoffs u
[g(m)] and common knowledge prior .

There are two types of results which deal with
the possibilities for Bayes incentive compatible
design of allocation mechanisms, neither of which
is particularly encouraging. The first type deals
with the possibilities for incentive compatible
design which is independent of the beliefs. The
typical theorem is illustrated by the following result
proven by Ledyard (1978). Theorem: In classical
economic environments with a finite number of
agents, there is no Bayes incentive compatible
mechanism which possesses the no-trade option
and is Pareto-efficient for all n on E. Understand-
ing this result is easy when one realizes that any
mechanism ( f; g) is Bayes incentive compatible for
all © for all e in E if and only if it is (Hurwicz)
incentive compatible for all e in £. Thus the
Hurwicz impossibility theorem again applies.

The second type of result is directed towards
the possibilities for a specific prior w; that is,
towards what can be done if the mechanism can
depend on the common knowledge beliefs. The
most general characterizations of the possibilities
for Bayes incentive compatible design can be
found in Palfrey and Srivastava (1987) and Post-
lewaite and Schmeidler (1986). They have shown
that two conditions, called monotonicity and self-
selection, are necessary and sufficient for a social
choice correspondence to be implementable in the
sense that there is a Bayes incentive compatible
mechanism that reproduces that correspondence.
The details of these conditions are not important.
What is important is that many correspondences
do not satisfy them. In particular, there appear to
be many priors © and many sets of environments
E for which there is no mechanism which is Bayes
incentive compatible, provides a no-trade option
and is Pareto-efficient. Thus, impossibility still
usually occurs even if one allows the mechanism
to depend on the prior.

One recent avenue of research which prom-
ises some optimistic counterweight to these neg-
ative results can be found in Palfrey and
Srivastava (1987). In much the same way that
the natural move from Hurwicz incentive com-
patibility to Nash incentive compatibility created
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opportunities for incentive compatible design,
these authors have shown that a move back
towards dominant strategies may also open up
possibilities. Refinements arise by varying the
equilibrium concept in a way that reduces the
number of (Bayes or Nash) equilibria for a
given e or m. Moore and Repullo use subgame
perfect Nash equilibria. Palfrey and Srivastava
eliminate weakly dominated strategies from the
set of Nash equilibria. They have discovered
that, in pure exchange environments, virtually
all performance correspondences are implement-
able if behaviour satisfies these refinements. In
particular, any selection from the Pareto-
correspondence is implementable for these
refinements, and so there are many refined-
Nash incentive compatible mechanisms which
are Pareto-efficient and allow a no-trade option.
It is believed that these results will transfer nat-
urally to refinements of Bayes equilibria, but the
research remains to be done.

Incentive Compatibility as a Constraint

Another of the reactions to the Hurwicz impossi-
bility result is to accept the inevitable, to view
incentive compatibility as a constraint, and to
design mechanisms to attain the best level of
efficiency one can. If full efficiency is possible,
it will occur as the solution. If not, then one will at
least find the second-best allocation mechanism.
Examples of this rapidly expanding research liter-
ature include work on optimal auctions (Harris
and Raviv 1981; Matthews 1983; Myerson
1981), the design of optimal contracts for the
principle-agent problem, and the theory of opti-
mal regulation (Baron and Myerson 1982).
As originally posed by Hurwicz (1972,
pp- 299-301), the idea is to adopt a social welfare
function W(x, e), a measure of the social welfare
attained from the allocation x if the environment is
e and then to choose the mechanism (f g) to
maximize the (expected) value of W subject to
the ‘incentive compatibility constraints’, the con-
straint that the rules (f g) be consistent with
the motivations of the participants. One chooses

(g to
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maximize J W{glu(e,f)], e}dn(e)

. . *7
subject to, for every i, every e, and every e ',

J u'{glu(e/e”.f)]. e }dn(e| )
< j (g[ile.f), '] )dn(e] &)

As formalized here the incentive compatibility
constraints embody the concept of Bayes incen-
tive compatibility. Of course, other behavioural
models could be substituted as appropriate.

Sometimes a voluntary participation con-
straint, related to the no-trade option of Hurwicz,
is added to the optimal design problem. One form
of'this constraint requires that (f, g) also satisfy, for
every i and every e,

Jui{g[u(e)], ei}dn (e| ei)
> Jui(ﬁ[e], e')dn(e| ).

In practice this optimization can be a difficult
problem since there are a large number of possible
mechanisms (f, g). However, an insight due to
Gibbard (1973) can be employed to reduce the
range of alternatives and simplify the analysis.
Now called the revelation principle, the observa-
tion he made was that, to find the maximum, it is
sufficient to consider only mechanisms, called
direct revelation mechanisms, in which agents
are asked to report their own characteristics. The
reason is easy to see. Suppose that ( f Y, g*) solves
the maximum problem. Let (F', G*) be a new
(direct revelation) mechanism defined by F “(m,
¢’y = ¢ and G"(m) = g[u(m, f)]. Each i is told to
report his characteristic and then G~ computes the
allocation by computing that which would have
been chosen if the original mechanism ( f; G*) had
been used honestly in the reported environment.
(F",G™ yields the same allocation as ( f 5 g*), if
each agent reports the truth. But the incentive
compatibility constraints, which ( /*, g") satisfied,
ensure that each agent will want to report truth-
fully. Thus, whatever can be done, by any
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arbitrary mechanism subject to the Bayes incen-
tive compatibility constraints, can be done with
direct revelation mechanisms subject to the con-
straint that each agent wants to report their true
characteristic. One need only choose a function
G:E—Xto

maximize J W{G(e),e}dn(e)

subject to, for every i, e and ¢,

[ {6tere).car(cle)
< J u'[G(e), e']dn(e| '),

and

Jui [G(e),e']dn(e| e) > Jui(ﬁ[e], ¢')dn(e|e').

There are at least two problems with this
approach to organizational design. The first is
that the choice of mechanism depends crucially
on the prior beliefs, 7. This is a direct result of the
use of Bayes incentive compatibility in the con-
straints. Since the debate is still open let me sim-
ply summarize some of the arguments. One is that
if the mechanism chosen for a given situation does
not depend on common knowledge beliefs then
we would not be using all the information at our
disposal to pursue the desired goals and would do
less than is possible. Further, since the beliefs are
common knowledge we can all agree as to their
validity (misrepresentation is not an issue) and
therefore to their legitimate inclusion in the calcu-
lations. An argument is made against this on the
practical grounds that one need only consider
actual situations, such as the introduction of new
technology by a regulated utility or the acquisition
of a major new weapons system by the govern-
ment, to understand the difficulties involved in
arriving at agreements about the particulars of
common knowledge. Another argument against
is based on the feeling that mechanisms should
be robust. A ‘good’ mechanism should be able to
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be described in terms of its mechanics and, while
it probably should have the capacity to incorpo-
rate the common knowledge relevant to the cur-
rent situation, it should be capable of being used in
many situations. How to capture these criteria in
the constraints or the objective function of the
designer remains an open research question.

The second problem with the optimal auction
approach to organizational design is the reliance
on the revelation principle. Restricting attention to
direct revelation mechanisms, in which an agent
reports his entire characteristic, is an efficient way
to prove theorems, but it provides little guidance
for those interested in actual organization design.
For example it completely ignores the informa-
tional requirements of the process and any limita-
tions, if any, in the information processing
capabilities of the agents or the mechanism. Writ-
ing down one’s preferences for all possible con-
sumption patterns is probably harder than writing
down one’s entire demand surface which is cer-
tainly harder than simply reacting to a single price
vector and reporting only the quantities demanded
at that price. A failure to recognize the informa-
tion processing constraints in the optimization
problem is undoubtedly one of the reasons there
has been limited success in using the theory of
optimal auctions to explain the existence of per-
vasive institutions, such as the first- price sealed-
bid auction used in competitive contracting or the
posted price institution used in retailing.

Summary

Incentive compatibility captures the fundamental
positivist notion of self-interested behaviour that
underlies almost all economic theory and applica-
tion. It has proven to be an organizing principle of
great scope and power. Combined with the modern
theory of mechanism design, it provides a frame-
work in which to analyse such diverse topics as
auctions, central planning, regulation of monopoly,
transfer pricing, capital budgeting, and public
enterprise management. Incentive compatibility
provides a basic constraint on the possibilities for
normative analysis. As such it serves as the
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fundamental interface between what is desirable
and what is possible in a theory of organizations.

See Also

Efficient Allocation
Externalities
Lindahl Equilibrium
Public Goods

Bibliography

Baron, D., and R. Myerson. 1982. Regulating a monopolist
with unknown costs. Econometrica 50: 911-930.

Dasgupta, P., P. Hammond, and E. Maskin. 1979. The
implementation of social choice rules: Some general
results on incentive compatibility. Review of Economic
Studies 46: 185-216.

Gibbard, A. 1973. Manipulation of voting schemes:
A general result. Econometrica 41: 587-602.

Groves, T., and J. Ledyard. 1977. Optimal allocation of
public goods: A solution to the ‘free rider’ problem.
Econometrica 45: 783-809.

Groves, T., and J. Ledyard. 1986. Incentive compatibility
ten years later. In Information, incentives, and eco-
nomic mechanisms, ed. T. Groves, R. Radner, and
S. Reiter. Minneapolis: University of Minnesota Press.

Harris, M., and A. Raviv. 1981. Allocation mechanisms and
the design of auctions. Econometrica 49: 1477-1499.

Hurwicz, L. 1960. Optimality and informational efficiency
in resource allocation processes. In Mathematical
methods in the social sciences, ed. K. Arrow,
S. Karlin, and P. Suppes, 27-46. Stanford: Stanford
University Press.

Hurwicz, L. 1972. On informationally decentralized sys-
tems. In Decision and organization: A volume in honor
of Jacob Marschak, ed. R. Radner and C.B. McGuire,
297-336. Amsterdam: North-Holland.

Hurwicz, L. 1979. Outcome functions yielding Walrasian
and Lindahl allocations at Nash equilibrium points.
Review of Economic Studies 46: 217-225.

Ledyard, J. 1978. Incomplete information and incentive
compatibility. Journal of Economic Theory 18:
171-189.

Ledyard, J. and Roberts, J. 1974. On the incentive problem
with public goods, Discussion paper, no. 116. Center
for Mathematical Studies in Economics and Manage-
ment Science, Northwestern University.

Lindahl, E. 1919. Die Gerechtigkeit der Besteuerung.

Lund. Partial translation. In Classics in the theory of

public finance, ed. R. A. Musgrave and A. T. Peacock.
London: Macmillan, 1958.

Matthews, S. 1983. Selling to risk averse buyers with
unobservable tastes. Journal of Economic Theory 30:
370-400.

6155

Moore, J. and Repullo, R. 1986. Subgame perfect imple-
mentation, Working paper. London: London School of
Economics.

Myerson, R.B. 1981. Optimal auction design. Mathematics
of Operations Research 6: 58-73.

Myerson, R.B. 1985. Bayesian equilibrium and incentive
compatibility: An introduction. In Social goals and
social organization: Essays in memory of Elisha
Pazner, ed. L. Hurwicz, D. Schmeidler, and
H. Sonnenschein. Cambridge: Cambridge University
Press.

Palfrey, T. and Srivastava, S. 1986. Implementation in
exchange economies using refinements of Nash equi-
librium. Graduate School of Industrial Administration,
Carnegie-Mellon University, July 1986.

Palfrey, T., and S. Srivastava. 1987. On Bayesian
implementable allocations. Review of Economic Stud-
ies 54: 193-208.

Postlewaite, A., and D. Schmeidler. 1986. Implementation
in differential information economics. Journal of Eco-
nomic Theory 39: 14-33.

Roberts, J., and A. Postlewaite. 1976. The incentives for
price-taking  behavior in  large  economies.
Econometrica 44: 115-128.

Samuelson, P. 1954. The pure theory of public expenditure.
Review of Economics and Statistics 36: 387-389.

Satterthwaite, M. 1975. Strategy-proofness and Arrow’s
conditions: Existence and correspondence theorems
for voting procedures and social welfare functions.
Journal of Economic Theory 10: 187-217.

Schmeidler, D. 1980. Walrasian analysis via strategic out-
come functions. Econometrica 48: 1585-1593.

Walker, M. 1981. A simple incentive compatible scheme
for attaining Lindahl allocations. Econometrica 49:
65-71.

Incentive Contracts

Edward P. Lazear

Incentives are the essence of economics. The most
basic concept, demand, considers how to induce a
consumer to buy more of a particular good; that is,
how to give him an incentive to purchase. Simi-
larly, supply relationships are descriptions of how
agents respond with more output or labour to
additional compensation.

Incentive contracts arise because individuals
love leisure. In order to induce them to forgo
some leisure, or put alternatively, to put forth
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effort, some form of compensation must be
offered. The theme of this essay is that different
forms of incentive contracts deal with some
aspects of the problems better than others. The
strength of one type of contract is the weakness
of another. The labour market trades off these
strengths and weaknesses and thereby selects a
set of institutions. In what follows, the develop-
ment of the literature on incentive contracts is
briefly discussed. The emphasis is on concepts
rather than specific papers or authors, so the bib-
liography is far from exhaustive.

To discuss incentive contracts, the most gen-
eral concepts must be narrowed. This essay does
that in two ways. First, attention here is restricted
to the labour market. At a more general level,
incentive contracts can relate to other areas as
well. For example, the government may want to
have a space satellite built at the lowest possible
cost. To do so, incentives must be set appropri-
ately or the producer may charge too much or fail
to meet desired quality standards. This problem is
analogous to those that arise in the labour context,
but for the most part they are ignored, except
when isomorphic with the labour market para-
digm. Similarly, the law and economics literature
is another area where incentive problems are stud-
ied, usually in the context of accident liability
(see, for example, Green 1976; Polinsky 1980;
Shavell 1980). These specific questions are
ignored as well, except as they border on the
labour market context. Second, the focus is on
observability problems. Standard labour supply
functions, where hours of work can be observed
and paid, are incentive contracts. However, stan-
dard labour supply issues are eliminated from
consideration since they are dealt with in other
essays in The New Palgrave.

General Framework

An employer in a competitive environment
must induce a worker to perform at the efficient
level of effort or face extinction. The reason is
simple: if one employer can, through clever use
of an incentive contract, get a worker to per-
form at a more efficient level, that firm’s cost
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will be lower. Lower costs imply that higher
wages can be paid to workers and all workers
will be stolen from inefficient firms. As a result,
the objective function that is taken as standard
for the firm is:

where QO is output and E is worker effort. Thus
F(Q, E) is the compensation schedule that the firm
announces to the worker; C(E) is the worker’s cost
of effort function, to be thought of as the dollar
cost associated with supplying effort level E.

The competitive nature of the firm in factor and
product markets implies that the firm must maxi-
mize worker net wealth as in (1) subject to the zero
profit constraint:

Q =F(Q.E). (@)

Output is defined so that each unit sells for $1
(the numeraire). Thus (2) merely says that output,
0O, must be paid entirely to the worker otherwise
another firm could steal the worker away by
paying more.

The incentive problem arises because the
worker takes the compensation scheme F(Q, E)
as given and chooses effort to maximize expected
utility. Once the worker has accepted the job, his
problem is:

Max F(Q.E) — C(E). 3)

The worker’s effort supply function comes
from solving the first-order condition associated
with (3) or

_OF 00  OF

/
E)=— . ZX 47
CE) =563 T 9B’

“

which says that the worker sets the marginal cost
of effort equal to its marginal return to him. The
transformation of effort into output, (i.e. Q/0E)
depends on the production function. A convenient
specification is

Q=E+v, &)
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so that output is the sum of effort, £, and luck, v.

An incentive contract selects F(Q, E) subject to
the zero-profit constraint, (2), taking into account
that the worker behaves according to (4). There
are an infinite variety of incentive contracts that
are subsumed by F(Q, E). To make things clear,
we consider two polar extremes — the salary and
the piece rate (for a more detailed treatment, see
Lazear 1986).

Let us define a salary as compensation that
depends only on input so that F(Q, E) takes the
form S(E). An hourly wage is an example.
Irrespective of the amount that is produced during
the hour, the worker receives a fixed amount that
depends only on the fact that he supplies £ of
effort for the hour. (Of course, difficulty in mea-
suring £ may be a compelling reason to avoid this
form of incentive contract.) At the other extreme
is a piece rate where compensation depends only
on output so that F(Q, F) takes the form of R(Q).
There, no matter how much or how little effort the
worker exerts, his compensation depends only on
the number of units produced. Both salaries and
piece rates are incentive contracts; the first pro-
vides incentives by paying workers on the basis of
input. The second provides incentives by paying
on the basis of output. More sophisticated incen-
tive contracts, which blend the two or use multi-
period approaches are discussed later.

The Principal-Agent Problem

At the centre of the incentive contract literature is
the ‘principal-agent’ problem. The principal, say,
an employer, wants to induce its agent, say, a
worker, to behave in a way that is beneficial to
the employer. The problem is that the principal’s
knowledge is imperfect; either he cannot see what
the agent does (as in the case of a taxi driver who
can sleep on the job) or he cannot interpret the
actions (as in the case of an auto mechanic who
replaces a number of parts to correct a perhaps
simple malfunction). The incentive contracts that
can be used to address the problem were discussed
early by Ross (1973), Mirrlees (1976), Calvo and
Wellisz (1978) and by Becker and Stigler (1974).
The last in particular, uses a sampling approach.
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For example, a politician can be required to post a
large bond on taking office. If he is caught engag-
ing in some malfeasant behaviour, he forfeits the
bond. This contract is based on output, which is
observed infrequently or imperfectly. Other kinds
of incentive contracts are discussed in the follow-
ing sections.

Payment by Output

Sharecropping

One of the earliest examples of incentive contracts
that is based on output is sharecropping. In
sharecropping, the owner contracts to split the
output of the land in some proportion with the
individual who farms and lives on it. It was also
one of the first incentive schemes that was clearly
analysed (see Johnson 1950, and later Cheung
1969, and Stiglitz 1974). The original problem
as formulated in sharecropping can be seen as
follows.

Payment is conditional only on O and by some
fixed proportion so that the worker receives yQ.
Using (4) and (5), compensation of this sort
implies that the worker’s first-order condition is

C'(E)=v

so that the worker sets the marginal cost of effort
equal to y. But (5) implies that the marginal value
of effort is $1, which exceeds v so that the worker
puts forth too little effort. This is inefficient. Addi-
tionally, if the farmer can obtain land without
limit, he pushes his sharecropping acreage to the
point where the next unit of land has zero marginal
product. This is clearly inefficient but can be
remedied if landowners can select sharecroppers
and terms according to the amount of land each
works. Both the owner and worker could be made
better off if the worker could be induced, by
another incentive contract, to produce where C’
(E)=1.

Renting the land to the farmer and allowing the
farmer to keep all of the output accomplishes this.
Under rental, the worker’s compensation is
[O-Rent]. By (4) and (5), the worker is induced
to set C'(E) = 1; the marginal cost and marginal
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value of output are equated. Of course, rental does
not solve all of the problems. Absent in the pro-
duction function in (5) is that maintenance may be
required. For example, if the farmer does not
fertilize the land, it may not produce as well in
the future. A renter, who can move on to the next
plot after the soil is drained of minerals, has little
incentive to put resources into the land. Thus the
solution is to sell the land to the farmer. Then the
individual who works the land has the correct
incentives, either because he will continue to use
it in the future or because the sale price will reflect
the quality of the land. But sale of the land begs
most of the questions. The sale may not come
about because of the farmer’s capital constraints,
because of his lack of entrepreneurial skill, or
because of his distaste for risk. (Note that risk is
shifted from owners to farmers even in
sharecropping and renting. Only labour contracts
based exclusively on effort shift the risk entirely to
the owner.)

The sharecropping paradigm applies to indus-
trial production as well. Profit-sharing arrange-
ments are, in many respects, like sharecropping.
This is especially true when there is only one
worker. Partnerships are similar. The same
incentive problems arise. A worker who can
quit and move on to another firm without penalty
does not have the same desire to maintain the
equipment as the firm’s owner. Again the solu-
tion is to sell the capital to the worker, but this
simply redefines the owner. Then there is no
principal-agent problem because there is no
agent. This can be considered in more detail in
the next section.

Piece Rates

Piece-rate compensation is not much different
from sharecropping, the latter being a special
case of the former (see Stiglitz 1975). The owner
allows the worker (or farmer) to use his capital
(or land) and pays the worker according to some
function of output. In the simplest scheme, a linear
piece rate is used and the worker is paid rate R per
unit Q so that compensation is RQ. The worker’s
maximization problem (3) and (4) implies that the
worker sets C'(E) = R. The firm’s zero-profit
constraint in (2) implies that O = RQ or that
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R = 1. Thus the piece rate is efficient because
the worker sets the marginal cost of effort equal
to its marginal social value, $1.

The issue is only slightly more complicated if
capital is involved. A linear piece rate with an
intercept (i.e. compensation equal to 4 + RQ)
will do the job. This incentive contract achieves
first-best efficiency. The worker’s first-order con-
dition, (4), still guarantees that he sets C'(E) = R.
The intercept drops out. But the zero-profit con-
straint now becomes:

QO — rental costof capital = A + RQ.

The firm must ‘charge’ the worker for the cost
of using the capital, but how should this be done?
R can be reduced below 1 or 4 can be set to a
negative number. The answer is that 4 = —(rental
cost of capital) and R = 1. Since (4) does not
contain 4, the worker does not respond to changes
in A. However, reducing R below 1 causes the
worker to reduce effort. Thus the efficient incen-
tive contract, which also maximizes worker
wealth subject to the firm’s zero-profit constraint,
requires that R = 1. Zero profit requires that
A = — (rental cost of capital).

A major advantage to the use of piece rates as
an incentive contract is that it tolerates heteroge-
neity of worker ability. More able — that is, lower
effort cost — workers choose higher levels of effort
but are paid more. There is no inefficiency
involved in having workers of both types in the
firm. Of course, if capital is important so that the
worker is ‘charged’ 4 for the right to work on a
machine, only workers above some threshold
ability level will choose to work. But workers
self-sort. There is no need for the firm to do
anything other than pay the efficient piece rate,
in this case R = 1.

Linear piece rates are no longer appropriate
incentive contracts if workers are risk-averse. In
general, a non-linear scheme will do better but
will fail to achieve first-best solutions. As long
as asymmetric information exists, so that
individual actions cannot be observed and
contracted upon, Pareto optimal risk-sharing is
precluded (see Holmstrom 1979; Harris and
Raviv 1979).
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Payment of Relative Output

The study of relative compensation has become
increasingly important. There are two approaches
in this literature. The first, from Lazear and Rosen
(1981), characterizes the labour market as a tour-
nament, where one worker is pitted against
another. The one with the highest level of output
receives the winning prize (i.e. the high-wage job)
while the other gets the losing prize (i.e. the
low-wage job). By increasing the spread between
the winning and losing prizes, incentives are pro-
vided to work hard. The optimum spread induces
workers to move to the point where the marginal
cost of effort exactly equals the marginal (social)
return to it. The major advantages to payment by
tournament method are twofold. First, tourna-
ments require only that relative comparisons be
made. It may be cheaper to observe that one
worker produces more than another than to deter-
mine the actual amount that each produces. Sec-
ond, compensation by rank ‘differences out’
common noise. For example, sales may be low
because the economy is in a slump, which has
nothing to do with worker effort. Risk aversion
operates against penalizing or rewarding workers
for factors over which they have no control. But
since the slump affects both workers equally, rel-
ative comparisons are unaffected. The best worker
still produces more, even though both produce
small amounts.

Tournament-type incentive contracts induce
workers to behave efficiently if they are risk neu-
tral. They are easy to use but carry one major
disadvantage. Workers increase the probability
of winning, not only by doing well themselves
but also by causing the opponent to do poorly.
Thus tournaments discourage cooperation. This
results in wage compression, which works to dis-
courage the aggressive behaviour of workers who
are competing for the same job. Other work in the
area of tournament-type incentive contracts
includes Nalebuff and Stiglitz (1983), Green and
Stokey (1983) and Carmichael (1983).

The second approach, from Holmstrom
(1982), suggests that if levels of output can be
observed, then payments can be based, at least in
part, on a team average. As Holmstrom points out,
a tournament is not a sufficient statistic, so that
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using a team average allows the firm to better
address risk aversion. This incentive device also
takes out common noise. A peer average picks up
disturbances that are common to the industry and
allows the firm to cater to the tastes of risk-averse
workers.

Payment by Input

Observability of Effort

It is commonly alleged that payment of a salary or
hourly wage does not provide workers with the
appropriate incentives. Whether or not this is true
depends on the connection between the measure-
ment of time and measurement of effort. To see
this, suppose that effort can be observed perfectly,
but that output cannot be observed at all. For
example, suppose that it is easy to measure the
number of calories burned up by a worker during
his work day, but it is impossible to separate his
output from that of his peers. Payment by effort is
a first-best incentive contract. The compensation
scheme that pays the worker $1 per unit of effort
exerted induces him to set C'(E) = 1, which, as
we have seen, is first best. Note further that this is
first best even for risk-averse workers since com-
pensation does not vary with random productivity
shocks, v (see Hall and Lilien 1979).

The allegation that effort pay does not provide
incentives is based on the difference between
hours of work and effort. If hours were a perfect
proxy for effort, then payment of an hourly wage
would be an optimal incentive contract. But
because workers can vary work per hour, the
connection breaks down. Payment per hour pro-
vides appropriate incentives for choice of the
number of hours, but does not deal with what is
done within the hour.

Payment by Effort and Worker Sorting

Piece rates induce workers to sort appropriately.
Above, it was argued that workers who cannot
produce a sufficiently high level of output will
not come to a firm that ‘charges’ for use of capital.
Salaries (or hourly wages) that pay on the basis of
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an imperfect measure of effort encourage the
lower-quality workers to come to the firm. Lazear
(1986) demonstrates that a separating equilibrium
(see, e.g., Rothschild and Stiglitz 1976; Salop and
Salop 1976) exists where high-quality workers
choose to work at firms that pay piece rates and
low-quality ones choose salaries. The difference
in quality across firms might lead one to conclude
that movement to output-based incentive con-
tracts increases total output. In fact, the reverse
may well be true. In the same sense that screening
in Spence (1973) is socially unproductive, forcing
salary firms to adopt piece-rate incentive contracts
wastes resources on a potentially useless signal.

Incentive Contracts and Product Quality
Sometimes quantity is easier to observe than qual-
ity. The problem with incentive contracts that are
based on output quantity is that they induce the
worker to go for speed and to ignore quality. If
quality can be observed, then the worker can be
compensated appropriately for quantity and qual-
ity. The appropriate compensation function is
essentially the consumer’s demand for the product
as it varies with quality and quantity. But if quality
cannot be observed, payment by input ‘solves’ the
quantity/quality problem. If the worker is paid,
say, by hour, and is merely instructed to produce
goods of a given quality, he has no incentive to
deviate from that instruction. Compensation is
based only on input, so there is no desire to rush
the job. Of course, this requires a method of mon-
itoring effort cheaply (see Lazear 1986, for a full
discussion of the trade-offs).

Other Issues in Incentive Contracting

Efficient Separation and Long-Term
Investments

A properly structured incentive contract must
induce the correct amount of long-term invest-
ment. The problem is most clearly seen in the
context of specific human capital, as in Becker
(1962, 1975). Specific human capital is only valu-
able when the worker is employed at the current
firm. As such, workers are reluctant to invest in
specific capital because the firm may capriciously
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fire the worker, in which case the investment is
lost. Similarly, firms are reluctant to invest
because the worker may capriciously quit. The
incentive contract that Becker suggests is a shar-
ing of investment costs and returns by both
workers and firms (Hashimoto and Yu 1980,
model this more precisely). Kennan (1979) points
out that a particular kind of severance pay solves
the investment problem. It is akin to the liability
rules that are efficient in auto accident problems.
But as Hall and Lazear (1984) argue, these rules
may actually induce too much investment. Since a
worker is compensated for the full investment
whether work occurs or not, he has no incentive
to account for situations that make a separation
optimal. For example, if it were optimal to sever
the work relationship 25 per cent of the time, the
worker should behave as if a specific investment
that yields $1 return only yields $0.75. A full-
reimbursement severance pay arrangement
ensures a full $1, irrespective of the status of
work, and induces too much investment.

More general issues of efficient separation
arise in the labour market context, and incentive
contracts must be structured to deal with these
problems. Hall and Lazear (1984) consider a vari-
ety of different incentive contracts and conclude
that none generally achieves first best. One that
comes close to doing so is Vickrey’s (1961) bilat-
eral auction approach. There, compensation and
work are separated so that the worker and firm
have incentives to reveal the true relevant values.
Another scheme is coordinated severance pay,
suggested by d’Aspremont and Gerard-Varet
(1979). Sufficiently high penalties on the firm
associated with a worker’s refusal to work induces
the firm to behave in a manner that is apparently
first best.

Intertemporal Incentive Contracts

Sometimes, the fact that workers live for more
than one period allows contracts to be structured
in a way that solves incentive problems. This is
the subject of Lazear (1979, 1981). The problem is
that as a worker approaches the end of his career,
he has an incentive to shirk because the costs,
even of being fired, are reduced as his retirement
date draws near. A way to discourage shirking is to
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tilt the age-earnings profile and couple it with a
contingent pension. Young workers are paid less
than their marginal products; old workers are paid
more. In equilibrium, shirking is discouraged and
workers receive exactly their lifetime marginal
products. The distortion in the timing of the pay-
ments implies that workers do not voluntarily
choose to work the correct number of hours.
Thus hours constraints are required, an extreme
form of which is mandatory retirement. Other
work that has refined or provided empirical sup-
port for that concept is Kuhn (1986) and Hutchens
(19864, b).

There are other papers that focus on the
intertemporal aspects of incentive contracts.
The first, Fama (1980) argues that the market
provides a discipline on workers. In a spot mar-
ket, the wage that another firm is willing to offer
a worker next period depends on how well he did
last period. Fama shows that this can act as a
perfect incentive device. Of course, no
end-game problems are addressed by this mech-
anism, but it does demonstrate the possibility of
incentive provision even without explicit or
implicit contracts. The second idea is attributable
to Rogerson (1985). The emphasis here is on
risk-sharing, but the work has some features in
common with Fama (1980). In particular, mem-
ory plays a strong role in these incentive con-
tracts, so that an outcome that affects the current
wage also affects the future wage.

Intertemporal Strategic Behaviour by Firms

Once intertemporal contracts are considered, it is
necessary to examine the issue of opportunistic
behaviour by firms. It may be that a firm does not
know a worker’s cost of effort function, C(F).
Actions that the worker takes may reveal informa-
tion about that function. The firm can use that
information in subsequent periods against the
worker. As a result, the worker attempts to dis-
guise C(E), leading to inefficiencies. Such is the
case of salesmen, whose next period quota
depends on this period’s performance. In Lazear
(1986) it is shown that a properly structured con-
tract in a competitive labour market can undo the
effects of this kind of strategic behaviour. This is a
specific example of the general theorem on
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revelation presented in Harris and Townsend
(1981). It is also related to the literature on
planned economies, since bureaucrats tend to
make things look worse than they are to lessen
next period’s requirements or to increase next
period’s budget allocation (see, e.g., Weitzman
1976, 1980; Fan 1975).

Insurance

Finally, there is a closely related literature that
examines insurance contracts. That literature
focuses, for the most part, on the trade-off
between insurance and efficiency in the labour
market. Some of the more important papers in
that literature include Harris and Holmstrom
(1982), Grossman and Hart (1983) and Green
and Kahn (1983).

Conclusion

Although incentive problems are pervasive, the
market has found a number of solutions. These
involve payment by output of the piece rate or
sharecropping variety; payment by relative out-
put, exemplified by labour market tournaments;
payment by measured input, such as hours of
work; and multi-period incentive contracts. The
contracts do not always achieve the first best,
especially when risk aversion is an issue. Still,
the rich variety of institutions that address incen-
tive problems and the large amount of literature
devoted to study attest to the problem’s impor-
tance in the labour market context.
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Income

D. Usher

Like ‘supply’, ‘demand’, ‘rent’, ‘welfare’ and
‘utility’, the word ‘income’ is a part of common
speech that has entered economics as a technical
term. The Concise Oxford Dictionary defines
income as ‘receipts from one’s lands, work,
investment etc’. That meaning carries over into
economic theory, where, for instance, a consumer
may be said to maximize utility subject to an
income constraint or a firm may be said to maxi-
mize income accruing to its stockholders. The
meaning of income is somewhat modified in the
construction of income statistics. These are
employed in two quite distinct contexts: as the
basis for income taxation and as generalized to
national income.

In each context, the definition of income is
governed by the purpose of the statistics. Personal
and corporate income are defined to serve as
criteria for taxing people and corporations, the
main principles behind the definitions being equity
or fairness among people with different sources of
income and efficiency in the economy as a whole.
The purpose of income within the national
accounts is less easily defined. The national
accounts are an intricate set of statistics intended
to describe the economy as a whole, primarily but
not exclusively to facilitate counter-cyclical policy.
The simple concept of income as applied to a
person is extended to the entire nation in several
ways: national income is the sum of the earnings of
all factors of production; national product is the
value of output of all goods and services; national
expenditure is the sum of each person’s expendi-
ture on goods and services. All three would be
equal in a world without depreciation, indirect
taxation or subsidies. Income statistics also serve
as the basis for comparisons among regions, prod-
ucts and occupations; converted to real income,
they become the basis for the measurement of the
rate of economic growth.
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As a first approximation, we may say that
national income is the sum of all personal
incomes, but the definition of income for tax pur-
poses differs in several important respects from
the definition in the national accounts. The major
differences can be classified under the headings of
scope, intermediation and timing.

The scope of income is a trade-off between two
objectives, to include all benefits to consumers as
part of income, even benefits arising from
non-market activity, and to construct statistics
that are reasonably precise and beyond dispute.
The latter consideration is relatively more impor-
tant for tax purposes. Thus money values of the
services of owner-occupied housing, food grown
and consumed on farms, and direct provision of
food and lodging for the armed services, are usu-
ally included in national income but almost never
as part of the tax base. Housework, on the other
hand, is included in neither definition, giving rise
to the old paradox that the national income falls if
a man marries his housekeeper. There is an
ongoing debate in public finance as to whether
the base for personal taxation should be income as
a whole (consumption plus investment) or just
consumption.

The major issue in the timing of income con-
cerns capital gains which are sometimes included
in income for tax purposes but are never part of
the national income. They are excluded from the
national income so that beneficial changes in tech-
nology and other aspects of the economy appear
as part of income in the years when they materi-
alize as goods and services rather than when they
are first anticipated. Personal income is another
matter. A person becomes wealthy in the year his
assets appreciate, regardless of the dates of the
increases in the marginal products of the
corresponding capital goods. The usual justifica-
tion for including capital gains as part of taxable
income is that a person should be taxed when be
becomes wealthy, just as he is taxed when he earns
ordinary income.

The inclusion of capital gains in the tax base
creates several problems: assets may appreciate as
part of a general inflation; taxation of capital gains
may only be feasible when gains are realized
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rather than when they accrue; gain on human
capital is automatically exempt from the tax; tax-
ation of capital gain may be double taxation of the
return to capital because future tax on the earnings
to capital goods is discounted back in the price at
which the goods are sold. However, the exclusion
of capital gains from the tax base creates an incen-
tive for firms to seek ways to disburse money to
people as non-taxable capital gains rather that as
taxable income.

Both personal and national income are
defined net of the cost of intermediate products.
The income of the travelling salesman is net of
the cost of his car, and the national income is net
of the aggregate cost of transport for business
purposes — of the cost of haulage of goods, busi-
ness travel, and so on. The boundary between
final and intermediate products is sometimes
problematic. For example, it is not always clear
how to classify the business lunch, especially for
participants who would rather diet. Current
expenditure of government is classified in the
national accounts as consumption, yet it is argu-
able that most such expenditure is either inter-
mediate product (social overhead for the
economy as a whole) or intangible investment
(the obvious instance being current expenditure
on research).

Depreciation is like an intermediate product.
An input to production that is used up in the
course of the year or incorporated into output is
unambiguously intermediate, and its cost is
excluded on that account from the measure of
income. An input to production that lasts more
than a year but depreciates somewhat during the
first year is financially equivalent to the sum of
an ordinary intermediate product and an input
that only becomes available at the end of the
first year. To deduct depreciation from income
is to treat the intermediate component of invest-
ment like an ordinary intermediate good. On the
other hand, it is often difficult in practice to
determine what depreciation ought to be. The
tax code specifies rates of allowable depreciation
for each type of capital equipment, for it is more
important in this context to be precise and

Income

predictable than to be right. There is more flexi-
bility in the national accounts and an attempt is
made to measure the true loss over the year in the
value of capital goods. Loss of value may be
deterioration or obsolescence. Both belong as
part of depreciation, especially when obsoles-
cence is anticipated, for it makes no difference
at the time a machine is purchased whether it is
destined to deteriorate through use or to become
worthless as better machines are developed.
Unanticipated obsolescence is more problematic,
for there is something anomalous in reducing this
year’s national income for the fall in the value of
capital goods brought about by expected techni-
cal change next year when the benefit of the
change itself is excluded. Income would fall
though there would be no reduction of output in
the current year and people would be better off in
the long run.

See Also
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National Income
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Social Accounting
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Abstract

Income mobility means different things to dif-
ferent people. This article explains the six dif-
ferent mobility concepts used in the literature,
reviews the various indices used in the mobil-
ity literature to measure these concepts, sum-
marizes the difference the use of different
mobility concepts and measures makes in prac-
tice, presents the axiomatic approach to
income mobility, and discusses a number of
other issues that arise in the mobility literature.
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What is income mobility? Extensive surveys of
the income and earnings mobility literatures may
be found in Atkinson et al. (1992), Maasoumi
(1998), Solon (1999), and Fields and Ok
(1999a). (‘Income’ refers to income from all
sources while ‘earnings’ refers to income earned
in the labour market.) Mobility analysts agree on
one defining feature: ‘income mobility’ is about
how much income each recipient receives at two
or more points in time. In this way, income mobil-
ity studies are distinguished from studies of the
inequality and poverty aspects of income distribu-
tion, both of which are based (typically) on anon-
ymous cross sections or (less frequently) marginal
distributions of the joint distributions.
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The following notation is used throughout this
article. Let x = (x',. . , x") denote a vector of
‘incomes’ in an initial year. This vector is ‘per-
sonalized’ in the sense that the same recipient
units are followed over time. It is conventional
to array the recipients in the base year from lowest
income to highest. Whether this convention is
followed or not, it is essential to keep the same
order for subsequent years (or generations).
Denote the ordered vector in a subsequent year
by y = (v',. ., »"). The micro-mobility data, also
termed in the literature the pattern of ‘distribu-
tional change’, is summarized by the transforma-
tion x — y in the two-period case or more
generally the transformationx — y —z — ---in
the T-period case. The extent of mobility associ-
ated with the transformation x — y will be denoted
by m(x, y).

Beyond agreeing that income mobility studies
are about transformations of the type x — y orx —
-, the literature is marked by consid-
erable disagreement. This is because the term
‘income mobility’ connotes precise but different
ideas to different researchers. It is for this reason
that mobility analysts often have trouble commu-
nicating with each other, with other social scien-
tists, or with the general public. Furthermore,
these differences in notions of what income
mobility is remain even after agreement is reached
on a number of other aspects of the mobility under
consideration. These other aspects, discussed in
the following paragraphs, are whether the context
is intergenerational or intragenerational, what the
indicator of social or economic status is, and
whether the analysis is at the macro-mobility or
micro-mobility level.

One issue is whether the aspect of mobility of
interest is intergenerational or intragenerational.
In the intergenerational context, the recipient unit
is the family, specifically a parent and a child. In
the intragenerational context, the recipient unit is
the individual or family at two different dates. The
issues discussed in this article apply equally
to both.

Second, agreement must be reached on an
indicator of social or economic status and the

y—z— -
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choice of recipient unit. For brevity, I shall talk
about mobility of ‘income’ among ‘individuals’.

Third, the mobility questions asked and our
knowledge about mobility phenomena may be
grouped into two categories, macro and micro.
Macro-mobility studies start with the question,
‘How much economic mobility is there?’
Answers are of the type ‘a per cent of the people
stay in the same income quintile’, ‘b per cent of
the people moved up at least $1,000 while ¢ per
cent of the people moved down at least $1,000’,
‘the mean absolute value of income change was
$d,” and ‘in a panel of length T, the mean number
of years in poverty is ¢.” The macro-mobility
studies often go beyond this question to ask, ‘Is
economic mobility higher here than there and
what accounts for the difference?” Answers
would be of the type, ‘economic mobility has
been rising over time’, ‘4 has more upward mobil-
ity than B because economic growth was higher in
A than in B’, and ‘incomes are more stable in
C than in D because C has a better social safety
net’. Micro-mobility studies, on the other hand,
start with the question, ‘What are the correlates
and determinants of the income or positional
changes of individual income recipients?” The
answers to these questions would be of the type,
‘unconditionally, income changes are higher for
the better-educated’ and ‘other things equal,
higher initial income is associated with lower
subsequent income growth’.

These three issues — intergenerational versus
intragenerational, changes in the distribution of
what among whom, and macro-mobility versus
micro-mobility — help determine which kind of
mobility analysis is being undertaken. Yet major
differences remain. It is to these that we
now turn.

Mobility Concepts and Measures

At least 20 mobility measures have been used in
the literature. Many empirical mobility studies
divide base- and final-year incomes into quantiles
(for example, quintiles or deciles) and calculate
immobility ratios, mean upward movements, and
the like (Fields 2001). Other studies estimate

Income Mobility

correlation coefficients between base-year and
final-year incomes (Atkinson et al. 1992). In the
intergenerational mobility literature, it is common
to calculate intergenerational elasticities, that is,
the coefficient obtained when the logarithm of the
child’s income is regressed on the logarithm of the
parent’s (Solon 1999).

In each case, we may ask, what are the various
measures measuring? The essential answer is this:
different indices measure different underlying
entities. Whenever one of these underlying enti-
ties is measured, other information contained in
the joint distribution of initial and final incomes
is lost.

What are the different underlying entities that
the various income mobility measures measure?
The first distinction to be drawn is between mea-
sures of time independence and measures of
movement. The question asked by time-
independence studies is, how dependent is current
income on past income? One commonly used
measure of time independence is the beta coeffi-
cient commonly calculated in the
intergenerational mobility literature by regressing
the log-income of the child on the log-income of
the parent.

Movement studies ask a different question,
namely: in comparisons of incomes of the same
individuals between one year and another, or of
parents and children between one generation and
another, how much income movement has taken
place? The various movement indices in the liter-
ature may usefully be classified into five catego-
ries or concepts (‘concepts’ because they are
different underlying entities, not alternative mea-
sures of the same underlying entity).

Positional movement (or ‘quantile movement”)
is about the movement of individuals among var-
ious positions (quintiles, deciles, centiles, or
ranks) in the income distribution. An individual
experiences positional movement if and only if he
or she changes quintiles, deciles, centiles, or
ranks. Positional movement in a population is
greater the more such positional changes there
are and/or the larger these positional changes
are. King (1983) derived a broad class of posi-
tional movement indices axiomatically, one mem-
ber of which is
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Y~ |7z =yl
M —1— Ly
K(X,y) exp[ n - ,Ll(y) ]7

where vy is the observer’s degree of immobility
aversion, z; is the income level agent i would
have obtained if his or her rank order did not
change during the process x — y, and () is the
mean income in distribution y.

Like positional movement, share movement is
relative but it is relative in a different way. Share
movement takes place if and only if an individ-
ual’s income rises or falls relative to the mean.
Thus, an individual can experience upward or
downward share movement even if his or her
income in dollars is unchanged and/or if he or
she does not change position within the income
distribution. Share movement in the population
reflects the frequency and magnitude of these
individual share changes. One attractive index of
share movement in a population is the mean abso-
lute value of share changes

Vi K
ty Ml

1 n
Ms(x,y) = n Z
i=1

where i(x) and p(y) are the means of distributions
x and y respectively.

Another concept is non-directional income
movement (also called ‘flux’), which gauges the
extent of fluctuation in individuals’ incomes. To
illustrate, suppose that in a two-person economy
one person’s income goes up by $10,000 while
another’s goes down by $10,000. Those who see
an average income change of $10,000 are
non-directional income movement adherents.
Two indices of non-directional income move-
ment have been suggested by Fields and Ok
(1996, 1999b):

Z v —

Mp_o,(x,y)

and

Z [logy; — logx.

MF Ozx.y
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Suppose, however, that, when one person’s
income goes up by $10,000 and another’s goes
down by $10,000, the observer cares not only
about the amounts of the income changes but
also about their direction. Directional income
movement may be judged using a linear or a
concave valuation function. One valuation func-
tion which embodies concavity is the mean
change in log-incomes (Fields and Ok 1999a, b):

n

1
= > (logy; — logx)).

i=1

Mp_o,(x,y)

As a fifth and final notion of income move-
ment, consider how the income changes experi-
enced by individuals cause the inequality of
longer-term incomes to differ from the inequality
of' base-year incomes. Mobility as an equalizer of
longer-term incomes would judge that a pattern
of income change (1, 3) — (1, 5) would
disequalize longer-term income relative to the
base, while a pattern of income change (1,3)—
(5,1) would equalize longer-term income relative
to the base. This concept is well-established in
the literature (Schumpeter 1955; Shorrocks
1978b; Atkinson et al. 1992; Slemrod 1992;
Krugman 1992; Jarvis and Jenkins 1998), but
only recently has a class of measures of this
concept been proposed (Fields 2005). One fam-
ily within this class is

e=1—(I(a)/I(x)),

where x is the vector of base-year incomes, y is the
vector of final-year incomes, a is the vector of

average incomes, the i’th element of which is a'

xi_,'_y[
2
measure such as the Gini coefficient or the Theil

index.

We thus have six mobility concepts and a large
number of measures. Because these concepts are
fundamentally different from one another, it is
important for analysts to choose the concepts
that are of greatest interest to them and then mea-
sure those concepts. Let us now turn to a brief
empirical review of studies that have used two or
more of these concepts.

, and I(.) is a cross-sectional inequality
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Different Mobility Concepts in Practice

The previous section distinguished between time
independence, positional movement, share move-
ment, non-directional income movement, direc-
tional income movement, and mobility as an
equalizer of longer-term incomes. How do these
six concepts and the measures of them compare in
empirical work? Specifically, which country has
more mobility than another? Has mobility been
rising or falling over time within a country? Are
some groups in the population more or less mobile
than others?

The answers to these questions have been
shown empirically to depend on which mobility
concept is used. In comparing OECD countries,
some countries were found to be more mobile than
others with the use of measures of some concepts
and less mobile than others with the use of mea-
sures of other concepts (OECD 1996; 1997).
When we looked over time, in the United States
measures of four concepts (time independence,
positional movement, share movement, and
income flux) all peaked in 1980—5 but measures
of two other concepts did not: directional income
movement exhibits a saw-tooth pattern, while
mobility as an equalizer of longer-term incomes
exhibits a peak followed by a valley (Fields
et al. 2002; Fields 2005). In France, mobility
differences among demographic groups have
been explored (Buchinsky et al. 2004). The
answers to the questions “Who has more mobility:
women or men? Better-educated or less-educated
workers?” were shown to differ depending on
which mobility concept was used. By gender,
women in France have more time independence
and positional movement than men, less share
movement than men, about the same
non-directional and directional movement in
logs, and about the same amount of mobility as
an equalizer of longer-term incomes. By educa-
tion, those with the highest educational attain-
ments have less time independence and
positional movement, and if anything more share
movement, flux, and directional income move-
ment in logs. In Argentina, too, measures of the
six different concepts produced qualitatively dif-
ferent results (Sanchez Puerta 2005).
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Looking at changes over time, some mobility
indices increased, some decreased, and some
showed no clear trend. Comparing population
subgroups (genders, educational levels, age
ranges, regions, initial quintiles, and initial sec-
tor), some groups were found to have higher earn-
ings mobility for some concepts and lower
earnings mobility for others; no group was found
to have higher mobility than others for every
mobility concept. Finally, in both Venezuela and
Mexico, the time trend of mobility was found to
vary according to the notion of mobility measured
(Freije 2001; Duval Hernandez 2005).

The conclusion is that at both levels, macro and
micro, it makes an important qualitative differ-
ence which mobility concept is being gauged.
When a layperson asks an economist which of
two situations is the more mobile, the answer ‘It
depends’ is not very satisfying. An answer of the
type ‘Current incomes are more dependent on past
incomes in the United Kingdom than in the United
States (that is, the UK is /ess mobile in this respect
than the USA), but the United Kingdom has more
quintile movement than the United States (and
therefore is more mobile than the USA in this
sense)’ is more informative, even if less clear-cut
than the questioner may have been hoping for.

The Axiomatic Approach to Income
Mobility

We have seen that there are different income
mobility concepts and that the indices measuring
these concepts behave differently from one
another. How is the analyst to decide which
notion(s) best capture(s) the essence of ‘income
mobility’ for him or her? One approach is to
proceed axiomatically, that is, to say that ‘for
me, mobility is such and such’ and then to see
which concepts, if any, embody these axioms.
Two broad approaches to axiomatization may
be found in the literature. In one approach, mobil-
ity is conceptualized in social welfare terms
(Atkinson 1980; King 1983; Chakravarty
et al. 1985; Dardanoni 1993; Gottschalk and
Spolaore 2002; Ruiz-Castillo 2004). In the other,
a descriptive approach is used, wherein analysts
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specify the properties they wish income mobility
concepts and measures to possess, and then pro-
ceed to deduce which indices, if any, have these
properties (Cowell 1985; Fields and Ok 1996,
1999b; D’Agostino and Dardanoni 2005). The
work of Shorrocks (1978a, b) makes use of both
of these approaches. This difference between the
ethical and the descriptive axiomatizations in the
mobility literature parallels the two strands of the
inequality literature (Foster and Sen 1997): for
Atkinson (1970), inequality is the amount of
social welfare lost because incomes are distrib-
uted the way they are rather than being distributed
perfectly equally, whereas for Sen (1973, p. 2),
inequality is objective in the sense that ‘one can
distinguish between (a) “seeing” more or less
inequality, and (b) “valuing” it more or less in
ethical terms’. Note that under both the ethical
and the descriptive approaches the amount of
mobility recorded has or may have welfare signif-
icance. For example, many observers would say
that an economy with more directional income
movement has performed better than an economy
with less directional income movement.

The literature offers a wide variety of axioms,
some of which were designed with particular
mobility concepts in mind, others of which have
been explored to help sharpen what is meant by
‘mobility’. Shorrocks (1993) presents 12 axioms
for mobility and shows that they are mutually
incompatible. In view of their incompatibility,
there is a need for judgements as to which ones
an analyst wants a measure to embody.

Fields and Ok (1999a) and Fields (2001) have
suggested that analysts choose among the axioms
by considering their views on simple examples.
For example, consider the following three
situations:

I:(1,3) —(1,3)
II:(1,3) — (2,6)
Or: (2,6) — (4,12)

and the corresponding degree of mobility m(x, ).
(As above, — denotes a change in the ordered
(personalized) vector of incomes.) The axiom of
strong relativity, if accepted, would maintain that
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m(Ax, oy)= m(x, y) forall A, o > 0 and all x,y €
R If strong relativity is accepted, it requires that
Situations I, II, and III all have the same mobility.
In Situation I, the only sensible amount of mobil-
ity for there to be is zero, and therefore strong
relativity requires that Situations II and III also
have zero mobility. An analyst who sees non-zero
income mobility in Situations II and III is there-
fore not a strong relativity adherent.

Similarly, (weak) relativity specifies that m(/x,
2y)=m(x, y) for all 2 > 0 and all x,y € R, . This
axiom requires that Situations II and III have the
same mobility, though not necessarily the same
mobility as Situation I. Therefore, an analyst who
sees more mobility in Situation III than in Situa-
tion II is not a (weak) relativity adherent either.

The literature offers characterizations of some
of the mobility measures that have been used — for
example, Fields and Ok’s (1996, 1999b) measures
of non-directional and directional income move-
ment and Chakravarty et al. (1985) index of
mobility as welfare change. More commonly,
though, the axioms are used to state a number of
desirable properties and then display a measure or
a family of measures consistent with these
properties.

In summary, a fruitful way for the analyst to
choose which mobility concept(s) is (are) most
salient for oneself is to consider the axiomatic
judgements underlying each of the concepts. To
date, some but not all of the income mobility
concepts have been so characterized.

Other Issues

The income mobility literature has a number of
other issues that remain more or less contentious,
not because the different views have not been
worked out but because different analysts hold
genuinely different positions on a number of
important matters.

Is All Distributional Change ‘Mobility’ or Only
Some of It?

Lurking in the background of some writings on
income mobility is a fundamental difference of
opinion about what income mobility is. For the
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majority of analysts, the notion of ‘income
mobility’ has both absolute and relative compo-
nents. For example, if all incomes double, most
would judge there to be more mobility than if all
incomes remain unchanged. For some analysts,
though, the notion of ‘income mobility’ is rela-
tive only; therefore, the change in the mean needs
to be taken out, and ‘mobility’ applies only to
what is left.

Thinking of ‘mobility’ in this way can lead to
some controversial judgements. For example,
Chakravarty, Dutta and Weymark (hereafter
CDW) (1985) propose the following mobility
index:

Mcpw = (E(yagg) /E(b)) —1,

where E(.) is an equality measure, y,,, is a vector
of aggregate incomes over the observation period,
and b is the benchmark vector of incomes under
the assumption of complete relative immobility
following the first period. In the case in which £
(.) is a relative equality measure, the term E(b) is
replaced by E(x), where x is the vector of first-
period incomes. In the view of these authors
(CDW, 1985, p. 8): ‘Socially desirable mobility
is associated with income structures having posi-
tive index values while socially undesirable
mobility is associated with income structures hav-
ing negative index values.” Thus, given their
index, CDW judge that mobility contributes pos-
itively to social welfare if and only if y,q, is
distributed more equally than x. Thus, if all
incomes rise but the percentage gains are larger
at the top end of the income distribution than they
are at the bottom, mobility would be judged by
CDW to have been socially undesirable, in direct
contradiction to the quasi-Paretian welfare judge-
ment that an increase in some incomes with no
decline in others raises social welfare. This dif-
ference of views — whether ‘income mobility’
includes the growth aspect of distributional
change or whether ‘mobility’ is what remains
after growth has been taken out — underlies
much of the mobility literature, but rarely is it
made explicit.
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What Is ‘Relative Mobility’?

As already noted, the term ‘relative mobility’ is
used ambiguously, sometimes to refer to mobility
notions characterized by strong relativity m(Ax;
ay)= m(x; y) for all Z; « > 0 and all x,y € R
and sometimes to refer to those characterized by
weak relativity m(Ax, 1y)= m(x, y) for all 1 >
0 and all x,y € R, . Note that for both of these
relativity notions the basis for determining
whether a given individual is experiencing
upward or downward relative mobility is that
individual’s change in income relative to the
income changes of others.

However, the term ‘relative mobility” is used in
yet another sense, namely, to refer to positional
movements. On this view, an individual experi-
ences relative mobility if and only if he or she
changes position (quintile, decile, centile, or rank)
from base year to final year. For example, Jenkins
and Van Kerm (2003) break down trends in
income inequality into a ‘pro-poor income
growth’ component and an ‘income mobility’
component. The ‘income mobility’ component
involves re-rankings and only re-rankings. Thus,
for them as for some others, mobility is positional
movement and nothing more.

Finally, D’Agostino and Dardanoni (2005)
have yet a different definition of relative mobility.
For them, relative mobility involves a change in
an individual’s relative standing with respect to all
others, whereas absolute status is something that
can be derived by looking at data regarding the
individual taken in isolation.

This last point raises the issue of what is meant
by ‘absolute mobility,” to which we now turn.

What Is ‘Absolute Mobility'?

The term ‘absolute mobility’ is used in at least
three different ways in the income mobility liter-
ature. One way is to express a concern with gains
and losses of income rather than income shares or
positions. In this sense, the concept of directional
income movement and the various measures of
that concept are about absolute mobility. Second,
‘absolute mobility’ is sometimes used to mean
that the analyst is concerned with the absolute
value of income changes, as would be the case



Income Mobility

in studies of non-directional income movement,
or flux. Third, the term is used in the sense of
translation invariance, in the sense that, if all
initial and final incomes are increased by the
same amount, the new situation has the same
absolute mobility as the original one, that is,
m(x + o, y + o)= m(x, y).

As is the case elsewhere in economics, when a
term has more than one meaning within the same
literature, it is probably best to drop the term
altogether. Henceforth, researchers would do bet-
ter to speak of dollar-based, absolute-value-based,
or translation-invariant income mobility measures
in preference to ‘absolute mobility’.

Is ‘lncome Mobility’ Decomposable, and If So,
How?

Consider the total income mobility recorded in a
population. Under what circumstances can the
total be broken down into component parts?

Of the six income mobility concepts consid-
ered above, one involves the time-independence
aspect of mobility and the other five involve the
movement aspect of mobility. The time-
independence aspect of mobility is not decompos-
able. However, there have been decompositions
of various movement measures.

One type of decomposition is subgroup decom-
posability, that is, if the population is divided into
J subgroups, the total income mobility in the pop-
ulation as a whole equals a (possibly) weighted
average of the mobility in each of the subgroups:

m(x,y) = Z wimj(x, ).

A number of income mobility measures are
subgroup decomposable; examples are Fields
and OKk’s (1996, 1999b) non-directional income
movement measures

1 n
mi(x,y) =~ Iy, = il
=1

1 n
and my(x,y) = > [logy, — logx
i=1
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and their directional income movement measure

n

1
ms(x,y) =~ > (logy, — logxi).

i=1

A second kind of decomposition is into sub-
stantively meaningful components. There is a
long tradition in the sociology literature (for
example, Bartholomew 1982) of breaking down
the movement of individuals among occupations
or social classes into two component parts: (@)
changes that can be attributed to the increased
availability of positions in the better occupations
and social classes (‘structural mobility’) and ()
changes that can be attributed to increased move-
ment of individuals among occupations and social
classes for a given distribution of positions among
these classes (‘exchange mobility’). Bridging the
economics and sociology literatures, Markandya
(1982, 1984) proposes two alternative decompo-
sitions of income mobility along these lines. The
first defines exchange mobility as the proportion
of the change in welfare that could have been
obtained if the income distribution had stayed
constant through time, in which case structural
mobility is defined as the residual welfare change.
The second defines structural mobility as the
change in welfare that would have taken place if
the two-period or two-generation transition matrix
had exhibited complete immobility, in which case
exchange mobility is defined as the residual.
Along similar lines, Ruiz-Castillo (2004) shows
how the CDW (1985) index of welfare due to
mobility could be decomposed into either (a) a
precisely defined structural component and a
residual representing exchange mobility or (b) a
precisely defined exchange component and a
residual representing structural mobility. In all
these cases, the residual component makes the
decomposition exact but in a rather
unexciting way.

The results just cited do nof mean that an exact
additive decomposition of income mobility is
impossible. Fields and Ok (1996) show that their
mobility index my(x,y), =130 [y, — x| s
decomposable into the sum of appropriately
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defined structural and exchange components. In
the case of a growing economy, the decomposi-
tion equation is m(x,y) = (30 ¥ — Do xi)
+ 2 (iy<x) (Xi — ¥;). An analogous decomposi-
tion holds for a contracting economy. Along
similar lines, Fields and Ok (1999b) show that
their directional movement measure m3(x, y), =
S, (logy; — logy;) is decomposable into social
utility growth and social utility transfer compo-
nents. In all of these cases, the weakness of
Markandya’s and Ruiz-Castillo’s  residual
approaches is averted.

What Other Empirical Issues Arise?

Empirical researchers should bear in mind two
additional issues. One is that, as an empirical
matter, the longer the observation period, the
greater is the amount of mobility registered
(Atkinson et al. 1992). Therefore, care should be
taken not to compare, for example, two-year
mobility in one context with, for example, five-
year mobility in another.

Second, measurement error is a serious issue.
There is an ample literature on mismeasurement
of earnings levels but, as yet, only a very limited
literature on mismeasurement of earnings changes
(Deaton 1997; Bound et al. 2001). A task for the
future is to estimate empirically the effect of mea-
surement error on estimates of both macro-
mobility and micro-mobility.

Conclusions

The income mobility literature is fundamentally
unsettled. This is because the very term ‘income
mobility’ connotes different things to different peo-
ple. This article has reviewed a number of dimen-
sions in which differences arise: which of six
notions most accurately captures the fundamental
idea of ‘income mobility’, which indices best mea-
sure each of the concepts, which axioms best char-
acterize the essence of ‘income mobility’, how
income mobility has been evolving over time in
different countries, which demographic groups
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have more mobility than others in different settings,
and which theoretical refinements to the notion of
‘income mobility” hold the greatest promise.

Given the unsettled state of the field, before
researchers ‘do a mobility study’, it is important
that we specify which concept or concepts of
mobility we are considering, which measures of
these concepts we are using, and which questions
we are answering. More than once, when I have
given seminars, a member of the audience has
raised his or her hand and said, ‘But that’s not
what mobility is’. Let us do all that we can to
clarify what we are talking about so that we do
not talk past one another any more than we
have to.

See Also
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Income Taxation and Optimal
Policies

Louis Kaplow

Abstract

Various economic literatures address the ques-
tion whether first-best prescriptions for govern-
ment policy require modification because
redistributive income taxation distorts labour
supply and cannot achieve the distributive
ideal. Perhaps second-best rules for public
goods provision, corrective taxation, public
sector pricing, and other government activity
should reflect concerns about distribution and
labour supply distortion. Recent work demon-
strates, however, that in basic cases first-best
principles remain applicable. Demonstrations
make use of income tax adjustments that pre-
serve not only budget balance but also the
pre-reform distribution of utility.
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Optimal policy analysis is complicated by
problems of the second best. Two of the most
important problems — non-ideal distribution and
labour supply distortion — are intimately
connected with limitations of income taxation.
In a first-best world, individualized lump-sum
taxes can be used to achieve any desired distri-
bution without causing distortion. Accordingly,
the optimal design of other government policies
is dictated by familiar first-best rules: the Sam-
uelson cost-benefit test for public goods, the
Pigouvian prescription for externalities to
equate the full marginal social costs and bene-
fits, marginal cost pricing for publicly provided
goods and services and for regulated utilities,
and so forth.

In practice, however, informational limitations
require the use of distortionary instruments, nota-
bly labour income taxation, so even at the opti-
mum (Mirrlees 1971) the distributive ideal is not
achieved. Due to the second-best nature of the
optimal income taxation problem, it is natural to
consider whether first-best prescriptions for other
government policies should be modified in order
to assist the redistributive function. In addition,
such other policies — most obviously but not
exclusively those that raise or expend
revenue — may affect labour supply, which also
may require modification of standard policy rules.
Particularly since the explosion of interest in opti-
mal taxation in the 1970s, extensive literatures
have developed to address these issues in each
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particular context. Much work focuses on distor-
tion, some on distribution, and a portion considers
both simultaneously. A range of adjustments to
first-best formulas have been proposed, revisions
that in general depend on the initially prevailing
income tax and on the modification thereof that is
assumed to accompany the underlying policy
reform.

Another strand of research offers a new view
of the second-best problem in each of these areas
and allows a substantial synthesis across these
seemingly different contexts. To analyse these
issues, this literature employs a construction
under which the income tax modification
hypothesized to accompany any policy change
is one that, in combination with the altered pol-
icy, holds the distribution of utility constant. In a
simple standard model, it turns out that first-best
policy principles are applicable without refine-
ments: there is no need for distributive adjust-
ments since distribution is unaffected; and, as it
happens, holding distribution constant also
leaves labour supply unchanged, rendering
unnecessary any adjustments on account of
labour supply distortion.

The analysis of income taxation and optimal
government policy is best introduced in the most
fundamental setting, in which the only question is
whether a labour income tax should be
supplemented by differential commodity taxes.
As will be elaborated in the first section below,
the answer is negative in simple cases regardless
of whether the initial income tax is optimal, a
result that in an important sense displaces princi-
ples of Ramsey taxation (and, as will subse-
quently be noted, other applications of Ramsey
principles as well). The next section explains how
a range of government policies — including public
goods provision, regulation of externalities, and
public sector pricing — are all formally analogous
to differential commodity taxation. Hence, the
results (and qualifications) can readily be
extended, which allows for the understanding of
second-best problems in these disparate fields to
be unified substantially. Two final sections relate
the analysis to classical and contemporary work
and explore further implications of this approach
for second-best policy analysis.
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Commodity Taxation

The problem of optimal commodity taxation with
labour income taxation can be stated as follows.
Individuals choose commodity vectors x and
labour effort / to maximize the utility function
u(v(x), [ ), where v is a subutility function. This
form of the utility function entails what is referred
to as weak separability of labour: for a given level
of after-income-tax income, individuals will allo-
cate their disposable income among commodities
in the same manner regardless of the level of
labour effort required to earn that level of income.

An individual’s budget constraint requires that
expenditures, px(wl/), not exceed Dbefore-tax
income, wl, minus income taxes, 7(wl), which
can be negative, thereby allowing for net trans-
fers; p is the consumer price vector, w is an indi-
vidual’s wage, and x(w/) denotes the consumption
vector chosen by an individual who earns wl.
Individuals’ wages w have density fiw), and the
government is assumed to know this density but
not each individual’s wage, which renders indi-
vidualized lump-sum taxes infeasible. The con-
sumer price vector p is understood as the sum of a
producer price vector (taken to be constant and
equal to production costs) and a vector of com-
modity taxes (which, if negative, are subsidies).

The government’s maximization problem is to
select commodity taxes (equivalently, p) and an
income tax schedule 7(w/) to maximize a standard
concave social welfare function, subject to
meeting a given revenue requirement and
to incentive compatibility constraints deriving
from individuals’ maximization problems.
If commodity taxes are taken to be zero, we have
the optimal nonlinear income tax problem of
Mirrlees (1971).

Atkinson and Stiglitz (1976) demonstrated
that, when the income tax is set optimally, com-
modity taxes should be undifferentiated (i.e., uni-
form) in this basic setting. The derivation to
follow is taken from Kaplow (2006), who does
not require that the income tax be optimal and
provides a more intuitively accessible approach.

For any commodity tax reform, which changes
the consumer price vector from p to p’, suppose
that the income tax schedule is initially adjusted
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from T(wl ) to T° (wl ) such that V(p~, T°, wi)
= W(p, T, wl ) for all wi, where V is an indirect
subutility function indicating the maximized
value of v(x), subject to the budget constraint,
where p, 7, and w/ are taken as given. That is,
one adjusts the income tax schedule to the 7°(wl)
that restores the original level of subutility
achieved at each level of disposable income;
hence, T°(wl ) — T(wl) is the schedule of utility-
compensating changes in disposable income.

This income tax schedule adjustment has a
number of properties. First, if individuals do not
change their level of labour supply, they achieve
the same utility, for # depends only on v (which is
held fixed, given /) and /.

Second, faced with this income tax adjustment,
individuals will not in fact change their level of
labour supply: each individual’s (each type w’s)
total utility u for any choice of / after this com-
bined reform of commodity taxes and the income
tax precisely equals the total utility for that choice
of [ before the reform; therefore, whatever
[ previously maximized utility must continue to
do so.

Third, the hypothetical reform will in general
affect government revenue. Specifically, it can be
shown that there will be a surplus if and only if the
reform increases efficiency in the narrow
sense — by reducing aggregate distortion among
commodities — a condition that will prevail, for
example, if all commodity taxes (and subsidies)
are moved proportionally toward zero, including
the case of complete abolition of differential com-
modity taxation. The reason is that reducing con-
sumption distortion, ceferis paribus, raises
individuals’ utilities; because the income tax
adjustment is set to hold utility constant, it must
therefore reduce individuals’ disposable income
to offset what would otherwise be a utility
increase. Accordingly, net tax collections
must rise.

Finally, to complete the analysis, budget bal-
ance can be restored by further adjusting 7T to
rebate the surplus pro rata: T*(wl ) = T°(wl)
— ¢, where c is some positive constant. The result
is a Pareto improvement, for utility was
unchanged until this final stage of the reform. To
summarize, if any commodity tax reform is
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accompanied by an income tax adjustment that,
when combined with the underlying reform,
holds utility constant (until the rebate stage),
there is no effect on distribution, labour supply is
unchanged, and there is a surplus, allowing a
Pareto improvement, if and only if the underlying
commodity tax reform is efficient in a narrow,
conventional sense.

It is useful to consider the intuition behind this
result. It is familiar from the general theory of
second-best analysis (Lipsey and Lancaster
1956) that first-best conditions do not generally
govern once some distortion is introduced. How-
ever, in the present setting the only unavoidable
distortion is of the labour—leisure choice, and dif-
ferential commodity taxation does not help to
alleviate it. Thus, differential taxes involve the
cost of distorting consumption without any offset-
ting benefit. The reason that differential commod-
ity taxes cannot help offset the labour—leisure
distortion is the assumption of weak separability.
Just as different levels of labour supply do not
change preferences among commodities, so dif-
ferent consumption allocations do not change the
disutility of labour.

This result on the inefficiency of differential
commodity taxation provides an important bench-
mark for understanding and analysis. The conclu-
sion is subject to many qualifications, each of
which is best appreciated by reference to this
basic starting point. First, as follows immediately
from the preceding remarks, weak separability
may be violated. This is the point, first elaborated
by Corlett and Hague (1953), that it tends to be
efficient to tax leisure complements (perhaps
beach attendance or reading) and subsidize com-
plements to labour (possibly central city transit or
amenities). Second, preferences were taken to be
homogeneous, but if preferences depend on
unobservable ability it would be optimal to tax
commodities preferred by the more able
(independent of income per se), perhaps high-
brow art, and to subsidize those preferred by the
less able. Additional qualifications have been
offered, including, importantly, concerns with
administration and tax avoidance that may affect
income taxation, especially in developing
countries.

Income Taxation and Optimal Policies

The foregoing analysis is usefully contrasted
with that of Ramsey (1927) taxation, which
involves a substantial, widely known literature
that itself provides the foundation for much eco-
nomic analysis of myriad other policy applications
(including all those examined in the following
section). Most familiar is the rule that commodity
taxes should be inversely proportional to the elas-
ticity of demand, with refinements for demand
interdependencies. Also well known are modifica-
tions due to distributive concerns, which favour
taxing luxuries and subsidizing necessities, com-
mands that often conflict with the inverse elasticity
rule and thus require tradeoffs (Feldstein 1972;
Diamond 1975). As initially emphasized in
Atkinson and Stiglitz (1976), however, neither
prescription is apt if there is an income tax. In the
original Ramsey model in which all individuals are
identical and thus there are no distributive con-
cerns, the optimal tax is a uniform lump-sum
extraction (a limiting case of an income tax),
which, it should be noted, neither requires infor-
mation about individuals’ types nor is distribu-
tively objectionable in this setting. When
differences in earning ability are admitted, the
optimal tax is a nonlinear income tax, and in typ-
ical cases the lump-sum component involves a
uniform lump-sum subsidy. Nevertheless, optimal
commodity taxation still is not guided either by the
familiar inverse-elasticity rule or by the general
preference for harsher treatment of luxuries than
of necessities; as noted, in the basic case, optimal
differentiation is nil regardless of the demand elas-
ticity or how demand changes with income.

Paradoxically, the literatures that build upon
Ramsey’s path-breaking contribution are moti-
vated by second-best concerns, yet it turns out
that a more complete second-best analysis — nota-
bly, incorporating the income tax, the primary
distributive tool and also a central cause of
unavoidable distortion that calls for second-best
inquiry — returns us to a simple, first-best rule in
the benchmark case. Here, that prescription is
against differential commodity taxes on account
of the resulting distortion of consumption. As will
now be explained, this pattern of analysis is rep-
licated with regard to a broad range of government
policies.
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Government Policies Generally

The foregoing framework can be employed to
address the optimal provision of public goods,
the optimal control of externalities, and other gov-
ernment actions, as developed by Kaplow (1996,
2004, 2008). The reason is that departures from
firstbest rules in these contexts are formally anal-
ogous to differential commodity taxation and
hence are inefficient in the basic case
(a conclusion that also is subject to similar
qualifications).

To see this, suppose now that individuals have
the utility function u(v(x, e, g), /). Here, e is a
vector of externalities (suppose, for example, that
each element of e is the population’s total con-
sumption of the corresponding commodity in the
vector X), and g is a vector of public goods. This
functional form maintains the assumption that
labour is weakly separable from other sources of
individuals’ utility.

We can again consider reforms, here of com-
modity taxes (and subsidies) p, but now with the
thought of internalizing externalities, or of g.
Again, we can construct 7°(w/) such that indi-
viduals’ subutility v is kept constant if they
choose to supply the same level of labour. As
before, this reform is distribution neutral and in
fact induces all individuals to supply the same
labour effort. (A review of the foregoing analysis
will confirm that nothing depended on the fact
that the reform was only of commodity taxes or
that there were no externalities or public goods
involved.)

The question, then, is whether the intermediate
adjustment of the income tax schedule, from
T(wl) to T°(wl), will produce a surplus or a
deficit. With externalities, if, for example, one
sets all commodity taxes equal to the marginal
external effect of consumption on individuals’
utilities — the traditional Pigouvian prescription
(Pigou 1920) — there will be a surplus: individuals
may be better or worse off because of being sub-
ject to a different vector of commodity prices, and
they may be better or worse off on account of
changes in the levels of externalities; however, it
can be demonstrated that the net effect on revenue
is positive, essentially because of traditional
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efficiency considerations. (Note that the income
tax adjustment from T(w/) to T°(wl) taxes away
all sources of surplus and compensates for any
disutility; hence, the sign of the net revenue effect
is given by the sign of the total of all changes in
individuals’ surplus from the underlying reform.)
Observe that this result is very similar in spirit to
that on commodity taxation without externalities.
There, the optimum involves setting consumer
prices equal to true marginal resource costs of
commodities; with externalities, the same princi-
ple holds, but true resource costs now include not
only production costs but also effects on others’
utilities.

For public goods, the total revenue effect has
two components. The first (which is negative) is
the production cost of the public goods, and the
second is (by the method of construction of
T°(wl)) the integral of individuals’ surplus from
changes in the levels of the public goods. Hence,
there is a surplus (deficit) if and only if the reform
passes (fails) the Samuelson (1954) cost—benefit
test, which asks whether the integral of individ-
uals’ benefits exceeds the cost of producing the
public goods. The essence of the argument is
again similar to that for the basic case with com-
modity taxation. For example, supplying less of a
public good than dictated by the Samuelson test
corresponds to imposing a differential tax on a
private good. To push the analogy further, con-
sider a hypothetically decentralized regime in
which consumer prices for private goods corre-
spond to Lindahl prices for public goods, and
commodity taxes on public goods are defined as
the difference between the price charged to a
consumer in the imaginary regime and that con-
sumer’s marginal rate of substitution. The source
of the allocative inefficiency is again a failure of
the prices faced by consumers to equal true mar-
ginal resource costs.

In the present setting, therefore, moving to the
first best — now regarding internalization of exter-
nalities or provision of public goods rather than
setting commodity taxes in a simpler
world — makes possible a Pareto improvement.
Concerns about distribution and labour supply
effects caused by the income tax can be ignored
because they are moot.
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Similar logic can be employed to address other
areas of government policy, most obviously reg-
ulations that mimic corrective taxation but also
seemingly unrelated fields like public sector pric-
ing and utility regulation. Thus, marginal cost
pricing will be optimal in spite of distributive
concerns or the distortionary cost of raising
funds to meet deficits because, if the income tax
is adjusted in the manner described, distribution
will be unaffected and there will be a net surplus if
the reform is (narrowly) efficient in the basic case.

Historical Development of Second-Best
Policy Rules

First-best principles have a long and familiar lin-
eage. The command to internalize externalities is
inspired by Pigou’s (1920) classical treatment,
and the cost-benefit test for public goods is due
to Samuelson’s (1954) elegant formulation. It is
notable that Samuelson (1954) explicitly said that
he was considering a first-best setting in which
individualized lump-sum taxes permitted any
social welfare optimum to be implemented.

Second-best qualifications start with another of
Pigou’s (1928) books, in which he observed that,
on account of the resource cost of raising revenue,
public goods probably should have to meet a
higher standard. Refinements appeared in
Atkinson and Stern (1974), Diamond and Mirr-
lees (1971), and Stiglitz and Dasgupta (1971),
with subsequent research crystallized by Ballard
and Fullerton (1992). Analogous work on envi-
ronmental taxation — addressed to the possibility
of a ‘double dividend’ (a tax might both internal-
ize an externality and raise revenue distortion-
free) and qualifications implying a more negative
view of corrective policies — became intense in the
1990s (see Bovenberg and Goulder 2002;
Goulder 2002). Largely separate literatures pro-
posed second-best adjustments to account for dis-
tributive effects (Weisbrod 1968; Dréze and Stern
1987). See also Bos (1985) on public sector
pricing.

Much of this work builds on Ramsey’s (1927)
model of taxation and extensions thereof. Often,
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such analyses employ the original representative-
individual model in which distribution is immate-
rial; yet, at the same time, the possibility of
income taxation is ignored (specifically, the pos-
sible use of a uniform grant that, as noted above,
makes commodity taxation unnecessary) or the
income tax adjustments that are stipulated turn
out not to be distribution-neutral. Literature focus-
ing on distribution also often ignores the avail-
ability of the income tax.

The lessons presented in the prior sections
arise from another line of work that developed
intermittently and largely independently of the
foregoing literatures. Hylland and Zeckhauser
(1979) used a distribution-neutral income tax
adjustment with a special case of individuals’
utility functions to show that distributive weights
are inappropriate in cost-benefit analysis.
Shavell (1981) offers a similar demonstration
for legal rules. Christiansen (1981) and Boadway
and Keen (1993) show that, with an optimal
income tax, the basic cost—benefit test for public
goods is appropriate. Kaplow (1996, 2004, 2006,
2008) considers both distribution and labour sup-
ply distortion, does not require the income tax to
be optimal, and examines a broad range of gov-
ernment policies.

Implications

Ever since Lipsey and Lancaster (1956), econo-
mists have sought to develop principles to pro-
vide guidance in a second-best world; indeed, in
the area of taxation, the search had already
begun. The inability to achieve an ideal distribu-
tion without distortion is one of the most impor-
tant unavoidable deviations from the first best.
Thus, not surprisingly, substantial research
addresses second-best concerns regarding
income taxation and commodity taxation as
well as all manner of government policies that
may have distributive effects or influence gov-
ernment revenue.

Perhaps surprisingly, a number of first-best
principles prove to be rather robust in basic,
benchmark cases. Important caveats were noted,
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but, importantly, they are largely orthogonal to the
original second-best concerns that motivate most
research in these fields.

One further qualification deserves attention.
The present analysis assumes that the income tax
will be adjusted in a distribution-neutral manner.
This is hardly an unnatural assumption. For exam-
ple, if the initial income tax does not optimally
trade off distribution and distortion, the diver-
gence may arise from political forces that dictate
some other degree of redistribution. If so, partic-
ular reforms might be expected to leave that dis-
tributive balance unaltered.

Nevertheless, consider the possibility of
non-distribution-neutral  adjustments of the
income tax. As suggested in Kaplow (1996,
2004, 2008), a simple two-step decomposition is
illuminating in this case:

1. Assume that, initially, the underlying policy is
implemented in the previously hypothesized
distribution-neutral fashion.

2. Assume also that, a moment later, a further
income tax adjustment transforms the policy
in step 1 into the actually imagined policy.

Analysis of step 1 can proceed as before. Step
2, observe, is a purely redistributive reform.
Accordingly, the analysis is in the province of
optimal income taxation and involves the familiar
distribution-distortion trade-off. Significantly, the
analysis of step 2 is generic — that is, it is the same
regardless of whether step 1 involves changing
commodity taxes, one or another regulation, the
level of some public good, or indeed nothing at all
(a purely redistributive overall reform). For econ-
omists, this allows substantial specialization. Step
2 analysis must be undertaken anyway and, as
noted, tends to be independent of step 1. Step
1 analysis can be undertaken by experts on gaso-
line taxes, health care, electric utilities, and so
forth, who need not concern themselves with
redistribution. Policymakers can combine ana-
lyses as appropriate.

Specialization has an additional virtue in this
context: it facilitates communication, both
among researchers and to policymakers. For
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example, a study of a highway project that does
not focus on step 1 will need to include analysis
of (a) direct effects of the highway project (such
as on pollution or congestion), (b) what other,
budget-accommodating tax adjustment will in
fact be made in the long run (an exercise in
political economy), (c) an analysis of the effects
of the resulting change in the extent of redistri-
bution, and (d ) a social welfare assessment,
requiring choice of a social welfare function.
Relatedly, when studies of a highway project
reach different conclusions, the discrepancies
may arise from any combination of these four
components, making it difficult to compare and
synthesize research.

A particular concern arises with much work in
these literatures, both abstract and highly applied,
because step 1 is often combined with an incom-
plete analysis of step 2. For example, work might
identify a redistributive benefit from a policy; yet,
if there is not a complete analysis of redistributive
taxation, the likely associated increase in labour
supply distortion may be overlooked. Contrari-
wise, much work identifies increases in distortion,
failing to recognize that the increases are due to
effects on labour supply that accompany an
implicit increase in redistribution, the benefit of
which is omitted. Because of the original second-
best problem, involving redistribution through
distortionary taxation, redistribution is not an
unambiguous good because (usually) it comes at
a cost, and distortion — particularly of labour
supply — is not an unmitigated evil because
(frequently) it is symptomatic of an underlying
benefit. Analysis that incorporates one side of
the balance while excluding the other may be the
worst approach of all.

To summarize, Ramsey principles are widely
acknowledged and broadly employed as a foun-
dation for second-best policy analysis. However,
at least in developed economies in which an
income tax is feasible, the model’s most familiar
implications for differential commodity taxation
are inapt and, by extension, so are its applications
to public goods provision, regulation of external-
ities, public sector pricing, and other policy areas.
In the basic case, the problem of optimal
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redistribution — involving the trade-off of distri-
bution and labour supply distortion — is separable
from these other realms. Accordingly, traditional
first-best principles that focus on efficiency in the
area under consideration provide a useful bench-
mark. Complications abound, but for the most part
they do not replicate the adjustments called for by
the original Ramsey model or typical applications
thereof. Instead, they are best understood by direct
reference to the problem of redistributive income
taxation.
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Income-Expenditure Analysis

Income-Expenditure Analysis

Michael Artis

The term ‘income—expenditure analysis’ serves as
a short-hand expression for the dominant type of
conceptual framework for macroeconomic analy-
sis to emerge from the debate which crystallized
around Keynes’s General Theory (Keynes 1936).
As Coddington (1976) notes, income-expenditure
analysis was not the only thing to be learned from
the General Theory, but it has certainly been the
dominant one, forming the central message of
Keynesian economics as generally understood.
Although the term does not appear to have been
used by Keynes himself it is to be found, freely
used, in the early works of exposition of the Gen-
eral Theory and the Keynesian Revolution. At the
formal and simplest level it can be taken to refer to
the 45° ‘Keynesian Cross’ diagram, at a more
sophisticated level to the IS/LM analysis.

At the outset of the General Theory, Keynes
noted the inability of traditional theory to explain
the Great Depression. His analysis was evolved to
make good this deficiency and does so by
sidestepping the concerns of that theory, in that
the power of the price system to ensure the equil-
ibration of the economy is simply denied. Relative
prices being set on one side, the analysis focuses
on the interaction of flows of expenditure to
explain economic fluctuations and the determina-
tion of output. In the more familiar embodiments
of income-expenditure analysis, the abstraction is
clearer and proceeds further than it does in the
General Theory itself. In particular, both wages
and prices are taken as fixed, whilst the stock of
productive capital, wealth and the ‘state of expec-
tations’ are also taken as given. Capital markets
are imperfect. Keynes’s concept of the propensity
to consume is central and leads to the key result of
the multiplier. Because expenditures are cash-
constrained and output is demand-constrained,
an autonomous increment in demand relaxes the
constraint on spending and so on output, raising
incomes and so stimulating further ‘rounds’ of
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expenditures. The ultimate increase in demand
may exceed the initial stimulus. In the simplest
version of this analysis, exemplified in the
‘Keynesian Cross’ diagram, asset prices are
taken as fixed along with wages and commodity
prices. In the IS/LM version this restriction is
relaxed and demand increases may then spend
themselves at least partly in changes in asset
prices which in turn affect the desire to acquire
capital goods. In this way the multiplier process
may be attenuated if monetary conditions are tight
rather than passive.

The framework readily accommodates policy,
inviting the tools of fiscal and monetary policy to
be used in the management of demand with the
objective of output stabilization. Further, the anal-
ysis lends itself to quantification; with the addition
of a modelling of the wage-price sector and of the
foreign  exchanges (or capital flows),
income—expenditure analysis was the initial
basis for the construction of macroeconometric
models of the kind used by Finance Ministries
and Central Banks and indeed remains the basic
foundation for such models today.

The abstraction from relative prices of this
approach, its highly aggregative and often heavily
quantified nature has exposed income-
expenditure analysis to the criticism that it is
excessively mechanical (Coddington 1976)
describes it as ‘hydraulic’ Keynesianism in refer-
ence to this criticism and perhaps to the fact that
some early teaching machines of this model were
literally hydraulic); it was said to ‘lack micro-
foundations’. Modern temporary equilibrium the-
ory of the kind pioneered by, for example, Barro
and Grossman (1976) has supplied such
foundations — or, to be more accurate, has shown
how a general equilibrium model with fixed prices
generates properties which are very similar to
those to be found in income—expenditure
analysis — involuntary unemployment may exist,
the multiplier process is replicated, and fiscal and
monetary policy can be given a demand manage-
ment rationale, for example. The condition on
which these results are generated is that wages
and prices fail to equilibrate the model and this
condition is imposed as a stylized fact rather than
explained by the model itself, a weakness in the
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eyes of critics who would argue that the existence
of such rigidities implies unexploited opportuni-
ties for profitable trade to (well-informed) rational
agents. On the other hand, there appear to be a
number of reasons why wages and prices are in
fact sticky, supporting the principal strategic sim-
plification of income-expenditure analysis, whilst
modern exploration of the properties of rational
expectations models has confirmed the wisdom of
Keynes’s tactic of treating expectations as para-
metric in view of the problem of multiple equilib-
ria. Certainly, the resultant mode of analysis has
been very successful and still retains a dominant
place in macroeconomics, despite the flourishing
new classical school.
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Incomes Policies

Rupert Pennant-Rea

Keynes’s General Theory attacked the foundation
of the quantity theory of money — the proposition
that the level of activity is determined by real

Incomes Policies

forces. But though Keynes provided a new theory
of output, he offered no systematic explanation of
the price level. He simply took money wages as
given, and argued that their level was the key
determinant of all nominal magnitudes.

In How to Pay for the War Keynes took the
analysis further, presenting two complementary
theories of the determination of the rate of change
of money wages and prices. The rate of inflation
was affected on the one hand, by the pressure of
demand; on the other, by the attempt of workers to
maintain the real value of their incomes in a reces-
sion or when the terms of trade deteriorated.

These two explanations reinforce one
another in Keynes’s exposition, but they are
formally distinct. The pressure of demand may
explain the rate of change of wages indepen-
dently of any predetermined real wage; this
was one central implication of Phillips’s
(1958) study of the relationship between
money wage inflation and the level of unem-
ployment, and of later refinements of the Phil-
lips curve. However, the efforts of workers to
maintain real incomes may determine the rate of
change of money wages and prices relatively
independently of the pressure of demand
(though they may be affected by rapid changes
in the pressure of demand).

If the two processes are combined, the result
may be formulated as a relationship between the
pressure of demand and the rate of change of the
rate of inflation. In some writers’ view, the pres-
sure of demand leads to real wage bids which
cannot be satisfied and hence to cumulative rises
in wages and prices, as workers and employers bid
for shares of real income which total more than
one (Rowthorn 1977).

When the Phillips curve analysis was pre-
sented, it appeared to carry an important message
for macroeconomic policy: that there is a trade-off
between unemployment and the rate of inflation
(or between unemployment and the rate of change
of the rate of inflation). The inflation which was
believed to be associated with macroeconomic
expansion provided a constraint on such expan-
sion. If inflationary pressures could be reduced, it
was argued, economies could produce more.
From that perspective, the purpose of an incomes
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Incomes Policies

policy was to reduce the inflationary pressure
associated with any given level of demand.

Discussion of incomes policy often fails to
make it clear whether the policy is intended to
operate solely on nominal wages, or on real
wages. In fact, the distinction is important for
both analytical and practical reasons. If the level
of money wages is given and unrelated to real
variables (as Keynes appeared to suggest in the
General Theory), then it may be argued that the
role of incomes policy is to moderate the rate of
change of nominal magnitudes, with no particular
implications for real wages, or for the distribution
of income between wages and profits. In which
case, the pressure to disrupt an income policy will
logically come from groups intent on changing the
distribution of real income in their favour.

But if the level of money wages is the outcome
of bargaining over real incomes, then the purpose
of an incomes policy will usually be to persuade
workers to achieve lower real wages and thus
change the distribution of income. In which case,
the policy must either deal directly with the forces
which determine real incomes in the first place; or it
will be placed under considerable strain — perhaps
breaking down as those forces reassert themselves
(Tarling and Wilkinson 1977).

In reality, incomes policies have often been
justified as a way of reducing inflation in nominal
magnitudes; but they have also changed the dis-
tribution of income, usually by squeezing real
wages.

In the view of those who favour incomes pol-
icy, successful policies — those that have lasted the
longest and been associated with relatively low
rates of inflation — have been those which
(a) recognize explicitly that the distribution of
real income is at stake, and plan the rate of change
of money wages as part of a socio-political ‘deal’
(war-time policies are good examples); and/or
(b) are implemented when real national income
is growing rapidly, so that all real wages can
increase even as the distribution of real income
is changed.

Although labelled ‘incomes policy’, most such
policies are concerned only with wages. They
may sometimes be linked to controls on dividends
to provide an aura of ‘fairness’; or to a prices
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policy, in which case they are overtly a policy
for real incomes.

In the OECD countries five main types of
incomes policies have been tried. One version
relies on exhortatory guidelines. It does little
more than encourage employers and employees
to settle for lower increases in nominal wages and
salaries. As one author sympathetic to incomes
policy has argued, ‘a principal objective of
incomes policy must be to inform public opinion
and develop a consensus on the appropriate rate of
increase for most wages and salaries . ..” (Braun
1986). To this end, a government may set an
example itself in the sectors in which it is the
direct employer (such as the civil service) or the
indirect financier (as may be the case in some
nationalized industries). And the government
may also argue that monetary and fiscal expansion
will be restrained if inflation is ‘too high’.

If exhortation fails, a government may resort to
temporary measures, such as a wage freeze. For
example, it may be argued that a freeze is a tempo-
rary measure designed to adjust inflationary expec-
tations in such a way as to minimize the
consequences of deflationary policies. The most
dramatic examples of the use of temporary mea-
sures have occurred in countries suffering from
very rapid inflation (Argentina, Bolivia and Israel
in 1985, and Brazil in 1986), and have often been
accompanied by price freezes and currency reform.

A statutory norm involves a government lay-
ing down limits for the increase of nominal wages
allowed in any one year. The increase has usually
been couched in percentage terms, though some-
times this has been combined with an absolute
limit. The rate is set for the economy as a whole,
with increases beyond the norm being sanctioned
by some form of arbitration tribunal — usually on
the grounds of exceptional productivity growth.
This approach has been widely used in Britain,
and, from time to time, in the United States. The
relative success or failure of the statutory norm
has been determined by its consequences for the
rate of increase of real wages, and by the impact
on wage differentials of productivity-based
‘exceptions’.

Recognition that incomes policies are
concerned with the distribution of real income
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has led to the suggestion that nominal magnitudes
should be indexed. This usually means that wage
agreements contain automatic escalator clauses.
Such agreements are undermined when the
increase in real incomes implicit in nominal
wage negotiations cannot be sustained — as, for
example, when the quadrupling of oil prices in
19734 resulted in a transfer of real income from
the OECD countries to the oil producers. In such
circumstances, indexation can become a source of
explosive inflation, at least in the short term.
Milton Friedman has claimed (1974) that

widespread escalator clauses would make it easier
for the public to recognize changes in the rate of
inflation, would thereby reduce the time-lag in
adapting to such changes, and thus make the nom-
inal price level more sensitive and variable . . ..But,
if so, the real variables would be less sensitive and
more stable — a highly beneficial trade-off.

In short, indexation would allow governments
to disinflate (by appropriate monetary measures)
with the least harmful consequences for the real
economy. Wage earners would find that their
wages adjusted quickly to disinflationary policies.
Without that prompt adjustment, they would have
obtained unjustifiably large increases, which
would cause bankruptcies and unemployment.
Indexation may be favoured on other grounds.
For example, it may give confidence to particular
bargaining groups, who will therefore have no
incentive to bid for large increases in nominal
wages as a means of protecting real wages.

As a policy device, indexation was adopted by
several countries in the late 1940s, among them
Belgium, Luxembourg, Italy, Denmark and Nor-
way. During the 1970s indexation was introduced
in Britain, the Netherlands, Ireland, Switzerland
and Australia. Indexation had been common in
France until 1958, when it was abolished at the
same time as the franc was devalued. This proved
a pointer to the subsequent abandonment of
indexation in many other countries. Governments
found that indexation prevented them from
making desired changes in relative prices (such
as changes in exchange rates) which had implica-
tions for the distribution of income. In such
circumstances indexation is a device for institu-
tionalizing inflation.

Incomes Policies

A different automatic device for regulating wage
increases is the tax-based incomes policy (TIP).

In this scheme the government sets a norm for
wage increases. Firms that pay less than the norm
receive a reward, typically in the form of lower
corporate taxes. Those that pay more face a tax
penalty. A variant would provide employees with
tax incentives to settle for wage increases below
the norm.

Schemes of this type have been tried only in
the most general form. In Britain in 1977-8, for
example, the Labour government promised to
reduce income tax if the national increase in
wages was moderated. In Austria in 1967-8, the
government achieved a wage-tax bargain. When it
tried again, in 1974, its proposal was rejected by
the unions.

In practice, incomes policies have tended to
follow a sequence of initial acceptance and effec-
tiveness, followed by growing opposition and cir-
cumvention, and then breakdown. Explanations of
this phenomenon vary according to each author’s
view of the price mechanism. For example, some
economists argue that incomes policies fail because
they seek to over-ride market forces. An incomes
policy unsupported by suitably anti-inflationary
macroeconomic policies is bound to fail; but one
that is so supported is superfluous. Indeed it may do
microeconomic harm because it slows down and
distorts market adjustments: ‘the theory of incomes
policy, as opposed to the desperate “ad-hocery” of
practice, has not come to grips with resolving some
form of wage, dividend and price control with the
resource-allocating function that both goods and
factor prices are held to play’ (Ball and Doyle
1969; see also Paish 1986).

A different explanation of the failure of
incomes policy comes from those who take a
somewhat jaundiced view of the efficiency of
markets, particularly of the labour market. They
attribute failure to inefficient implementation —
imposing an incomes policy as part of a deflation-
ary package, rather than using it as part of an
expansionary programme. Other analysts point
to particular groups of workers who break
norms. Still others single out the impact of exter-
nal shocks, which destroy the assumptions on
which the policy had been framed.
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Incomplete Contracts

Oliver Hart

The past decade has witnessed a growing interest
in contract theories of various kinds. This devel-
opment is partly a reaction to our rather thorough
understanding of the standard theory of perfect
competition under complete markets, but more
importantly to the resulting realization that this
paradigm is insufficient to accommodate a
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number of important economic phenomena.
Studying in more detail the process of
contracting — particularly its hazards and
imperfections — is a natural way to enrich and
amend the idealized competitive model in an
attempt to fit the evidence better.

In one sense, contracts provide the foundation
for a large part of economic analysis. Any trade —
as a quid pro quo — must be mediated by some
form of contract, whether it be explicit or implicit.
In the case of spot trades, however, where the two
sides of the transaction occur almost simulta-
neously, the contractual element is usually
down-played, presumably because it is regarded
as trivial (although we will argue below that this
need not be the case). In recent years, economists
have become much more interested in long-term
relationships where a considerable amount of time
may elapse between the quid and the quo. In these
circumstances, a contract becomes an essential
part of the trading relationship.

Research on contracts has progressed along
several different lines. Two prominent areas of
work are principal-agent theory and implicit
labour contract theory. In these literatures, the
focus is on risk-sharing or income-smoothing as
the motivation for a contract; that is, on the gains
the parties receive from transferring income from
one state of the world or one period to another. For
example, in implicit contract theory, it is supposed
that workers are constrained in their ability to get
insurance or to borrow on the open market and
that employers therefore offer these services as
part of an employment contract.

While ‘income-smoothing’ is undoubtedly
important, there are arguably more fundamental
factors underlying the existence of long-term
contracts. A basic reason for long-term relation-
ships is the existence of investments which are to
some extent party specific; that is, once made,
they have a higher value inside the relationship
than outside. Given this ‘lock-in’ effect, each
party will have some monopoly power ex-post,
although there may be plenty of competition
ex-ante, before investments are sunk. Since the
parties cannot rely on the market once their rela-
tionship is underway, a long-term contract is an
important way for them to regulate, and divide up
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the gains from, their trade. This will be the case
even if the parties are risk neutral and have access
to perfect capital markets, that is, even if the
income-smoothing role is completely inessen-
tial. Moreover, in the case, say, of supply con-
tracts involving large firms, risk neutrality and
perfect capital markets may be reasonable
approximations in view of the many outside
insurance and borrowing/lending opportunities
available to such parties.

In spite of their importance, contracts whose
raison d’étre is the regulation of specific relation-
ships have been the subject of little analysis.
A notable early reference is Becker’s (1964) anal-
ysis of worker training. More recently,
Williamson (1985) and Klein et al. (1978) have
emphasized the difficulty of writing contracts
which induce efficient relationship-specific
investments as an important factor in explaining
vertical integration.

In this entry I will try to summarize what is
known theoretically about contracts of this type.
I will focus particularly on the problems which
arise when the parties write a contract which is
incomplete in some respects. Given the rudimen-
tary state of our knowledge of the area, the entry is
inevitably quite speculative in nature. The reader
who is interested in an elaboration of some of the
ideas presented here, and how they fit into the rest
of contract theory, might want to consult Hart and
Holmstrom (1987).

The Benefits of Writing Long-Term
Contracts Given Relationship-Specific
Investments

The role of a long-term contract when there are
relationship-specific investments can be seen
from the following example (based on Grout
1984). Let B, S be, respectively, the buyer and
seller of (one unit of) an input. Suppose that in
order to realize the benefits of the input, B must
make an investment, a, which is specific to S; for
example, B might have to build a plant next to
S. Assume that there are just two periods; the
investment is made at date 0, while the input is
supplied and the benefits are received at date 1. S’s

Incomplete Contracts

supply cost at date 1 is ¢, while B’s benefit func-
tion is b(a) (all costs and benefits are measured in
date 1 dollars).

If no long-term contract is written at date 0, the
parties will determine the terms of trade from
scratch at date 1. If we assume that neither party
has alternative trading partners at date 1, there is,
given B’s sunk investment cost a, a surplus of
b(a) — c to be divided up. A simple assumption
to make is that the parties split this 50:50 (this is
the Nash bargaining solution). That is, the input
price p will satisfy b(a) — p = p — c. This means
that the buyer’s overall payoff, net of his invest-
ment cost, is

ey

The buyer, anticipating this payoft, will choose
a to maximize (1), i.e. to maximize 1/2 b(a) — a.

This is to be contrasted with the efficient out-
come, where a is chosen to maximize total sur-
plus, b(a) — ¢ — a. Maximizing (1) will lead to
underinvestment; in fact, in extreme cases, a will
equal zero and trade will not occur at all. The
inefficiency arises because the buyer does not
receive the full return from his investment —
some of this return is appropriated by the seller
in the date 1 bargaining. Note that an upfront
payment from S to B at date 0 (to compensate
for the share of the surplus S will later receive)
will not help here, since it will only change B’s
objective function by a constant (it is like a lump-
sum transfer). That is, it redistributes income
without affecting real decisions.

Efficiency can be achieved if a long-term con-
tract is written at date 0 specifying the input price
p* in advance. Then B will maximize b
(a) — p* — a, yielding the efficient investment
level, a* An alternative method is to specify that
the buyer must choose a = a* (if not he pays large
damages to S) — the choice of p can then be left
until date I, with an upfront payment by S being
used to compensate B for his investment. The
second method presupposes that investment deci-
sions are publicly observable, and so in practice
may be more complicated than the first (see
below).
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We see then that a long-term contract can be
useful in encouraging relationship- specific
investments. The word ‘investment’ should be
interpreted broadly here; the same factors will
apply whenever one party is forced to pass up an
opportunity as a result of a relationship with
another party (e.g., A’s ‘investment’ in the rela-
tionship with B may be not to lock into C). That is,
the crucial element is a sunk cost (direct or oppor-
tunity) of some sort (an effort decision is one
example of a sunk cost). Note that the income-
transfer motive for a long-term contract is
completely absent here; there is no uncertainty
and everything is in present value terms.

Given the advantages of long-term contracts in
specific relationships, the question that obviously
arises is why we do not see more of them, and why
those we do see seem often to be limited in scope.
To this question we now turn.

The Costs of Writing Long-Term
Contracts

Contract theory is sometimes dismissed because
‘we don’t see the long-term contingent contracts
that the theory predicts’. In fact, there is no short-
age of complex long-term contracts in the world.
Joskow (1985), for example, in his recent study of
transactions between electricity generating plants
and mine-mouth coal suppliers finds that some
contracts between the parties extend for fifty
years, and a large majority for over ten years.
The contractual terms include quality provisions,
formulae linking coal prices to costs and prices of
substitutes, indexation clauses, and so on. The
contracts are both complicated and sophisticated.
Similar findings are contained in Goldberg and
Erickson’s (1982) study of petroleum coke.

At a much more basic level, a typical contract
for personal insurance, with its many conditions
and exemption clauses, is not exactly a simple
document. Nor for that matter is a typical house
rental agreement. On the other hand, labour con-
tracts are often surprisingly rudimentary, at least
in certain respects (for example, there is little
indexation of wages to retail prices or to firm
employment or sales; layoff pay is limited, etc.).
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Given that complex long-term contracts are
found in some situations but not others, it is nat-
ural to explain any observed contract as an out-
come of an optimization process in which the
relative benefits and costs of additional length
and complexity are traded off at the margin. In
the last section, we indicated some of the benefits
of a long-term contract. (The example considered
was sufficiently straightforward that the ideal
long-term contract was a simple noncontingent
one; however, with the inclusion of such factors
as uncertainty about payoffs and variable quality
of the input, the optimal contract would be a
(possibly much more complex) contingent one.)
But what about the costs? These are much harder
to pin down since they fall under the general
heading of ‘transaction costs’, a notoriously
vague and slippery category. Of these, the follow-
ing seem to be important: (1) the cost to each party
of anticipating the various eventualities that may
occur during the life of the relationship: (2) the
cost of deciding, and reaching an agreement
about, how to deal with such eventualities;
(3) the cost of writing the contract in a sufficiently
clear and unambiguous way that the terms of the
contract can be enforced; and (4) the legal cost of
enforcement.

One point to note is that a// these costs are
present also in the case of short- term contracts,
although presumably they are usually smaller. In
particular, since the short-term future is more pre-
dictable, the first cost is likely to be much reduced,
and so possibly is the third. However, it certainly
is not the case that there is a sharp division
between short-term contracts and long-term con-
tracts, with, as is sometimes supposed, the former
being costless and the latter being infinitely costly.

It is also worth emphasizing that, when we talk
about the cost of a long-term contract, we are
presumably referring to the cost of a ‘good’ long-
term contract. There is rarely significant cost or
difficulty in writing some long-term contract. For
example, the parties to an input supply contract
could agree on a fixed price and level of supply
for the next fifty years. They do not presumably
because such a rigid arrangement would be very
inefficient. (In some cases the courts will not
enforce such an agreement, taking the point of
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view that the parties could not really have intended
itto apply unchanged for such a long time. A clause
to the effect that the parties really do mean what
they say should be enough to overcome this diffi-
culty, however. In other cases, it may be impossible
to write a binding long-term contract because the
identities of some of the parties involved may
change. For example, one party may be a govern-
ment that is in office for a fixed period, and it may
be impossible for it to bind its successors. This
latter idea underlies the work of Kydland and Pres-
cott (1977) and Freixas et al. (1985)).

Due to the presence of transaction costs, the
contracts people write will be incomplete in
important respects. The parties will quite ratio-
nally leave out many contingencies, taking the
point of view that it is better to ‘wait and see
what happens’ than to try to cover a large number
of individually unlikely eventualities. Less ratio-
nally, the parties will leave out other contingen-
cies that they simply do not anticipate. Instead of
writing very long-term contracts the parties will
write limited term contracts, with the intention of
renegotiating these when they come to an end.
(A paper which explores the implications of this
is Crawford 1986). Contracts will often contain
clauses which are vague or ambiguous, some-
times fatally so.

Anyone familiar with the legal literature on
contracts will be aware that almost every contrac-
tual dispute that comes before the courts concerns
a matter of incompleteness. In fact, incomplete-
ness is probably at least as important empirically
as asymmetric information as an explanation for
departures from ‘ideal” Arrow—Debreu contingent
contracts. In spite of this, relatively little work has
been done on this topic, the reason presumably
being that an analysis of transaction costs is so
complicated. One problem is that the first two
transaction costs referred to above are intimately
connected to the idea of bounded rationality (as in
Simon 1982), a successful formalization of which
does not yet exist. As a result, perhaps, the few
attempts that have been made to analyse incom-
pleteness have concentrated on the third cost, the
cost of writing the contract.

One approach, due to Dye (1985), can be
described as follows. Suppose that the amount of
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input, ¢, traded between a buyer and seller should
be a function of the product price, p, faced by the
buyer: ¢ = f{p). Writing down this function is
likely to be costly. Dye measures the costs in
terms of how many different values g takes on as
p varies; in particular, if # {g|g = f(p) for some
p} = n, the cost of the contract is (n — 1)c, where
¢ > 0. This means that a noncontingent statement
‘q =5 for all p’ has zero cost, the statement ‘g =5
for p < 8, g =10 for p > 8’ has cost ¢, and so on.

The costs Dye is trying to capture are real
enough, but the measure used has some draw-
backs. It implies for example, that the statement
‘g = p'’? for all p’ has infinite cost if p has infinite
domain, and does not distinguish between the cost
of a simple function like this and the cost of a
much more complicated function. As another
example, a simple indexation clause to the effect
that the real wage should be constant (i.e. the
money wage = Ap for some A) would never be
observed since, according to Dye’s measure, it too
has infinite cost. In addition, the approach does
not tell us how to assess the cost of indirect ways
of making g contingent; for example, the contract
could specify that the buyer, having observed p,
can choose any amount of input g he likes, subject
to paying the seller ¢ for each unit.

There is another way of getting at the cost of
including contingent statements. This is to sup-
pose that what is costly is describing the state of
the world w rather than writing a statement per
se. That is, suppose that w cannot be represented
simply by a product price, but is very complex and
of high dimension — e.g., it includes the state of
demand, what other firms in the industry are
doing, the state of technology, etc. Many of
these components may be quite nebulous. To
describe the state ex-ante in sufficient detail that
an outsider, e.g. The courts, can verify whether a
particular state @ = & has occurred, and so
enforce the contract, may be prohibitively costly.
Under these conditions, the contract will have to
omit some (in extreme cases, all) references to the
underlying state.

Similar to this is the case where what is costly
is describing the characteristics of what is traded
or the actions (e.g. investments) the parties must
take. For example, suppose that there is only one
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state of the world, but that g now represents the
quality of the item traded rather than the quantity.
An ideal contract would give a precise description
of g. However, quality may be multidimensional
and very difficult to describe unambiguously (and
vague statements to the effect that quality should
be ‘good’ may be almost meaningless). The result
may be that the contract will have to be silent on
many aspects of quality and/or actions.

Models of this sort of incompleteness have
been investigated by Grossman and Hart (1987)
and Hart and Moore (1985) for the case where the
state of the world cannot be described and by Bull
(1985) and Grossman and Hart (1986, 1987) for
the case where quality and/or actions cannot be
specified. These models do not rely on any asym-
metry of information between the parties. Both
parties may recognize that the state of the world
is such that the buyer’s benefit is high or the
seller’s cost is low, or that the quality of an item
is good or bad or that an investment decision is
appropriate or not. The difficulty is conveying this
information to others. That is, it is the asymmetry
of information between the parties on the one
hand, and outsiders, such as the courts, on the
other, which is the root of the problem.

To use the jargon, incompleteness arises
because states of the world, quality and actions
are observable (to the contractual parties) but not
verifiable (to outsiders).

We describe an example of an incomplete con-
tract along these lines in the next section.

Incomplete Contracts: An Example

We will give an example of an incomplete con-
tract for the case where it is prohibitively costly to
specify the quality characteristics of the item to be
exchanged or the parties’ investment decisions.
Similar problems arise when the state of the
world cannot be described. The example is a var-
iant of the models in Grossman and Hart (1986,
1987), Hart and Moore (1985).

Consider a buyer B who wishes to purchase a
unit of input from a seller S. B and S each make a
(simultaneous) specific investment at date 0 and
trade occurs at date 1. Let Iz, Is denote,
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respectively, the investments of B and S, and to
simplify assume that each can take on only two
values, H or L (high or low). These investments
are observable to B and S, but are not verifiable
(they are complex and multidimensional, or rep-
resent effort decisions) and hence are non-
contractible. We assume that at date 1 the seller
can supply either ‘satisfactory’ input or ‘unsatis-
factory’ input. ‘Unsatisfactory’ input has zero
benefit for the buyer and zero cost for the seller
(so it is like not supplying at all). ‘Satisfactory’
input yields benefits and costs which depend on
ex-ante investments. These are indicated in Fig. 1.

The first component refers to the buyer’s ben-
efit, v, and the second to the seller’s cost, ¢. So
when Is = H, Iy = H,v =10 and ¢ = 6 (if input is
‘satisfactory’). From these gross benefits and
costs must be subtracted investment costs, which
we assume to be 1.9 if investment is high and zero
if it is low (for each party). (All benefits and costs
are in date 1 dollars.) Note that there is no uncer-
tainty and so attitudes to risk are irrelevant.

Our assumption is that the characteristics of the
input (e.g. whether it is ‘satisfactory”) are observ-
able to both parties, but are too complicated to be
specified in a contract. The fact that they are
observable means that the buyer can be given the
option to reject the input at date 1 if he does not
like it. This will be important in what follows.

An important feature of the example is that the
seller’s investment affects not only the seller’s
costs but also the buyer’s benefit and the buyer’s
investment affects not only the buyer’s benefit but
also the seller’s costs. The idea here is that a better
investment by the seller increases the quality of
‘satisfactory’ input; and a better investment by the
buyer reduces the cost of producing ‘satisfactory’
input, that is input that can be used by the buyer.

For instance, one can imagine that B is an
electricity generating plant and S a coal mine
that the plant is sited next to. /g might refer to
the type of coal-burning boiler that the plant
installs and Ig to the way the coal supplier
develops the mine. By investing in a better boiler,
the power plant may be able to burn lower quality
coal, thus reducing the seller’s costs, while still
increasing its gross (of investment) profit. On the
other hand, by developing a good seam, the coal
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supplier may raise the quality of coal supplied
while reducing its variable cost.

The first-best has Iz = Ig = H, with total
surplus equal to (10 — 6) — 3.8 =02 (if g = H
and Is = L, or vice versa, surplus = 0.1 and if
Iz = Is = L, no trade occurs and surplus is zero).
This could be achieved if either investment or
quality were contractible as follows. If investment
is contractible, an optimal contract would specify
that the buyer must set /[ = H and the seller
Is = H and give the buyer the right to accept the
input at date 1 at price p, or reject it at price py. If
10 > p; — po > 6, the seller will be induced to
supply satisfactory input (the gain, p; — po, from
having the input accepted exceeds the seller’s
supply cost) and the buyer to accept it (the buyer’s
benefit exceeds the increment price p; — po. If, on
the other hand, quality is contractible, the contract
could specify that the seller must supply input
with the precise characteristics which make it
satisfactory when Iz = Is = H. Each party
would then have the socially correct investment
incentives since, with specific performance, nei-
ther party’s investment affects the other’s payoff
(there is no externality).

We now show that the first-best cannot be
achieved if investment and quality are both
noncontractible. A second-best contract can
make price a function of any variable that is
verifiable. Investment and quality are not veri-
fiable (nor is v or c), but we shall suppose that
whether the item is accepted or rejected by the
buyer is, so the contract can specify an accep-
tance price, p, and a rejection price, po. In fact,
Po, p1 can also be made functions of (verifiable)
messages that the buyer and seller send each
other, reflecting the investment decisions that
both have made (as in Hart and Moore 1985).
The following argument is unaffected by such
messages and so, for simplicity, we ignore them
(the interested reader is referred to Hart and
Holmstrom 1987).

Can we sustain the first-best by an appropriate
choice of pg, p;? The seller always has the option
of choosing Is = L and producing an item of
unsatisfactory quality, which yields him a net
payoff of pgy. In order to induce him not to do
this, we must have
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pr—6—-19>p, ie p—ps=>79. (2)
Similarly the buyer’s net payoff must be no less
than — p since he always has the option of choos-
ing Iy = L and rejecting the input. That is,
10-p, —1.9 > —p,, ie.p;—py<8.1. (3)

So (p — po) must lie between 7.9 and 8.1.

Now the seller has an additional option. If he
expects the buyer to set Iz = H, he can choose
Is =L and, given that 8.1 > p; — po > 7.9, still be
confident that trade of ‘satisfactory’ input will
occur under the original contract at date 1 (the
buyer will accept satisfactory input since
v =9 > p; — po, while the seller will supply it
since p; — po >7 = ¢). But if the seller deviates,
his payoffrises fromp; — 6 — 1.9to p; — 7. (The
example is symmetric and so a similar deviation is
also profitable for the buyer) Hence the
Iz = Is = H equilibrium will be disrupted.

We see, then, that the first-best cannot be
sustained if investment and quality are both non-
contractible. The reason is that it will be in the
interest of the seller (or the buyer) to reduce
investment since, although this reduces social
benefit by lowering the buyer’s (or seller’s) bene-
fit, it increases the seller’s (or buyer’s) own profit.
The optimal second-best contract will instead
have Iy = H, Is = L (or vice versa), which will
be sustained by a pair of prices po, p; such that
9 > p; — po > 7. Total surplus will be 0.1 instead
of the first-best level of 0.2. (Note the importance
of the assumption that both the buyer and seller
can choose / = H or L. If only the buyer (or the
seller) can choose / = L, the first-best can be
achieved by choosing p; — po between 6 and 7
(or 9 and 10): any deviation by the buyer (or the
seller) will then be unprofitable since it will lead to
no trade.)

The conclusion is that inefficiencies can arise
in incomplete contracts even though the parties
have common information (both observe invest-
ments and both observe quality). The particular
inefficiency that occurs in the model analysed is in
ex-ante investments. Ex-post trade is always effi-
cient relative to these investments since p;, po can
and will be chosen such that v > p; — pg > ¢,
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i.e. the seller wants to supply and the buyer to
receive satisfactory input. The example can be
regarded as formalizing the intuition of Williamson
(1985) and Klein et al. (1978) that relationship-
specific investments will be distorted due to the
impossibility of writing complete contingent
contracts — note that this result is achieved without
imposing arbitrary restrictions on the form of the
permissible contract (e.g. we have not ruled out the
existence of long-term contracts from the start).
(There is one exception to this statement — we
have excluded the participation of a third party to
the contract; for a discussion and justification of
this, see Hart and Holmstrom 1987.)

The example may be used to illustrate a theory
of ownership presented in Grossman and Hart
(1986, 1987). It is sometimes suggested that
when transaction costs prevent the writing of a
complete contract, there may be a reason for firm
integration (see Williamson 1985). Consider the
payoffs of Fig. 1 and suppose that B takes over
S. The control that B thereby gains over S’s assets
may allow B to affect S’s costs in various ways,
and this may reduce the possibility of opportunis-
tic behaviour by S. To take a very simple (and
contrived) example, suppose that if S chooses
Is = L, B can take some action, o with respect to
S’s assets at date 1 so as to make S’s cost of
supplying either satisfactory or unsatisfactory
input equal to 9 (in the coal-electricity example,
o might refer to the part of the mine’s seam the
coal is taken out of; note that we now drop the
assumption that the cost of supplying unsatisfac-
tory input is zero). Imagine furthermore that this
action increases B’s benefit, so that B will indeed
take it at date 1 if S chooses L. Then with this extra
degree of freedom, the first-best can be achieved.
In particular, if p; = pg+ 6.1, I =I; = His aNash
equilibrium since, by the above reasoning, any

[B=H IB =L
I,=H (10, 6) 9,7
Iy=L 9,7 (6, 10)

Incomplete Contracts, Fig. 1
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deviation by the seller will be punished, while if
the buyer deviates, the seller will supply unsatis-
factory input given that p; < po + 7.

Note that if action o could be specified in the
initial contract, there would be no need for inte-
gration: the initial contract would simply say that
B has the right to choose o at date 1. Ownership
becomes important, however, if (i) « is too com-
plicated to be specified in the date O contract and
therefore qualifies as a residual right of control;
and (ii) residual rights of control over an asset are
in the hands of whomever owns that asset. The
point is that under incompleteness the allocation
of residual decision rights matters since the con-
tract cannot specify precisely what each party’s
obligations are in every state of the world. To the
extent that ownership of an asset guarantees resid-
ual rights of control over that asset, vertical and
lateral integration can be seen as ways of ensuring
particular — and presumably efficient — allocations
of residual decision rights. (While in the above
example, integration increases efficiency, this is in
no way a general conclusion. In Grossman and
Hart (1986, 1987), examples are presented where
integration reduces efficiency.)

Before concluding this section, we should
emphasize that for reasons of tractability we
have confined our attention to incompleteness
due to a very particular sort of transaction cost.
In practice, some of the other transactions costs
we have alluded to are likely to be at least as
important, if not more so. For example, in the
type of model we have analysed, although the
parties cannot describe the state of the world or
quality characteristics, they are still supposed to
be able to write a contract which is unambiguous
and which anticipates all eventualities. This is
very unrealistic. In practice, a contract might,
say, have B agreeing to rent S’s concert hall for a
particular price. But suppose S’s hall then burns
down. The contract will usually be silent about
what is meant to happen under these conditions
(there is no hall to rent, but should S pay
B damages and if so how much?), and so, in the
event of a dispute, the courts will have to fill in the
‘missing provision’. (A situation where it
becomes impossible or extremely costly to supply
a contracted for good is known as one of
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‘impossibility’ or ‘frustration’ in the legal litera-
ture.) An analysis of this sort of incompleteness,
although extremely hard, is a very important topic
for future research. It is likely to yield a much
richer and more realistic view of the way contracts
are written and throw light on how courts should
assess damages (this latter issue has begun to be
analysed in the law and economics literature; see,
e.g., Shavell 1980).

Self-Enforcing Contracts

The previous discussion has been concerned
with explicit binding contracts that are enforced
by outsiders, such as the courts. Even the most
casual empiricism tells us that many agreements
are not of this type. Although the courts may be
there as a last resort (the shadow of the law may
therefore be important), these agreements are
enforced on a day to day basis by custom, good
faith, reputation, etc. Even in the case of a serious
dispute, the parties may take great pains to
resolve matters themselves rather than go to
court. This leads to the notion of a self-enforcing
or implicit contract (the importance of informal
arrangements like this in business has been
stressed by Macaulay (1963) and Ben-Porath
(1980) among others).

People often by-pass the legal process presum-
ably because of the transaction costs of using
it. The costs of writing a ‘good’ long-term contract
discussed in section “The Costs of Writing Long-
Term Contracts” are relevant here. So also is the
skill with which the courts resolve contractual
disputes. If contracts are incomplete and contain
missing provisions as well as vague and ambigu-
ous statements, appropriate enforcement may
require abilities and knowledge (what was in the
parties’ minds?) that many judges and juries do
not possess. This means that going to court may
be a considerable gamble — and an expensive one
at that. (This is an example of the fourth transac-
tion cost noted in section “The Costs of Writing
Long-Term Contracts™.)

Although the notion of implicit or self-
enforcing contracts is often invoked, a formal
study of such agreements has begun only recently
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(see, e.g. Bull 1985), with a considerable stimulus
coming from the theory of repeated games. This
literature has stressed the role of reputation in
‘completing’ a contract. That is, the idea is that a
party may behave ‘reasonably’ even if he is not
obliged to do so in order to develop a reputation as
a decent and reliable trader. In some instances
such reputational effects will operate only within
the group of contractual parties — this is some-
times called internal enforcement of the contract —
while in others the effects will be more pervasive.
The latter will be the case when some outsiders to
the contract, for example other firms in the indus-
try or potential workers for a firm, observe unrea-
sonable behaviour by one party, and as a result are
more reluctant to deal with it in the future. In this
case the enforcement is said to be external or
market-based. Note that there may be a tension
between this external enforcement and the reasons
for the absence of a legally binding contract in the
first place — the more people can observe the
behaviour, the more likely it is to be verifiable.
The distinction between an incomplete con-
tract and a standard asymmetric information con-
tract should be emphasized here. It is the former
that allows reputation to operate since the parties
have the same information and can observe
whether  reasonable behaviour is being
maintained. In the latter case, it is unclear how
reputation can overcome the asymmetry of infor-
mation between the parties that is the reason for
the departure from an Arrow—Debreu contract.
The role of reputation in sustaining a contract
can be illustrated using the following model
(based on Bull (1985) and Kreps (1984); this is
an even simpler model of incomplete contracts
than that of the last section). Assume that a
buyer, B, and a seller, S, wish to trade an item at
date 1 which has value v to the buyer and cost ¢ to
the seller, where v > c¢. There are no ex-ante
investments and the good is homogeneous, so
quality is not an issue. Suppose, however, that it
is not verifiable whether trade actually occurs.
Then a legally binding contract which specifies
that the seller must deliver the item and the buyer
must pay p, where v > p > ¢, cannot be enforced.
The reason is that, assuming (as we shall) that
simultaneous delivery and payment are infeasible,
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if the seller has to deliver first, the buyer can
always deny that delivery occurred and refuse
payment, while if the buyer has to pay first, the
seller can always claim later that he did deliver
even though he did not. As a result, if the parties
must rely on the courts, a gainful trading oppor-
tunity will be missed.

The idea that not even the level of trade is
verifiable is extreme, and Bull (1985) in fact
makes the more defensible assumption that it is
the quality of the good that cannot be verified
(in Bull’s model, S is a worker and quality refers
to his performance). Bull supposes that quality is
observable to the buyer only with a lag, so that take
it or leave it offers of the type considered in the last
section are not feasible. As a result the seller always
has an incentive to produce minimum quality
(which corresponds in the above model to zero
output). Making quantity nonverifiable is a cruder
but simpler way of capturing the same idea (this is
the approach taken in Kreps 1984).

Note that in the above model incompleteness
ofthe contract arises entirely from transaction cost
(3), the difficulty of writing and enforcing the
contract.

To introduce reputational effects one supposes
that this trading relationship is repeated. Bull
(1985) and Kreps (1984) follow the supergame
literature and assume infinite repetition in order to
avoid unravelling problems. This approach, as is
well known, suffers from a number of difficulties.
First, the assumption of infinite (or in some ver-
sions, potentially infinite) life is hard to swallow.
Secondly, ‘reasonable’ behaviour, i.e. trade, is
sustained by the threat that if one party behaves
unreasonably so will the other party from then
on. While this threat is ‘credible’ (more precisely,
subgame perfect), it is unclear why the parties
could not decide to continue to trade after a devi-
ation, i.e. to ‘let bygones be bygones’ (see Farrell
1984.)

It would seem that a preferable approach is to
assume that the relationship has finite length, but
introduce asymmetric information, as in Kreps
and Wilson (1982) and Milgrom and Roberts
(1982). The following is based on some very
preliminary work that Bengt Holmstrom and
I have undertaken along these lines.
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Suppose that there are two types of buyers in the
population, honest and dishonest. Honest buyers
will always honour any agreement or promise that
they have made while dishonest ones will do so
only if this is profitable. A buyer knows his own
type, but others do not. It is common knowledge
that the fraction of honest buyers in the population
isT, 0 < m < 1. In contrast, all sellers are known to
be dishonest. All agents are risk neutral.

Assume for simplicity that a single buyer and
seller are matched at date O with neither having any
alternative trading partners at this date or in the
future. Consider first the one-period case. Then a
date 0 agreement can be represented as follows.
The interpretation is that the buyer promises to pay
the seller p; before date 1 (stage I); in return, the
seller promises to supply the item at date 1 (stage
IT); and in return for this, the buyer promises to
make a further payment of p, (stage III).

We should mention one further assumption.
Honest buyers, although they never breach an
agreement first, are supposed to feel under no
obligation to fulfil the terms of an agreement that
has already been broken by a seller (interestingly,
although this is a theory of buyer psychology, it
has parallels in the common law). Note that if a
buyer ever breaks an agreement first, he reveals
himself to be dishonest, with the consequence that
no further self-enforcing agreement with the seller
is possible and hence trade ceases.

What is an optimal agreement? Consider
Fig. 2. The seller knows that he will receive p,
only with probability w since a dishonest buyer
will default at the last stage. Since the seller is
himself dishonest, he will supply at Stage II only
if it is profitable for him to do so, i.e. only if

s —c > 0. 4)

Assume for simplicity that the seller has all the
bargaining power at date 0 (nothing that follows

Py P, Py
1 11 11T

Incomplete Contracts, Fig. 2
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depends on this). Then the seller will wish to
maximize his overall payoff

(&)

subject to (4) which makes it credible that he will
supply at stage II and also the constraint that he
does not discourage an honest buyer from partic-
ipating in the agreement at date 0. Since with (4)
satisfied, buyers know that they will receive the
item for sure, this last condition is

py+1py—c,

v—p —p, = 0. (6)

Note that a dishonest buyer’s payoff v — p; is
always higher than an honest buyer’s payoff given
in (6), so there is no way to screen out dishonest
buyers. In the language of asymmetric informa-
tion models, the equilibrium is a pooling one.

Since the seller’s payoff is increasing in py, (6)
will hold with equality (the buyer gets no surplus).
(More generally, changes in p; simply redistribute
surplus between the two parties without changing
either’s incentive to breach.) If we substitute for p;
in(5), theseller’s payoffbecomes v —p,(1 — ) —c,
which, when maximized subject to (4), yields the
solution p, = ¢/m. The maximized net payoff is

v—c/m, @)
which is less than the first-best level, v — c.

We see then that the conditions for trade are
more stringent in the absence of a binding con-
tract. If ¢/(m) > v > ¢, there are gains from trade
which would not be realized in a one-period
relationship.

Suppose now that the relationship is repeated.
Consider a two-period version of the above and
assume no discounting. Now the diagram shown
in Fig. 3 applies. That is, the agreement says that
the buyer pays, the seller supplies the first time,
the buyer pays more, the seller supplies a second
time, and the buyer makes a final payment. Rather
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than solving for the optimal arrangement, we shall
simply show that the seller can do better than in
the one period case. Let p; = ¢/m, p = ¢ and
p1=2v—c — (c)/n. Then (i) the seller will supply
at Stage IV (if matters have got that far), knowing
that he will receive p3 with probability &t (ii) both
honest and dishonest buyers will pay p, at Stage
111, the latter because, at a cost of ¢, they thereby
ensure supply worth v > ¢ at Stage IV; (iii) the
seller will supply at stage Il because this gives him
anet payoff of p, + mp; — 2¢ > 0, while if he does
not the arrangement is over and his payoff is zero;
(iv) an honest buyer is prepared to participate
since his surplus is non-negative (actually zero).

The seller’s overall expected net payoff is

pr+mtaps—2c=2v—c—c/n, (8)
which exceeds twice the one-period payoff. Hence
trade is more likely to take place in a two-period
relationship than in a one-period one. In fact it can
be shown that the above is an optimal two-period
agreement.

Repetition improves things by allowing the
honest buyer to pay less second time round
(Stage III) than third time round (Stage V). That
is, the arrangement back-loads payments. This is
acceptable to the seller because he knows that
even a dishonest buyer will not default at Stage
III since he has a large stake in the arrangement
continuing. To put it another way, the dishonest
buyer does not want to reveal his dishonesty at too
early a stage.

The same arrangement can be used when there
are more than two periods: the buyer promises to
pay c at every stage except the last, when he pays
(c¢/m). In fact the per period surplus of the seller
from such an arrangement converges to the first-
best level (v — ¢) as the number of periods tends to
oo (assuming no discounting, of course).

Although the above analysis is extremely pro-
visional and sketchy, we can draw some tentative

Fig. 3
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conclusions about the role of reputation and indi-
cate some directions for further research. First, the
notion of a psychic cost of breaking an agreement
seems to be a useful — as well as a not unrealistic —
basis for a theory of self- enforcing contracts. It is
obviously desirable to drop the assumption that
some agents are completely honest and others
completely dishonest, and assume instead that
the typical trader has a finite psychic cost of
breaking an agreement, where this cost is distrib-
uted in the population in a known way. In other
words, everybody ‘has their price’, but this price
varies. Preliminary work along these lines sug-
gests that the above results generalize; in particu-
lar, repetition makes it easier to sustain a self-
enforcing agreement.

Of course, asymmetries of information about
psychic costs are not the only possible basis for a
theory of reputation. For example, the buyer and
seller could have private information about v and
¢, and might choose their trading strategies to
influence perceptions about the values of these
variables (the role of uncertainty about v and ¢ in
determining reputation has been investigated by
Thomas and Worrall 1984). A theory of self-
enforcing contracts should ideally generate results
which are not that sensitive to where the asymme-
try of information is placed. The work of
Fudenberg and Maskin (1986) in a related con-
text, however, suggests that this may be a difficult
goal to achieve.

There are a number of other natural directions
in which to take the model. One is to introduce
trade with other parties. For example, the seller
may trade with a succession of buyers rather than
a single one. The extent to which repetition
increases per period surplus in this case depends
on whether new buyers observe the past broken
promises of the seller. (This determines the degree
to which external enforcement operates; more
generally, ‘a new buyer may observe that default
occurred in the past, but be unsure about who was
responsible for it.) If new buyers do not observe
past broken promises, repetition achieves nothing,
which gives a very strong prediction of the possi-
ble benefits of a long-term relationship between a
fixed buyer and seller. Even if past broken prom-
ises are observed perfectly, it appears that, ceteris

6195

paribus, a single long-term agreement may be
superior to a succession of short-term ones. The
reason is that in the latter case the constraint is
imposed that each party must receive non-
negative surplus over their term of the relation-
ship whereas in the former case there is only the
single constraint that surplus must be non-
negative over the whole term (see Bull 1985;
Kreps 1984).

Probably the most important extension is to
introduce incompleteness due to other sorts of
transaction costs, e.g. the ‘bounded rationality’
costs (1) and (2) discussed in section “The Costs
of Writing Long-Term Contracts”. The problem is
that the same factors which make it difficult to
anticipate and plan for eventualities in a formal
contract apply also to informal arrangements.
That is, an informal arrangement is also likely to
contain many ‘missing provisions’. But then the
question arises, what constitutes ‘reasonable’ or
‘desirable’ behaviour (in terms of building a rep-
utation) with regard to states or actions that were
not discussed ex-ante? Custom, among other
things, is likely to be important under these con-
ditions: behaviour will be ‘reasonable’ or ‘desir-
able’ to the extent that it is generally regarded as
such (for a good discussion of this, see Kreps
1984). This raises many new and interesting
(as well as extremely difficult) questions.

Summary and Conclusions

The vast majority of the theoretical work on con-
tracts to date has been concerned with what might
be called ‘complete’ contracts. In this context, a
complete contract means one that specifies each
party’s obligations in every conceivable eventual-
ity, rather than a contract that is fully contingent in
the Arrow—Debreu sense. In particular, according
to this terminology, the typical asymmetric infor-
mation contract found in the principal-agent or
implicit contract literatures (see Hart and
Holmstrom 1987) is complete.

In reality it is usually impossible to lay down
each party’s obligations completely and unambig-
uously in advance, and so most actual contracts
are seriously incomplete. In this entry, we have
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tried to indicate some of the implications of such
incompleteness. Among other things, we have
seen that incompleteness can lead to departures
from the first-best even when there are no
asymmetries of information among the
contracting parties (and, moreover, the parties
are risk neutral).

More important perhaps than this is the fact
that incompleteness raises new and difficult ques-
tions about how the behaviour of the contracting
parties is determined. To the extent that incom-
plete contracts do not specify the parties’ actions
fully, i.e. they contain ‘gaps’, additional theories
are required to tell us how these gaps are filled
in. Among other things, outside influences such as
custom or reputation may become important
under these conditions. In addition, outsiders,
such as the courts (or arbitrators), may have a
role to play in filling in missing provisions of the
contract and resolving ambiguities rather than in
simply enforcing an existing agreement. Incom-
pleteness can also throw light on the importance
of the allocation of decision rights or rights of
control. If it is too costly to state precisely how a
particular asset is to be used in every state of the
world, it may be efficient simply to give one party
‘control’ of the asset, in the sense that he is enti-
tled to do what he likes with it, subject perhaps to
some explicit (contractible) limitations.

While the importance of incompleteness is
very well recognized by lawyers, as well as by
those working in law and economics, it is only
beginning to be appreciated by economic theo-
rists. It is to be hoped that work in the next few
years will lead to significant advances in our for-
mal understanding of this phenomenon. Unfortu-
nately, progress is unlikely to be easy since many
aspects of incompleteness are intimately
connected to the notion of bounded rationality, a
satisfactory formalization of which does not yet
exist.

As a final illustration of the importance of
incompleteness, consider the following question.
Why do parties frequently write a limited term
contract, with the intention of renegotiating this
when it comes to an end, rather than writing a
single contract that extends over the whole length
of their relationship? In a complete contract
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framework such behaviour cannot be advanta-
geous since the parties could just as well calculate
what will happen when the contract expires and
include this as part of the original contract. It is to
be hoped that future work on incomplete contracts
will allow this very basic question to be answered.
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Incomplete Markets

Charles Wilson

Abstract

‘Incomplete markets’ describes a market struc-
ture in which there are effective constraints on
which bundles of goods may be exchanged
with each other. When incompleteness arises
from markets that are sequentially segmented,
some of the basic properties of general equilib-
rium are affected. First, equilibrium may not
exist even under the usual regularity assump-
tions. Second, allocations may not be Pareto
optimal, even after the limitations imposed by
the market structure are taken into account.
Third, if securities are denominated in nominal
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values, the equilibrium allocation is generally
not locally unique.
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Incomplete markets arise when agents are unable
to exchange every good either directly or indi-
rectly with every other agent. In the case of a
single market with no limitations on the exchange
of goods, relatively mild assumptions guarantee
the existence, Pareto optimality, and local unique-
ness of a competitive equilibrium. However, once
we impose restrictions on the trade of goods and
introduce sequential markets so that not all trade
take place in a single market, any one of these
properties may fail to be satisfied. A large litera-
ture has evolved that examines the conditions
under which different sets of securities generate
a complete set of markets and the properties of the
equilibrium allocations when they do not. In this
article I illustrate a few of the main ideas in this
literature.

A good starting point is the work of Arrow
(1973), who demonstrated that static competitive
analysis can be extended to deal with the case of
uncertainty, but only by expanding the set of
markets to include a separate price for each com-
modity in each state of the world. With a complete
set of markets in state contingent commodities, it
follows immediately that, under the usual condi-
tions on preferences, the competitive allocation
exists, is ex-ante Pareto efficient and locally
unique. Although this approach solves the prob-
lem of extending general equilibrium analysis to
deal with uncertainty, it strains the credibility of
the model by requiring an unrealistic number of
goods to be simultaneously exchanged. It is
important, therefore, to examine the extent to
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which the same allocation can be attained with a
different market structure requiring a smaller
number of instruments.

Consider an economy with S possible realiza-
tions of an uncertain state of the world with
N goods in each state. We will refer to the state
contingent good i in state s as good is. To allow for
more general market structures, we suppose that
all trading takes place in securities, which are
claims on the vector of state contingent goods.
A simple security promises delivery of one unit
of only one state contingent good. Observe that
any security may be represented as a linear com-
bination of simple securities. The span of any set
of securities is the set of state-contingent goods
that can be obtained by some linear combination
of those securities. A market is a set of securities
and a price vector at which they may be
exchanged. An Arrow—Debreu market is a market
consisting of the complete set of simple securities,
and an Arrow—Debreu allocation is the competi-
tive equilibrium for an Arrow—Debreu market.
A spot market for state s is a market in which
only the simple securities for s goods are traded.
We will always assume that the spot market for
each state s is ‘complete’ in the sense that the set
of feasible trades spans the set of all simple secu-
rities for state s.

To reduce the number of securities traded in
any market, Arrow considers a two-stage market
structure. In the first stage, before the state is
realized, all agents have access to a ‘securities’
market. In this market, there is one security /* for
each state s, which represents a claim of one unit
of each good in that state. In the second stage,
after the state is realized and the claims of the first-
stage securities are realized, the corresponding
spot market opens and the final allocation is deter-
mined by the spot market equilibrium. Arrow
demonstrates that, when agents have perfect fore-
sight of the future spot market prices, any
Arrow—Debreu allocation can be attained as a
competitive equilibrium for this two-stage market
structure. Since spot markets operate only when
the actual state is realized, the total number of
securities that are required to obtain the
Arrow—Debreu allocation is reduced from NS to
N+S.
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To demonstrate the logic of Arrow’s result, let
p(s) denote the vector of spot prices in state s and let
gs denote the first-stage price of security fs. Then,
defining pis = gspi(s) for each good is, we obtain an
NS vector (p;,) that defines the relative prices for all
state contingent goods. For example, to exchange
good is for good js', an agent exchanges security fsl
for security /* in the first-stage securities market and
then uses the spot markets to obtain the desired net
exchange. Alternatively, given a vector (p;,) of state-
contingent prices, we may obtain the equivalent
prices for the two-stage market by defining each
qs = Zp;s and each p(s) = p;/q,. Then, since each
agent effectively faces the same budget constraint in
both market structures, it follows that both market
structures generate the same equilibrium allocation
of goods.

Notice that the only role of the first-stage secu-
rities market is to transfer purchasing power
across states. For instance, the set of simple secu-
rities of good 1 would work just as well. The
essential requirement is that the set of securities
spans the set of all possible transfers of purchasing
power across states. Furthermore, so long as there
is an ‘insurance’ security for each state s that
delivers only state s contingent goods, the span-
ning condition is necessarily satisfied (at least if
the vectors of all spot prices are strictly positive).
Other sets of securities may also satisfy the span-
ning condition. However, the consideration of a
more general set of securities also introduces
some complications that may impact on the exis-
tence of equilibrium and the welfare analysis of
the market structure.

The problem is not just that the set of available
securities might not span the entire commodity
space. In fact, as long as all trade takes place in a
single market so that any feasible security can be
traded with another, the span of the market is
fixed. So if we simply redefine the commodity
space as the market span and restrict preferences
accordingly, the existence, Pareto optimality, and
local uniqueness of equilibria (for any basis of
securities) follow from the standard arguments.
With multi-stage markets, however, the security
markets are essentially segmented. Consequently,
a change in relative spot market prices may trans-
late into changes in the space of feasible transfers
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of purchasing power that may be obtained by
exchanging any given set of securities.

To illustrate, suppose there are only two goods
in each state and the first-stage securities market
consists of just two ‘forward’ securities, which
respectively represent the claim of one unit of
good X or one unit of good Y regardless of the
state. Now fix the spot market prices in each
state. Then since there are only two securities, it
follows immediately that the dimension of the
space of income transfers (measured, say, in
terms of good X in each state) that can be
obtained using the first- stage securities is at
most two. Furthermore, if there are more than
two states, the space of transfers that are spanned
by the securities market depends on the relative
prices in the different spot markets. For instance,
suppose that the relative spot prices are the iden-
tical in states 1 and 2. Then any transfer of
income to state 1 must be accompanied by the
same transfer of income to state 2. However, if
p(D)/p(1) < 1 < p(2)/p,(2), income can be
transferred from state 1 to state 2 by exchanging
one of forward security X for one unit of forward
security Y. For the general case with N goods and
S states, Townsend (1978) shows that when all
first- stage securities are forward securities, the
income transfers of these securities span R®, the
space of income transfers, if and only if there are
at least S securities and the set of spot market
price vectors are linearly independent.

The Existence of Equilibrium

When the dimension of the span of the transfers of
a set of securities depend on the prices in the spot
markets, the usual regularity assumptions on pref-
erences no longer guarantee the existence of an
equilibrium. Consider the following example
based on Hart (1975). There are two agents,
a and b, and two states. In each state there are
two goods, labelled X and Y which must be con-
sumed in non-negative amounts by each agent.
The preferences and endowments of the agents
are given in Table 1, where x,, and y,, are the
respective amounts of good X and Y consumed by
agent « in state s.
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Incomplete Markets, Table 1

Agent| Endowments Utility

X, 1) (X, 1)
a 2,2 11 3xa1 + Va1 + 3X%a2 t Va2
b a1 2,2) Xp1 + 3yp1 + Xpo + 3y

Agent a is endowed with two units of each
good in state 1 and one unit of each good in state
2. His marginal rate of substitution between X and
Y in either state is 3, and his marginal rate of
substitution between goods across states is
1. Agent b is endowed with one unit of each
good in state 1 and two units of each good in
state 2. His preferences are the same as those of
agent a except that the role of X and Y'is reversed.
It is easy to check that in the unique
Arrow—Debreu equilibrium, the price of all state
contingent goods must be equal.

Consider next the case in which the first-stage
market consists of the two forward securities. We
will show that a competitive equilibrium does not
exist. As above, let p.(s) and p,(s) denote the
equilibrium prices of goods X and Y in the state
s spot market, and let ¢, and g, denote the equi-
librium prices of the two forward securities. Now
suppose some agent « exchanges ¢, units of secu-
rity Y for g, units of security X. Then his income in
state s changes by the amount p.q, — p,q;.
Therefore, in equilibrium either (a) g./q, lies
between p.(1)/py(1) and px(2)/py(2), or (b)
gx/qy = pxl/pyl = px2/py2. Otherwise, one
security dominates the other in the sense that an
exchange of securities raises or lowers purchasing
power in both states.

We show first that case (b) in which the relative
spot prices are equal is not consistent with equi-
librium. In this case, an exchange of securities
leaves the income in both spot markets
unchanged. Consequently, the equilibrium alloca-
tion and prices in the spot market must be the
same as if no securities market existed. But the
solution to either spot market then yields the allo-
cation in which agent a obtains all three units of
good X and agent b all three units of good Y.
However, to clear the spot markets, the spot prices
in the two states must differ, with p,,/p,; = 2 and
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Dx2/Py2 = 1/2. We conclude that the relative spot
prices cannot be equal in equilibrium.

Now suppose the relative spot prices are dif-
ferent. Then, using both the securities market and
the spot markets, an agent may exchange good
X in state 1 for good X in state 2 at the relative
price (px(l)/py(l))([px(z)qy - py(z)qx]/[py(l)%c -
Dpx(1)g,]). Since markets are now effectively com-
plete, the equilibrium prices in the market struc-
ture with forward securities must generate an
Arrow—Debreu allocation. But we have already
observed that the prices of state contingent
goods must all be equal in an Arrow—Debreu
equilibrium. It then follows that the relative spot
prices in the two states must also be equal, which
contradicts our conclusion above. We conclude
that there is no competitive equilibrium for the
forward security market structure.

In this example, an equilibrium fails to exist for
the market structure with forward securities
because the dimension of the resulting space of
feasible net trades in state contingent goods
abruptly shrinks at certain prices. As the relative
prices of future securities and spot prices converge
to the same ratio, the volume of trade in future
securities that is required for a given transfer of
purchasing power across states goes to infinity.
Consequently, the demand functions for securities
may be unbounded even in regions where all
relative prices are bounded away from zero. To
avoid this problem, Radner (1972) imposes an
exogenous lower bound on short sales of securi-
ties and shows that this is sufficient to guarantee
the existence of equilibrium under standard
assumptions. Another approach is to assume that
the set of securities is sufficiently rich to guarantee
that the dimensionality of net trades does not vary
with the price as in Geanokoplos and
Polemarchakis (1986). Under these conditions,
the demand functions remain bounded and con-
tinuous, so there is no need for an exogenous
lower bound on excess demand. Kreps (1979)
also notes that the set of transfers for any set of
securities has full rank for almost all spot prices
and therefore that the existence problem is not
generic. A general theorem for the generic exis-
tence of equilibrium is established by Duffie and
Shafer (1985).

Incomplete Markets

Pareto Efficiency

As observed above, whenever the two-stage mar-
ket structure generates a complete set of markets,
the equilibrium allocation is an Arrow—Debreu
allocation and is therefore Pareto optimal. How-
ever, if the first-stage market does not span the
space of income transfers, then markets are not
complete and the equilibrium allocation is gener-
ally not Pareto optimal. In this case, it may be of
more use to restrict attention to a more limited set
of allocations that reflect the restrictions imposed
by the market structure. With the segmentation of
markets, however, it is not immediately obvious
how we should redefine the set of feasible alloca-
tions. For instance, if we permit a central planner
to reallocate securities in each spot market, then
any technologically feasible allocation can be
obtained. To capture the restrictions implied by
the market structure, therefore, we must impose
some restrictions on how the spot market securi-
ties may be allocated.

One possibility is to permit the central planner
to arbitrarily allocate securities in the first-stage
market, but leave the allocation of securities in the
spot markets to be determined by market clearing
prices. This approach leads to the following defi-
nition suggested by Hart (1975). Let F denote the
set of securities in the first- stage market. An
allocation of state contingent goods is constrained
Pareto efficient if (a) it is attained as an equilib-
rium in the spot markets for some feasible distri-
bution of securities in F, and (b) there is no Pareto
superior allocation of state contingent goods
attained as an equilibrium in the spot markets for
some other feasible distribution of securities in F.

We will show that when the number of securi-
ties in F is less than S, an equilibrium need not be
even constrained Pareto efficient. The reason is
that a redistribution of the ownership of securities
generally leads to a change in the spot market
prices and hence to a change in the vector of
income transfers associated with each security.
As we observed above, when the set of securities
in F does not span R®, the space of transfer vectors
that are spanned by the securities in F generally
depends on the spot market prices. Consequently,
the transfer of real income generated by the
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: il Agent Endowments Utility
Table 2 Caption missing X, 1) X 1)
L 1 2 12
a (0: 2) (25 0) Xal + ¢ min {xaz, yaZ}
b (2,0 0, 2) emin {xXp1, yp1} + Xpo
c (la 1) (17 1) Yel + Ye2

redistribution of securities following the adjust-
ment of prices in the spot markets typically lies
outside the span of the transfers generated by the
set of securities at the competitive equilibrium
prices. By redistributing existing securities, there-
fore, it may be possible to increase the welfare of
every agent in the economy.

To illustrate, consider an economy with three
agents, a, b and ¢, and two states of the world,
1 and 2. In each state s there are two goods,
labelled X and Y. Suppose the preferences and
endowments of the agents are given by Table 2,
where x,, and y,, are the respective consumption
of goods X and Y by agent « in state s.

In this economy, agent a is endowed with two
units of good Y in state 1 and two units of good
X in state 2. He consumes only good X in state
1 and always consumes an equal amount of both
goods in state 2. For each pair of units of the two
goods he consumes in state 2 he is willing to give
up ¢ units of his consumption of good X in state
1. The endowment and preferences of agent b are
the same except that the role of the two states is
reversed. Agent ¢ is endowed with one unit of
good X in both states but consumes only good Y.
His marginal rate of substitution between con-
sumption in the two states is one.

Suppose there is a single security that prom-
ises to deliver one unit of good X in each state.
Since there is nothing for which to exchange this
security, the equilibrium income and spot prices
in each state will be determined solely by the
endowments of the agents in that state. It is
easy to check that the relative price of the two
goods is one in both states. Agent a consumes
two units of good X'in state 1 and one unit of each
good in state 2. Agent b consumes one unit of
each good in state 1 and one unit of good X in
state 2. Agent ¢ consumes two units of good Y'in
both states.

Incomplete Markets, Table 3 Caption missing

Agent Endowments
X, 1) (X2, 12)
a (-2,2) (0, 0)
b (0, 0) (-2,2)
5, 1) G, 1)

Although the security will never be traded in
the market, it can still be used by the government
to redistribute purchasing power in the two states
and thereby change the spot prices. Suppose, for
instance, that agents @ and » must each supply
agent ¢ with two units of the security. Then the
effect is the same as if the endowments were
changed as to the endowments listed in Table 3.

For this economy the equilibrium price of good
Y in terms of good X in each state is 5/2. Agent
a consumes the three units of good Xin state 1 and
nothing in state 2. Agent b consumes nothing in
state 1 and all three units of good X in state
2. Agent ¢ consumes the three units of good Y in
both states.

Now compare the welfare of the two agents in
the two economies. Without the transfer pay-
ments, agents ¢ and b attain an expected utility
of 2 + ¢ while agent c attains an expected utility of
4. With the transfer payments, agent @ and b both
attain an expected utility of 3 while agent c attains
a utility of 6. Consequently, for 0 < ¢ < 1, the
equilibrium with transfer payments Pareto domi-
nates the equilibrium without transfer payments.
By transferring purchasing power to agent ¢ in
both states, the economy has made the price of
the goods demanded by agents a and b cheaper in
those states where they value their increased wel-
fare the most.

The possibility that securities can be
reallocated to attain a Pareto superior allocation
when markets are incomplete was first illustrated
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by Hart (1975). He provided an example in which
removing securities and hence decreasing the pos-
sibilities for trade actually resulted in a Pareto
superior allocation. The intuition is similar to
that provided in the example above. If markets
are not compete, the introduction of a new secu-
rity may change the spot market prices in such a
way that utilities of all agents decrease unless they
can make trades that are not available with the
existing set of securities.

Geanokoplos and Polemarchakis (1986) con-
sider a model with two periods and enlarge the
commodity space to include consumption before
the state of nature is realized. With a complete set
of spot markets in the second period and a com-
bined spot and securities market in the first period,
they establish that the competitive equilibrium is
almost never constrained Pareto optimal when-
ever the number of securities in F is less than
S and there are at least two goods in each state.
Geanokoplos et al. (1990) establish a similar
result for a general equilibrium model of the
stock market.

Nominal Securities and the
Indeterminacy of Equilibrium

Cass (1985) investigates the implications for equi-
librium when some of the securities are ‘nominal’.
These are securities in which the returns in any
state are denominated in some unit of account.
When all securities are nominal an equilibrium
always exists. However, if the dimension of the
span of these securities is less than S, the equilib-
rium is generally not locally unique. In fact, the
dimension of indeterminacy is generally equal to
S—1.

This result derives from the fact that the real
income actually transferred to any state by a nom-
inal security depends on the price level in that
state. Suppose the prices in each spot market
s are normalized so that they sum to ¢,. Then for
each vector, ¢ = (qy, . .. ¢s), any given nominal
security f that promises delivery of f; units of
income in each state s corresponds to a unique
‘real’ security which pays f;/g, units of each good
in each state s. Let gg, denote the real security

Incomplete Markets

(fi/91,- - -, fs/qs), and let F(g) denote the set of all
such securities generated by the initial set of nom-
inal securities. Then, for any security in F(g), the
relative prices in each state do not affect the
amount of real income that is transferred by any
given exchange of securities. Consequently, there
will generally be a locally unique equilibrium
associated with each vector g.

Suppose that the set of nominal securities does
not span R°. Then, any non-proportional change in
q (generically) changes the span of F(g). Conse-
quently, when we replace the market of nominal
securities with a market of real securities F(g), each
(normalized) vector g generally produces a distinct
equilibrium allocation. Observe, however, that
each of these allocations can be realized as an
equilibrium with the same set of nominal securities.
Therefore, since the dimension of normalized vec-
tors g is S — 1, it follows that the dimension of
equilibrium allocations associated with any incom-
plete set of nominal securities is generically S — 1.

Notice that this argument only works when the
set of nominal securities does not span RS. When
the span is complete, the possibilities for distrib-
uting real income using the artificial real securities
no longer depend on g. Consequently, any equi-
librium must yield an Arrow—Debreu allocation.

See Also

Arrow—Debreu Model of General Equilibrium
Multiple Equilibria in Macroeconomics
Uncertainty and General Equilibrium
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Increasing Returns to Scale

Spyros Vassilakis

The focus of this essay is the set of positive
propositions that can be obtained when technol-
ogy exhibits increasing returns to scale. The basic
incompatibility of perfect competition and
increasing returns to scale is examined separately
in a section on existence of equilibria, in which we
discuss how one should model economies
exhibiting such technologies, i.e. essentially how
to modify the Walrasian equilibrium concept in
order to guarantee existence of equilibria. Welfare
and purely empirical problems are not considered.
Definitions: A technology exhibits increasing
returns to scale if a proportionate increase in all
inputs allows for a more than proportionate
increase in outputs; in the single-output case,
this implies a decreasing average cost curve.

Division of Labour and Increasing
Returns to Scale

Adam Smith (1776), Babbage (1832), Marshall
(1890, 1919) and Young (1928) considered the
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process of division of labour as the main reason
why we observe technologies that exhibit increas-
ing returns to scale. A version of their arguments
runs as follows: Let 4 be the set of tasks to be
executed in order to produce good x; a partition
Ay,. .., A, is called a first-stage division of labour.
Each sub-task 4;, i = 1,..., n is executed by
(potentially but not necessarily) different kinds
of machinery and primary factors, to be called
first-stage intermediate goods. The set of tasks to
be executed in order to produce each first-stage
intermediate good is also subject to division of
labour, to be called second-stage division of
labour. Each subtask generated by a second-
stage division of labour is executed by intermedi-
ate goods, to be called second-stage intermediate
goods. Clearly, this process can go on indefinitely.
We say that the process of division of labour stops
at the nth stage if the n-stage intermediate prod-
ucts are all primary factors; a process is feasible if
it stops after a finite number of stages and if the
demand for primary factors that it generates does
not exceed supply. Suppose, now, that production
processes are indivisible, i.e. that when an inter-
mediate good is utilized in the production of some
other good, its quantity cannot fall short of a
minimum irreducible amount, to be called a
fixed cost. An increase in the degree of division
of labour is defined as either a finer partition of the
set of tasks to be executed in order to produce
some good, with the number of stages fixed; or an
increase in the number of stages. Clearly, then, an
increase in the degree of division of labour implies
an increase in fixed costs; discarding inferior divi-
sions of labour, therefore, means that an increase
in the degree of division of labour has to imply a
decrease in variable cost coefficients.

Smith (1776, p. 7) gave three reasons for such a
decrease:

first, ... the increase of dexterity in every particular
workman; secondly ..., the saving of the time which
is commonly lost in passing from one species of work
to another; and lastly ... the invention of a great
number of machines which facilitate and abridge
labour, and enable one man to do the work of many.

(See also Babbage 1832, ch. xix.) From now on,
the (degree of) division of labour and the degree of
increasing returns are used as synonyms.
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Adam Smith formulated the following propositions:

(1) The division of labour is limited by the extent
of the market (Book 1, ch. 3).

(2) The extent of the market is positively related

to population size and density, the amount of

natural resources and accumulated capital
available, and the ease of transportation

(Book 1, ch. 3; Book 2, pp. 259-61).

Small economies devote most of their

resources to agriculture, while large econo-

mies specialize in industry, because the latter
affords a greater degree of division of labour.

For exactly the same reason, increases in mar-

ket size decrease the price of industrial prod-

ucts relative to primary products, and as a

consequence the profit rate in industry

declines (Book I, ch. XI, pp. 242-7; Book

111, ch. I).

(4) Trade increases market size and allows each
trader (country, region, individual) to special-
ize and reap the benefits of increased division
of labour. Trade is therefore beneficial to all
parties involved, it increases real income of all
classes, and therefore should not be restricted
by governments (Book IV, ch. II; Book I,
ch. II).

(5) Economic activity is located in areas in which
transportation is least costly, and therefore in
areas with the largest potential for division of
labour and trade (Book L, pp. 18-21).

(6) The division of labour is limited by the stabil-
ity of the market (this is not explicitly stated
by Smith, but a number of passages indicated
that he was aware of it: Book I, p. 21; Book
IV, p. 430).

)

Notice that (1), (2) and (6) are general propo-
sitions, while (3), (4) and (5) are applications.

Proposition (1) has generated many important
subsidiary propositions, to be described below.
Smith used it to derive (3), (4) and (5) without
paying attention to the fact that he never demon-
strated how the division of labour is determined
(as opposed to limited) by the extent of the
market.

Increasing Returns to Scale

Marx (1867, Vol. I, Part IV, section 4), Young
(1928), Coase (1937) and Stigler (1951) utilized
Proposition (1), often unwittingly, to provide the
rudiments of a theory of vertical integration and
production roundaboutness. Marx (1867, Vol. I)
considered the two as different aspects of the same
problem, i.e. vertical (dis)integration is ‘division
of labour in the society’ and production round-
aboutness is ‘division of labour in the workshop’.
The following quotation is from Book I, ch. XIV,
section 4, p. 355:

But what is it that forms the bond between the
independent labours of the cattle-breeder, the tan-
ner, and the shoemaker? It is the fact that their
respective products are commodities. What, on the
other hand, characterizes division of labour in man-
ufactures? The fact that the detail labourer produces
no commodities. It is only the common product of
all the detail labourers that becomes a commodity.
Division of labour in society is brought about by the
purchase and sale of the products of different
branches of industry, while the connexion between
the detail operations in a workshop is due to the sale
of labour-power of several workmen in one capital-
ist, who applies it as combined labour-power. The
division of labour in the workshop implies concen-
tration of the means of production in the hands of
one capitalist; the division of labour in society
implies their dispersion among many independent
producers of commodities. While within the work-
shop, the iron law of proportionality subjects defi-
nite numbers of workers to definite functions, in the
society outside the workshop, chance and caprice
have full play in distributing the producers and their
means of production among the various branches of
industry.

Marx also saw that the degree of vertical inte-
gration is higher the higher the degree of market
imperfection:

the distinction between division of labour in society
and in manufacture was practically illustrated to the
Yankees. One of the new taxes devised at Washing-
ton during the Civil War, was the duty of 6% ‘on all
industrial products’. Question: What is an industrial
product? Answer of the legislature: A thing is pro-
duced ‘when it is made’, and it is made when it is
ready for sale ....The New York and Philadelphia
manufacturers had previously been in the habit of
‘making’ umbrellas with all their belongings. But
since an umbrella is a mixtum compositum of very
heterogeneous parts, by degrees these parts became
the products of various separate industries, carried
on independently in different places. They entered
as separate commodities into the umbrella
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manufactory, where they were fitted together. The
Yankees have given to articles thus fitted together
the name of ‘assembled articles’, a name they
deserve, for being an assemblage of taxes. Thus
the umbrella ‘assembles’ first, 6% on the price of
each of its elements, and a further 6% on its own
total price’ (ibid., p. 355, footnote 2).

Coase (1937) rediscovered and generalized
these observations of Marx and constructed a
theory of the firm out of them: price-mediated
transactions are costly, and firms exist in order to
economize on these costs by organizing trans-
actions in a different, non-price mediated way. At
this level of generality, the theory is tautological.
Stigler (1951) was the first to try to make it
operational: he assumes that a single-output
firm executes a set of functions, some of them
subject to diminishing and others to increasing
average cost. The reason why the firm does not
become a monopoly is that the increasing cost
functions eventually prevail over the decreasing
cost ones, so that the firm’s average cost curve is
U-shaped. (This is clearly not in the spirit of the
classical economists, who assumed global
increasing returns.) The reason why with small
market size, a firm performs the increasing
returns functions itself, instead of abandoning
them to specialized firms and so sharing fixed
costs with other buyers, is that the fixed cost of
these functions is too high relative to market size
to allow for the survival of even one specialized
firm. This argument is based on the implicit
assumption that it is profitable for an integrated
firm to perform the increasing returns to scale
function, while a specialized firm would make a
loss because it would not be able to capture all
the surplus of the downstream firms, i.e. it would
be able to practise only a sufficiently imperfect
degree of price discrimination. As market size
increases, though, the position of the specialized
firm is strengthened, and eventually it can extract
enough surplus from the downstream firms to
make positive profit; at this point integrated
firms abandon the increasing returns function
and become downstream firms (buyers) as far
as this function is concerned. Spence and Porter
(1977) have provided a formal, partial-equilib-
rium model along these lines.
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The nature of the trade-off is different in
Vassilakis (1986b): there are global increasing
returns to scale, and firms can choose both the
degree of division of labour in the production of
the final good (i.e. production roundaboutness)
and the extert to which they will make their own
intermediate goods (vertical integration). Inte-
grated firms do not buy their intermediate goods,
and so they avoid monopolistic exploitation asso-
ciated with the non-price taking behaviour of
intermediate goods sellers; on the other hand,
they have to pay the fixed cost of producing inter-
mediate goods. For specialist firms the trade-off is
reversed. Also, a firm that adopts a high degree of
division of labour has to pay higher fixed cost, but
lower variable cost, than a firm that produces the
same product with a lower degree of division of
labour. In equilibrium, the ratio of specialist to
integrated firms (the degree of vertical disintegra-
tion), and the degree of division of labour within
each firm (production roundaboutness), are such
that the costs and benefits of marginal changes
cancel out. Increases in market size (the number
of agents) increase vertical disintegration and pro-
duction roundaboutness for the same reason: it
pays to exploit economies of scale more fully
now both by sharing fixed costs with other buyers
instead of bearing them unilaterally, and by reduc-
ing variable cost through increases in fixed cost.
In this sense, market size determines the degree of
division of labour. Very clear anticipations of
these views on vertical integration are to be
found in Austin Robinson (1931, pp. 19, 65,
96, 110).

Proposition (3), another application of Propo-
sition (1), has not been subject to equally intensive
theoretical investigation. Kaldar (1978, Essay 9)
and Negishi (1986, ch. 3) provide some clarifica-
tions. Proposition (4) reappears in Ohlin (1933,
ch. 3). For the empirical puzzles that led to the
reintroduction of increasing returns to scale in
formal trade theory, see Helpman and Krugman
(1985, pp. 2-4).

Proposition (5) can be found in Ohlin (1933,
pp. 200-211), who generalizes it considerably;
increasing returns to scale in production and trans-
portation favour concentration of economic activ-
ity in as few points as possible, while the
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dispersion of natural resources and the fact that
certain economics activities are resource-
intensive favour decentralization. It is also impor-
tant whether raw materials for final products are
cheaper to transport, with the obvious implica-
tions for localization of activities. The result of
these consicierations is a generalization of Propo-
sition (5).

[5] Districts with good transport relations tend to
attract pierty of labour and capital and become
important market; consequently they tend to spe-
cialize in industries which (1) are market-localized
and show important advantages from large-scale
production; and (2) produce goods which are diffi-
cult to transport. On the other hand, districts with
poor transport relations become scantily populated
and tend to specialize in goods which are easy to
transport and can be advantageously produced on a
small scale (Ohlin 1933, p. 208).

Implience in Ohlin et al. (1976, pp. 48-50) is
the proposition that increases in market size
increase geographical concentration of economic
activity; the reason seems to be that with increased
size there is more to be gained by fuller exploita-
tion of scale economies, i.e. by higher concentra-
tion of economic activity, and this gain more than
compensates for loss due to increased transporta-
tion costs.

Proposition (6) has been exploited by Piore and
Sabel (1984). Given that a reduction in demand
uncertainty is equivalent to an increase in market
size, reductions in uncertainty will increase the
degree of division of labour. Piore and Sabel
view the coexistence of large and small firms,
inventory holding, long-term contracts tying
buyers to sellers and vertical integration as
uncertainty-reducing devices that allow for a
higher degree of division of labour. Also, collec-
tive wage bargaining and government stabiliza-
tion policies are attempts to control that part of
uncertainty that cannot be affected by individual
firms. Weitzman (1982) and then Kaldor (1983)
went even further and argued that a necessary
condition for involuntary unemployment, and
therefore for Keynesian economics, is the pres-
ence of increasing returns to scale, otherwise the
unemployed can ‘produce themselves out of
unemployment’, since non-increasing returns to
scale imply that small-scale production is at least
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as efficient as large-scale. (see also the Sympo-
sium on Increasing Returns and Unemployment
Theory 1985).

Mill and Marx

Mill and Marx gave two closely interrelated
propositions:

(7) Increases in market size result in increased
concentration of economic activity, in the
sense that a higher percentage of the popula-
tion earn income by selling labour (and not by
producing). See Mill (1848, Book I, ch. IX,
p. 3) and Marx (1867, ch. XXXII).

(8a) Increases in market size, and the resulting
concentration and increase in the scale of
production of each firm, is an unqualified
benefit from the efficiency point of view,
but not necessarily from the equity point of
view (Mill ibid.; Marx ibid. and ch. XXV).

Both (7) and (8a) are derived as a consequence
of the fact that concentration allows for fuller
exploitation of scale economies; Marx added
another reason, i.e. that the skills of small-scale
producers are ‘rendered worthless’ by division of
labour, which subdivides and simplifies the tasks
to be executed in order to produce a commodity
(Marx 1848, in McLellan 1977, p. 227).

Another proposition of Marx on the same sub-
ject is:

(8b) Increases in market size increase the distance
between the economy’s actual and potential
performance (Marx 1867, ch. XXXII); Elster
(1985, ch. 5), provides a rather exhaustive
discussion of the exact meaning of this
proposition.

We now make (8b) more precise by thinking
of increases in market size as generating
two contradictory forces: on the one hand, effi-
ciency increases because the increase in market
size and the resulting increase in concentration
(Proposition 7) allow for fuller exploitation of
scale economies; on the other hand, this very
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increase in concentration that results in fuller
exploitation of scale economies, hampers effi-
ciency by increasing the distortionary effects
associated with non-price taking behaviour. In
other words, economies of scale are created faster
than they are exploited. Finally, we can safely
attribute to Marx the following proposition, a
variant of his law of the falling rate of profit
(Marx 1894, Vol. 111, Part III).

(9) Increases in market size reduce the profit rate.

Proposition (9) differs from Proposition (3) of
Smith (and Ricardo), because it does not rely on
the law of diminishing returns due to land scarcity.
(In Marx’s words, Ricardo ‘fled from economics
to seek refuge in organic chemistry’ in order to
generate a falling profit rate). It is formulated in
this particular way, because it has been shown that
under constant returns to scale and a constant real
wage, the law does not hold, while with a rising
real wage it holds only under very restrictive
assumptions that turn the law into an improbable
special case (Roemer 1981, chs 4, 5 and 6). On the
other hand, Negishi (1985, ch. 4) has provided
some textual evidence to support the view that
Marx had in mind an economy with increasing
returns to scale technology and producers facing
downward sloping demand, so that (9) is the only
version of the law that might be sustainable.
Indeed, increasing concentration and a falling
profit rate have been obtained in Vassilakis
(1986a) as a result of increases in market size;
the profit rate, though, falls because both the real
wage and the proportion of workers in the popu-
lation rise in a full employment model, so this
version of the law is not entirely in the Marxian
spirit. As for Proposition (8a), the formal literature
supports the view that with increasing returns to
scale only in the neighbourhood of the origin,
increases in market size reduce Pareto inefficiency
and in the limit they eliminate it (Novshek and
Sonnenschein 1978; Hart 1979). On the other
hand, Hart and Guesnerie (1985) have found that
with global increasing returns, Pareto inefficiency
does not disappear in the limit, although per capita
inefficiency does; Vassilakis (1986a) finds that
even per capita welfare loss can be positive in

6207

the limit, for a particular choice of technology;
the difference in the result is due to the fact that the
latter reference assumes that the alternative to
producing is being a worker and earning wage
income, while Hart and Guesnerie assume the
opportunity cost of a producer to be zero. So, it
is fair to say that there is some support for Prop-
osition (8a), while Proposition (8b) remains
untested.

Marshall

Marshall (1890, p. 318, 1919, pp. 186-9) believed
that all industries exhibit global increasing returns
to scale, checked only by short-run fixities or land
scarcities; in this case he agreed with the classical
economists. As Stigler (1941, p. 78) remarked,
though, ‘if the economies of large scale produc-
tion are so important . . ., how do small concerns
manage to exist at all?” and ‘either the division of
labour is limited by the extent of the market, and,
characteristically, industries are monopolized; or
industries are characteristically competitive, and
the theorem is false or of little significance’
(Stigler 1951). Marshall tried to reconcile econo-
mies of scale and perfect competition in three
different ways, namely:

(a) (Some) economies of scale are external to
the firm.

(b) Increasing returns to scale is a dynamic phe-
nomenon, and its full effects take so long to
manifest themselves that ‘the guidance of the
business falls into the hands of people with
less energy and less creative genius’
(Marshall 1890, p. 316).

(c) Transportation costs rise so fast in some
industries as to restrict the market area of
each firm.

Clearly, (a) assumes the problem away; in Mar-
shall’s own words,

... with the growth of capital, the development of
machinery, and the improvement of the means of
communication the importance of internal econo-
mies has increased steadily and fast, while some of
the old external economies have declined in impor-
tance (Marshall 1919, p. 167).
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But even if we assume that most economies of
scale are external to the firm, competition is not
the most likely outcome; one still has to explain
why firms do not merge to internalize external
economies, in which case oligopoly is the most
likely outcome, or why markets for external
effects do not emerge, in which case again, exter-
nal economies become internal, and we are back
to square one. (Starret and Heller (1976) analyse
external effects as absence of markets; Makowski
(1980) analyses mergers as a way to internalize
external effects.)

Explanation (b) is at best of limited impor-
tance, unless one can show that expansion by
merger is impossible or that the market for man-
agers is so imperfect that a long-lived firm is
doomed to fall in the hands of the inept. Also, in
Stigler’s words, ‘if Marshall’s discussion of econ-
omies is correct and approximately complete, it
would not require an extraordinarily high calibre
of entrepreneurship to secure a monopoly, or at
least a dominant position, in almost any industry’
(Stigler 1941, p. 81). Finally, explanation (c) is of
limited applicability because it ignores increasing
returns to scale in transportation. Marshall himself
thought that it cannot be elevated to a general
explanation of the coexistence of competition
and increasing returns, so he had to invent expla-
nation (b); (Marshall 1919, pp. 315-16). We have
to conclude that (not only) in ‘competitive, sta-
tionary economies, Marshall clearly fails to pro-
vide the conditions of stable equilibrium’ (Stigler
1941, p. 81). Downward sloping demand and
non-price taking behaviour cannot be avoided,
therefore; based on Marshall’s cues (Marshall
1890, pp. 2867, 453-8), Sraffa (1926), Robinson
(1933) and Chamberlin (1933) reintroduced
downward sloping demand almost one hundred
years after Cournot.

Despite the fact that Marshall did not have a
formal theory of increasing returns economies,
he relentlessly applied ‘the principle of Increas-
ing Return’ to generate propositions. He is the
only one after Smith, Marx and Mill to propose a
new general proposition (not an application),
namely:

Increasing Returns to Scale

(10) “... almost every kind of horizontal exten-
sion tends to increase the internal economies
of production on a large scale, but as rule, an
increase in the variety of output lessens the
gain in this direction’ (Marshall 1919,
p- 216).

In other words, increasing variety reduces effi-
ciency. Proposition (10) is then utilized by Mar-
shall to explain the coexistence of large and small
firms, and to determine the range of products of a
multiproduct firm. Large firms produce those
goods that are most in demand and/or afford the
greatest degree of division of labour; their product
range is determined by the condition that the
addition of one more product would increase
cost (due to lost scale economies) by more than
it would increase revenue (due to increased mar-
ket area). Small firms produce goods whose
demand is so low, and/or afford so small a degree
of division of labour, that large firms do not want
to produce, because they can be better off devot-
ing their resources to increase production of the
commodities they already produce. As market
size increases, there is more to be gained by con-
centration, so firm size tends to increase. On the
other hand, though, small firms will survive at all
market sizes, because of three factors (Marshall
1919, ch. Il and IV).

(a) The increased income generated by increased
market size allows consumers to demand
goods closer to their ideal specifications, so
the variety of goods demanded increases.

(b) Increased market size increases household
specialization, i.e. goods previously produced
within the household become commodities.

(c) Increased size increases vertical disintegration.

An obvious implication of this theory is that
increases in market size will have different effects,
depending on the degree of demand homogeneity
and on whether demand is concentrated on goods
that afford considerable division of labour. Mar-
shall (1919, Book I) attributes the different growth
patterns of industrial economies to differences in
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the size stability and perfection of their respective
markets.

Existence of Equilibrium

The incompatibility of pricetaking behaviour and
increasing returns to scale was first noticed by
Cournot (1838, pp. 59-60), but rigorous exami-
nation of the issue has been taken up only very
recently.

No general existence theorems are available
because there is no generally accepted model to
imperfect competition. What is available, though,
points to the importance of the following three
factors: (i) downward sloping demand; (ii) a var-
iable number of firms; (iii) a large number of
agents relative to the degree of increasing returns.
Downward sloping demand is clearly a necessary
condition for existence in economies with global
increasing returns to scale, for otherwise firms
would have an incentive to produce an unlimited
amount of some output. The number of firms
should be variable for three reasons: first, because
of fixed costs, the number of firms cannot be too
large for otherwise profit would be negative; sec-
ondly, the number of firms should be sufficiently
large to ensure that the demand price faced by
each firm is lower than average costs for large
enough output levels, otherwise firms would pro-
duce arbitrarily large amounts; thirdly, the number
of firms should be sufficiently large to discourage
entry, so as to ensure that if one more agent sets up
a firm, he will earn less than his earnings in the
best alternative occupation. Finally, one needs a
large number of agents relative to the degree of
increasing returns to ensure that the number of
firms is large enough to satisfy the conditions
above, and in order to convexify reaction corre-
spondences, so that fixed-point theorems can be
applied (see Roberts and Sonnenschein 1977, and
Novshek and Sonnenschein 1978). All models in
the literature on increasing returns to scale base
their existence results on (i), (ii) and (iii) above,
although they differ in specifics. Thus, we have
Bertrand models, in which the agents’ strategic
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variable is price, and Cournot models, in which
agents compete in quantities. Also, we have sym-
metric models, in which all agents are allowed the
same strategic possibilities; and non-symmetric
models, in which the set of agents is, a priori
and once and for all, divided into two disjoint
sets: the set of consumers—factor suppliers—price
takers, and the set of producers—factor
demanders—price makers (or quantity setters).

Existence in non-symmetric Cournot models
with increasing returns only in a small
neighbourhood of the origin is proved in Novshek
and Sonnenschein (1978), and with global
increasing returns in Hart and Guesnerie (1985);
existence in symmetric Cournot models with
global increasing returns is proved in Vassilakis
(1986a). All proofs with global increasing returns
refer to a single-input, single-output economy. For
non-symmetric Bertrand games, with a single
input, see Hart (1985) and Economides (1982,
1983); for the single-output many-inputs case
see Sharkey (1982, ch. 8).
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Indentured servants were workers — mostly
unmarried young adult males — who voluntarily
entered alienable forward-labour contracts typi-
cally lasting between three and five years in
exchange for passage to an overseas destination.

Indentured servitude was important to Euro-
pean overseas expansion and labour migration
from the 17th into the 20th century. It was initially
prominent among English, Scots, and Irish
workers moving to colonies in British America.
French and German servants joined this trade
in the 18th century, going primarily to Canada
and Pennsylvania, respectively (Emmer 1986).
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The servant trade had disappeared among British,
Irish, and French migrants by the Napoleonic era
and among Germans by 1820 (Grubb 1994).
Approximately half of the transatlantic migrants
in this period were indentured. Servants domi-
nated the colonial labour force early on but, by
1700, African slaves south of Pennsylvania and
colonial-born free workers north of Virginia
eclipsed them in importance (Galenson 1981;
Grubb and Stitt 1994).

After 1830, the repression of the African slave
trade and the abolition of slavery in many Euro-
pean colonies led to the revival of the servant
trade, especially to tropical sugar-plantation colo-
nies. Between 1834 and 1918 around 1,500,000
indentured servants from India, 250,000 from
China, 80,000 from Japan, 50,000 from Portu-
guese Atlantic islands, and 100,000 from Melane-
sia were sent to British, French, Dutch, Spanish,
German, and US colonies in the Caribbean, Indian
Ocean, South and West Africa, Malaya, Australia,
Peru, Hawaii, Fiji, and Samoa (Emmer 1986;
Northrup 1995).

Servant contracts in the transatlantic trade were
typically preprinted single-page forms with blank
spaces where negotiated terms were handwritten
in. Contracts specified the destination, length of
servitude, transferability rights, and ‘freedom
dues’ to be paid at the contract’s completion —
typically two suits of clothing. In the post-1830
trade freedom dues typically were return-passage
tickets. The work to be performed and the mainte-
nance to be received by servants during their con-
tracts were incompletely specified, with contracts
typically stating only that servants were to perform
customary labour and masters were to provide food,
apparel, and lodging (Grubb 2000).

Because passage was provided first, servants
had an incentive after arrival to run away or not
work hard. Running away was criminalized and
runaways were harshly penalized with whippings
and forced contract extensions. The disincentive
to work was remedied through the contract’s
incompleteness. With the servants’ daily provi-
sions incompletely specified contractually, mas-
ters could adjust daily provisions to elicit the
optimal daily diligence from servants. Freedom
dues compensated servants for their masters’
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incentive to withhold semi-durable provisions
(clothing) from servants near the end of the con-
tract (Grubb 2000).

In the transatlantic trade, markets were largely
unregulated and competitive. Servants bargained
with shippers over the length of servitude and
fixed contract terms before sailing. At debarkation
shippers sold these contracts to the highest bid-
ders, thereby recouping their shipping expenses.
Competition led to servants signing the shortest
contracts necessary to secure passage and to ship-
pers earning zero economic profits on servant
cargo. Passage costs were relatively constant
across servants but labour productivity was not.
Less productive servants had to sign longer con-
tracts for the same passage cost. Contract lengths
were inversely related to, whereas auction prices
in America were unrelated to, servant productivity
known at embarkation (Galenson 1981; Grubb
1985). Servants were also charged about 15 per
cent more than free passengers (who paid cash in
advance) to compensate shippers for forgoing
other investment opportunities and to cover
expected servant defaults through mortality, mor-
bidity, and escape.

In the mid-18th century a new variant —
redemption — came into use primarily among Ger-
man immigrants. Under redemption passengers
entered fixed-debt passage contracts before sail-
ing that required them to enter servitude at debar-
kation, if necessary, to clear the debt. Redemption
shifted the voyage risk and forecast error in the
market from shipper to migrant. With passage
debts, but not contract lengths, fixed before sail-
ing, shippers no longer had to forecast at embar-
kation the amount of labour needed in a servant
contract for it to sell at debarkation for enough to
cover shipping costs. Instead, at debarkation
migrants had to offer however much labour was
needed to clear the passage debt contractually
guaranteed to the shipper before sailing
(Galenson 1981). Migrants accepted this risk
because it gave them greater flexibility over
selecting their American masters, negotiating con-
tingency clauses into their contracts, and using a
single labour contract to pay both the passage debt
and any pre-voyage debts transferred to the
shipper.
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In the post-1830 trade, markets were more
highly regulated. For example, in the Melanesian
trade to Queensland, Australia, the British gov-
ernment fixed the length of labour contracts at
three years and servant wages at six pounds ster-
ling per year, did not allow unrestricted recruiting,
and did not allow servants to be auctioned upon
arrival. Shippers were licensed to recruit only the
number of servants requested by planters and
were paid a set fee per recruit. Officials assigned
arriving servants to planters according to the num-
ber requested. This perversely induced shippers to
recruit low-quality labour.

The transatlantic servant trade ended because
the supply of servants collapsed, not because
American demand declined. Prospective ser-
vants found better jobs elsewhere, such as mili-
tary service during the Napoleonic Wars, or
better ways to pay for passage, such as borrow-
ing from already emigrated family members
(Grubb 1994). Many post-1830 servant trades
were ended by government action or the chang-
ing fortunes of the global sugar industry (Emmer
1986; Northrup 1995).
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Abstract

Index numbers are used to aggregate detailed
information on prices and quantities into scalar
measures of price and quantity levels or their
growth. The article reviews four main
approaches to bilateral index number theory
where two price and quantity vectors are to be
aggregated: fixed basket and average of fixed
baskets, stochastic, test or axiomatic and eco-
nomic approaches. The article also considers
multilateral index number theory where it is
necessary to construct price and quantity
aggregates for more than two value aggregates.
A final section notes some of the recent litera-
ture on related aspects of index number theory.
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Introduction

Each individual consumes the services of thou-
sands of commodities over a year and most pro-
ducers utilize and produce thousands of individual
products and services.

Index numbers are used to reduce and summa-
rize this overwhelming abundance of microeco-
nomic information. Hence index numbers
impinge on virtually every empirical investigation
in economics.

The index number problem may be stated as

follows.  Suppose we have price data
p'=(pl.....ry) and quantity data ¢ =
(¢}.....qy) on N commodities that pertain to the

same economic unit at time period ¢ (or to comparable
economic units) for £ = 0, 1, 2, ... , T. The index
number problem is to find T+ 1 numbers P and T +
1 numbers Q' such that

N
th’:pt-ntZp;qz for t=0,1,..., T.
n=1

ey

P is the price index for period ¢ (or unit ?)
and Q' is the corresponding quantity index. P' is
supposed to be representative of all of the prices

pl,n=1,...,N in some sense, while Q' is
to be similarly representative of the quantities ¢/,,
n=1,...,N. In what precise sense P* and O’

represent the individual prices and quantities is
not immediately evident, and it is this ambiguity
that leads to different approaches to index number
theory. Note that we require that the product of the
price and quantity indexes, P'Q’, equals the
actual period (or unit) ¢ expenditures on the
N commodities, p’ ¢'. Thus if the P’ are
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determined, then the Q" may be implicitly deter-
mined using eq. (1), or vice versa.

The number P’ is interpreted as an aggregate
period ¢ price level while the number Q' is
interpreted as an aggregate period ¢ quantity
level. The levels approach to index number theory
works as follows. The aggregate price level P’ is
assumed to be a function of the components in the
period ¢ price vector, p’ while the aggregate period
¢ quantity level 0" is assumed to be a function of
the period ¢ quantity vector components, ¢; that is,
it is assumed that

P'=c(p') and Q" =f(¢"); t=0, 1 ,..., T.
(2)

The functions ¢ and f are to be determined
somehow. Note that we are requiring that the
functional forms for the price aggregation
function ¢ and for the quantity aggregation
function f be independent of time. This is a
reasonable requirement since there is no reason
to change the method of aggregation as time
changes.

Substituting (2) into (1) and dropping the
superscripts ¢ means that ¢ and f must satisfy the
following functional equation for all strictly pos-
itive price and quantity vectors:

N
c(p)f(q)=p-a=>_p.q, for all

n=1

p >> 0y and for all ¢ >> Oy.

3)

Note that p >> 0y means that each compo-
nent of p is positive, p > 0y means each compo-
nent is non-negative and p > Oy means each
component is non-negative and at least one com-
ponent is positive. We now could ask what prop-
erties the price aggregation function ¢ and the
quantity aggregation function f should have. We
could assume that ¢ and f'satisfied various ‘rea-
sonable’ properties and hope that these proper-
ties would determine the functional form for
c and f. However, it turns out that we have only
to make the following very weak positivity
assumptions on f and ¢ in order to obtain an
impossibility result:
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;Ep) > 0 for all p >> Op; @

q) > 0 for all ¢ >> Oy.

Eichhorn (1978, p. 144) proved the following
result: if the number of commodities N is greater
than 1, then there do not exist any functions ¢ and
fthat satisfy (3) and (4). Thus this levels approach
to index number theory comes to an abrupt halt.
As we shall see later, when the economic
approach to index number theory is studied, this
is not quite the end of the story: in (3) and (4), we
allowed p and ¢ to vary independently from each
other, and this is what leads to the impossibility
result. If instead we allow p to vary independently
but assume that g is determined as the result of an
optimizing model, then eq. (3) can be satisfied.

If we change the question that we are trying to
answer slightly, then there are practical solutions
to the index number problem. The change is that
instead of trying to decompose the value of the
aggregate into price and quantity components for
a single period, we instead attempt to decompose
a value ratio pertaining to two periods, say
periods 0 and 1, into a price change component
P times a quantity change component Q. Thus
we now look for two functions of 4N variables,

P@°,p', ¢° ") and 0%, p', 4% ¢") so that:

p.q"/p°.4" =P(°.p'.4".4") 0(P°.p'.4".q").

&)

Note that if some approach to index number
theory determines the ‘best’ functional form for
the price index P(p°, p', ¢°, ¢"), then the product
test (5) can be used to determine the functional
form for the corresponding quantity index, O(p°,
pq%q).

If we take the test or axiomatic approach to
index number theory, then we want eq. (5) to
hold for all positive price and quantity vectors
pertaining to the two periods under consideration,
P° ', 4% ¢'. If we take the economic approach,
then only the price vectors p° and p' are regarded
as independent variables while the quantity vec-
tors, ¢” and ¢', are regarded as dependent variables.
In section “The Test Approach to Index Number
Theory” below, we will pursue the test approach
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and in sections “The Economic Approach to Price
Indexes,” “Economic Approaches to Quantity
Indexes,” and “Exact and Superlative Indexes,”
we will take the economic approach. In sections
“Fixed Basket Approaches,” “The Stochastic
Approach to Index Number Theory,” “The Test
Approach to Index Number Theory,” “The Eco-
nomic Approach to Price Indexes,” “Economic
Approaches to Quantity Indexes,” and “Exact and
Superlative Indexes,” we take a bilateral approach
to index number theory; that is, in making price and
quantity comparisons between any two time
periods, the relevant indexes use only price and
quantity information that pertains to the two periods
under consideration. It is also possible to take a
multilateral approach; that is, we look for functions,
P and O, that are functions of a/l of the price and
quantity vectors, po, pl, ,pT, qo, ql, e,
g". Thus we look for 2(T+1) functions, P(?°, p',

g, o g and Q% P, ... D
@ q', ....q¢"),t=0,1,..., T sothat

P p'....p" g i dh)
Q( ,p,...,pT,qO,ql,...,qT) (6)
fort=0,1,

We briefly pursue the multilateral approach to
index number theory in section ‘“Multilateral
Indexes”.

The four main approaches to bilateral index
number theory will be covered in this review:
(1) the fixed basket approach (section “Fixed Bas-
ket Approaches”), (ii) the stochastic approach
(section “The Stochastic Approach to Index Num-
ber Theory™), (iii) the test approach (section “The
Test Approach to Index Number Theory”) and
(iv) the economic approach, which relies on the
assumption of maximizing or minimizing behav-
iour (sections “The Economic Approach to Price
Indexes,” “Economic Approaches to Quantity
Indexes,” and “Exact and Superlative Indexes”).

Section “The Fixed Base Versus the Chain
Principle” discusses fixed base versus chained
index numbers, and section “Other Aspects of
Index Number Theory” concludes by mentioning
some recent areas of active research in the index
number literature.



Index Numbers

Fixed Basket Approaches

The English economist Joseph Lowe (1823)
developed the theory of the consumer price
index in some detail. His approach to measuring
the price change between periods 0 and 1 was to
specify an approximate representative commodity
basket quantity vector, ¢ = (q1, ..., gn), Which
was to be updated every 5 years, and then calcu-
late the level of prices in period 1 relative to period
0 as

P(’.p".q)p' a/p’ - q @)

where p° and p' are the commodity price vectors
that the consumer (or group of consumers) face in
periods 0 and 1 respectively. The fixed basket
approach to measuring price change is intuitively
very simple: we simply specify the commodity
‘list’ ¢ and calculate the price index as the ratio
of the costs of buying this same list of goods in
periods 1 and 0.

As time passed, economists and price statisti-
cians demanded more precision with respect to
the specification of the basket vector g. There are
two natural choices for the reference basket: the
period 0 commodity vector ¢° or the period
1 commodity vector ¢'. These two choices lead
to the Laspeyres (1871) price index P; defined by
(8) and the Paasche (1874) price index Pp
defined by (9):

PL(p’p'.d".d")=p" - /" 4"  ®

Py(p°.p'.q"q") =p' 4" /" 4" 9

The above formulae can be rewritten in an
alternative manner that is very useful for statistical
agencies. Define the period ¢ expenditure share on
commodity n as follows:

,N and t=0,1.
(10)

s =piq,/p'q for n=1, ...

Following Fisher (1911), the Laspeyres index
(8) can be rewritten as follows:
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pran/p’. 4

[M]=

PL(p°.p'.q".q") =

Il
-

-

(pa/P)P d0/P°- 4

3
Il
_

N
=Y (p:/p))
n=1
x s using definitions (10).
1D

Thus the Laspeyres price index P; can be writ-
ten as a base period expenditure share weighted
average of the N price ratios (or price relatives
using index number terminology), p!/p%. The
Laspeyres formula (until the very recent past
when in 2003 the US Bureau of Labor Statistics
introduced its chained consumer price index) has
been widely used as the intellectual basis for
country consumer price indexes (CPIs) around
the world. To implement the formula, the country
statistical agency collects information on expen-
diture shares s° for the index domain of definition
for the base period 0 and then collects information
on prices alone on an ongoing basis. Thus a
Laspeyres-type CPI can be produced on a timely
basis without one having to know current period
quantity information. In fact, the situation is more
complicated than this: in actual CPI programmes,
prices are collected on a monthly or quarterly
frequency and with base month 0 say, but the
quantity vector ¢° is typically not the quantity
vector that pertains to the price base month 0;
rather, it is actually equal to a base year quantity
vector, q” say, which is typically prior to the base
month 0. Thus the typical CPI, although loosely
based on the Laspeyres index, is actually a form of
Lowe index; see (7) above. Instead of using the
Lowe formula for their CPI, some statistical agen-
cies use the following Young (1812) index:

N

Py(p°p'.s") = (pa/pY)s)

n=1

(12)

where the s” are base year expenditure shares on
the N commodities in the index. For additional
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material on Lowe and Young indexes and their use
in CPI and producer price index (PPI) pro-
grammes, see the ILO (2004) and the IMF (2004).

The Paasche index can also be written in
expenditure share and price ratio form as follows:

N
Pp(PO,Pl,quql> = 1/[

:1/[
:1/[

Sq,i/p'-q']

[M]=

0% /py)paan/p'-q 1
1

3
Il

(p,l,/pg)_ls:l] using definitions

N
n=1

Thus the Paasche price index Pp can be written
as a period 1 (or current period) expenditure share
weighted harmonic average of the N price ratios.

The problem with the Paasche and Laspeyres
index number formulae is that they are equally
plausible but, in general, they will give different
answers. This suggests that, if we require a single
estimate for the price change between the two
periods, then we need to take some sort of evenly
weighted average of the two indexes as our final
estimate of price change between periods 0 and
1. Examples of such symmetric averages are the
arithmetic mean, which leads to the Sidgwick
(1883, p. 68) and Bowley (1901, p. 227) index,
(1/2)P, + (1/2)Pp, and the geometric mean,
which leads to the Fisher (1922) ideal index, Pr,
which was actually first suggested by Bowley
(1899, p. 641), defined as

M=

I
-

-1
(pa/P)) sn] :
(13)

Pr(p°.p". % q") a4
=[P, (po,pl,q(’,ql)Pp(pO,p',qo,ql)]l/z.

At this point, the fixed basket approach to
index number theory is transformed into the fest
approach to index number theory; that is, in order
to determine which of these fixed basket indexes
or which averages of them might be best, we need
criteria or tests or properties that we would like
our indexes to satisfy. We will pursue this topic in
more detail in section “The Test Approach to
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Index Number Theory,” but we give the reader
an introduction to this topic in the present section
because some of these tests or properties are use-
ful to evaluate other approaches to index number
theory.

Let a and b be two positive numbers. Diewert
(1993b, p. 361) defined a symmetric mean of
a and b as a function m(a, b) that has the following
properties: (i) m(a, a) = a for all @ > 0 (mean
property); (ii) m(a, b) = m(b, a) foralla > 0,b > 0
(symmetry property); (iii) m(a, b) is a continuous
function for a > 0, b > 0 (continuity property) and
(iv) m(a, b) is a strictly increasing function in each
of its wvariables (increasingness property).
Eichhorn and Voeller (1976, p. 10) showed that,
if m(a, b) satisfies the above properties, then it also
satisfies the following property: (v) min{a, b} <
m{a, b} < max {a, b} (min-max property); that
is, the mean of a and b, m(a, b), lies between the
maximum and minimum of the numbers a and b.
Since we have restricted the domain of definition of
a and b to be positive numbers, it can be seen that
an implication of the last property is that m also
satisfies the following property: (vi) m(a, b) > 0
for all @ > 0, b > 0 (positivity property). If in
addition, m satisfies the following property, then
we say that m is a homogeneous symmetric mean:
(vii) m(ha, Ab) = Am(a, b) for all L > 0, a > 0,
b>0.

What is the best symmetric average of P, and
Ppto use as a point estimate for the theoretical cost
ofliving index? It is very desirable for a price index
formula that depends on the price and quantity
vectors pertaining to the two periods under consid-
eration to satisfy the time reversal test. We say that
the index number formula P(po, ' 4% ¢
satisfies this test if

P(p'.p"q".¢°) = 1/P(p".p" % q");  (15)
that is, if we interchange the period 0 and period
1 price and quantity data and evaluate the index,
then this new index P(p", p°, ¢, ¢°) is equal to the
reciprocal of the original index P(°, p', ¢°, ¢").
For the history of this test (and other tests), see
Diewert (1992a, p. 218, 1993a).

Diewert (1997, p. 138) proved the following
result: the Fisher ideal price index defined by (14)
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above is the only index that is a homogeneous
symmetric average of the Laspeyres and Paasche
price indexes, P; and Pp that also satisfies the
time reversal test (15) above.

Thus the symmetric basket approach to index
number theory leads to the Fisher ideal index as
the best formula. It is interesting to note that this
symmetric basket approach to index number the-
ory dates back to Bowley, one of the early pio-
neers of index number theory, as the following
quotations indicate:

If [the Paasche index] and [the Laspeyres index] lie

close together there is no further difficulty; if they

differ by much they may be regarded as inferior and
superior limits of the index number, which may be

estimated as their arithmetic mean ... as a first
approximation. (Bowley 1901, p. 227)

When estimating the factor necessary for the cor-
rection of a change found in money wages to obtain
the change in real wages, statisticians have not been
content to follow Method II only [to calculate a
Laspeyres price index], but have worked the prob-
lem backwards [to calculate a Paasche price index]
as well as forwards. ... They have then taken the
arithmetic, geometric or harmonic mean of the two
numbers so found. (Bowley 1919, p. 348)

Instead of taking a symmetric average of the
Paasche and Laspeyres indexes, an alternative
average basket approach takes a symmetric aver-
age of the baskets that prevail in the two periods
under consideration. For example, the average bas-
ket could be the arithmetic or geometric mean of
the two baskets, leading the Marshall (1887) and
Edgeworth (1925) index P,z or the Walsh (1901,
p- 398, 1921a, pp. 97-101) index Py

N
Pye (PO, P'q%q") = ph(1/2)(q) +ay)/
N n=1
> PY1/2) (g5 + an);

m=1

(16)
PW(PO P'.¢°.q")

= Zp q?lqill 2 /ZPO D> m 1/2'
n=1

Diewert (2002b, pp. 569-71) showed that the
Walsh index Pj emerged as being best in this

a7
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average basket framework; see also ILO (2004,
chs 15 and 16).

We turn now to the second major approach to
bilateral index number theory.

The Stochastic Approach to Index
Number Theory

In drawing our averages the independent fluctua-
tions will more or less destroy each other; the one
required variation of gold will remain
undiminished. (Jevons 1884, p. 26)

The stochastic approach to the determination of
the price index can be traced back to the work of
Jevons (1865, 1884) and Edgeworth (1888, 1923,
1925) over 100 years ago. For additional discus-
sion on the early history of this approach, see
Diewert (1993a, pp. 37-8, 1995b).

The basic idea behind the stochastic approach
is that each price relative, p! /p? forn =12, ....N
can be regarded as an estimate of a common
inflation rate o between periods 0 and 1; that is,
it is assumed that

P =atesn=12..,N (18)
where « is the common inflation rate and the ¢, are
random variables with mean 0 and variance ¢°.

The least squares estimator for o is the Carli
(1764) price index P defined as

Pc(p®p') =Y (1/N)(pa/p))-

n=1

19)

Unfortunately, Pc does not satisfy the time
reversal test, namely, Po(p', p°) # 1/Pc(p°, p").
In fact, Fisher (1922, p. 66) noted that PC(pO, Y
Pc(pl, p%) > 1 unless the period 1 price vector p'
is proportional to the period 0 price vector p0; that
is, Fisher showed that the Carli (and the Young)
index has a definite upward bias. He urged statis-
tical agencies not to use these formulae.

Now assume that the logarithm of each price
relative, In (p,ll / pg), is an unbiased estimate of the
logarithm of the inflation rate between periods
0 and 1, § say. Thus we have:
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In(p,/pl), = P+esn=12,....,N (20)
where f = In « and the ¢, are independently
distributed random variables with mean 0 and
variance ¢°. The least squares estimator for f§ is
the logarithm of the geometric mean of the price
relatives. Hence the corresponding estimate for
the common inflation rate o is the Jevons (1865)
price index P; defined as:

N
Po(”p") = I (oh/o) "™

n=1

21

The Jevons price index P, satisfies the time
reversal test and hence is much more satisfactory
than the Carli index Pc.

Bowley (1928) attacked the use of both (19)
and (21) on two grounds. First, from an empirical
point of view, he showed that price ratios were not
symmetrically distributed about a common mean
and their logarithms also failed to be symmetri-
cally distributed. Second, from a theoretical point
of view, he argued that it was unlikely that prices
or price ratios were independently distributed.
Keynes (1930) developed Bowley’s second objec-
tion in more detail; he argued that changes in the
money supply would not affect all prices at the
same time. Moreover, real disturbances in the
economy could cause one set of prices to differ
in a systematic way from other prices, depending
on various elasticities of substitution and comple-
mentarity. In other words, prices are not randomly
distributed, but are systematically related to each
other through the general equilibrium of the econ-
omy. Keynes (1930, pp. 76—7) had other criti-
cisms of this unweighted stochastic approach to
index number theory, including the point that that
there is no such thing as the inflation rate; there are
only price changes that pertain to well-specified
sets of commodities or transactions; that is, the
domain of definition of the price index must be
carefully specified. Keynes also followed Walsh
in insisting that price movements must be
weighted by their economic importance, that is,
by quantities or expenditures:

It might seem at first sight as if simply every
price quotation were a single item, and since every
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commodity (any kind of commodity) has one price-
quotation attached to it, it would seem as if price-
variations of every kind of commodity were the
single item in question. This is the way the question
struck the first inquirers into price-variations,
wherefore they used simple averaging with even
weighting. But a price-quotation is the quotation
of the price of a generic name for many articles;
and one such generic name covers a few articles,
and another covers many. ... A single price-
quotation, therefore, may be the quotation of the
price of a hundred, a thousand, or a million dollar’s
worth, of the articles that make up the commodity
named. Its weight in the averaging, therefore, ought
to be according to these money-unit’s worth. (Walsh
1921a, pp. 82-3)

Theil (1967, pp. 136-7) proposed a solution to
the lack of weighting in (21). He argued as fol-
lows. Suppose we draw price relatives at random
in such a way that each dollar of expenditure in the
base period has an equal chance of being selected.
Then the probability that we will draw the nth
price relative is equal to s° = p%g°/p°. ¢°, the
period 0 expenditure share for commodity n.
Then the overall mean (period 0 weighted) loga-
rithmic price change is Z]nv:l 5% In (P;11 / 172)~ Now
repeat the above mental experiment and draw
price relatives at random in such a way that each
dollar of expenditure in period 1 has an equal
probability of being selected. This leads to the
overall mean (period 1 weighted) logarithmic
price change of S sl In (p!/p?). Each of
these measures of overall logarithmic price
change seems equally valid so we could argue
for taking a symmetric average of the two mea-
sures in order to obtain a final single measure of
overall logarithmic price change. Theil (1967,
p. 138) argued that a nice symmetric index num-
ber formula can be obtained if we make the prob-
ability of selection for the nth price relative equal
to the arithmetic average of the period 0 and
1 expenditure shares for commodity n. Using
these probabilities of selection, Theil’s final mea-
sure of overall logarithmic price change was

N
In Pr(p®.p'.q%q") = (1/2)(s) +s)

n=1
x In(p}/pY).
(22)
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We can give the following descriptive statistics
interpretation of the right hand side of (22). Define
the nth logarithmic price ratio rn by:

" =In(py/pY) for n=1,...,N. (23)

Now define the discrete random variable, R say,
as the random variable which can take on the
values r,, with probabilities p, = (1/2)[s5 + s}]
for n = 1, ...,N. Note that, since each set of
expenditure shares, s and s!, sums to one, the
probabilities p,, will also sum to one. It can be seen

that the expected value of the discrete random
variable R is

E[R]

n=1

N
> purn
N

> (1/2)(s) +s5) In(py/py)

n=1

=In Pr(p’.p".¢".q") 24)
using (22) and (23). Thus the logarithm of the
index Pr can be interpreted as the expected
value of the distribution of the logarithmic price
ratios in the domain of definition under consider-
ation, where the N discrete price ratios in this
domain of definition are weighted according to
Theil’s probability weights p, = (1/2)[s5 + ]
forn=1,...N.

If we take antilogs of both sides of (24), we
obtain the Tornqvist (1936) and Tornqvist and
Tornqvist (1937). Theil price index, Pz This
index number formula has a number of good
properties. Thus the second major approach to
bilateral index number theory has led to the
Tornqvist-Theil price index Pr as being best
from this perspective.

Additional material on stochastic approaches
to index number theory and references to the
literature can be found in Selvanathan and Rao
(1994), Diewert (1995b), Wynne (1997), ILO
(2004), IMF (2004), and Clements et al. (2006).

Formulae (8), (9), (14) and (22) (the Laspeyres,
Paasche, Fisher and Térnqvist-Theil formulae) are
the most widely used formulae for a bilateral price
index. But Walsh (1901) and Fisher (1922)
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presented hundreds of functional forms for bilat-
eral price indexes — on what basis are we to choose
one as being better than the other? Perhaps the
next approach to index number theory will narrow
the choices.

The Test Approach to Index Number
Theory

In this section, we will take the perspective
outlined in section “Introduction” above; that is,
along with the price index P(p°, p', ¢°, ¢"), there is
a companion quantity index O(p°, p', ¢°, ¢") such
that the product of these two indexes equals the
value ratio between the two periods. Thus,
throughout this section, we assume that P and
O satisfy the product test (5) above.

If we assume that the product test holds means
that as soon as the functional form for the price
index P is determined, then (5) can be used to
determine the functional form for the quantity
index Q. However, as Fisher (1911, pp. 400-6)
and Vogt (1980) observed, a further advantage of
assuming that the product test holds is that we can
assume that the quantity index Q satisfies a ‘rea-
sonable’ property and then use (5) to translate this
test on the quantity index into a corresponding test
on the price index P.

If N = 1, so that there is only one price and
quantity to be aggregated, then a natural candidate
for P is p! /p®, the single price ratio, and a natural
candidate for O Is ¢! /4%, the single quantity ratio.
When the number of commodities or items to be
aggregated is greater than 1, then what index
number theorists have done over the years is to
propose properties or tests that the price index
P should satisfy. These properties are generally
multidimensional analogues to the one good price
index formula, p!/p9. Below, following Diewert
(1992a), we list 20 tests that characterize the
Fisher ideal price index.

We shall assume that every component of each
price and quantity vector is positive; that is,
p' >> 0y and ¢’ >> Oy for t = 0,1. If we want
to set ¢° = ¢', we call the common quantity vector
g; if we want to set p° = p', we call the common
price vector p.
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Our first two tests, due to Eichhorn and Voeller
(1976, p. 23) and Fisher (1922, pp. 207-15), are not
very controversial and so we will not discuss them.

T1: Positivity: Pp°, p', ¢°, ¢") > 0.
T2: Continuity: P(¢p°, p', ¢°, ¢') is a continuous
function of its arguments.

Our next two tests, due to Laspeyres (1871,
p. 308), Walsh (1901, p. 308), and Eichhorn and
Voeller (1976, p. 24), are somewhat more
controversial.

T3: Identity or constant prices test. P(p, p, ¢°,
1
q)=1

That is, if the price of every good is identical
during the two periods, then the price index
should equal unity, no matter what the quantity
vectors are. The controversial part of this test is
that the two quantity vectors are allowed to be
different in the above test.

T4: Fixed basket or constant quantities test:
Pp°.p'.q.9) = Zi‘v:m,!qi/ S plgi

That is, if quantities are constant during the two
periods so that ¢° = ¢' = ¢, then the price index
should equal the expenditure on the constant basket
in period 1, Y, plqi, divided by the expenditure
on the basket in period O,Zf-v:l pYqi. The origins of
this test go back at least 200 years to the Massa-
chusetts legislature which used a constant basket of
goods to index the pay of Massachusetts soldiers
fighting in the American Revolution: see Willard
Fisher (1913). Other researchers who have
suggested the test over the years include Lowe
(1823, Appendix, p. 95), Scrope (1833, p. 406),
Jevons (1865), Sidgwick (1883, pp. 67-8),
Edgeworth (1887, p. 215), Marshall (1887,
p. 363), Pierson (1895, p. 332), Walsh (1901,
p. 540, 1921b, p. 544), and Bowley (1901,
p. 227). Vogt and Barta (1997, p. 49) also observed
that this test is a special case of Fisher’s (1911,
p. 411) proportionality test for quantity indexes
which Fisher (1911, p. 405) translated into a test
for the price index using the product test (5).
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The following four tests restrict the behaviour of
the price index P as the scale of any one of the four
vectors p°, p', ¢°, ¢' changes. The following test
was proposed by Walsh (1901, p. 385), Eichhorn
and Voeller (1976, p. 24), and Vogt (1980, p. 68).

T5: Proportionality in Current Prices: P (p°,
W' % g = 2P0 p, ¢° q" for L > 0.

That is, if all period 1 prices are multiplied by
the positive number A, then the new price index is
A times the old price index. Put another way, the
price index function PR’ p', ¢° 4% is
(positively) homogeneous of degree one in the
components of the period 1 price vector pl.
Most index number theorists regard this property
as a very fundamental one that the index number
formula should satisfy.

Walsh (1901) and Fisher (1911, p. 418, 1922,
p. 420) proposed the related proportionality test
P(p, \p, ¢°, ¢") = L. This last test is a combination
of T3 and T5; in fact Walsh (1901, p. 385) noted
that this last test implies the identity test, T3.

In the next test, due to Eichhorn and Voeller
(1976, p. 28), instead of multiplying all period
1 prices by the same number, we multiply all
period O prices by the number A.

T6: Inverse proportionality in base period prices:
PO, p's ¢% ¢ = 27'P 0% p's 4°, ¢") for
A > 0.

That is, if all period 0 prices are multiplied by
the positive number A, then the new price index is
1/)\ times the old price index. Put another way, the
price index function P(Q°, p', ¢°, ¢") is
(positively) homogeneous of degree minus one
in the components of the period 0 price vector p°.

The following two homogeneity tests can also
be regarded as invariance tests.

T7: Invariance to proportional changes in current
quantities: Pp°, p", ¢°, \q") = P°, ", ¢°, ¢")
forall L > 0.

That is, if current period quantities are all mul-
tiplied by the number A, then the price index
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remains unchanged. Put another way, the price
index function P(p°, p', ¢° ¢') is (positively)
homogeneous of degree zero in the components
of the period 1 quantity vector ¢'. Vogt (1980,
p. 70) was the first to propose this test and his
derivation of the test is of some interest. Suppose
the quantity index Q satisfies the quantity ana-
logue to the price test TS5, that is, suppose
0 satisfies 0(p°, p', ¢°, hg") = 20", p'. ¢°. ¢")
for A > 0. Then using the product test (5), we see
that P must satisfy T7.

T8: Invariance to proportional changes in base
quantities: P(p°,p', 24", ") =P (°.p', 4% ¢")
for all A > 0.

That is, if base period quantities are all multi-
plied by the number A, then the price index
remains unchanged. Put another way, the price
index function P(°, p', ¢°, ¢") is (positively)
homogeneous of degree zero in the components
of the period 0 quantity vector ¢°. If the quantity
index Q satisfies the following counterpart to T8:
0@’ p' 2" ¢ = 2700 p', ¢° ¢) for all
A > 0, then, using (5), the corresponding price
index P must satisfy T8. This argument provides
some additional justification for assuming the
validity of T8 for the price index function P.
This test was proposed by Diewert (1992a,
p. 216).

T7 and T8 together impose the property that
the price index P does not depend on the absolute
magnitudes of the quantity vectors ¢° and ¢'.

The next five tests are invariance or symmetry
tests. Fisher (1922, pp. 62-3, 458—60) and Walsh
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(1921b, p. 542) seem to have been the first
researchers to appreciate the significance of
these kinds of tests. Fisher (1922, pp. 62-3)
spoke of fairness but it is clear that he had sym-
metry properties in mind. It is perhaps unfortunate
that he did not realize that there were more sym-
metry and invariance properties than the ones he
proposed; if he had realized this, it is likely that he
would have been able to provide an axiomatic
characterization for his ideal price index, as will
be done shortly. Our first invariance test is that the
price index should remain unchanged if the order-
ing of the commodities is changed:

T9: Commodity reversal test (or invariance to
changes in the ordering of commodities):

P(pO*’pl*’qO*’ql*) — P(pO’pl’qO’ql)

where p” denotes a permutation of the compo-
nents of the vector p’ and ¢"* denotes the same
permutation of the components of ¢’ for t = 0, 1.
This test is due to Fisher (1922), and it is one of his
three famous reversal tests. The other two are the
time reversal test and the factor reversal test which
will be considered below.

T10: Invariance to changes in the units of mea-
surement (commensurability test):

0 0., 1 1..,-1,0 “1.0. 1,1 1,1
P(Oﬁpl,---,OCNPN,OHP17-~-s°‘NPN’°‘1 1oy gns &y gyse -5 0y qN)

=p(.....0%: Pl PN

0. 1
sqnN- gy - - -

q}v) for all oy >0, ...,ay > 0.

That is, the price index does not change if the
units of measurement for each commodity are
changed. The concept of this test was due to
Jevons (1884, p. 23) and the Dutch economist
Pierson (1896, p. 131), who criticized several
index number formula for not satisfying this

fundamental test. Fisher (1911, p. 411) first called
this test the change of units test and later, Fisher
(1922, p. 420) called it the commensurability test.

T11: Time reversal test: P(p°, p', ¢°, ¢") = 1/P(p’,
0 1 0
P4-9)
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That is, if the data for periods 0 and 1 are
interchanged, then the resulting price index
should equal the reciprocal of the original price
index. We have already encountered this test: see
(15) above. Obviously, in the one good case when
the price index is simply the single price ratio, this
test is satisfied (as are all of the other tests listed in
this section). When the number of goods is greater
than one, many commonly used price indexes fail
this test; for example, the Laspeyres and Paasche
price indexes, P; and Pp defined earlier by (8) and
(9) above, both fail this fundamental test. The
concept of the test was due to Pierson (1896,
p. 128), who was so upset by the fact that many
of the commonly used index number formulae did
not satisfy this test that he proposed that the entire
concept of an index number should be abandoned.
More formal statements of the test were made by
Walsh (1901, p. 368; 1921b, p. 541) and Fisher
(1911, p. 534; 1922, p. 64).

Our next two tests are more controversial,
since they are not necessarily consistent with the
economic approach to index number theory. How-
ever, these tests are quite consistent with the
weighted stochastic approach to index number
theory discussed in section “The Stochastic
Approach to Index Number Theory” above.

T12: Quantity reversal test (quantity weights
symmetry test): P@", p', ¢°, ¢') = P (", p',
10
q.9)

That is, if the quantity vectors for the two
periods are interchanged, then the price index
remains invariant. This property means that if
quantities are used to weight the prices in the
index number formula, then the period 0 quantities
¢° and the period 1 quantities ¢' must enter the
formula in a symmetric or even-handed manner.
Funke and Voeller (1978, p. 3) introduced this
test; they called it the weight property.

The next test proposed by Diewert (1992a,
p- 218) is the analogue to T12 applied to quantity
indexes:

T13: Price reversal test (price weights symmetry
test):
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{Zp,q, ZP,OCI?}/PP p.4%q")
{Zp,q,}/Pp 2%4%q")

Thus, if we use (5) to define the quantity index
Q in terms of the price index P, then it can be seen
that T13 is equivalent to the following property
for the associated quantity index Q:

o(’.r'.4".q") =0(p'.r" 4" 4"). (25

That is, if the price vectors for the two periods
are interchanged, then the quantity index remains
invariant. Thus if prices for the same good in the
two periods are used to weight quantities in the
construction of the quantity index, then property
T13 implies that these prices enter the quantity
index in a symmetric manner.

The next three tests are mean value tests. The
following test was proposed by Eichhorn and
Voeller (1976, p. 10):

T14: Mean value test for prices:

N) <P(P°.p'.q"q")
N).

min,-(pl.l/p? i=1,...
< maxi(p,.l/p? i=1,...

That is, the price index lies between the min-
imum price ratio and the maximum price ratio.
Since the price index is supposed to be some sort
of an average of the N price ratios, p}/p?, it
seems essential that the price index P satisfy
this test.

The next test proposed by Diewert (1992a,
p. 219) is the analogue to T14 applied to quantity
indexes:

T15: Mean value test for quantities:

~—

mini(qil/q? i=1,...,n
S {VI/VO}/P(PO,])I,C]O,CII)

< maxi(ql-l/q? i=1,...
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where 7’ is the period ¢ value aggregate
V= 221:1 piq., for t =0, 1. Using (5) to define
the quantity index Q in terms of the price index P,
we see that T15 is equivalent to the following
property for the associated quantity index Q:

min,—(q,.l/q? ti=1,...,N)

<0(".p".4".q")

Smaxi(ql.l/qf.) (= 1,...,N). (26)

That is, the implicit quantity index Q defined
by P lies between the minimum and maximum
rates of growth ¢! /¢? of the individual quantities.

In section “Fixed Basket Approaches,” it was
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That is, if any period 0 price increases, then the
price index must decrease, so that P (0%, p', ¢°, ¢")
is decreasing in the components of p°. This very
reasonable property was also proposed by
Eichhorn and Voeller (1976, p. 23).

T19: Monotonicity in current quantities: if
q' < ¢ then

{Zp, at/ Zp, 4, } P’.r'.q"%q")
{Zp, q,/zp, 4 } P’.p'd".q).

argued that it was very reasonable to take an aver-120: Monotonicity in base quantities: ifq" < ¢ then

age of the Laspeyres and Paasche price indexes as a
single best measure of overall price change. This
point of view can be turned into a test:

T16: Paasche and Laspeyres bounding test: The
price index P lies between the Laspeyres and
Paasche indexes, PL and PP, defined by (8) and
(9) above.

Bowley (1901, p. 227) and Fisher (1922,
p. 403) both endorsed this property for a price
index.

Our final four tests are monotonicity tests; that
is, how should the price index P (p°, p', ¢°, ¢")
change as any component of the two price vectors
p° and p' increases or as any component of the
two quantity vectors ¢° and ¢' increases.

T17: Monotonicity in current prices: P@°, p", ¢°, ¢")
<P@°,p*d" 4" itp' < p’.

That is, if some period 1 price increases, then
the price index must increase, so that P(p°, p', ¢°,
g") is increasing in the components of p'. This
property was proposed by Eichhorn and Voeller
(1976, p. 23) and it is a very reasonable property
for a price index to satisfy.

T18: Monotonicity in base prices: P@°,p", ¢°, ¢") >
P@*p' 4" 4" itp" < p?.

{Zp,q,/Zp,q,}/P 04" q")
{Zp, q,/zp, a } P’.p'a.q").

If we define the implicit quantity index QO
that corresponds to P using (1), we find that
T19 translates into the following inequality
involving QO:

<0(P"p".d" ¢")if ¢' < 4>
(27)

o(°.p". 4" q")

That is, if any period 1 quantity increases, then
the implicit quantity index Q that corresponds to
the price index P must increase. Similarly, we find
that T20 translates into:

o(r’.p'.4d".q") > 0(’.p".4*.4")if ¢* < 4.
(28)

That is, if any period 0 quantity increases, then
the implicit quantity index Q must decrease. Tests
T19 and T20 are due to Vogt (1980, p. 70).

Diewert (1992a, p. 221) showed that the only
index number formula P(po, p', ¢° ¢") which
satisfies tests T1-T20 is the Fisher ideal price
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index P defined earlier by (14), as the geometric
mean of the Laspeyres and Paasche price indexes.
P satisfies yet another test, T21, which was
Fisher’s (1921, p. 534, 1922, pp. 72-81) third
reversal test (the other two being T9 and T11):

T21: Factor reversal test (functional form sym-
metry test):

P(po,p1’qo’q1)P(qo’q1,po’p1)

N N
= rlai/ Y _pla-
i=1 i=1

A justification for this test is the following one:
if P(p°, p', ¢°, ¢") is a good functional form for the
price index, then if we reverse the roles of prices
and quantities, P(¢°, ¢", p°, p') ought to be a good
functional form for a quantity index (which seems
to be a correct argument) and thus the product of
the price index P(p°, p', ¢°, ¢") and the quantity
index 0", p', ¢°, ¢") = P(¢°, ¢", p°, p") ought to
equal the value ratio, ¥'/F°. The second part of
this argument does not seem to be valid and thus
many researchers over the years have objected to
the factor reversal test. However, if one is willing
to embrace T21 as a basic test, Funke and Voeller
(1978, p. 180) showed that the only index number
function P(°, p', ¢°, ¢') which satisfies T1
(positivity), TI1 (time reversal test), T12
(quantity reversal test) and T21 (factor reversal
test) is the Fisher ideal index Py defined by (14).

Other characterizations of the Fisher price
index can be found in Funke and Voeller (1978)
and Balk (1985; p. 1995).

The Fisher price index P satisfies all 20 of the
tests listed above. Which tests do other commonly
used price indexes satisfy? Recall the Laspeyres
index P; defined by (8), the Paasche index Pp
defined by (9) and the Toérnqvist-Theil index Pr
defined by (22). Straightforward computations
show that the Paasche and Laspeyres price
indexes fail only the three reversal tests, T11,
T12 and T13. Since the quantity and price reversal
tests, T12 and T13, are somewhat controversial
and hence can be discounted, the test performance
of P; and Pp seems at first sight to be quite good.
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However, the failure of the time reversal test, T11,
is a severe limitation associated with the use of
these indexes.

The Toérnqvist-Theil price index Pr fails nine
tests: T4 (the fixed basket test), the quantity and
price reversal tests T12 and T13, T15 (the mean
value test for quantities), T16 (the Paasche and
Laspeyres bounding test) and the four monotonic-
ity tests T17-T20. Thus the Térnqvist-Theil index
is subject to a rather high failure rate from the
perspective of this particular axiomatic approach
to index number theory.

However, it could be argued that the list of tests
or axioms that was used to establish the superior-
ity of the Fisher ideal index might have been
chosen to favour this index. Thus Diewert
(2004), following the example of Walsh (1901,
pp. 104-05) and Vartia (1976), developed a set of
axioms for price indexes of the form P(p°, p', V°,
v!') where v and v' are vectors of expenditures on
the N commodities in the index and these vectors
replace the quantity vectors ¢° and ¢' as weighting
vectors for the prices. In this new axiomatic
framework, the Tornqvist-Theil index Premerged
as the best.

The consistency and independence of various
bilateral index number tests was studied in some
detail by Eichhorn and Voeller (1976). Our con-
clusion at this point echoes that of Frisch (1936):
the test approach to index number theory, while
extremely useful, does not lead to a single unique
index number formula. However, two test
approaches that take alternative approaches to
the methods for weighting prices do lead to the
Fisher and Tornqvist-Theil indexes as the best in
their respective axiomatic frameworks.

For additional material on the test approach
to bilateral index number theory, see Balk
(1995), Reinsdorf and Dorfman (1999), Balk and
Diewert (2001), Vogt and Barta (1997), and
Reinsdorf (2007).

In the following three sections, we consider
various economic approaches to index number
theory. In the economic approach to price index
theory, quantity vectors are no longer regarded as
being exogenous variables; rather, they are
regarded as solutions to various economic optimi-
zation problems.
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The Economic Approach to Price Indexes

Before a definition of a microeconomic price
index is presented, it is necessary to make a few
preliminary definitions.

Let F(g) be a function of N variables, g =
(q1, ---,qyn). In the consumer context,
F represents a consumer’s preferences; i.e. if
F(¢*) > F(q"), then the consumer prefers the
commodity vector ¢*> over ¢'. In this context,
F is called a utility function. In the producer con-
text, F(g) might represent the output that could be
produced using the input vector ¢. In this context,
Fis called a production function. In order to cover
both contexts, we follow the example of Diewert
(1976) and call F' an aggregator function.

Suppose the consumer or producer faces prices
p =, ..., pn) for the N commodities. Then
the economic agent will generally find it is useful
to minimize the cost of achieving at least a given
utility or output level u; we define the cost func-
tion or expenditure function C as the solution to
this minimization problem:

C(u,p) =min,{p.q : F(q) > u} (29)
wherep.q = Zlnv_] D4, 1s the inner product of the
price vector p and quantity vector g.

Note that the cost function depends on 1+N
variables; the utility or output level u and the
N commodity prices in the vector p. Moreover,
the functional form for the aggregator function
F completely determines the functional form
for C.

We say that an aggregator function is neoclassi-
cal if F is: (i) continuous, (ii) positive; i.e. F(g) > 0
if g >> Oy and (iii) linearly homogeneous; that is,
F(.g)=\F(g)if A > 0.1f F is neoclassical, then the
corresponding cost function C(u, p) equals u times
the unit cost function, c¢(p) = C(1, p), where c(p) is
the minimum cost of producing one unit of utility or
output; that is,

C(u,p) = uC(1,p) = uc(p). (30)

Shephard (1953) formally defined an
aggregator function F' to be homothetic if there
exists an increasing continuous function of one
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variable g such that g[F(g)] is neoclassical. How-
ever, the concept of homotheticity was well
known to Frisch (1936) who termed it expenditure
proportionality. If F' is homothetic, then its cost
function C has the following decomposition:

C(u,p) = ming{p - q: F(q) > u}
ming{p - q : g[F(q)] > g(u)}
g(u)e(p)

€1y}

where c(p) is the unit cost function that corre-
sponds to g[F(g)].

Let p° >> 0yand p' >> 0 be positive price
vectors pertaining to periods or observations 0 and
1. Let ¢ > Oy be a non-negative, non-zero refer-
ence quantity vector. Then the Koniis (1924) price
index or cost of living index is defined as:

Px(p°.p'.q) = C[F(q).p']/C[F(q).P"]. 32)

In the consumer (producer) context, P may be
interpreted as follows. Pick a reference utility
(output) level u = F(g). Then Px(p°, p', q) is the
minimum cost of achieving the utility (output) level
u when the economic agent faces prices p' relative
to the minimum cost of achieving the same u when
the agent faces prices p°. If N = 1 so that there is
only one consumer good (or input), then it is easy to
show that Pk (P, p1.41) = piai/pay = pi/pl-

Using the fact that a cost function is linearly
homogeneous in its price arguments, it can be
shown that P has the following homogeneity
property: Px(p°, Ap', q) = APx(°, p', q) for
A > 0 which is analogous to the proportionality
test TS in the previous section. Py also satisfies
Px', p°, q) = 1/Px(p°, p', ¢) which is analogous
to the time reversal test, T11.

Note that the functional form for Py is
completely determined by the functional form
for the aggregator function F, which determines
the functional form for the cost function C.

In general, Px depends not only on the two
price vectors p° and p', but also on the reference
vector g. Malmquist (1953), Pollak (1983), and
Samuelson and Swamy (1974) have shown that
Py is independent of ¢ and is equal to a ratio of
unit cost functions, c(p')/c(p®), if and only if the
aggregator function F is homothetic.
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If we knew the consumer’s preferences or the
producer’s technology, then we would know
F and we could construct the cost function C and
the Koniis price index P;. However, we generally
do not know F or C and thus it is useful to develop
bounds that depend on observable price and quan-
tity data but do not depend on the specific func-
tional form for F or C.

Samuelson (1947) and Pollak
established the following bounds on Pk.

Let p° >> Oy and p' >> 0. Then for every
reference quantity vector ¢ > Oy, we have

(1983)

min,,{p,l,/pg} < Pg (PO,PI"I)

<max, {p,/p};  (33)
that is, Pg lies between the smallest and largest
price ratios. Unfortunately, these bounds are usu-
ally too wide to be of much practical use.

To obtain closer bounds, we now assume that
the observed quantity vectors for the two periods,
¢ =(q\,....q4).i=0,1, are solutions to the
producer’s or consumer’s cost minimization prob-
lems; that is, we assume:

p -4 =CIF(¢).p'].p' >>On,q' > Oy, i =0,1.
(34)

Given the above assumptions, we now have
two natural choices for the reference quantity
vector ¢ that occurs in the definition of Px(p°,
p', q): ¢° or ¢'. The Laspeyres—Koniis price
index is defined as Px(p°, p', ¢°) and the
Paasche—Koniis price index is defined as Pg(p°,
plah).

Under the assumption of cost minimizing
behaviour (34), Koniis (1924) established the fol-
lowing bounds:

P (P°.p".q°) <p'-¢°/p° - 4°

= PL(pO’pl’q()’ ql); (35)
PK(pO’pl’ql) >plq'/p0 g
=Pr(p°.p".q"%4q"),  (36)
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where P; and Pp are the Laspeyres and Paasche
price indexes defined earlier by (8) and (9). If in
addition, the aggregator function is homothetic,
then Frisch (1936) showed that for any reference
vector ¢ > Oy,

Pr=p'-q' /0" ¢" <Px(p°.p'.q)

<p'-¢’/p°-q" =P (37)

In the consumer context, it is unlikely that
preferences will be homothetic; hence the bounds
(37) cannot be justified in general. However,
Koniis (1924) showed that bounds similar to
(37) would hold even in the general non-
homothetic case, provided that we choose a refer-
ence vector ¢ = Ag” + (I — L)g' which is a A,
(1 — ) weighted average of the two observed
quantity points. Specifically, Koniis showed that
there exists a A between 0 and 1 such that if
Pp < Py, then

Pp < Pgp®.p' g’ + (1 =N)g'] <P (38)
orif P, > Py, then

PL S P[( [po,pl,kqo + (1 — 7\,)(]1] S Pp. (39)

The bounds on the microeconomic price index
Py given by (37) in the homothetic case and
(38)—(39) in the non-homothetic case are the best
bounds that we can obtain without making further
assumptions on F. In the time series context, the
bounds given by (38) or (39) are usually quite
satisfactory: the Paasche and Laspeyres price
indexes for consecutive time periods will usually
differ by less than one per cent (and hence taking
the Fisher geometric average will generally suf-
fice for most practical purposes). However, in the
cross-section context where the observations rep-
resent, for example, production data for two pro-
ducers in the same industry but in different
regions, the bounds are often not very useful
since P, and Pp can differ by 50 per cent or
more in the cross-sectional context: see Ruggles
(1967) and Hill (2006a).
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For generalizations of the above single house-
hold theory to many households, see Pollak
(1980, p. 276, 1981, p. 328), Diewert (1983a,
2001) and in ILO (2004, ch. 18).

In section “Exact and Superlative Indexes,” we
will make additional assumptions on the
aggregator function F or its cost function dual
C that will enable us to determine Py exactly.
Before we do this, in the next section we will
define various quantity indexes that have their
origins in microeconomic theory.

Economic Approaches to Quantity
Indexes

In the one commodity case, a natural definition for
a quantity index is ¢} /q7, the ratio of the single
quantity in period 1 to the corresponding quantity
in period 0. This ratio is also equal to the expen-
diture ratio, plq} /p%q", divided by the price ratio,
pip). This suggests that in the N commodity case a
reasonable definition for a quantity index would
be the expenditure ratio divided by the Koniis
price index, P. This type of index was suggested
by Pollak (1983). Thus the Koniis-Pollak quantity
index, Q, is defined by:

Ok (P°. p‘ ¢.q4".q)

=p'.4"/p°.4"Px (p°.p".q)
—{clF@) )Py
{c[c(q").p"]/C[F(a).P°]}

where the second line follows from the definition
of P, (32), and the assumption of cost minimiz-
ing behaviour in the two periods, (34).

The definition of QO depends on the reference
vector ¢ which appears in the definition of Px. The
general definition of Qk simplifies considerably if
we choose the reference ¢ to be ¢° or ¢'. Thus
define the Laspeyres-Koniis quantity index as

(41)
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and the Paasche-Koniis quantity index as
0.1 0 1 0
Ok (P p ;q,z,q) o @)
=C[F(q").p"1/C[F(d").P"]

The indexes defined by (41) and (42) are spe-
cial cases of another class of quantity indexes. For
any reference price vector p >> 0y, define the
Allen (1949) quantity index by

=C[F(q").p]/C[F(4").p]-

(43)

0.4(¢°.4".p)

If p is chosen to be p°, (43) becomes (42) and if
p =p', then (43) becomes (41). Using the proper-
ties of cost functions, it can be shown that if -
(¢") > F(¢"), then Qu(q°. ¢',p) > 1, while if
F(g") < F(g°), then 04(¢°, ¢', p) < 1. Thus the
Allen quantity index correctly indicates whether
the commodity vector ¢' is larger or smaller than
¢°. It can also be seen that O , satisfies a counterpart
to the time reversal test; that is, Q4 (¢", ¢°, p) =
11044°, 4", p).

Just as the price index Py depended on the
unobservable aggregator function, so also do the
quantity indexes QO and Q4. Thus it is useful to
develop bounds for the quantity indexes that do
not depend on the particular functional form
for F.

Samuelson (1947) and Allen (1949) esta-
blished the following bounds for (41) and (42):

04(¢%4". ") = 0 (P°.1". 4", 4", ¢")

<P’ '’ =0,; 44
04(d°.q".p°) = 0 (V°.0". 4" 4", ¢°)
< pl.ql/pl.qo = Q0p. (45)

Note that the observable Laspeyres and
Paasche quantity indexes, Q; and QOp appear on
the right hand sides of (44) and (45).

Diewert (1981), utilizing some results of
Pollak (1983) and Samuelson and Swamy
(1974), established the following results: if the
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underlying aggregator function F' is neoclassical
and (32) holds, then for all P >> Oy and g >> Oy,

0p < 04(4".4".p)
=0k (P’.r". 4", 4", q)

<F(d')/F(d") <0, (46)

Thus if the aggregator function F is neoclassi-
cal, then the Allen quantity index for all reference
vectors p equals the Koniis quantity index for all
reference quantity vectors ¢, which in turn equals
the ratio of aggregates, F(q")/F(¢°). Moreover, O
and Qg are bounded from below by the Paasche
quantity index Op and bounded from above by the
Laspeyres  quantity index @Q; in the
neoclassical case.

In the general non-homothetic case, Diewert
(1981) showed that there exists a A between 0 and
1 such that Ox(@°, p', ¢°, ¢", Mg + (1 — L)g'] lies
between QP and QL and there exists a A* between
0 and 1 such that Q4(¢° ¢', A"p° + (1 — X))
also lies between Qp and Q;. Thus the observable
Paasche and Laspeyres quantity indexes bound both
the Koniis quantity index and the Allen quantity
index, provided that we choose appropriate reference
vectors between ¢° and ¢ and p° and p' respectively.

Using the linear homogeneity property of the
cost function in its price arguments, we can show
that the Koniis price index has the desirable homo-
geneity property, Px(p°, Ap®,q) = A for all & > 0;
that is, if period 1 prices are proportional to period
0 prices, then Px equals this common proportion-
ality factor. It would be desirable for an analogous
homogeneity property to hold for quantity
indexes.

Unfortunately, it is not in general true that
QK(qO’ xqo’po’ p17 q) = A or that QA(qoﬂ qua
p) = \. Thus we turn to a third economic approach
to defining a quantity index which has the desir-
able quantity proportionality property.

Let ¢' and ¢* be the observable quantity vec-
tors in the two situations as usual, let F(g) be an
increasing, continuous aggregator function, and
let ¢ >> 0 be a reference quantity vector. Then
the Malmquist (1953) quantity index QM is
defined as:
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0u(4d’.q'.9) =D[F(9).4']/D[F(q).4"] (47)

where D(u, ¢") = max,{k : F(¢'/k) > u, k> 0}
is the deflation or distance function which corre-
sponds to F. Thus D[F(q), ¢'] is the biggest
number which will just deflate the quantity vector
g" onto the boundary of the utility (or production)
possibilities set {z: F(z) > F(q)} indexed by the
reference quantity vector g while D[F(¢),q"] is the
biggest number which will just deflate the quantity
vector ¢° onto the set {z: F(z) > F(g)} and QM is
the ratio of these two deflation factors. Note that
there is no optimization problem involving prices
in the definition of the Malmquist quantity index,
but the definition of the distance function involves
certain deflation problems that can be interpreted as
technical efficiency optimization problems.

Oy depends on the unobservable aggregator
function F and as usual, we are interested in
bounds for Qy,.

Diewert (1981) showed that Q,, satisfied
bounds analogous to (33); that is,

min, {¢}/4°} < 0y (4%, 4",q)

<max,{q,/q)}  (48)

As noted above, the assumption of cost mini-
mizing behaviour is not required in order to define
the Malmquist quantity index or to establish the
bounds (46).

However, in order to establish the following
bounds due to Malmquist (1953) for Q,,, we do
need the assumption of cost-minimizing behaviour
(32) for the two periods under consideration, and
we require the reference vector ¢ to be ¢° or ¢':

0u(4%.q".4°) <P’ ¢' /P’ " = Q15 (49)

Ou(d’.q'.q") <p'-q'/p'. ¢" = 0p.  (50)

Diewert (1981) showed that, under the hypothesis
of cost-minimizing behaviour, there exists a A between
0 and 1 such that Ou(¢° ¢', A + (1 — N)g))
lies between QOp and Q;. Thus the Paasche and
Laspeyres quantity indexes provide bounds for a
Malmquist quantity index for some reference
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indifference or product surface indexed by a quan-
tity vector which is a A, (1 — L) weighted average
of the two observable quantity vectors, ¢° and ¢'.

Pollak (1983) showed that, if F'is neoclassical,
then we can extend the string of equalities in (46)
to include the Malmgquist quantity index QOu/(q°,
q', q), for any reference quantity vector ¢g. Thus, in
the case of a linearly homogeneous aggregator
function, all three theoretical quantity indexes
coincide and this common theoretical index is
bounded from below by the Paasche quantity
index QOp and bounded from above by the
Laspeyres quantity index Q;.

In the general case of a non-homothetic
aggregator function, our best theoretical quantity
index, the Malmquist index, is also bounded by
the Paasche and Laspeyres indexes, provided that
we choose a suitable reference quantity vector. In
order to improve upon the bounding approach,
Caves et al. (1982b) show that, if one is willing
to assume optimizing behaviour and make certain
functional form assumptions about the underlying
technology, then it is possible to obtain exact
expressions for the Malmquist quantity index.

We noted in the price index context that the
Paasche and Laspeyres price indexes were usually
quite close in the time series context. A similar
remark also applies to the Paasche and Laspeyres
quantity indexes. Thus taking an average of the
Paasche and Laspeyres indexes, such as the Fisher
price and quantity indexes, will generally approxi-
mate underlying microeconomic price and quantity
indexes sufficiently accurately for most practical
purposes. However, this observation does not
apply to the cross-sectional context, where the
Paasche and Laspeyres indexes can differ widely.
In the following section, we offer another micro-
economic justification for using the Fisher indexes
that also applies in the context of making inter-
regional and cross-country comparisons.

Exact and Superlative Indexes

Assume that the producer or consumer is maxi-
mizing a neoclassical aggregator function
f subject to a budget constraint during the two
periods. Under these conditions, it can be shown
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that the economic agent is also minimizing cost
subject to a utility or output constraint. Moreover,
the cost function C that corresponds to f can be
written as C[f(q), p] = f(q)c(p) where c is the unit
cost function (see (28) above).

Suppose a bilateral price index P(°, p', ¢°, ¢")
and the corresponding quantity index o’ p'. 4% "
that satisfy (5) are given. The quantity index
Q is defined to be exact for a neoclassical
aggregator function f with unit cost dual c if for
every P°>> 0y, P! >> Oyand q' >> 0y which is
a solution to the aggregator maximization prob-
lem max,{f(q) poq<p. ¢} =£g) >0 for
i=0,1, we have

o’.p'.d"q") =f(a")/f(d")- D

Under the same hypothesis, the price index P is
exact for fand c if we have

P(P’.p'd’q') =c(p')/c(®).  (52)

In (51) and (52), the price and quantity vectors
are not regarded as being independent. The pi can
be independent, but the gi are solutions to the
corresponding aggregator maximization problem
involving p’, for i = 0,1. Note that, if O is exact for
a neoclassical £, then Q can be interpreted as a
Koniis, Allen or Malmquist quantity index and the
corresponding P defined implicitly by (5) can be
interpreted as a Koniis price index.

The concept of exactness is due to Koniis and
Byushgens (1926). Below, we shall give some
examples of exact index number formulae. Addi-
tional examples may be found in Afriat (1972),
Pollak (1983), Samuelson and Swamy (1974),
and Diewert (1976, 1992b).

Koniis and Byushgens (1926) showed that
Irving Fisher’s ideal price index Pp defined by
(14) and the corresponding quantity index QOr
defined implicitly by (5) are exact for the homoge-
neous quadratic aggregator function f defined by

flar---»aqy)

N N 1/2
<Z Z aann‘]m)

n—1 m—1

= (q.Aq)" (53)
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where A = [a,,,,,] is a symmetric N x N matrix of
constants. Thus, under the assumption of max-
imizing behaviour, we can show that f(q')/f
(¢°) = O and c(p")c(p®) = Pp where f is
defined by (51) and c is the unit cost function
that corresponds to f. The important point to
note is that f depends on N(N + 1)/2 unknown
a,. parameters but we do not need to know
these parameters in order to be able to calculate
£(g")/f(q%)and c(p")/c(p®).

Diewert  (1976)  showed  that  the
Tornqvist-Theil price index Pz defined by (22)
is exact for the unit cost function c(p) defined by:

N
In c(p) =ap+ Zoc,, Inp,

>

m=1 n=

N

+(1/2) O In p,, In p,,
1

(54)

where the parameters o,, and «,,, satisfy the fol-
lowing restrictions:

N N
E o, =1, E omn = 0 for
n=1 n=1

,Nand

for all m,n.

(55)
m=1, ...

Omn = Olmn

Thus we may calculate c(p')e(p®) = Py and
£’y =p' - q' =p° - q°Pr=0Qr where
¢ is the unit cost function defined by (54), fis the
aggregator function which corresponds to this c,
and QT is the implicit Térnqvist-Theil quantity
index. Note that we do not have to know the
parameters on and oamn in order to evaluate
c(p")/e(p’) and £ (¢")/f (¢°).

The unit cost function defined by (54) is the
translog unit cost function defined by Christensen
et al. (1971). Since PT is exact for this translog
functional form, P7is sometimes called the trans-
log price index.

Define the following family of quantity
indexes Qr that depend on a number, r # 0:
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N 1/r
gwﬂﬁm{Zﬂwwﬂ

—1/r
[zmmm“]

m=1

(56)

where s =piq' /p'-¢'is the period i expenditure
share for good n. For each r # 0, define the
corresponding implicit price index by:

Py (p’.r'.4"q") -
=p'q" /"¢ Qr(p()’pl’q()’ql)-

A quick algebraic calculation will show that
when r = 2, P} = Pp, the Fisher price index
defined by (14) and when r equals 1, Pjequals:

N
= pi(e%a))" /me a)"”?
n=1

=Py (58)
Where Py is the Walsh price index defined
earlier by (17).
Diewert (1976) showed that O, and P} are exact
for the quadratic mean of order r aggregator
function fr defined as follows:

N N 1/r
fr(ql’ teeo qN (Z Z an1nqr/2qr/2>
m=1 n=1

(59)

Where 4 = [amn] is a symmetric matrix of
constants. Thus the Walsh and Fisher price
indexes, PW and PF, are exact for f1(g) and f2(gq)
respectively, defined by (59) when r = 1 and 2.

Diewert (1974) defined a linearly homoge-
neous function f of N variables to be flexible if it
could provide a second-order approximation to an
arbitrary twice continuously differentiable line-
arly homogeneous function. It can be shown that
[fdefined by (53), ¢ defined by (54) and (55) and fr
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defined by (59) for each r # 0 are all examples of
flexible functional forms.

Let the price and quantity indexes P and
QO satisfy the product test equality, (5). Then
Diewert (1976) defined P and Q to be superlative
indexes if either P is exact for a flexible unit cost
function ¢ or Q is exact for a flexible aggregator
function f.

Thus Pg, Py Prand P; are all superlative
price indexes. Thus from the viewpoint of the
economic approach to index number theory, all
of these indexes can be judged to be equally good.

At this point, it is useful to review the various
approaches to bilateral index number theory
discussed in the previous sections. In section
“Fixed Basket Approaches,” it was found that
the best average basket approaches led to the
Fisher or Walsh price indexes. In section “The
Stochastic Approach to Index Number Theory,”
the index from the viewpoint of the stochastic
approach was the Térnqvist-Theil index. In sec-
tion “The Test Approach to Index Number The-
ory,” the test approach led to the Fisher or the
Tornqvist-Theil indexes as being best. Finally, in
this section, the economic approach led to the
Fisher, Walsh and Fisher or the Térnqvist-Theil
indexes as being equally good. Thus all four
major approaches to index number theory led to
the same three indexes as being best. But which
one of these three formulae, Pr Py and Pgp
should we choose? Fortunately, it does not matter
very much which of these formulae we choose to
use in applications; they will all give the same
answer to a reasonably high degree of approxima-
tion. Diewert (1978, p. 889) showed that all
known superlative index number formulae
approximate each other to the second order when
each index is evaluated at an equal price and
quantity point. This means the Pr Py; Pr and
each P! have the same first and second order
partial derivatives with respect to all 4 N argu-
ments when the derivatives are evaluated at a
point where p° = p' and ¢° = ¢'. A similar string
of equalities also holds for the corresponding
implicit quantity indexes defined using the prod-
uct test (5). In fact, these derivative equalities are
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still true provided that p' = Ap® and ¢' = ug® for
any numbers A > 0 and p > 0. However, although
Diewert’s approximation result is mathematically
true, Hill (2006) has shown that superlative
indexes of the form P for r very large in magni-
tude do not necessarily empirically approximate
the standard superlative indexes Pp Py and Pr
very closely. But these standard superlative
indexes typically approximate each other to some-
thing less than 0.2 per cent in the time series
context and to about two per cent in the cross-
section context; see Fisher (1922), Ruggles
(1967), Diewert (1978, pp. 894-5) and Hill
(2006) for empirical evidence on this point.

Diewert (1978) also showed that the Paasche
and Laspeyres indexes approximate the superla-
tive indexes to the first order at an equal price and
quantity point. In the time series context, for
adjacent periods, the Paasche and Laspeyres
price indexes typically differ by less than
0.5 per cent; hence these indexes may provide
acceptable approximations to a superlative
index.

After consideration of the case of two observa-
tions at length, the many- observation case is
considered in the following two sections.

The Fixed Base Versus the Chain
Principle

In this section, the merits of using the chain sys-
tem for constructing price indexes in the time
series context versus using the fixed base system
are discussed.

The chain system, introduced independently
into the economics literature by Lehr (1885,
pp. 45-6) and Marshall (1887, p. 373), measures
the change in prices going from one period to a
subsequent period using a bilateral index number
formula involving the prices and quantities
pertaining to the two adjacent periods. These one
period rates of change (the links in the chain) are
then cumulated to yield the relative levels of
prices over the entire period under consideration.
Thus, if the bilateral price index is P, the chain
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system generates the following pattern of price
levels for the first three periods:

13P(PO,P1,6]0,6]1), P(po,plgqo’ql) P(pl’pz,ql’qz).
(60)

On the other hand, the fixed base system of
price levels using the same bilateral index number
formula P simply computes the level of prices in
period ¢ relative to the base period 0 as P(»°, p',¢°,
g"). Thus the fixed base pattern of price levels for
periods 0,1 and 2 is:

LP(P’.p'.4".q") P(r°.p*.4".4*). (61

Due to the difficulties involved in obtaining
current period information on quantities
(or equivalently, on expenditures), as was indi-
cated in section “Fixed Basket Approaches,”
many statistical agencies loosely base their con-
sumer price index on the use of the Laspeyres
formula and the fixed base system. Therefore, it
is of some interest to look at some of the possible
problems associated with the use of fixed base
Laspeyres indexes.

The main problem with the use of the fixed
base Laspeyres index is that the period 0 fixed
basket of commodities that is being priced out in
period ¢ can often be quite different from the
period ¢ basket. Thus, if there are systematic
trends in at least some of the prices and quantities
in the index basket, the fixed base Laspeyres price
index P(p°, p'.q°, ¢") can be quite different from
the corresponding fixed base Paasche price index,
Pp(p°, p',¢°, ¢"). This means that both indexes are
likely to be an inadequate representation of the
movement in average prices over the time period
under consideration.

As Hill (1988) noted, the fixed base Laspeyres
quantity index cannot be usedfor ever: eventually,
the base period quantities ¢° are so far removed
from the current period quantities ¢’ that the base
must be changed. Chaining is merely the limiting
case where the base is changed each period.

The main advantage of the chain system is that
under normal conditions, chaining will reduce the
spread between the Paasche and Laspeyres
indexes; see Diewert (1978, p. 895) and Hill
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(1988, 1993, pp. 387-8). These two indexes
each provide an asymmetric perspective on the
amount of price change that has occurred between
the two periods under consideration, and it could
be expected that a single point estimate of the
aggregate price change should lie between these
two estimates. Thus the use of either a chained
Paasche or Laspeyres index will usually lead to a
smaller difference between the two and hence to
estimates that are closer to the ‘truth’.

Hill (1993, p. 388), drawing on the earlier
research of Szulc (1983) and Hill (1988,
pp. 136-7), noted that it is not appropriate to use
the chain system when prices oscillate or
‘bounce’, to use Szulc’s (1983, p. 548) term.
This phenomenon can occur in the context of
regular seasonal fluctuations or in the context of
price wars. However, in the context of roughly
monotonically changing prices and quantities,
Hill (1993, p. 389) recommended the use of
chained symmetrically weighted indexes. The
Fisher, Walsh and Tornqvist-Theil indexes are
examples of symmetrically weighted indexes.

It is possible to be more precise about the
conditions under which one should chain or not
chain. Following arguments due to Walsh (1901,
p. 206, 1921a, pp. 84-5) and Fisher (1911,
pp. 204 and 423—4), one should chain if the prices
and quantities pertaining to adjacent periods are
more similar than the prices and quantities of
more distant periods, since this strategy will lead
to a narrowing of the spread between the Paasche
and Laspeyres indexes at each link. Of course, one
needs a measure of how similar the prices and
quantities pertaining to two periods are. The sim-
ilarity measures could be relative ones or absolute
ones. In the case of absolute comparisons, two
vectors of the same dimension are similar if they
are identical and dissimilar otherwise. In the case
of relative comparisons, two vectors are similar if
they are proportional and dissimilar if they are
non-proportional. Once a similarity measure has
been defined, the prices and quantities of each
period can be compared with each other using
this measure, and a ‘tree’ or path that links all
the observations can be constructed where the
most similar observations are compared with
each other using a bilateral index number formula.
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Fisher (1922, pp. 271-6) informally suggested
this strategy. However, the more recent literature
on this approach is due to Robert Hill. Initially,
Hill (1999a, b, 2001) defined the price structures
between the two countries to be more dissimilar
the bigger is the spread between P; and Pp, that is,
the bigger is max{P;/Pp Pp/P;}.The problem
with this measure of dissimilarity in the price
structures of the two countries is that it could be
the case that P; = Pp (so that the Hill measure
would register a maximal degree of similarity) but
p° could be very different from p’. Thus there is a
need for a more systematic study of similarity
(or dissimilarity) measures in order to pick the
best one that could be used as an input into
Hill’s (1999a, b, 2001, 2004, 2006b, 2007) span-
ning tree algorithm for linking observations, see
Diewert (2007a).

The method of linking observations explained
in the previous paragraph based on the similarity
of the price and quantity structures of any two
observations may not be practical in a statistical
agency context since the addition of a new period
may lead to a reordering of the previous links.
However, the above ‘scientific’ method for
linking observations may be useful in deciding
whether chaining is preferable or whether fixed
base indexes should be used while making month-
to-month comparisons within a year.

Some index number theorists have objected to
the chain principle on the grounds that it has no
counterpart in the spatial context:

They [chain indexes] only apply to intertemporal
comparisons, and in contrast to direct indices they
are not applicable to cases in which no natural order
or sequence exists. Thus the idea of a chain index
for example has no counterpart in interregional or
international price comparisons, because countries
cannot be sequenced in a ‘logical’ or ‘natural’ way
(there is no £+ 1 nor k — 1 country to be compared
with country k). (von der Lippe 2001, p. 12)

This is of course correct but the approach of
Robert Hill leads to a ‘natural’ set of spatial links.
Applying the same approach to the time series
context will lead to a set of links between periods
which may not be month-to-month but it will in
many cases justify year-over-year linking of the
data pertaining to the same month.
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It is of some interest to determine if there are
index number formulae that give the same answer
when either the fixed base or chain system is used.
If we compare the sequence of chain indexes
defined by (60) above with the corresponding
fixed base indexes defined by (61), it can be seen
that we will obtain the same answer in all three
periods if the index number formula P satisfies the
following functional equation for all price and
quantity vectors:

P(p’.p*.q".4*) =P(p°.p".¢".4") P(p'.p".¢".4°).
(62)

If a bilateral index number formula P satisfies
(62), then P satisfies the circularity test, see
Westergaard (1890, pp. 218-19) and Fisher
(1922, p. 413).

If it is assumed that the index number formula
P satisfies certain properties or tests in addition to
the circularity test above, then Funke et al. (1979)
showed that P must have the following functional
form due originally to Koniis and Byushgens
(1926, pp. 163-6):

In Pxg (po’pl,qo’cf)

N
= Zoc,- In (pil/p?)
i1

(63)

where the N constants «; satisfy the following
restrictions:

N
o;=1and o, >0 for i=1,...,N. (64)
=1

1

Thus, under very weak regularity conditions,
the only price index satisfying the circularity test
is a weighted geometric average of all the individ-
ual price ratios, the weights being constant
through time. This result vindicates Irving Fish-
er’s (1922, p. 274) intuition when he asserted that
‘the only formulae which conform perfectly to the
circular test are index numbers which have con-
stant weights.. ..

The problem with the indexes defined by
Koniis and Byushgens is that the individual price
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ratios, p! /p® have weights that are independent of
the economic importance of commodity 7 in the
two periods under consideration. Put another way,
these price weights are independent of the quan-
tities of commodity n consumed or the expendi-
tures on commodity n during the two periods.
Hence, these indexes are not really suitable for
use by statistical agencies at higher levels of
aggregation when expenditure share information
is available.

The above results indicate that it is not useful to
ask that the price index P satisfy the circularity
test exactly. However, it is of some interest to find
index number formulae that satisfy the circularity
test to some degree of approximation since the use
of such an index number formula will lead to
measures of aggregate price change that are
more or less the same no matter whether we use
the chain or fixed base systems. Irving Fisher
(1922, p. 284) found that deviations from circu-
larity using his data-set and the Fisher ideal price
index Pp were quite small. This relatively high
degree of correspondence between fixed base and
chain indexes has been found to hold for other
symmetrically weighted formulae like the Walsh
index Py defined earlier. It is possible to give a
theoretical explanation for the approximate satis-
faction of the circularity test in the time series
context for symmetrically weighted index number
formulae, such as P and Py Another symmetri-
cally weighted formula is the Tornqvist-Theil
index Pr Alterman et al. (1999, p. 61) showed
that if the logarithmic price ratios ln(p; /p;‘l)
trend linearly with time t and the expenditure
shares s/, also trend linearly with time, then the
Tornqvist index Prwill satisfy the circularity test
exactly. Since many economic time series on
prices and quantities satisfy these assumptions
approximately, then the Tornqvist index Pz will
satisfy the circularity test approximately. As was
noted earlier, the Tornqvist index generally
closely approximates the symmetrically weighted
Fisher and Walsh indexes, so that for many eco-
nomic time series (with smooth trends) all three of
these symmetrically weighted indexes will satisfy
the circularity test to a high enough degree of
approximation so that it will not matter whether
we use the fixed base or chain principle.
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Walsh (1901, p. 401, 1921a, p. 98, 1921b,
p. 540) introduced the following useful variant
of the circularity test:

1=P(p°’.p'.q"q") P(p'.p.q".4°) ... ©5)
P(pT—I’pT’qTfl’qT) P(pT,pO,qT,qO).
The motivation for this test is the following.
Use the bilateral index formula P(°, p', ¢°, ¢") to
calculate the change in prices going from period
0 to 1, use the same formula evaluated at the data
corresponding to periods 1 and 2, P(p", p*, ¢', ¢°),
to calculate the change in prices going from period
1to2,...,use P(prl, pT, qTfl, qT) to calculate
the change in prices going from period 7 — 1 to 7,
introduce an artificial period 7+ 1 that has exactly
the price and quantity of the initial period 0 and
use P(p°, p', ¢°, q") to calculate the change in
prices going from period 7 to 0. Finally, multiply
all these indexes together, and since we end up
where we started the product of all of these
indexes should ideally be 1. Diewert (1993a,
p. 40) called this test a multiperiod identity test.
Note that, if 7= 2 (so that the number of periods is
3 in total), then Walsh’s test reduces to Fisher’s
(1921, p. 534, 1922, p. 64) time reversal test.
Walsh (1901, pp. 423-33) showed how his
circularity test could be used in order to evaluate
how ‘good’ any bilateral index number formula
was. What he did was invent artificial price and
quantity data for five periods, and he added a sixth
period that had the data of the first period. He then
evaluated the right-hand side of (65) for various
bilateral formula, P(po, pl, qo, q1 ), and determined
how far from unity the results were. His best
formulae had products that were close to 1. Fisher
(1922, p. 284) later used this methodology as well.
This same framework is often used to evaluate
the efficacy of chained indexes versus their direct
counterparts. Thus if the right hand side of (65)
turns out to be different from unity, the chained
indexes are said to suffer from ‘chain drift’. If a
formula suffers from chain drift, it is sometimes
recommended that fixed base indexes be used in
place of chained ones. However, this advice, if
accepted, would always lead to the adoption of
fixed base indexes, provided that the bilateral
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index formula satisfies the identity test, P(p°, p°,
¢°, ¢°) = 1. Thus it is not recommended that
Walsh’s circularity test be used to decide whether
fixed base or chained indexes should be calcu-
lated. However, it is fair to use Walsh’s circularity
test as he originally used it, namely, as an approx-
imate method for deciding how good a particular
index number formula is. In order to decide
whether to chain or use fixed base indexes, one
should decide on the basis of how similar the
observations being compared are, and choose the
method which will best link up the most similar
observations.

Robert Hill’s method for linking observations
can be regarded as a multilateral index number
method, one which is based on a suitable bilat-
eral formula, a measure of the similarity of any
two price and quantity vectors and an algorithm
for linking the observations via a path that links
the most similar observations. In the following
section, we review some other multilateral
methods.

Multilateral Indexes

Assume that there are I positive price vectors p’
= (p,....py) and I quantity vectors ¢ =
(¢i,-...qy) with p' ¢ > 0 fori = 1,...,I. We
wish to find 2/ positive numbers P’ (price indexes)
and O (quantity indexes) such that PiQi = pi - gi
for i = 1, ..,I. The I data points (p', ¢") will
typically be observations on production or con-
sumption units that are separated spatially but yet
are still comparable. For the sake of definiteness,
we shall refer to the / data points as countries.
Each commodity 7z is supposed to be the same
across all countries. This can always be done by
a suitable extension of the list of commodities.
Our first approach to the construction of a
system of multilateral price and quantity indexes
is based on the use of a bilateral quantity index Q.
In this method, the first step is to pick the best
bilateral index number formula, for example, the
Fisher quantity index O defined by (14) and (5)
or the implicit Térnqvist-Theil quantity index OT
defined by (22) and (5). Secondly, pick a
numeraire country, say country 1, and then
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calculate the aggregate quantity for each country
i relative to country 1 by evaluating the quantity
index Q(', p', ¢', ¢). In order to put these relative
quantity measures on a symmetric footing, we
convert each relative to country 1 quantity mea-
sure into a share of world quantity by dividing
through by Y7_, 0 (p',p*,¢',¢"). For a general
numeraire country j, define the share of world
quantity for country i, using country j as the
numeraire country, by:

1
ol(p.q) = 0. p'.d.4)/ > 0W.r'.d.d");
k=1
i=1, ...l

(66)

where p = (p', ..., p') is the N by I matrix of
price data and ¢ = (¢', ..., q") is the N by
I'matrix of quantity data. Once the numeraire coun-
try j has been chosen and the country i shares aé
calculated, we may set Q' = 0{ andp' = p' . ¢'10'
for i = 1,..., I. Thus we have provided a solution to
the multilateral index number problem (1). Of
course, one is free to enormalize the resulting P
and Q' if desired: all Q' can be multiplied by a
number provided all P are divided by this
same number. Kravis (1984) called this method
the star system, since the numeraire country plays
a starring role: all countries are compared with it
and it alone.

Of course, the problem with the star system for
making multilateral comparisons is its lack of
invariance to the choice of the numeraire or star
country. Different choices for the base country
will in general give rise to different indexes P’
and Q. This problem can be traced to the lack of
circularity of the bilateral formula Q: if O satisfies
the time reversal test and the circular test for
quantity indexes, then 05 = ¢ffor all i, j and &,
that is, the shares a{ defined by (66) do not depend
on the choice of the numeraire country j. How-
ever, given that the chosen best bilateral formula
does not satisfy the circularity test (as is the
case with Qp and Qy7), how can we generate
multilateral indexes that treat each country
symmetrically?



6236

Fisher (1922, p. 305) recognized that the sim-
plest way of achieving symmetry was to average
base specific index numbers over all possible
bases. Thus define country i’s share of world

output S(p, q) by

=2 ol

~

Si(p.q) Q/Li=1,....1 (67

where the d are defined by (66). We can now

define country i quantities and prices by
0 =Sip,q;P =p -4/0,i=1, ...,
Fisher (1922, p. 305) called this method of
constructing multilateral indexes the blend
method while Diewert (1986) called it the demo-
cratic weights method, since each share of world
output using each country as the base is given an
equal weight in the formation of the average.
Of course, there is no need to use an arithmetic
average of the d as in (67); one can use a geomet-
ric average:

I (68)

1/1
oi(p.q) = [HU'(pq] Ji=1,...,1. (69)

Using (69), the resulting shares no longer sum
to one in general, so country i’s share of world
output is now defined as:

1
Si(pq) = 0i(p.q)/ Y orpaq)si = 1,001
k=1
(70)

If the Fisher index O is used in the definition
of the ¢, then

Si(p-9)/Si(p-q) =
I I 1/1
HQF (pk’pi’qk’qi)/ H QF(pm7ﬂ’qm’¢)]
k=1 m=1
(711)

and in this case the multilateral method defined by
(71) reduces to a method recommended by Gini
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(1924, 1931), Eltetd and Koves (1964) and Szulc
(1964), the GEKS method. Instead of using the
Fisher formula in (71), Caves et al. (1982a) advo-
cated the use of the (direct) Tornqvist-Theil quan-
tity index while Diewert (1986) suggested the use
of the implicit translog quantity index Q7 defined
by (5) when P is Pr defined by (22), since Q7 is
well defined even in the case where some quanti-
ties ¢! are negative. We call the indexes generated
by (69) and (70) for a general bilateral index Q
generalized GEKS indexes.

When forming averages of the 0; as in (67) or
(69), there is no necessity to use equal weights:
one can define country j’s value share of world

I
output as f§; = p/ - ¢// >_ p* - ¢* (this requires all
k=1

prices to be measured in units of a common cur-
rency) and then we may define a plutocratic share
weighted average of the ¢’

1
Si(p.q) = Zﬂ,(pq (p.q).  (72)

Diewert (1986) called this method of
constructing multilateral indexes the plutocratic
weights method.

Another multilateral method that is based on a
bilateral index Q may be described as follows. Define

zi[ (v.r'd. )]

J=1

ci=1,...,1
(73)

If there is only one commodity so that N = 1
and the bilateral index Q satisfies quantity coun-
terparts to tests T3 and TS5, then

-1 -1

I Lo o4
2 (@:/4)" } = [Z‘l 61’/64 =4/>d
Jj=1 J= J=1
which is country i’s share of world product. In the
general case where N > 1, the ‘shares’ o; do not
necessarily sum up to unity, so it is necessary to
normalize them:

o =

Si(p.q) = w(p.q)/ Y oulp.q); i=1.....I
k=1

(74)
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Diewert (1986, 1988, 1999b) called this the
own share method for making multilateral
comparisons.

The above methods for achieving consistency
and symmetry rely on averaging over various bilat-
eral index number comparisons. Fisher (1922,
p. 307) realized that symmetry could be achieved
by making comparisons with an average, he called
this broadening the base. Thus the average basket
method (see Walsh 1901, p. 431; Gini 1931, p. 8;
Fisher 1922, p. 307; Ruggles 1967; Diewert 1999b,
pp. 24-5) may be described as follows. The price
level of country / relative to country j is set equal

to p'. (Zi:l qk/l) /P (Zi:l qk/l) . Now define
O =1 gl Y I - ()] to be
the implicit output of country i relative to j. Choose
a j as a numeraire country and calculate country i’s
share of world output as:

i
Si(PaCI)EQﬁ/Zij
k=1

= <pi'qi/pi~2qk> /> (p’”~qm/p’”~2q"> ;
k m=1 k

i=1,...1.
(75)

Note that the final expression for S; does not
depend on the choice of the numeraire country ;.
As usual, once the share functions, S; have
been defined, the aggregate Q; and P; may be
defined by (68).

A variation on the basket method due to Geary
(1958) and Khamis (1972) is defined by (76-78)
below:

I I
T, = Z;p;q;/P’kz;qﬁ,n =1,...,N; (76)

N N
P'=D Phd) Y Tmdyy i=1, .0 (T7)
n=1 m=1

Q;=p -¢/P,i=1,...L (78)

m, is interpreted as an average international
price for good n. From (77), it can be seen that
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P', the price level or purchasing power parity for
country i, is a Paasche- like price index for coun-
try 7 except that the base prices are chosen to be
the international prices mt,,. The 7, and (P') — 1 can
be solved for as a system of simultaneous linear
equations (up to a scalar normalization) or the
(P)~" may be determined as the components of
the eigenvector that corresponds to the maximal
positive eigenvalue of a certain matrix. The P’ can
be normalized so that the quantities Qi defined by
(78) sum up to unity. This GK method for making
multilateral comparisons has been widely used in
empirical applications, for example, see Kravis
etal. (1975).

We have defined seven methods for making
multilateral comparisons: the star method (66),
the democratic (67) and plutocratic (72) weights
methods, the GEKS method (71), the own share
method (74), the average basket method (75) and
the GK method (78). Many additional methods
have been suggested, for example, see Hill
(1997), Diewert (1986, 1988, 1999b), Rao
(1990), and Balk (1996). How can we discrimi-
nate among them? One helpful approach would
be to define a system of multilateral tests and
then evaluate how the above methods satisfy
these tests. Space does not permit the develop-
ment of this approach in this short survey, for
applications of this approach, see Diewert
(1988, 1999b) and Balk (1996). A clear consen-
sus on the best multilateral method has not yet
emerged.

We conclude this section by looking at a sto-
chastic or descriptive statistics approach to mak-
ing multilateral comparisons: namely, Summer’s
(1973) country product dummy (CPD) method for
making multilateral comparisons. If there are
I countries in the comparison and N products,
the relationship of the prices between the various
countries using the CPD model is given
(approximately) by the following model:

py~=af,; ce=1,....01; n=1,...,N; (719
OC1:1

(80)

where p;, is the price (in domestic currency) of
commodity #n in country c¢. Quantities for each
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commodity in each country are assumed to be
measured in the same units. Equation 80 above
is an identifying normalization, that is, we mea-
sure the price level of each country relative to the
price level in country 1. Note that there are IN
prices in the model and there are / — 1 +
N parameters to ‘explain’ these prices. Note also
that the basic hypothesis that is implied by (79) is
that commodity prices are approximately propor-
tional between the two countries. Taking loga-
rithms of both sides of (79) and adding error
terms leads to the following CPD regression
model:

InpS =lno. +1Inp, +¢;
Dy c 18 n (81)
c=1,...,I; n=1,...,N.

The main advantage of the CPD method for
comparing prices across countries over traditional
index number methods is that we can obtain stan-
dard errors for the country price levels o, o3, . . .,
o;. This advantage of the stochastic approach to
index number theory was stressed by Summers
(1973) and more recently by Selvanathan and
Rao (1994).

The recent literature on the CPD method notes
that it is a special case of a hedonic regression
model and this recent literature makes connec-
tions between weighted hedonic regressions and
traditional index number formulae, see Triplett
and McDonald (1977), Diewert (2003, 2005b, c,
2007b), de Haan (2004a, b), Silver (2003), and
Silver and Heravi (2005).

Other Aspects of Index Number Theory

There are many important recent developments in
index number theory that we cannot cover in any
depth in this brief survey. Some of these develop-
ments are:

* Sampling problems and the construction of
indexes at the first stage of aggregation: see
Dalén (1992), Diewert (1995a), ILO (2004),
and IMF (2004).

» The treatment of seasonality: see Turvey
(1979), Balk (1980), (2005), Diewert (1983c),
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(1998b), (1999a), Hill (1996), Alterman et al.
(1999), ILO (2004), and Armknecht and
Diewert (2004).

The analysis of sources of bias in consumer
price indexes. This topic was greatly stimu-
lated by the Boskin Commission Report, see
Boskin et al. (1996). For additional contribu-
tions to this subject, see Diewert (1987,
1998a), Reinsdorf (1993), Schultze and
Mackie (2002), Lebow and Rudd (2003),
Balk and Diewert (2004), and ILO (2004).
Productivity indexes. As more and more coun-
tries start programmes to measure sectoral
and economy wide productivity, this topic
has become more important. The original
methodology for measuring productivity
using index number techniques is due to
Jorgenson and Griliches (1967, 1972) and it
was first adopted by the U.S. Bureau of Labor
Statistics (1983) and subsequently by
Canada, Australia and more recently by
New Zealand and Switzerland. Diewert
(1976, 1983b), Caves et al. (1982b), Diewert
and Morrison (1986), Kohli (1990), Morrison
and Diewert (1990), Balk (1998, 2003),
Schreyer (2001), Diewert and Fox (2004),
Diewert and Nakamura (2003), and Diewert
and Lawrence (2006) all made contributions
connecting productivity measurement with
index number theory.

Contribution analysis. Suppose an aggregate
price or quantity index shows a certain change
over a certain period. Many analysts want to be
able to compute the contribution of price or
quantity change of specific components of the
overall index and the problem of precisely
defining such contributions has given rise to a
fairly substantial recent literature. Contributors
to this literature include Diewert (1983Db,
2002a), Diewert and Morrison (1986), van
DJzeren (1957, 1983, 1987), Kohli (1990,
2003, 2004, 2007), Morrison and Diewert
(1990), Fox and Kohli (1998), and Reinsdorf
et al. (2002).

Quality change. The analysis thus far has
assumed that the list of commodities in the
aggregate is fixed and is unchanging and thus
it is not able to deal with the problem of quality
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change. For extensive discussions of this prob-
lem, see Triplett (2004) and the chapters on
quality change in ILO (2004) and IMF (2004).

* Index number theory in terms of differences
rather than ratios. Hicks (1941-42) noticed
the similarities between measuring welfare
change (difference measures) and index num-
bers of quantity change (ratio measures). The
early literature on the difference approach dates
back to Bennet (1920) and Montgomery (1929,
1937). More recent contributions to this subject
may be found in Diewert (1992b, 2005a).

Since the mid-1980s interest in index number
theory and economic measurement problems in
general has increased. Perhaps influenced by Hill
(1993), who in turn was influenced by Diewert
(1976) and (1978), national statistical agencies are
moving towards using chained superlative
indexes as their target indexes: see Moulton and
Seskin (1999) and Cage et al. (2003) for US
developments. International agencies have also
endorsed the use of superlative indexes as target
indexes: see the manuals produced by the ILO
(2004) and the IMF (2004). These manuals are a
useful development since they help disseminate
best practices and they help to harmonize statistics
across countries, leading to a higher degree of
accuracy and comparability. One hopes that
these positive developments will continue.
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Indexed Securities

Alicia H. Munnell and Joseph B. Grolnic

Conventional securities are generally offered at a
fixed coupon rate that incorporates the underly-
ing expected real rate of return in the economy,
the market’s expectation at the time the security
is issued of inflation over the duration of the
instrument, a premium to compensate for the
fact that future rates of inflation are uncertain,
and an adjustment reflecting the tax treatment of
interest on behalf of both the lender and the
borrower. For simplicity, it is useful to abstract
temporarily from the inflation risk premium and
taxes, although both these factors will be
discussed later.

With these simplifying assumptions, if the
real rate of return in the economy is 3 per cent,
and inflation is expected to remain constant at
4 per cent annually, the nominal return will be
7 per cent. If expectations should prove incorrect
and inflation turns out to be lower than antici-
pated, say 2 per cent, investors will receive more
income in present value terms than they expected
and experience an increase in their real rate of
return, reflecting the unanticipated decline in the
inflation rate. On the other hand, if inflation turns
out to be 6 per cent, then investors will receive
less in real terms than expected and their real
return will fall below the rate initially negotiated.
If they attempt to sell the security in the higher
inflationary environment, they will experience a
capital loss.

Index bonds are financial instruments
designed to protect investors fully against the
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erosion of principal and interest due to inflation.
This protection is accomplished in one of two
ways. Under the first option, the bond is issued at
a specified real coupon rate and both coupon
payment and repayment of principal are scaled
up or down by the change in prices that occurs
between the time that the money is borrowed and
the time the payments are made. For example, if
inflation is 4 per cent annually, the coupon on a
five-year $1000 bond issued at a real interest rate
of 3 per cent would increase from $30 in the first
year to $35.10 in the fifth year. At maturity, the
government then would adjust the principal for
inflation over the life of the bond; thus, in the
above example, the government would repay
$1217 at the end of the five-year period. This
approach is similar to the index bonds that have
been sold in Great Britain.

Under the second approach the entire inflation
adjustment is made through the coupon payment
and the bondholder is repaid his original princi-
pal at maturity. For example, if the real rate is set
at 3 per cent and inflation averages 4 per cent, the
total annual interest cost would be 7 per cent.
This approach mimics the current method of
compensating the lender for inflation, except
that instead of trying to predict inflation at the
time of the loan and incorporating this expecta-
tion into the stated nominal interest rate, actual
observations on price are used to determine
annual interest payments.

Either of these two approaches will protect the
investor against the risks associated with unantic-
ipated price changes if the index bond is held to
maturity; however, it is important to emphasize
that neither produces a risk-free investment. As
with any long-term security, bondholders selling
an index bond before maturity would take a cap-
ital loss if the underlying expected real rates have
increased since the date of purchase. The result is
that these bonds would probably not be the ideal
assets for individuals to purchase directly unless
they were certain that they could hold them to
maturity. For index bonds to serve as risk-free
inflationprotected investments, financial interme-
diaries are required which will hold the bonds to
maturity and offer repackaged investments free of
the real-return risk.

Indexed Securities

Impact on the Government Budget

Arguments about the potential impact of index
bonds on the government budget have figured
prominently in debates about this form of financing
and the range of opinion has been extraordinary. In
Great Britain, some opponents argued that index
bonds would cost the government more than fixed-
interest securities to service, since they would have
to be issued at positive real interest rates as opposed
to the negative real returns received by investors on
nominal debt during the period 1973-8
(Rutherford 1983). On the other hand, in hearings
before the Joint Economic Committee in May
1985, a major proponent of index bonds projected
that, because excessive inflation premiums were
incorporated in current yields, the US government
could save $9 billion in the first year and $135
billion over a five-year period by issuing indexed
rather than conventional long-term debt (Joint Eco-
nomic Committee 1985).

These conflicting statements are based on
opposite assumptions about people’s ability to
project future inflation. The contention that
index bonds will cost money assumes that indi-
viduals will continually underestimate future
inflation and always end up with lower than antic-
ipated or negative returns; the argument that the
Treasury can reduce costs with indexed debt
assumes individuals will consistently over-
estimate inflation and demand excessive inflation
premiums. It is unclear why, over the long run,
individuals should systematically err on one side
or another in their inflation projections.

In the last 15 years, the relationship between
expected and actual inflation has varied over time;
during the 1970s average expectations about near-
term inflation tended to prove too low, while since
1981 inflation has generally fallen one or two
percentage points below projections. Although
no evidence is available on investors’ ability to
forecast inflation over longer periods, of say 20 or
30 years, the same pattern is likely to emerge as
swings in short-run expectations affect the longer-
run outlook. Hence, the most reasonable conclu-
sion is that in the long run forecasting errors will
cancel out, and have little impact on the relative
costs of indexed versus unindexed debt.
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On the other hand, the uncertainty surrounding
future rates of inflation means that investors demand
an inflation-risk premium before they are willing to
take on fixed-coupon debt. In this case, the guaran-
tee of a real return provided by indexed securities,
which eliminates the risk of reduced real returns and
capital losses caused by unanticipated inflation,
would lower the yield that lenders will require in
order to provide their funds. In other words, the
lender would be willing to accept a somewhat
lower rate in return for the privilege of having the
government guarantee the real return on the loan.

Little evidence exists about the size of the infla-
tion risk premium (an exception is Bodie et al.
1986). As long as the outlook for price increases
is moderate, the premium is probably relatively
small; at higher and more volatile rates of inflation,
the importance of risk protection would increase.
Even if this premium proved to be quite small,
however, its elimination could produce substantial
savings in view of the enormous magnitude of
government debt. The problem is that, in the short
run at least, the risk premium effect is likely to be
dominated by the difference between expected and
actual real returns caused by errors in investors’
expectations. Hence, for any defined period of
time, it would be impossible to predict whether
substituting index bonds for traditional govern-
ment securities would cost or save the Treasury
money. In the long run, however, if errors in infla-
tion forecasts cancel out, index bonds should save
the government the inflation-risk premium on long-
term securities.

While the net interest saving to the government
is difficult to predict, the pattern of government
borrowing would certainly be altered if the British
indexing option were adopted. Even in an envi-
ronment where inflationary expectations always
prove correct and the inflation premium is zero, an
index bond that defers the principal adjustment for
inflation until maturity reduces the Treasury’s bor-
rowing in the intervening years.

Tax Policy and Index Bonds

Uncertainty about how index bonds would be
taxed has been viewed as a major impediment to
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their introduction. The tax questions are indeed
critical, because they determine not only how
index bonds would affect revenues but also who
might be the likely buyers of these securities and
the potential yields.

If the tax code does not distinguish between
real and inflationary returns, then the most likely
results would be to tax both the real component
of interest and the inflation adjustment as ordi-
nary income. This would be quite straightfor-
ward in the case of the indexing method that
incorporates the inflation adjustment in the inter-
est rate, but some complexities arise in the case
of the British approach. In order to make the
treatment of bonds indexed in this fashion anal-
ogous to that accorded conventional and zero-
coupon bonds, the annual appreciation of princi-
pal due to inflation would have to be taxed as it
accrued.

Taxing the principal adjustment as if it were
received each year would make index bonds less
attractive than their unindexed counterparts. Not
only would owners of securities have to pay taxes
on illusory gains, which they do in the case of
conventional bonds, but they would also have to
pay the tax before they received their inflation
compensation. On the other hand, deferring the
tax on the adjustment of principal until the bond is
redeemed at maturity would favour the indexed
over the unindexed security and result in a loss of
revenue for the Treasury.

The second problem with applying current
tax law to index bonds is that it would no longer
be possible to guarantee a constant real after-tax
rate of return. Under the current system, taxes
would rise with inflation and the real after-tax
return would decline. For example, if the tax
rate were 30 per cent, the real return on a bond
with a 3 per cent coupon would be 2.1 per cent
in an environment of no inflation. If inflation
should rise to 4 per cent and the nominal coupon
rises to only 7 per cent, the after-tax yield is 4.9
per cent or 0.9 per cent real. The only way to
avoid this problem is to exempt the nominal
adjustments for inflation from taxation. This
approach, however, would introduce a type of
inflation indexing not found elsewhere in the tax
system.
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Private Issues of Index Bonds

Some sceptics charge that if index bonds were
such a great idea, they would have been offered
by the private sector. Indeed, theoretical work by
Stanley Fischer leads to the conclusion that firms
should be equally willing to issue index bonds as
conventional nominal bonds (Fischer 1982).
Fischer offers two possible reasons for the lack
of the private sector innovation: the relatively
stable rates of inflation traditionally experienced
in the United States and the possibility that bor-
rowers’ expectations about inflation have been
systematically higher than those of lenders.
Others contend that the issuance of index-linked
debt may actually have been illegal in the United
States until 1977 (McCulloch 1980). Another
problem is that an aggregate price index may not
correlate with prices received by an individual
firm. The most persuasive reason, however,
relates to the lack of indexation in the corporate
income tax, which causes the effective tax rate to
increase with inflation. If firms were to issue index
bonds, this inverse relation between inflation and
profitability would worsen, since corporations
would forfeit the mitigating effect of the decline
in the value of outstanding liabilities as inflation
increased. Hence, the non-issuance of index
bonds by the corporate sector may be one of the
major casualties of an unindexed tax structure.
The only serious objection ever levelled against
index bonds is that protecting bondholders from
inflation might reduce public pressure to maintain
price stability. If part of the pain of inflation is
removed, this reasoning goes, the public’s resolve
to control inflation will weaken, and inflation will
ultimately get worse. On the other hand, one could
argue in economic terms that index bonds might
help in the fight against inflation by providing an
attractive investment vehicle that would encourage
saving and, as argued by Tobin, by offering the
monetary authorities a tool that would strengthen
their control of the economy (Tobin 1971). In
political terms, it would seem that the issuance of
index bonds would eliminate one of the main
incentives for the government to inflate the econ-
omy. With indexed debt the government can no
longer reduce the real value of its outstanding
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liabilities by allowing prices to rise; instead, infla-
tion will produce an immediate increase in required
expenditures. Finally, index bonds do not appear to
have encouraged inflation in Great Britain; the
inflation rate has declined from 15 to 5 per cent
since 1981, the year the bonds were introduced.
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Wage Indexation

Bibliography

This essay is abstracted from Munnell and Grolnic (1986).

Bodie, Z., A. Kane, and R. McDonald. 1986. Risk and
required returns on debt and equity. In Financing cor-
porate capital formation, ed. B.M. Friedman, 51-66.
New York: National Bureau of Economic Research.

Fischer, S. 1982. On the nonexistence of privately issued
index bonds in the US capital market. In Inflation, debt,
and indexation, ed. R. Dornbusch and M.H. Simonsen,
247-266. Cambridge, MA: MIT Press.

Joint Economic Committee. 1985. Inflation indexing of
government securities. Hearing before the subcommit-
tee on trade, productivity, and economic growth,
99 congress, 1 session, 14 May.

McCulloch, J.H. 1980. The ban on indexed bonds,
1933-77. American Economic Review 70: 1018—1021.

Munnell, A.H., and J.B. Grolnic. 1986. Should the US
Government issue index bonds? Federal Reserve
Bank of Boston. New England Economic Review 3-21.

Rutherford, J. 1983. Index-linked gilts. National Westmin-
ster Review 2—17.

Tobin, J. 1971. An essay on the principles of debt manage-
ment. In Essays in economics, volume 1: Macroeco-
nomics, ed. J. Tobin, 439—447. Chicago: Markham.

India, Economics in

Deepak Lal

Abstract

This article outlines the debates amongst
Indian economists on planning, transforming
agriculture, poverty and income distribution,
and political economy and institutions. It


https://doi.org/10.1057/978-1-349-95189-5_888
https://doi.org/10.1057/978-1-349-95189-5_749
https://doi.org/10.1057/978-1-349-95189-5_1322

India, Economics in

shows that much of this work pioneered many
analyses which have come to define the
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Economics in India has been mainly concerned
with finding means to alleviate its ancient and
pervasive poverty. In this article I will concentrate
on the debates amongst Indian economists,
highlighting the contributions they have made in
the process to the new discipline of ‘development
economics’.

The Indian economic debate began in the early
twentieth century when after nearly a century of
British colonial rule there were few signs of pov-
erty alleviation, with only a modest rise in per
capita income over the period (Sivasubramonian
2000). A nationalist and Marxist literature
evolved, which laid the blame for this economic
stagnation on alien rule and the implementation —
since the 1850s — of the twin classical liberal
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principles (dominant in the metropolitan centre)
of laissez-faire and ‘free trade’. Alien rule was
epitomized by the fiscal drain of resources from
India to Britain (Naoroji 1901; Dutt 1904). Free
trade was held responsible for India’s failure to
industrialize and the destruction of its extensive
pre-colonial handloom textile industry.

By the 1930s, the Great Depression and Sta-
linist Russia’s success in rapidly industrializing a
large, poor and mainly agrarian economy
coloured the thinking of Indian economists and
political leaders like Nehru. A series of economic
plans were drawn up by various groups and indi-
viduals, including the National Planning Commit-
tee of the Indian National Congress (Visveswarya
1934; Nehru 1946; Banerjee et al. 1944;
Thakurdas et al. 1944; Agarwal 1960), that antic-
ipated most post-war debates and ideas on devel-
opment objectives, strategy and policy in
academia and international organizations. The
plans saw poverty alleviation as the basic devel-
opment objective, outlined a ‘basic needs’ strat-
egy and covered ‘redistribution with growth’, the
development of agriculture versus industry, heavy
industry-based industrialization and import sub-
stitution, the respective roles of large- and small-
scale industries and of the state versus the market
(see Srinivasan 2001).

The Rise and Fall of the Planning
Syndrome

With the setting up of the Planning Commission in
the 1950s India embarked on a public sector dom-
inated by heavy industry and an import-
substituting industrialization strategy as the
answer to alleviate its ancient poverty. Professor
P.C. Mahalanobis (1953, 1955), a distinguished
statistician and the father of Indian planning, pro-
vided its rationale in a formal model, taken largely
from the model that the Soviet economist
Fel’dman had developed for Stalin’s industriali-
zation strategy. This showed that, with a binding
foreign exchange constraint (which, on the basis
of the export pessimism generated by the experi-
ence of the Great Depression, was assumed to
confront India) independent of a savings
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constraint to limit the growth rate of the economy,
a higher sustainable development path could be
attained by using limited foreign exchange to
import (and so support the industrial structure
vertically) machines to make machines, until
India was producing everything she needed,
except for the raw materials that could not be
obtained domestically (see Bhagwati and
Chakravarty 1969; Lal 1972a).

The Perspective Planning Division of the Plan-
ning Commission, headed by its intellectually
curious and energetic head, Pitamber Pant, and
the branch of Mahalanobis’ Indian Statistical
Institute (ISI) attached to it, then became the cen-
tre of intense intellectual debate. In the 1960s it
employed a growing number of Indian economists
trained in Western universities (Bhagwati,
Bardhan, Minhas, Parikh, Srinivasan, Tendulkar
among others), and in association with a pro-
gramme set up by Rosenstein Rodan at Massa-
chusetts Institute of Technology (MIT) became
host to a galaxy of foreign economists (Swan,
Reddaway, Lewis, Little and Harberger). The
Delhi School of Economics, under the leadership
of K.N. Raj, engaged Chakravarty and Sen, and at
the Finance Ministry I[.G. Patel invigorated the
newly established Indian Economic Service by
engaging V.K. Ramaswami and Manmohan
Singh as economic advisors. Meanwhile, the
USAID mission was headed by J.P. Lewis, and
the number of foreign economists visiting and
participating in the economic debates of the time
expanded to include Milton Friedman and Peter
Bauer.

The Mahalanobis model was to form the ana-
lytical basis for India’s second Five Year Plan.
The Planning Commission had convened a panel
of economists to discuss its framework, and most
of them endorsed the broad objectives and strat-
egy of the plan. The only dissenting voice was that
of B.R. Shenoy, who questioned, amongst other
issues, the massive deficit financing on which the
plan depended. In this he was supported by two of
the visiting foreign economists, Peter Bauer and
Milton Friedman. Whilst Komiya (1959) and
Bronfrenbrenner (1960) provided explicit cri-
tiques of the Mahalanobis model. But most of
these criticisms were disregarded by the
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prevailing intellectual consensus in favour of diri-
giste, state-led planning, though the technocratic
basis of the planning models on which it was
based was increasingly questioned by Indian
economists (see Rudra 1975).

With the emergence of what J.P. Lewis (1963)
accurately described as a ‘quiet crisis’ in India,
engendered by the foreign exchange crisis caused
by the fiscal expansion the dissenters had pre-
dicted (which had led to draconian foreign
tradecum- exchange and price controls), new
voices arose in the 1960s providing the intellec-
tual basis for the subsequent neoclassical resur-
gence in development economics. Developing
ideas presaged in the writings of James Meade
and Harry Johnson, two Indian economists,
Jagdish Bhagwati (who was at the ISI) and
V.K. Ramaswami, economic advisor at the Min-
istry of Finance, produced a path-breaking paper
that began the process of separating the case for
free trade from that for laissez-faire (Bhagwati and
Ramaswami 1963). In a series of papers with
T.N. Srinivasan (also at the ISI), they established
the modern theory of trade and welfare which
shows that most of the arguments for protection
are second best as they depend upon ‘domestic
distortions’ in the working of the price mecha-
nism, which are best dealt with by direct domestic
taxes and subsidies rather than the indirect method
of protection.

Two major books, by Bhagwati and Desai
(1970) and Bhagwati and Srinivasan (1975), writ-
ten as part of two large-scale multi-country com-
parative studies of trade and industrialization
directed by ILM.D. Little, T. Scitovsky and
M. Fg. Scott for the Organization for Economic
Cooperation and Development (OECD), and by
J. Bhagwati and A. Krueger for the National
Bureau of Economic Research (NBER), provided
a detailed empirical analysis of the relevance of
this newly developed theory, besides
documenting the immense inefficiency and cor-
ruption that the dirigiste planning system had
engendered. This marked the beginning of the
end of the planning syndrome that had held Indian
economists in thrall for nearly a century. Further-
ing this disenchantment was the disappointing
performance of Indian industry where the net
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effect of the control system was shown to be a
capital-intensive bias and low or negative growth
of total factor productivity in post-Independence
industrial performance (I.J. Ahluwalia 1985).

Moreover, Manmohan Singh (1964), in a
detailed study of Indian exports, had shown that
the export pessimism underlying the assumption
of a foreign-exchange constraint in the
Mahalanobis model was unjustified, as it was not
lack of external demand but the consequences of
India’s domestic economic policies that had led to
the disappointing Indian export performance.

Nor was the panacea offered by the
Gandhians — which was promulgated with reser-
vations for various small-scale industries
(particularly cotton textiles) on the grounds that
they promoted employment growth — found to be
valid. Dhar and Lydall (1961) in an empirical
study of these industries showed that these
smallscale industries were technically inefficient
than their larger modern brethren because they
used both more labour and capital per unit of
output produced.

The planners’ belief that the public sector,
given monopoly production rights in the ‘com-
manding heights’ of the economy, would be
dynamic and through rising profits augment
domestic savings was discredited. Numerous offi-
cial empirical studies documented the growing
inefficiency of the public sector and its growing
drain on the nation’s savings. As part of the debate
on their reform which came to the fore in the
1970s, two major manuals of project evaluation
were developed to improve the efficiency of the
public sector. One was produced for the UN’s
Industrial  Development  Organization by
P. Dasgupta, A.K. Sen and S. Marglin the other
for the OECD by I.M.D. Little and J.A. Mirrlees.
With the implicit adoption of the latter by a newly
set up Project Appraisal Division in the Planning
Commission, Lal (1980) produced the first com-
prehensive set of ‘shadow prices’ based on the
‘world price rule’ for use in the evaluation of
public projects in India. But the social
cost—benefit analysis they were meant to support
soon descended into social cosmetic analysis, as
politicians continued to choose and run public
projects for rent-seeking reasons rather than social
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profitability. It was not until the fiscal-cum-
foreign exchange crisis of 1991 that planning,
and the system of controls on industry and foreign
trade it had engendered, finally came to a de facto
if not de jure end. The market increasingly came
to replace the plan, and a programme of privati-
zation was slowly and fitfully begun.

Transforming Agriculture

An implicit assumption of the Mahalanobis
framework was that agriculture could be left
alone, merely being a source of ‘surplus labour’
and of the limited savings and foreign exchange
for the heavy industrialization strategy. By the
mid-1960s this neglect had led to a severe food
crisis. The transformation of agriculture, which
until then had been seen largely as a means of
promoting equity through land reforms, then
became a matter of debate.

Nationalist and Marxist literature in India, bas-
ing itself on the perceived outcomes of the laissez-
faire period of colonial rule, had maintained that
the commercialization of agriculture through the
creation, definition and enforcement of saleable
and mortgageable land rights, and the integration
of the internal economy through the railways had
led to an increased concentration of land, the
proletarianization of the peasantry and the growth
of landless labour and a shift to cash crops from
foodgrains, which in turn had led to famine. Sub-
sequent research (summarized in Kumar and
Desai 1983, and Lal 1988), has questioned the
empirical bases of these beliefs, whilst Sen
(1981a) has argued that the periodic famines that
have blighted the subcontinent over the millennia
were not due to a shortage of food but to
‘exchange entitlement failures’. Whenever the
monsoon failed there was a drastic fall in the
demand for landless labour and thence wages,
leading to a reduction in ‘exchange entitlement’
in terms of food, which in extremity would lead to
a famine. The British had already realized this at
the end of the nineteenth century, when they set up
a famine code whereby, when the rains failed,
local District Commissioners were empowered
to fund food-for-work public works to provide
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the necessary exchange entitlements. As a result,
apart from the 1944 famine in Bengal, which was
caused by disruptive wartime conditions, India
did not see serious famines in the twentieth
century.

One of the implicit assumptions underlying the
neglect of agriculture in the early plans was that
peasants were not subject to economic incentives.
Detailed empirical studies by Dharm Narain
(1965) and Raj Krishna (1963) of peasant
response to the changing relative prices of crops
shows that they behaved like homo economicus
by shifting cropping patterns to crops with higher
expected relative prices.

A second tenet (following the famous Arthur
Lewis model of a dual economy) was the exis-
tence of vast pools of ‘surplus labour’ in agricul-
ture which could be removed for industrialization
without affecting agricultural output. Mehra
(1966) provided empirical content by using farm
management studies to estimate the surplus labour
time available in various states in India. But these
and other studies estimating surplus labour did not
take account of the wage at which people are
willing to work, or the leisure—income choice
facing rural workers. They assumed that they
would continue to work for an unchanged wage
up to a normal number of working hours per day.
But, as Sen (1966) showed, even in an over-
populated country, ‘surplus labour’ — in the
sense of a perfectly elastic supply of labour at a
constant wage — would imply that leisure was an
inferior good. Empirical studies estimating wage
elasticities for rural labour in India soon showed
that this assumption was invalid (Bardhan 1979,
1984a; Binswanger and Rosenzweig 1984; Lal
1989).

The means to transform Indian agriculture
have not changed since the 1893 report by
J. Volcker (1893), consultant chemist to the
Royal Agricultural Society. His remedies were:
irrigation, fertilizers, better seeds and improve-
ments in land tenure. This has been the conven-
tional wisdom on raising Indian agricultural
productivity ever since.

An empirical finding from the Indian farm
management studies that there was an inverse
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relationship between the size of farm and produc-
tivity per hectare (Sen 1975, Appendix C) was
used to argue for land reforms that would break
up large farms and create small, family-labour
based and family-owned peasant farms, which
would promote both equity and efficiency
(Rudra and Sen 1980). However, Bhalla and
Roy (1988) showed that, once appropriate adjust-
ments were made for differences in land quality,
the inverse relationship between farm size and
productivity disappears. This undermined the
case for land reform in India.

Lal (1988, 2005, 2006) argued that the Mal-
thusian view that population pressure would lead
to a stagnation of rural and industrial wages was
invalid, as the alternative Boserupian perspective
(Boserup 1965) provided a better description of
the changing fortunes of Indian agriculture.
Boserup argued that population pressure both
induces and facilitates the adoption of more inten-
sive forms of agriculture. She identifies the differ-
ing input-per-hectare requirements of different
agrarian systems by the frequency with which a
particular piece of land is cropped. Thus settled
agriculture is more labour- and capital- intensive
than nomadic pastoralism, which is in turn more
intensive in these inputs than hunting and gather-
ing or the slash-andburn agriculture practised until
recently in parts of Africa and the tribal regions of
India. Contrary to Malthusian presumptions, pop-
ulation growth leads to the adoption of more
advanced techniques that raise yield per acre.
Because these new techniques require increased
labour effort, they will not be adopted until rising
population reduces the per capita food output that
can be produced with existing techniques and
forces a change. Lal marshals empirical evidence
to show that Indian agriculture’s long trajectory
fits this Boserupian framework, with the popula-
tion expansion beginning from the early 1900s
leading in the post-Independence period to an
intensification of agriculture, and with the avail-
ability of the new high-yielding varieties (HY'V)
of seeds, to the Green Revolution in the late 1960s
and 1970s.

Many of those adhering to the Marxist canon
believed and hoped that the bulk of the income
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gains arising from the massive increases in output
brought about by the Green Revolution would
accrue to landowners, and that rural real wages
would stagnate, leading to the revolution turning
red. But the evidence showed that with the mas-
sive shift in the labour-demand curve that resulted
from the new technology there was a marked rise
in rural real wages (Ahluwalia 1978; Lal 1976,
1989).

As the new HYV technology required an
assured water supply along with high dosages of
fertilizers, Volcker’s other major means of trans-
forming Indian agriculture, namely irrigation,
came to the fore. Surface irrigation was expanded
during the Raj (the period of British rule in India),
particularly in the drier regions where the mar-
ginal social returns from irrigation were likely to
be the highest. But these schemes were devised by
engineers and their direct and indirect economic
effects were not estimated, leading in many cases
to long-term losses through salination, water-
logging and the creation of malarial swamps (see
Whitcombe 1971). In the 1970s two studies of
irrigation — of a major surface water scheme, the
Bhakra dam, by Minhas et al. (1972) and of
groundwater (well) irrigation in the Deccan pla-
teau by Lal (1972b) — provided economic ana-
lyses of irrigation and their optimal design.

One of the deleterious effects of the system of
protection set up during the Permit Raj was the
heavy implicit tax on agriculture. From 1965
efforts were made to correct this by price supports
to farmers, which led to an improvement in the
terms of trade. But this changed again in the 1980s
with growing but inefficient input subsidies
becoming the main form of supporting agricul-
ture. With the post- 1991 liberalization of trade
largely affecting industrial products, part of the
bias against agriculture was removed. The debate
then moved to removing the remaining agricul-
tural protection (particularly for cereals), with
proponents (Gulati 1998) arguing for domestic
prices of agricultural products to be aligned with
world prices to allow agriculture to develop in line
with its revealed comparative advantage, and
opponents (Patnaik 1996) arguing against, on
grounds of food security.
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Poverty and Income Distribution

A continuing debate concerns the effects on
income distribution and poverty of rapid capitalist
growth. Indian economists have been in the fore-
front in both setting out the conceptual basis as
well as the measurement of poverty (see Sen
1976, 1981a, b; Dandekar and Rath 1971;
Bardhan and Srinivasan 1974; Srinivasan 1983).
The internationally adopted headcount ratio
(HCR) of the poor below a nutritionally based
poverty line of 15 rupees per capita
(at 1960—1961 prices) was based on this efflores-
cence of research in the 1970s (but see Sukhatme
1978; Srinivasan and Bardhan 1988). The con-
tinuing debate has centred on whether rapid
(capitalist) growth would alleviate poverty with-
out adverse effects on income distribution, or
whether more direct methods of redistribution
would be needed to alleviate poverty and prevent
any worsening of income distribution.
A summary of the evidence from these numerous
studies based on two large national surveys under-
taken by the official National Sample Survey and
those undertaken by the unofficial National Coun-
cil of Applied Economic Research (NCAER) is
provided in Lal et al. (2001a, b). There seems to be
no clear trend in the Gini coefficient during the
50 years since Independence in 1947, whilst the
fluctuating HCR for poverty shows no marked
change until the acceleration of the growth rate
after the economic liberalization of the 1990s,
since when there has been a fall of varying mag-
nitudes, depending upon which study one trusts.
The nationalist-cum-Marxist School unsurpris-
ingly has argued that ‘trickle down’ would not
alleviate poverty. Given the abysmally poor
growth record during the planning period, which
was characterized as the Hindu rate of growth
(of about 1.5% a year in per capita income from
the 1950s to early 1980s) it would six have been
surprising if there had been any marked allevia-
tion of India’s mass structural poverty. Neverthe-
less, influential voices on the Left articulated a
critique of the capitalist growth process. This cri-
tique, purportedly supported by Indian data, was
soon shown to be false. Thus it was argued that the
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alleviation of poverty and equitable growth within
the ‘existing institutional framework’ would not
occur because of an increased concentration of
land (Raj 1976; refuted by Sanyal 1977a, b); the
increasing proletarianization of the countryside
(Raj 1976; refuted by Visaria 1977); increasing
rural indebtedness and usury (disputed by Ghatak
1976); a continual improvement in the agricul-
tural terms of trade which damaged industrial
development (Bagchi 1970; Chakravarty 1974,
Sau 1981; Vaidyanathan 1977; and Mitra 1977),
which were critiqued by Desai (1981); and the
inimical effects of foreign investment (Sau 1981)
which is countered in Lal et al. (1975). These are
now seen as shibboleths, particularly after the
death of the countries of ‘really existing social-
ism’ and the economic liberalizations of the
1990s. The intemperate debate this provoked
between the left-wing radicals and neoclassical
liberalizers showed up the ideological nature of
this debate, with Rudra (1991) stating: ‘I put my
ideological cards on the table. I hate capitalism’,
and Srinivasan (1992) rightly responding: ‘In
Rudra’s value system competition, without
which the market economy cannot efficiently
function, is an instrument with a negative value
connotation. In this he would be in the good
company of monopolists and oligopolists and
state capitalists of the world who would also
dearly love to eliminate competition!’

While growth is being increasingly accepted as
necessary for the sustainable alleviation of mass
structural poverty (see Tendulkar 1998), Lal and
Myint (1996) argue that two other forms of pov-
erty, destitution and conjunctural poverty, require
income transfers, though not necessarily public
ones. Though Dasgupta (1993) claims to be
about destitution, it is more about mass structural
poverty and income distribution (Srinivasan
1994). The only study of destitution (Lipton
1983) based on village studies found no obvious
correlates to identify an extremely heterogenous
group. Thus Dasgupta’s reasonable assertion that
widows become destitute was belied by the evi-
dence in Dréze and Srinivasan (1995).

Public policy has thus sought to deal with the
third triad of poverty, conjunctural poverty, which
is largely associated with climatic variations
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through a continuation of the Raj’s famine code
to prevent famine and by rural employment guar-
antee schemes to offset seasonal unemployment
by offering jobs on public works at a wage only
the needy will accept, which because of self-
targeting have been shown to be efficacious
(Ravallion 1991).

The major advocate of the direct route for
poverty alleviation (where the three categories
distinguished above are amalgamated) remains
Sen (1981a, b), whose earlier empirical evidence
on the superiority of this route in low-growth
economies (Sri Lanka) and regions (Kerala in
India) was questioned by Bhalla and Glewwe
(1986). The debates in Dréze and Sen (1989)
concentrate on the public provision of food for
the malnourished and the merit goods of health
and education. But empirical studies of the nearly
50-year-old public programmes to deal with these
aspects do not provide much hope for success
(Parikh 1993; World Bank 2000; PROBE Team
1999). Similarly, the dismal state of publicly
owned and operated infrastructure (Ahluwalia
1998; Ahluwalia and Little 1998) has led to a
search for decentralized private solutions to pro-
vide these ‘public goods’ with public funding
(Mitra 2006; Bardhan and Mookherjee 2006).

Political Economy and Institutions

With the growing corruption engendered by the
Permit Raj, there have been attempts to measure
what Krueger (1974) has designated as the ‘rent-
seeking society’. Her attempts at measuring the
rents created by the Permit Raj in India has been
supplemented by other studies (see Acharya 1985;
Mohammad and Whalley 1984), whilst her rent-
seeking model has been expanded by Bhagwati
and Srinivasan to encompass a whole host of what
they term ‘directly unproductive activities’
(Bhagwati and Srinivasan 1980).

A large political economy literature has arisen
to explain the economic outcomes in India’s dem-
ocratic polity. Much of this has a Marxist lineage
(Raj 1973; Jha 1980; Bardhan 1984b). Lal (1984,
1988, 2005) on the other hand has developed a
model of ‘the predatory state’ which maximizes
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net revenue and has argued that the successive
empires in north India were predatory states that
fell when they attempted to extract more than the
natural ‘rent’ the economic system could provide.
Lal (1987) and Lal and Myint (1996) also provide
a theory which seeks to explain the role of crises
in generating economic reforms in previously
repressed economies. This is borne out by the
liberalization undertaken in the face of a serious
fiscal, foreign exchange and inflationary crisis in
1991 caused by the cumulative effects of the diri-
gisme of the Permit Raj.

There have also been attempts to explain vari-
ous institutions that have shaped economic out-
comes: the caste system (Lal 1988, 2005) as a
means of tying scarce labour down to abundant
land, and a theory of interrelated factor markets
which seeks to explain seemingly inefficient insti-
tutions like sharecropping, attached labour, and
usurious interest rates as second-best adaptations
to problems of risk and the uncertainty to which
tropical agriculture is subject (Bardhan 1980;
Bardhan and Rudra 1978; Srinivasan et al. 1997,
Basu 1983).

The Macroeconomy

Post-Independence India followed an orthodox
monetary policy based on the system of fiscal
and monetary accounting left by the Raj. In the
1980s, however, in order to push up the growth
rate it began to undertake risky macroeconomic
policies, and, with the crisis of 1991, macroeco-
nomic issues came to the fore. The best account of
India’s macroeconomy since Independence was
provided by Joshi and Little (1994), whilst
Bhagwati and Srinivasan (1993) and Virmani
(2001) provide analyses of the genesis of the
crises and the lineaments of the partial and still
incomplete economic liberalization that occurred
in the wake of the crisis.

With the opening of the economy and (by the
standards of the planning era) large inflows of
foreign capital, India faced the prospect of Dutch
disease — with a rise in the real exchange rate
reducing the profitability of tradable relative to
nontraded goods. The authorities responded by
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sterilizing these inflows and building up large
foreign-exchange reserves, thus stalling an appre-
ciation of the nominal exchange rate, to maintain
the competitiveness of Indian exports (which,
after their post-Independence stagnation, in the
1990s began to take off with the gradual integra-
tion of India into the world economy). Because of
the continuing large fiscal deficits, particularly of
the states in the Indian federation (Lal et al. 2001a,
b), the government was also reluctant to open the
capital account for fear of these deficits spilling
over and causing another foreign debt crisis.
A lively debate began in the early part of the
twenty-first century on the correct monetary and
exchange-rate policy for India to follow in the
light of the continuing build-up in foreign
exchange reserves. Lal et al. (2003) argued for
liberalizing the capital account and floating the
rupee. Joshi and S. Sanyal (2004) demurred, argu-
ing for capital account controls and a managed
exchange rate, largely on grounds of exchange-
rate protection. The debate is still ongoing as of
2007, and the government has reconstituted an
official committee which in the late 1990s had
cautioned on opening the capital account.

The economic debates in India have thus
moved on to what are no longer distinctively
Indian issues, and local contributions are now
less likely to be groundbreaking or to deal
uniquely with issues in the current debates on
development in the subcontinent.
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Abstract

Four or arguably five phases can be identified
in India’s post-independence economic experi-
ence. The first phase in which institutions were
put in place and policies were relatively liberal
saw moderate growth, but this was stifled by
command and control policies in the second
phase. More recent liberalization has seen
renewed increased in the growth levels, and it
is argued that this should continue beyond the
2008-9 economic crisis. However manufactur-
ing, especially labour-intensive sectors, con-
tinue to grow slowly, growth is heavily reliant
on the service sector, and a disproportionately
large workforce remains engaged in inefficient
agricultural production.
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Post-independence India is one of the most fasci-
nating case studies in economic development.
During the six decades since independence in
1947, it has experimented with a diverse set of
economic policies within a parliamentary democ-
racy and an institutional framework that has
remained unchanged except in details to accom-
modate the policy changes undertaken.
Panagariya (2008), on which this article draws
heavily, offers a comprehensive discussion of the
twists and turns of the policy and the accompany-
ing ups and downs in the economy.

Four Phases of Growth

India became independent in 1947 and formally
launched its economic development programme
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in the financial year 1951-2. (Data on India usually
relate to its fiscal year, which begins on 1 April and
ends on 31 March. Therefore, 1951-2 refers to the
period from 1 April 1951 to 31 March 1952.) From
the beginning, the overarching objective of the
government was the eradication of poverty. Rapid
growth was seen as a means to achieving that
objective, although it was sometimes stated as an
objective in itself in view of the close link between
it and poverty alleviation, which Indian analysts in
the government saw at an early stage.

The overall economic performance and its link
to policies during the six decades are best explained
by dividing the period between 1951-52 and
2007-08 into four distinct phases. (Throughout, a
period such as 1951-65 refers to the years from
1951-2 to 1964-5 with end-point years included.)

* Phase I (1951-65) with an average annual
growth rate of 4.1 per cent.

* Phase II (1965-81) with an average annual
growth rate of 3.2 per cent.

* Phase IIT (1981-8) with an average annual
growth rate of 4.6 per cent.

* Phase IV (1988-2008) with an average annual
growth rate of 6.6 per cent.

Phase IV can be further subdivided into
15 years spanning 1988-2003 and five years span-
ning 2003-08, with average annual growth rates
of 5.8 and 8.8 per cent respectively.

Phase | (1951-65): Take-Off Under a Liberal
Regime

The preservation of India’s independence was one
of the foremost goals of Pundit Jawaharlal Nehru,
the first prime minister of India. He also saw
economic independence from the world markets
as essential for preserving political independence.
While this thinking did not necessarily imply a
protectionist import policy, it did required pro-
gressive realignment of the production basket
with the consumption basket so as to eliminate
the need for trade. In Nehru’s own words, ‘The
objective for the country as a whole was the
attainment, as far as possible, of national self-
sufficiency. International trade was certainly not
excluded, but we were anxious to avoid being
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drawn into the whirlpool of economic imperial-
ism’ (1946, p. 403). Nehru reasoned that since
private entrepreneurs lacked resources to invest
in machinery, metals and other heavy industry, the
public sector had to play an active role in these
sectors. In addition, he considered it necessary to
direct larger privatesector enterprises through
investment licensing towards sectors of greater
social value than just private profitability. The
experience of the Soviet Union, considered a suc-
cess at the time, also led Nehru to adopt a similar
system of planning, with the First Five Year Plan
launched in 1951-2.

Although the public sector entered
manufacturing activity as a major player in
heavy industry, and investment licensing was put
in place for enterprises investing 10 million
rupees or more, the policy regime remained rela-
tively liberal during the 1950s. Applicants
obtained licences with relative ease, with few of
them complaining during this period. Import
licensing had existed since the Second World
War but imports were permitted relatively freely,
with significant quantities of foreign consumer
goods entering the country. Nehru resisted the
demands by the left parties for the nationalization
of foreign companies, and maintained a liberal
foreign investment policy throughout his rule.

This period also saw the major institutions of
the country put in place or revamped.
A democratic constitution with parliamentary
form of government came into force. Bureaucracy
took shape, with officers and employees placed at
various levels of administration. The police force
was expanded. Schools, colleges and universities
multiplied, with the government itself becoming a
major employer of scientists and researchers.

A major turning point during this period came in
1958 when, reacting to a foreign exchange short-
age, the Finance Ministry adopted centralized for-
eign exchange budgeting. Under this system the
ministry estimated the available foreign exchange
for each forthcoming six-month period and allo-
cated it administratively across various claimants.
This single policy change considerably tightened
not only the import policy but also investment
licensing: unless foreign exchange was available
for imports of machinery and raw material, a
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licence could not be issued. By the mid-1960s, the
impact of tightening came to be widely recognized,
as was reflected in the large number of government
committees that were set up to suggest ways in
which the licensing procedures could be improved
to eliminate the delays.

With relatively free foreign investment and
import policy during the 1950s, an expansionary
fiscal policy in the early to mid-1960s, rising
savings rates, increased population growth and
an overall policy regime geared to the national
economic interest, India was able to accelerate
its growth rate from less than one per cent during
the first half of the 20th century to 4.1 per cent
during this phase. This was a source of some
satisfaction. Nevertheless, as Maddison (1971)
rightly notes, when we consider that much of the
rest of the world had grown more rapidly during
this period, ‘India’s post-war performance is well
below the average for the developing countries.’
After systematic examination, Maddison con-
cluded that India had performed below its
potential.

Phase Il (1965-81): Socialism Triumphs

Nehru died in 1964 and was succeeded by Lal
Bahadur Shastri as prime minister. Shastri did not
share Nehru’s enthusiasm for heavy industry and
was keener on agriculture. Although he passed
away within 19 months of assuming the reins, he
laid down the foundation of the Green Revolution,
perhaps the most important achievement of
Phase II.

Indira Gandhi, Nehru’s daughter, succeeded
Shastri. Political compulsions led her to adopt
policies that were highly detrimental to growth
and poverty alleviation. Her major policy initia-
tives included:

 nationalization of the major banks, insurance
companies, oil companies and mines

+ reservation of the most labour-intensive prod-
ucts for exclusive production by small-scale
enterprises (SSE), defined as enterprises with
approximately $100,000 or less in assets

* a ban on large firms and business houses,
defined as entities with approximately $27 mil-
lion in investment, investing outside a list of
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19 core industries, all of them highly capital
intensive

* a 40 per cent ceiling on foreign investment in
any firm, with a small number of exceptions

+ expansion of price and distribution controls
which had been introduced in Phase I

* progressively tighter control on
through licensing

* a virtual ban on the termination of workers
under any circumstances in firms with
300 (later revised to 100) or more workers

« avirtual ban on the acquisition and retention of
urban land beyond a tight ceiling varying from
500 square metres (in major cities) to 2,000
square metres.

imports

In effect, these command and control policies,
reinforced by a series of external shocks (two wars
with Pakistan, two episodes of back-to-back
droughts and two oil price shocks) resulted in the
growth rate plummeting to an average 3.2 per cent
in Phase II, from 4.1 per cent in Phase I. Some
observers like to attribute the decline in the growth
rate entirely to external shocks, but the importance
of policies cannot be underestimated. For one
thing, the world economy had grown rapidly from
1965 to 1975, when industrial growth in India fell
to just 3.3 per cent from more than six per cent from
1951 to 1964. More importantly, the economy of
the South Korea, which adopted an aggressively
outward-oriented policy regime beginning in the
early 1960s and had none of the command and
control machinery of India, shot up like a meteor.
It annually grew by 9.5 per cent from1963 to 1973
and by 7.2 per cent from 1974 to 1982.

Phase Ill (1981-8): Liberalization by Stealth
By 1975, Mrs Gandhi had pushed the command
and control policies as far as she could. With
industrial growth plummeting and industrialists
complaining about unused capacity because of
the unavailability of raw materials, or unsatisfied
demand because of an inability to expand beyond
licensed capacity, pressures began to build up to
backtrack. Because no one was willing openly to
admit that the system had gone too far, the
response was gradual, quiet and within the
existing policy framework as if by stealth.
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The piecemeal liberalization took place in
three phases spanning 1975-9, 1979-84 and
1985-9, with each successive phase being
more significant than the preceding one. Mea-
sures in the first two phases involved some lib-
eralization of imports by exempting selected
products from licensing requirements, allow-
ance for capacity expansion, investment
delicensing of selected industries, an increase
in the investment level below which a licence
was not required, expansion of the list of prod-
ucts in which large firms and big business houses
were allowed to invest, and broad-bending of
licensed capacity, whereby existing capacity
could be used to produce products related to
those initially authorized. The Ilast phase,
implemented under prime minister Rajiv Gan-
dhi, who succeeded his mother after the latter’s
Sikh guards had assassinated her in October
1984, went further. In addition to measures sim-
ilar to those just listed, it included significant
measures to promote exports, substantial depre-
ciation of the rupee, tax reform and an end to
price and distribution controls on a selected set
of important commodities. These reforms,
accompanied by an expansionary fiscal policy,
returned India to more or less the growth rate it
had achieved in Phase 1.

Phase IV (1988-2008): The Triumph
of Reforms
The last three years of the 1980s saw the growth
rate accelerate to 7.2 per cent. This acceleration
was achieved partly through expansionary fiscal
policy. Fiscal deficits, foreign borrowing, external
debt-to-GDP ratio and debt—service ratio (interest
and principal payments on external debt as a pro-
portion of export earnings) particularly deterio-
rated in the second half of the 1980s. For
example, the debt—service ratio shot up from
18 per cent in 1984-5 to 27 per cent in 1989-90.
The hike in the oil price in the wake of the first
Irag war administered the final blow to a deterio-
rating balance of payments situation. A balance of
payments crisis ensued, paving the way for sys-
tematic and systemic reforms this time around.

A Tamil terrorist assassinated Rajiv Gandhi
while he was campaigning for the 1991
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parliamentary elections. This brought prime min-
ister Narasimha Rao to the helm. Taking advan-
tage of the crisis, Rao decided to set India’s house
in order. He appointed a technocrat, Dr
Manmohan Singh, as his finance minister and
provided him with the necessary political support
to carry out systematic reforms. In one stroke, the
new government abolished import licensing on
capital goods and raw materials, ended investment
licensing on all but a handful of products and
initiated the process of opening the country to
foreign investors. The highest industrial tariff
rate, which was 355 per cent in 1990-1, was
steadily brought down, reaching 50 per cent in
1995-6. The government also took steps to reduce
the degree of financial repression, open telecom-
munications to the private sector and grant entry
to private carriers in the airline industry.

The Rao government undertook its most sig-
nificant reforms in the first three years of its ten-
ure. After that, the reforms became piecemeal
once again until the National Democratic Alliance
(NDA) was given a clear mandate for five years in
1999. Rao lost his mandate in the 1996 elections
and was followed by three fragile coalition gov-
ernments in as many years.

Finally in 1999, under its determined leader
Atal Bihari Vajpayee as prime minister, the
NDA government returned to systematic
reforms. This second wave of reforms, like the
first one during the first three years of the Rao
government, touched virtually all sectors of the
economy except perhaps labour markets. Trade
liberalization was accelerated, doors to foreign
investors were opened wider in almost all sec-
tors, genuine privatization of public sector
enterprises was introduced, interest rates were
liberalized, the insurance sector was opened to
the private sector with foreign participation per-
mitted, a key reform of the electricity system
was introduced, and above all, a major reform of
the telecommunications sector through the New
Telecom Policy (1999) revolutionized the com-
munications landscape of India. In my view,
while the Rao reforms placed India firmly on
the six per cent growth path, the Vajpayee
reforms paved the way to the current eight to
nine per cent growth.
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In a surprise result the NDA government lost
the 2004 election, paving the way for the current
United Progressive Alliance (UPA) led by the
Congress Party. Although Dr Manmohan Singh
came to the helm as prime minister raising hopes
for continued reforms, internal tensions and oppo-
sition from the left parties, which provided critical
balancing votes for the survival of the govern-
ment, held the government’s hand back. Indeed,
sadly, the government has performed quite poorly,
failing to implement policies effectively even in
areas of agreement. For instance, from the begin-
ning, the UPA had singled out infrastructure
building as its top priority. Yet it ended up con-
siderably slowing down the progress in such crit-
ical areas as road building and electricity, where
the NDA government had built up substantial
momentum. And of course in the critical area of
labour regulation, the government pre-committed
itself to not undertaking reforms. Even in interna-
tional trade, a largely non-controversial area, lib-
eralization has come to a standstill.

Has India Moved into Phase V?
A plausible case can be made that starting in
2003-04, India has entered a new phase. Growth
during the five-year period spanning 2003-08
averaged 8.8 per cent. This is a full three percent-
age points higher than the 5.8 per cent rate
achieved from 1988-89 to 2002—03. As we shall
see below, the economic transformation during
the last five years has been unprecedented.
Sceptics argue that the current acceleration is
a temporary aberration from the steady-state
growth of six per cent. The likely decline in the
growth rate in the financial year 2008—09, almost
entirely as a result of the global economic crisis,
has strengthened this argument. Yet my own
view is that over the longer run, say the next ten
to 15 years, India will sustain a growth rate of
eight to nine per cent, which could be even
higher if it were to introduce some key reforms.
In terms of growth in the factors of production,
gross investment in India has risen from 25 per
cent of the GDP in 2002—03 to 36 per cent in
200607, and India’s population is predicted to
become on average younger, implying faster
growth in the workforce. The higher proportion

Indian Economic Development

of the workforce in the population also promises
to raise savings and investment further. As for
productivity growth, the competitive pressures
on entrepreneurs brought about by the external
and internal opening up are here to stay. The
changes in the initial conditions brought
about by the structural changes in the post-
reform era offer yet another reason to take an
optimistic view.

Reforms and Growth

That the command and control policies served
India rather poorly is not very much in dispute.
It is generally agreed that the country’s economic
performance in Phase II was quite poor. Those
who spent time in India during this period would
testify to very little change in the country. Poor
performance was reflected most visibly in scarci-
ties and poor product quality. People who wanted
a scooter, automobile or telephone had to wait for
a year or longer. Phone service was so poor that
half the time people did not get a dial tone, and
when they did, they were frequently connected to
a wrong number. Bicycles in the 1970s were
hardly any different from those in the 1950s. The
same held true of automobiles.

There is less agreement on the 1980s and
beyond, however. DeLong (2003) initially raised
the question by arguing that growth in India had
accelerated in the 1980s prior to the reforms of the
1990s. Building on this argument, Rodrik (2003)
raised the stakes, asserting that the ‘change in
official attitudes in the 1980s’ may have had a
bigger impact than any specific policy reforms.
Panagariya (2004) questioned this assertion, argu-
ing that:

+ piecemeal liberalizing reforms had already
begun in the late 1970s and continued through
the 1980s

* Dbut for the super-high growth during 1988-91,
the last three years of the decade, the growth
rate in the 1980s was significantly lower than
in the 1990s

+ this super-high growth rate was partially
fuelled by fiscal expansion which could not
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be sustained, as evidenced by the 1991 finan-
cial crisis

+ regardless of the trigger, the higher growth rate
could not have been sustained without liberal-
izing reforms.

Panagariya (2008) also argues that the recent
acceleration of the growth rate to nearly nine per
cent further strengthened the argument that
reforms were critical to accelerating and sustain-
ing high growth rates.

Three examples may help to buttress the argu-
ment that without the liberalizing reforms of the
1990s and beyond, India could not have achieved
its transformation. First, India’s exports of goods
and services as a proportion of GDP rose from 7.3
per cent in 1990-1 to 13.6 per cent in 2002—-03
and 21 per cent in 2007-08. If India had kept
blanket licensing on virtually all imports, and the
high tariffs which averaged 113 per cent and
peaked at 355 percent in 1990—1, it is inconceiv-
able that this tripling of the ratio could have hap-
pened. Second, in 1990-1, foreign investment
inflow into India was a paltry US$6 million. It
rose to $6 billion in 2002-03 and $61.8 billion in
2007-08. Without liberalization, this change
would have been impossible. Finally, tele-density
(phones per 100 population) rose from less than
three in 1998 to 31 in October 2008. The total
number of phones was less than 6 million in
1990-1. It rose to 76.3 million in 2002—-03 and
to 364 million at the end of October 2008. Even
rural India could boast of 109 million phones by
October 2008. Without the telecoms sector
reforms of the 1990s and 2000s, this expansion
would also have been impossible. These examples
lead to the conclusion that had India heeded those
who recommended a move away from a com-
mand and control regime, including an end to
import licensing (as in the pioneering work of
Bhagwati and Desai 1970), it would have reached
a higher growth path much sooner.

Poverty and Inequality

There has been a vibrant debate on whether the
reforms and accompanying growth have led to
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poverty reduction in India. In part, this debate
was fuelled by a change in sample design of the
large sample survey in 1999-2000, which made it
noncomparable to the preceding large survey
done in 1993—4. This debate was resolved by
another large survey in 2004-05. There is now
general agreement that while the precise decline in
poverty depends on where one draws the poverty
line and which price index is used to convert the
poverty line from one year to another, significant
reduction in the poverty ratio, measured as the
percentage of poor people to the total population,
did take place between 1993—4 and 2004-05.
Significant reduction in the poverty ratio also
took place between 1983 and 1993—4. According
to the official calculations by the Planning Com-
mission, the poverty ratio fell from 44.5 per cent
in 1983 to 36 per cent in 1993—4 and 27.5 per cent
in 2004-05. In contrast, there was no change in
the trend poverty ratio between 1951-2 and
1973-4.

Reform critics also argue that post-reform
growth has led to massive inequalities in the coun-
try. If we use the conventional Gini coefficient as
the measure, there is no perceptible increase in its
value between 1983 and 2004-05. But regional
inequality, as measured by state-level per-capita
incomes, and urban—rural inequality, has gone
up. This should not be surprising. Rapid growth
often creates urban agglomerations which concen-
trate in a few regions, and therefore leads to both
regional and urban—rural inequality. A little-
appreciated fact is that even South Korea, which
is often cited as an example of rapid growth with
equity, actually experienced both regional and
urban—rural inequality during its rapid-growth
phase (Ho 1979).

A danger of excessive focus on inequality is
that it can lead to policies that undermine wealth
creation, growth and ultimately poverty allevia-
tion. India’s own experience in the second half of
the 1960s and 1970s demonstrates the dangers of
this approach. Concerns with ‘concentration of
wealth’ largely motivated Mrs Gandhi to impose
severe controls on investments by large firms and
big business houses, marginal income-tax rates
that exceeded 95 per cent, and the reservation of
labour-intensive products for SSEs. These
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policies scuttled growth and any hope of helping
the poor.

A more effective way to combat regional and
urban—rural poverty is to concentrate government
efforts on anti-poverty programmes. In so far as
the poor are concentrated in low per-capita-
income states such as Bihar, Orissa and Uttar
Pradesh, and in rural areas, efforts to fight poverty
will automatically help reduce regional and
urban—rural inequalities.

India’s Challenge

A key feature of India’s growth, different from
almost all other countries at a similar stage of
development, is the disappointing performance
of manufacturing. Whereas a rapidly rising share
of industry in the GDP accompanied growth in
South Korea and Taiwan in the 1960s and 1970s
and in China more recently, the same has not
happened in India. The share of industry
(including manufacturing; mining and quarrying;
and electricity, gas and water) in India’s GDP has
remained remarkably steady at around 21 per cent
since 1990—1. The decline in the share of agricul-
ture and allied activities during these years, from
29.3 per cent in 1990-91 to 17.8 per cent in
2007-08, has been entirely absorbed by services,
whose share has grown from 49.2 per cent to 61.4
per cent over the same period.

Although formal sectors such as information
technology, telecommunications and finance have
shown rapid growth, services largely consist of
informal sector services. Within industry, labour-
intensive products such as apparel, footwear, toys
and other light manufactures that generate well-
paid jobs have done poorly. This has meant that
the creation of well-paid jobs in the economy has
lagged despite rapid growth.

To put it differently, approximately three-fifths
of the workforce currently derive their income
from agriculture and allied activities, while these
sectors generate less than one-fifth of the total
income. Given that agricultural growth rarely
exceeds four per cent, this means that an
extremely large part of the population is not shar-
ing in India’s rapid growth. In part, this calls for
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reforms in agriculture to accelerate growth in that
sector. But more importantly, India needs to create
well-paid jobs in industry and services far more
rapidly in order to pull a large chunk of the labour
force out of agriculture. In a modern economy,
agriculture can be the primary source of income
for only a small proportion of the population. If a
substantial proportion of the agricultural work-
force migrated to different sectors, this would
will also reduce the pressure on land and raise
agricultural productivity.

A key reform necessary to accelerate job crea-
tion in the formal industrial sector relates to the
labour market. Firms must have the right to ter-
minate workers upon payment of appropriate sev-
erance pay. The current regulations have worked
as a serious barrier to the entry of large-scale firms
in the labour-intensive sectors in India. Apparel
factories in India have tended to be much smaller
than even in Bangladesh and Sri Lanka. With
labour accounting for the bulk of the costs in the
labour-intensive sectors, firms are reluctant to
enter these sectors on a large scale in the absence
of the right to terminate workers.

What Can We Learn from the Indian
Experience?

India’s rich experience offers several lessons. First
and foremost, it shows that democracy is not a
barrier to rapid growth. Until recently, analysts
argued that democracy might be consistent with
growth rates of from four to six per cent, but not
much higher rates. Even Chile, which is a democ-
racy, has not been able to break the six per cent
barrier on a sustained basis. India has now grown
at almost nine per cent for five years, and despite
the current hiccups, it promises to maintain that
rate in the second decade of the 21st century.
Second, reforming a highly distorted economy
is a long-drawn-out process. Some analysts have
recently argued that countries should look for one
or two policies that most constrain growth, and
concentrate on changing them. India’s experience
demonstrates otherwise: the reform process
extends to decades. Relaxing constraints on
growth in one area only expose the constraints in
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other areas. Success on a sustained basis requires
sustained action over several decades.

Third, low or declining barriers to trade are
extremely critical to rapid growth. Side-by-side, it
is necessary to give entrepreneurs space in which
they may freely operate. Reforms necessary to give
entrepreneurs the necessary space may vary from
country to country, but at the end of the day, each
country must find ways to free up entrepreneurs to
seek profits without undue restraints.

Finally, the country must own its own policies.
Forced policy reform by the World Bank and the
International Monetary Fund (IMF) in the 1980s in
many countries was destined to fail. When govern-
ments themselves do not own a reform, they will
sabotage it at the implementation level or reverse it
once the loan has been disbursed. India’s reform
was fully owned by its successive governments. At
worst, we could argue that the first set of reforms in
1991-2 were carried out under the terms and con-
ditions of the IMF and the World Bank loans. But
even this is contestable, as is pointed out in chapter
5 of Panagariya (2008). Everything else that
followed was initiated and executed by India.
After India’s 1991-92 programme, the IMF
became irrelevant to the country. Likewise, follow-
ing the first structural adjustment loan by the World
Bank, India was firmly in the driving seat. The
World Bank remained engaged only because it
wanted to loan money to India, and did so by
selling the loans internally to its board based on
the policy actions India had been taking. Without
ownership, reforms would not have been sustained.
Nor would they have been credible to the
entrepreneurs.

See Also

India, Economics in
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Indian Economy: Yesterday, Today
and Tomorrow

Arvind Panagariya

Abstract

This article offers an analytic overview of
India’s achievements to date, what its future
prospects are, what its rise means to the global
economy in the next fifteen years and what
challenges India faces in terms of future
reforms. The article begins by presenting a
summary of the country’s growth experience
during the last sixty years and relating it to the
policies and political economy factors behind
the adoption of those policies. It then discusses
medium-term prospects of the country. Based
on a set of key factors relevant to growth, it
argues that India is likely to become the third
largest economy in the world and an even
bigger contributor to the global workforce
than it is today. The article then turns to the
study of the impact the growth has had on
poverty alleviation during India’s sixty-year
history. The remainder of the article outlines
the key challenge India faces today and the
reforms it needs to undertake to sustain and
accelerate both growth and poverty alleviation.
The article argues that India needs to walk on
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two legs — manufacturing and services — and
requires reforms that would help strengthen
both.
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Challenge; Global economy; Growth; India;
Poverty; Redistribution; Reforms
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0O11; 014; 019

The Indian economy grew an impressive 8.5% per
year between the financial years 2003—04 (1 April
2003 to 31 March 2004) and 2010-11. This period
included the global-financial crisis year of
2008-09. Unlike most other economies around
the world, the Indian economy was barely dented
by the crisis. It experienced a small and temporary
decline in the growth rate to 6.8% during 2008—09
and bounced back to the 8% plus rate in the
following two financial years. This makes the
compelling point that the economy has shifted
onto a tiger-like growth trajectory for some years
to come.

Yet, with surprising speed, pessimism border-
ing on the gloom of the 1970s and 1980s has
returned to the Indian economic scene. The
growth rate during the last three-quarters of the
financial year 201112 fell progressively to 6.7%,
6.1% and 5.3% and has recovered only marginally
to 5.5% in the first quarter of 2012—13. The
growth rate in 2011-12 as a whole was the lowest,
at 6.5%, since the economy began growing at an
8% plus rate in 2003—04. The decline has been
accompanied by high inflation, large and rising
fiscal deficit and a depreciated rupee against the
dollar. The result has been a certain degree of
panic among commentators on the Indian econ-
omy, with some predicting that the ‘I” is about to
drop out of the acronym BRIC, others suggesting
that the only vowel in the acronym now stands for
Indonesia and still others pronouncing an end to
India’s growth story (see, for example, the article
by Mukherji and Ogawa (2012) of Standard and
Poor entitled ‘Will India be the first fallen BRIC
angel?’. The article goes so far as to raise the
possibility that India may revert to the
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pre-reform growth rate of 4-5%. To quote from
its concluding section, ‘Some observers in India
possibly assume that the economy could sustain
6%—7% GDP growth in the coming years without
active reforms or more effective economic man-
agement. However, we should not exclude the
possibility of a more significant drop in trend
GDP growth (perhaps to 4%—5%) if weak eco-
nomic management coincides with a bad external
shock or with bad luck, such as a poor
monsoon’.).

Against this background, the present article
offers an analytic overview of what India has
achieved to date, what its future prospects are,
what its rise means to the global economy in the
next fifteen years and what the challenges are that
India faces in terms of future reforms. The first
section begins with a summary of the growth
experienced during the last sixty years, the role
of economic policies in determining this growth
trajectory and the political economy factors that
led to the adoption of the policies. The second
section discusses the medium-term prospects of
the country. Based on a set of key factors relevant
to growth, it is argued that India is likely to
become the third largest economy in the world
and an even bigger contributor to the global work-
force in the next fifteen years. The third section
turns to the impact that growth, or lack thereof,
has had on poverty alleviation during the sixty-
year history. The fourth section outlines the key
challenge that India faces today. The fifth section
turns to the reforms that India needs to sustain and
accelerate both growth and poverty alleviation. It
is argued that India needs to walk on the two legs
of manufacturing and services, and requires
reforms that would help strengthen both.

Growth: An Overview

It is useful to divide approximately sixty years
worth of modern economic history of India into
five separate phases, as done in Fig. 1. (The ratio-
nale for the phases chosen in Fig. 1 is provided in
Panagariya (2008, Chapter 1), which also offers a
detailed account of the twists and turns in India’s
economic policies.) After independence, India
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B Annual growth in GDP at factor cost [I] Annual growth in pe-capita GDP at factor cost

8.2

Phase | (1951-65)

Indian Economy: Yesterday, Today and Tomorrow,
Fig. 1 Annual growth rates during five phases, 1951-52
to 2011-12 (Source: based on the author’s calculations

launched its development programme, with the
First Five-Year Plan beginning in 1951-52.
(Although planning as the principal tool of devel-
opment has now been largely abandoned, India
continues to use the five-year plans as a major
medium-term policy statement. Because of breaks
between the end of one five-year plan and the
launch of the next several on several occasions,
India will be launching its Twelfth Five-Year Plan
in 2012-13.) In conformity with the prevailing
conventional wisdom among all economists,
western and Indian, the state was given a key
role in the development process. Two objectives
guided the policy: self-reliance, interpreted as the
absence of dependence on imports to satisfy
domestic demand and on exports for the sale of
goods produced at home, and therefore a coinci-
dence of production and consumption baskets;
and a steady increase in the share of the public
sector in investment and output. With the national
interest rather than that of a colonial power placed
at the centre of the development effort, institutions
of a vibrant and durable democracy were put in
place: a British-style parliament to legislate, a
fiercely independent judiciary, a free press and a
substantial bureaucracy headed by the country’s
brightest men and women. The result was satis-
factory though not spectacular economic growth:
during the first 14 years of planned development,

Phase Il (1965-81) Phase Il (1981-88) Phase IV (1988-03) Phase V (2003-12)

using the data in the Handbook of Statistics on Indian
Economy, 2012 by the Reserve Bank of India at http:/
www.rbi.org.in/)

ending with the year 1964—65, GDP at factor
prices grew at the annual rate of 4.1%. Allowing
for population growth of 2.1% per year, per capita
GDP growth during the period was 2% per
annum.

The first 14 years, or Phase 1, largely coincided
with the rule of Prime Minister Jawaharlal Nehru.
Two key instruments were deployed during this
period to catalyse growth while promoting self-
reliance by progressively realigning the produc-
tion basket to the one domestically consumed and
expanding the public sector. First, the public sec-
tor entered production activity in heavy industry
sectors, such as steel and machinery, on the pre-
mise that the private sector lacked the resources
required for investment in them. Second, larger
investment projects in the private sector were
subjected to licensing to ensure that private
investments were channelled into highpriority
sectors rather than being guided purely by profit-
ability. The system worked relatively smoothly
through the 1950s. During that decade, barriers
to trade were also low, with many consumer goods
imports permitted.

A balance of payments crisis in 1957-58 led
the government to adopt foreign exchange
budgeting under which the finance ministry
would predict the expected foreign exchange rev-
enues in the following six-month period and
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allocate it across its competing uses. This natu-
rally created an extra layer of bureaucracy in the
investment licensing system, since a licence could
not be issued unless foreign exchange for the
machinery and raw materials necessary for the
project was available. This factor, complemented
by a rising volume of private investment, which
translated into progressively larger number of
applications for licences, began to create serious
bottlenecks in the administration of the licensing
system as the Nehru era ended. Beginning in
1964, several committees were set up to recom-
mend changes that would help streamline the
licensing procedures, but the efforts were largely
unsuccessful.

Nehru died in 1964 and was succeeded by Prime
Minister Lal Bahadur Shastri, who was more sym-
pathetic to agriculture and unenthusiastic about
heavy industry. His administration oversaw the
launch of the Green Revolution and the creation
of much of the infrastructure of public distribution
system of food grains, including the Food Corpo-
ration of India (FCI) and Agricultural Prices Com-
mission which still exist today. Unfortunately,
however, Shastri died unexpectedly in early Janu-
ary 1966 and was succeeded by Prime Minister
Indira Gandhi, daughter of Nehru.

Political compulsions led Gandhi to turn to a
far more extreme form of socialism than under
Nehru. Investment by a large firm or business
house, formally defined as a firm or
interconnected groups of firms with 350 million
rupees or more in assets, was confined to 19 highly
capital-intensive core industrial sectors. Along-
side, most of the labour-intensive sectors, such
as apparel, footwear and light consumer goods
of all kinds, were reserved for exclusive manufac-
ture by small-scale enterprises. Imports were sub-
jected to such tight controls that they fell to just
4.1% of GDP in 1969-70. Foreign investment
rules, which had been relatively liberal under
Nehru, were tightened dramatically. With some
exceptions, foreign companies were told either
to register as Indian companies or to leave the
country. Two major American companies, IBM
and Coca-Cola, left India in the second half of
the 1970s. The largest 14 domestic banks, insur-
ance companies, coal mines and oil companies
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were nationalised. A ceiling was placed on urban
land holdings. Land held above the specified ceil-
ing was to be put for sale, with the government
having the right to buy it at a throwaway price.
The result was the disappearance of much urban
land from the market. Finally, labour laws were
changed to further favour workers, with
manufacturing firms employing 100 or more
workers denied the right to lay off workers under
any circumstances.

These draconian measures had a chilling
impact on the economy. While industrial countries
boomed during the 1960s and early 1970s (until
the oil-price crisis put the brakes on that growth),
and countries such as South Korea and Taiwan
that had chosen an outward-oriented path to
development went on to achieve growth rates
ranging from 8% to 10%, the growth rate in
India dipped. The decade from 1965-66 to
197475 produced GDP growth of just 2.6% per
year, with per capita GDP rising just 0.3% annu-
ally. This was a lost decade for the country.

By the second half of the 1970s, at least some
in the government began to recognise that the
controls had gone too far for the good of the
economy. Although this was not publicly
acknowledged and no policy change was actually
announced, some piecemeal liberalisation involv-
ing the expansion of production capacity under
the existing licenses and freer imports of machin-
ery and raw materials was introduced. This pro-
cess accelerated in the 1980s, especially in the
second half of the decade under Prime Minister
Rajiv Gandhi, who succeeded his mother follow-
ing her assassination in 1984. Growth recovered
to 4.2% during 1975-81 (1975-76 to 1980-81)
and to 4.6% during 1981-88.

Although the small acceleration in growth dur-
ing the 1980s was partially stimulated by the
piecemeal reforms, it was also fuelled by an
expansionary fiscal policy that relied on substan-
tial overseas borrowing. As the 1980s closed, this
borrowing had led to an accumulation of substan-
tial external debt. Moreover, despite an accelera-
tion of export earnings in the second half of the
1980s, due to significant depreciation of the rupee
and the introduction of some export incentives,
their level remained low. As a result, debt
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servicing came to absorb nearly 30% of the mea-
gre export earnings by the end of the 1980s. In
turn, foreign exchange available for imports pro-
gressively dwindled and a balance of payments
crisis followed in 1991.

This crisis coincided with an election cam-
paign during which Rajiv Gandhi was assassi-
nated, paving the way for Prime Minister
Narasimha Rao to take the helm. Contrary to his
reputation, Rao proved to be a decisive prime
minister who used the occasion of the crisis to
introduce major reforms. He abolished licensing
on investment and imports of capital goods and
raw materials (though not on consumer goods).
He also opened the economy to foreign invest-
ment. In the subsequent years, he extended the
reforms to telecommunications, civil aviation and
the financial sector, while continuing to liberalise
trade through tariff reductions.

Rao lost the election in 1996 and was followed
by three short-lived coalition governments. Even-
tually, in 1998, Prime Minister Atal Bihari Vaj-
payee came to head the Bharatiya Janata Party
(BJP) led National Democratic Alliance (NDA)
government. Though Vajpayee lost a crucial vote
in his first year, leading to the fall of his govern-
ment, the electorate returned him with a stronger
mandate in 1999. He ruled until May 2004, when
the NDA lost a crucial election.

The reform process not only continued but also
accelerated considerably under Vajpayee. Import
licensing on consumer goods imports was ended
and tariffs were systematically brought down,
with the highest tariff on industrial goods
dropping to just 10% (with some exceptions) in
the last budget presented under this government.
A major reform of the telecommunications sector
paved the way for fierce competition among pri-
vate and public providers. The result was an
explosion in the growth of mobile phones in
India. Major initiatives were also undertaken in
the area of infrastructure, including the building of
highways and rural roads and modernisation of
ports. Other reforms included the liberalisation of
interest rates, freer entry to domestic private and
foreign banks, freeing up of markets in agricul-
tural produce, entry of the private sector to insur-
ance, steady trimming of the list of sectors subject
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to small-scale industries reservation, privatisation
of several public-sector enterprises and the repeal
of the central urban land ceilings act, which paved
the way for state governments to drop the ceiling
on urban land holdings. These changes went a
long way towards intensifying competition in var-
ious markets.

The reforms under the Rao and Vajpayee gov-
ernments went a long way towards accelerating
growth. Although growth had crossed the 7%
mark during the three years preceding the 1991
crisis, it could not be sustained due to its partial
origins in the expansionary fiscal policies. But the
higher growth during the 1990s followed fiscal
consolidation and pro-market reforms. As a result,
it was not only sustained but accelerated. India
grew 5.8% per annum during 1988-89 to
2002-03 and then, in 2003-04, shifted to the
higher growth path of 8-9%. Although the growth
rate fell to 6.8% in 2008—09 following the global
financial crisis, it quickly returned to the 8% plus
range in 2009-10 and 2010-11.

The Congress returned to power in May 2004,
heading a coalition that came to be known as the
United Progressive Alliance (UPA) and consisted
of approximately a dozen large and small parties.
Dr Manmohan Singh, an economist who had
served as the Finance Minister in the Rao govern-
ment and had guided the reforms in the first half of
the 1990s, was appointed Prime Minister. Unfor-
tunately, however, this government interpreted the
defeat of the NDA as a vote against reforms. It
proclaimed its intention to promote reforms with a
‘human face’. In effect, this rhetoric translated
into an end to pro-growth reforms and to attention
being focused nearly exclusively on redistributive
programs. Even progress on building the
country’s infrastructure slowed down. Perhaps
the most visible policy initiative of the govern-
ment was the introduction of a large-scale
National Rural Employment Guarantee Scheme
under which one member of each rural household
is guaranteed employment for 100 days at a wage
significantly above the equilibrium rate.

While the UPA government did not follow up
on the Rao—Vajpayee reforms, it generally did not
do anything significant to impede their effects
from being realised. As a result, the growth
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acceleration that had taken place in 2003—04 was
sustained during its rule. This steady growth of
8-9%, in turn, helped the government return to
power in 2009. (Gupta and Panagariya (2012)
provide an empirical analysis of the 2009 election
and show that growth is the key to explaining the
outcome in this election.) But the policy environ-
ment began to deteriorate during the second term
of the UPA.

Two factors, in particular, hurt the economy.
First, in an overreaction to high inflation, the
Reserve Bank of India curbed the growth of the
money supply through 13 consecutive increases
in the interest rate. The resulting increase in the
cost of funds had an adverse impact on private
investment. In parallel, high fiscal deficits had the
obvious effect of crowding out some private
investment.

Secondly, and more importantly, almost from
the beginning of the second term of the UPA a
paralysis gripped the administrative and policy-
making processes of the government. The paraly-
sis began with a hyperactive environment minister
blocking clearances to hundreds of projects
around the country. Later, revelations of a large
number of corruption scandals, followed by the
imprisonment of two ministers, one Member of
Parliament and several civil servants, led to a chill
in the entire decision-making machinery. Civil
servants would no longer take action on the basis
of verbal orders by their ministers, while the latter
came to fear issuing even legitimate orders in
writing lest they were accused of doing so in
return for a bribe.

This paralysis in decision-making in the
administrative machinery has been accompanied
by paralysis in policy making. The Prime Minister
and his Congress party have been utterly unsuc-
cessful in negotiating policy changes with their
coalition partners. One or the other coalition
member has gone on to block every important
policy initiative of the government. The result
has been legislative paralysis as well.

These two factors have been largely behind the
recent growth slowdown. While the Reserve Bank
of India is beginning to reverse its tight monetary
policy, its ability to continue doing so is
constrained by fiscal deficits. Accommodation of
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large fiscal deficits by the Bank inevitably risks
fuelling inflation. At the same time, the paralysis
in administrative and policy-making processes
has not gone away either. Without corrective
action by the government on both fronts, a per-
fectly plausible growth story runs the risk of being
stopped dead in its tracks.

Medium-Term Growth Prospects

Setting aside these two considerations, the pros-
pects for growth in India over the next fifteen
years are excellent. To fully appreciate this fact
and its implications for India’s position in the
global economy, consider first the growth that
India has achieved during the last nine years in
US dollar terms. The simple average of annual
growth rates in current dollars during the nine
years beginning in 2003-04 and ending in
2011-12 has been 15.8%. Even allowing for 3%
per year inflation in the USA, this figure implies a
growth rate of 12.8% in real dollars.

Making next the conservative assumption that
the GDP in real dollars will continue to grow 10%
per year in constant dollars, it will expand from a
GDP of 1.8 trillion dollars in 2011-12 to 7.5
trillion in 2025-26 in 2011-12 dollars. India
would then become the third largest economy in
the world after the USA and China. Moreover,
even applying the current population growth rate
of 1.8% per annum, which is bound to decline,
this GDP will imply a per capita GDP of $4,800 at
2011-12 prices. That would spell the end of pov-
erty as currently defined with near certainty.

Demographically, the number of workers aged
20 to 49 years is predicted to decline by 37 million
in developed countries and 63 million in China
between 2010 and 2025. In India, this number is
predicted to increase by a gigantic 131 million.
With an increased international mobility of
workers, these numbers are likely to translate
into young Indian workers becoming far more
ubiquitous around the globe than today. Rising
incomes within India, which would make it pos-
sible for parents to send their children abroad for
education, will only facilitate this process of
emigration.
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The critical question to which we must return
is why the prospects of 10% growth in real dol-
lars are good for the next 15 years. At least four
factors allow us to make a compelling case. First,
investment rates in India have hovered around
35% during the last several years. This invest-
ment is largely financed by domestic savings,
which means that the savings rate has also been
30% or more during these years. Going by the
historical experience of countries such as South
Korea, Taiwan, Singapore and China, it is quite
unlikely that these savings and investment rates
will collapse in the near future. Given that India
is predicted to become progressively younger,
labour shortages will not act as a brake on growth
either.

Second, the reforms introduced during the
1990s and early 2000s have remained intact.
This means that India remains a highly open
economy in at least industrial goods and ser-
vices, although it is still highly protected in
agriculture. Domestic entry is also relatively
free. Therefore, entrepreneurs must compete
intensely with one another. Large inefficiencies
remain in check.

Third, complementing this competition effect
is the gap between productivity in India and that
in the ‘best-practice’ countries. This large gap
offers India significant scope for technological
catch-up. Therefore, in addition to growth
through increased factor supply (capital and
labour), India has the possibility of adding to
its growth rate through productivity gains.
Because entrepreneurs are subject to intense
competitive forces, it is likely that such produc-
tivity gains through technological advance will
be realised.

Finally, rapid growth also requires entrepre-
neurs willing to take risks. Luckily here as well
India has had a longstanding tradition of entrepre-
neurship. The fact that even during the age of
licensing, with both hands virtually tied, Indian
entrepreneurs could produce 3—4% growth almost
steadily is evidence of their skills and talent.
Surely, in the current reformed environment and
with further reforms likely in the forthcoming
years, the chances of their performance improving
yet more are very good.
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Poverty and Inequality

An issue of great importance is the impact the
reforms and growth have had on poverty. Evi-
dence is now compelling that growth has not
only been accompanied by a decline in poverty,
but that the acceleration of this growth has been
accompanied by an accelerated decline in poverty.

In 1950-51, India started at an extremely low
per capita income and a large percentage of the
population was in poverty at the beginning. But
the country also grew slowly during the first
25 years. That in turn meant that even in the
mid-1970s, per capita incomes remained quite
low and no progress could be made in poverty
alleviation. With such low per capita income, even
the scope for poverty alleviation through redistri-
bution was extremely limited. It was only when
growth accelerated and per capita income began
rising more rapidly that an impact on poverty was
discernible. Not only did growth begin to ‘pull up’
people into gainful employment, it also produced
larger tax revenues that could be used to finance
enhanced redistribution programs, such as the
National Rural Employment Guarantee Scheme.

Before presenting the evolution of poverty, it
should be noted that there has been some contro-
versy in India about the level at which official
Indian poverty lines are set. The original official
rural and urban poverty lines, known as the
Lakdawala poverty lines, had been set at the rec-
ommendations of a 1993 expert group headed by
the then leading poverty expert Professor
D. T. Lakdawala. Although the Planning Com-
mission recently revised the rural poverty line
upwards at the recommendation of the Tendulkar
Committee report, thereby aligning it to the urban
poverty line in real terms, many have argued that
the poverty line still remains low. My own view is
that in a country with widespread poverty, an
important role of the poverty line is to allow
tracking of the fortunes of those living in destitu-
tion. Therefore, setting this line near the subsis-
tence level has some merit.

Whatever one’s view with respect to the level
at which poverty line is set, if we are interested in
comparable estimates for the entire sixty-year
period under consideration we are confined to
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Indian Economy: Yesterday, Today and Tomorrow, Fig. 2 Poverty ratio, 1951-52 to 1973-74 (Source: author’s

construction using data from Datt (1998, Table 1))

the Lakdawala poverty lines. Even at the
Tendulkar lines, estimates go only as far back as
1993-94. In principle, it is possible to extend the
estimates at the Tendulkar lines back in time or to
calculate them at alternative lines, but they are not
readily available.

Accordingly, the estimates presented here are
based on the Lakdawala lines. Figure 2 shows the
evolution of the poverty ratio — the proportion of
the population below the poverty line — from
1951-52 to 1973-74. As is readily seen from the
trend line, there was no long-term reduction in
poverty during this period. Indeed, the trend line
shows a slight upward movement over time. Nei-
ther was growth robust enough to pull people out
of poverty nor did the meagre tax revenues gen-
erated by low levels of income provide enough
resources for significant redistribution. But this
changed as growth picked up and income began
to rise.

Table 1 reports the poverty ratio in rural and
urban India and the two regions taken together
approximately every five years beginning in
1973-74. (There is one exception since the esti-
mates jump to 200405 after 1993-94. Although
a thick expenditure survey was conducted during
this year, due to a change in the sample design
estimates based on it are not strictly comparable to
those in the other years. Therefore the estimates
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Table 1 Poverty ratio, 1973-74 to 2009-10 (Source:
Planning Commission for estimates until 2004-05 and
Mukim and Panagariya (2012) for 2009-10)

Year Rural (%) Urban (%) Total (%)
1973-74 56.4 49 54.9
1977-78 53.1 452 51.3
1983 45.6 40.8 445
1987-88 39.1 38.2 389
1993-94 37.3 324 36
2004-05 28.3 25.7 27.5
2009-10 20.2 20.7 20.3

associated with this year have been suppressed.)
These estimates are based on the so-called thick
surveys that typically collect expenditure data on
over a hundred thousand households nationwide.
As is readily seen, the acceleration in growth
beginning in 2003—-04 also translates to acceler-
ated poverty reduction. For example, reduction in
total poverty was 0.77 percentage points per year
from 1993-94 to 2004-05 but 1.44 percentage
points per year from 2004-05 to 2009-10.
Mukim and Panagariya (2012) provide a compre-
hensive analysis of the evolution of poverty in
India. They show that poverty has fallen steadily
since 1983 for all major social and religious
groups and states. There is simply no truth in the
common assertions that growth has impoverished
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the socially disadvantaged or that it has failed to
benefit specific religious minorities.

Recent research also shows that contrary to
common assertions that growth has increased
inequality in India, no unique relationship is
observed between these two variables. Krishna
and Sethupathy (2012) measured inequality
using the Theil index. This index allows them to
distinguish between within group and between
group inequalities. Using the expenditure data
from surveys conducted in 1987-88, 1993-94,
1999-2000 and 2004—05, they show that the over-
all inequality shows only modest variation over
the period. It rises slightly between 1987-88 and
1993-94 and again between 1993-94 and
1999-2000, but falls by 2004—-05 to roughly the
1987-88 level.

Hnatkovska et al. (2012a) also show that the
gaps in wages and education levels between
scheduled castes and tribes on the one hand, and
non-scheduled-caste groups on the other, have
steadily declined between 1983 and 2004-05
(scheduled castes and scheduled tribes refer to
historically socially disadvantaged groups in
India). The gaps exhibit a decline when measured
using mean and median wages and education
levels over time as well as when evaluated in
terms of intergenerational mobility rates. Indeed,
scheduled caste and scheduled tribe children have
changed their status relative to their parents in
terms of wages and education even faster than
non-scheduled caste children between 1983 and
200405 (Hnatkovska et al. 2012b).

Regional inequality, rural-urban inequality
and inequality between the richest and the poorest
(however defined) have certainly risen. But a
moment’s reflection will show that these forms
of inequality are nearly impossible to escape in
fast-growing economies and have been a part of
all growth miracles, such as South Korea and
Taiwan in the 1960s and 1970s and China more
recently. Growth involves wealth generation, and
those creating wealth are bound to end up with at
least a small part of it for themselves, while the
remainder is distributed over the rest of the popu-
lation. And when the wealth generated runs into
tens of billions of dollars, even a small fraction of
itis a lot of wealth for a single individual. This fact
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alone suffices to raise the inequality between the
richest and the poorest. Likewise, fast growth
concentrates in a small number of agglomerations
that are located in urban areas; even if they begin
in rural locations, the growth turns them into
urban areas over time. This pattern necessarily
leads to regional and rural-urban inequality.

The Challenge Facing India

A key difference between India and other fast-
growing economies, such as South Korea and
Taiwan in the 1960s and 1970s and China more
recently is that poverty reduction per percentage-
point growth in India has been significantly
smaller. Whereas two decades of rapid growth in
these other countries was sufficient to wipe out
abject poverty, this has not been the case in India.
By all measures, at least a fifth of the Indian
population still lives in what is sometimes called
extreme poverty.

This slow progress in combatting poverty has
in turn been due to a development pattern that is so
far unique to India. In almost all cases of rapid
growth in labour-abundant developing countries,
manufacturing in general and labour-intensive
manufacturing in particular have led the process.
In turn, this process has allowed the countries to
shift the workforce rapidly out of agriculture and
into well-paid jobs in manufacturing activities
while also fuelling urbanisation. In addition to
providing gainful employment to those migrating
from the countryside, this process has also helped
raise output per worker in agriculture by reducing
the land-to-workers ratio.

Unfortunately, capital-intensive and skilled-
labour-intensive manufacturing and services sec-
tors have led the growth process in India. The
successful sectors in India are telecommunica-
tions, information technology, automobiles,
motorbikes, petroleum refining, finance and
pharmaceuticals. Labour-intensive sectors such
as apparel, footwear and light consumer goods
manufacture have not flourished. For example,
apparel exports from India are less than those
from Bangladesh and one-tenth of those from
China. This pattern has meant that while the
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share of agriculture in the GDP has significantly
declined, just as it did in South Korea and Taiwan
in the 1960s and 1970s and China more recently,
the employment share of agriculture has fallen
more gradually (see Table 2). Indeed, until
recently, the absolute number of workers in agri-
culture has continued to grow. The net effect of
this pattern has been slow growth in gainful
employment in industry and services, slow
growth in output per worker in agriculture and
slow pace of urbanisation. All of these factors
have had a dampening effect on the pace of
poverty reduction.

For a labour-abundant country like India, with
more than 500 million workers, the greatest poten-
tial comparative advantage lies in labour-
intensive manufacturing. With specialisation in
these products, it could exploit the vast world
markets. The same opportunities do not exist in
the capital- and skilled-labour-intensive products.
As a result, specialisation in the latter, being at
least partially limited by the size of the domestic
market, has meant that manufacturing as a whole
has grown far slower than in other successful
labour-abundant economies. This fact is clearly
illustrated by Fig. 3, which shows the evolution
of the shares of the major sectors of the economy

during the post-reform era. While agriculture has
rapidly lost share in the GDP, the shares of
manufacturing and other industry sectors have
remained essentially unchanged. Services have
in turn taken up the slack, expanding their share
of GDP.

From a good jobs perspective, this pattern
would not be all bad if services had generated a

Indian Economy: Yesterday, Today and Tomorrow,
Table 2 Pattern of development in the post-reform era
(Source: author’s calculations using the data from the
Handbook of Statistics on Indian Economy, 2012 by the
Reserve Bank of India at http://www.rbi.org.in/, reports on
employment—unemployment survey by the National Sam-
ple Survey Organization, various years, and the Census of
India, various years)
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large number of formal sector jobs. But this has
simply not been the case. The work by Dehejia
and Panagariya (2016) shows that almost three-
fifths of services sector workers are employed in
own-account enterprises that employ no hired
workers on a regular basis. The small proportion
of workers that has moved out of agriculture has
largely ended up in low-paid informal sector jobs.
The critical questions are why has the pattern of
development in India been so different and what
can be done to stimulate faster growth in well-paid
jobs?

Walking on Two Legs: What India Must
Do

Because half of the workforce in India still
remains in agriculture and lives on a meagre
income, it is tempting to conclude that improving
incomes in that sector can bring the fastest relief to
the poor. Yet this is somewhat misleading, since
growth in agriculture has rarely exceeded 4% per
year on a sustained basis in India. Therefore,
while there is merit in doing what can be done to
improve agricultural incomes, there is no alterna-
tive to creating well-paid jobs in industry and
services, paving the way for a rapid movement
of workers out of agriculture into these sectors.
Indeed, such movement will contribute the most
to increased incomes in agriculture by rapidly
bringing down the worker-to-land ratio.

Even though past experiences have seen
manufacturing largely leading the growth process,
given that India has already achieved some suc-
cess in the services sector it makes more sense to
now walk on two legs: manufacturing and ser-
vices. Future reforms must focus both on stimu-
lating labour-intensive manufacturing and on
strengthening India’s lead in services.

The key reason for the failure of labour-
intensive manufacturing to flourish in India is
the stringency of labour laws. As discussed in
detail in Bhagwati and Panagariya (2012), labour
laws become progressively more stringent as a
firm’s size increases above just six employees.
At 100 workers, a manufacturing firm effectively
loses the right to lay off workers under any
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circumstances, including bankruptcy. The law
requires the firm to seek permission from the
local state labour department to sack or make
employees redundant, and the labour department
almost never grants permission.

The result of these inhibiting labour laws has
been that, in contrast to China, where large and
medium firms dominate the employment scene,
such firms are a rarity in India. In India, it is small
firms that dominate the employment scene. In an
important paper, Hasan and Jandoc (2012) com-
pared the firm size distributions of India and
China in the apparel industry. They found that
these distributions are diametrically opposed to
one another. In India, firms with 10 or fewer
workers accounted for 87.4% of apparel employ-
ment in 2005. In China, 87.7% of apparel workers
were employed in firms with 50 or more workers.
Large firms in India typically dominate in highly
capital-intensive sectors such as auto manufacture
and auto parts, where labour costs are often a
small part of the total costs.

Hasan and Jandoc also show that when large
firms do exist in the labour-intensive sectors, they
locate themselves with greater preponderance in
states with less stringent labour laws. Similar
cross-state differences do not arise in capital-
intensive manufacturing sectors, nor do other fac-
tors, such as the availability of infrastructure in the
states, produce similar cross-state differences.
These factors point to an acute need for labour
law reforms that would pave the way for the
emergence of medium and large firms in labour-
intensive sectors on a substantial scale. The small
firms that currently dominate the scene simply do
not have the incentive to exploit the vast world
markets and are therefore unable to produce large
numbers of well-paid jobs.

Reforms are, of course, required in several
other areas as well. Land markets remain highly
distorted, for instance. One particular area related
to land in which reform is necessary and relatively
straightforward is land acquisition. The current
law governing land acquisition dates back to the
19th century and needs to be replaced by a more
modern law that allows entrepreneurs to buy land
freely from the current owners, including farm
land, at competitive prices. There is also an acute
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need for proper ownership titles to land and other
property.

India also needs to build infrastructure in a
major way. The past decade has seen considerable
slowdown in the building of roads and this pro-
cess must be reinvigorated. Likewise, with
one-third of Indian households still without elec-
tricity, it is essential to reform the electricity sec-
tor. Electricity subsidies, which have left the
distribution companies effectively bankrupt and
discouraged electricity generation, need to be
ended. Electricity tariffs need to be rationalised
so that the industry is not charged punishing elec-
tricity prices to cross-subsidise other consumers.

India also needs to return forcefully to the
opening of the external sector. Trade liberalisation
has come to a virtual standstill under the current
United Progressive Alliance, which originally
came to power in May 2004. The outgoing gov-
ernment had dropped the top industrial tariff (with
some exceptions) to 10% and it remains at that
level to date. India will benefit from further
liberalisation in all sectors: industry, agriculture
and services. Liberalisation in agriculture has
scarcely begun, so the scope for reform in this
area is enormous. Likewise, in services, the
multi-brand retail trade needs to be opened up to
foreign investors. Large retailers from around the
world can play a major role in modernising this
sector. They can help build the supply chains both
from retail to manufacturers and from manufac-
turers to the export markets.

To strengthen the services leg of the economy,
higher education also needs urgent attention. The
gross enrollment ratio in higher education at
below 14% is a solid ten percentage points behind
China. Shortages of qualified skilled workers may
eventually slow the expansion of the information
technology industry. Already, IT has been
experiencing the fastest rise in wages over the
last several years. In view of the need for an
increased enrollment ratio, as well as to accom-
modate its burgeoning young population, India
needs many hundreds of new universities. Given
the fiscal constraints, the ability of the public
sector to undertake the necessary expansion is
limited. Therefore the conditions under which
new private universities could be set up need to

Indian Economy: Yesterday, Today and Tomorrow

be liberalised as well. The current system, which
requires legislation by Parliament or a state legis-
lative assembly, is extremely cumbersome. What
is needed, instead, is a set of administrative pro-
cedures that allow new universities to be opened
up quickly and efficiently. India also needs to
make the policy environment friendlier to virtual
universities that can bring higher education to vast
numbers of individuals at low cost.

A final important area in which India needs
reforms is that of redistribution policies. The gov-
ernment has so far resisted even experimenting
with direct cash transfers as the redistribution
instrument. Instead, it has insisted on creating
large supply chains in food distribution and the
provision of education and health. Unfortunately,
these supply chains have been hampered by cor-
ruption and huge inefficiencies that the govern-
ment has been unable to keep in check. As a result,
potential recipients of the service have steadily
exited public supply, even when provided at
highly subsidised rates. Cash transfers to the
poor and allowing them to choose between public
and private providers can considerably alleviate
this problem. It will also empower the poor rather
than providers. Under the current system, the poor
are at the mercy of public sector providers. But
once they hold the cash, they will be in a position
to go to the provider of their choice, forcing the
public provider either to improve efficiency or
lose its business.

Concluding Remarks

Recent policy paralysis and the subsequent
decline in the growth rate below 6% during the
first two quarters of 2012 has driven home the
lesson that government complacency is extremely
costly. The 8-9% growth that the reforms of the
Rao and Vajpayee administrations made possible
over the last decade cannot be taken for granted.
Continued reforms are required not only to sustain
and accelerate the growth that has already been
achieved, but also to prevent backsliding and an
economic slowdown. The long-term reform
agenda must address the continuing distortions
in the factor markets. The creation of well-paid
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jobs requires a policy environment that is friendly
to large firms. In turn, this requires major reforms
in labour laws that encourage rather than deter
entrepreneurs from opting for labour-intensive
technologies and labour-intensive sectors. With-
out such reform employment will be concentrated
in tiny firms operating in the informal sector.

India  needs to walk on  two
legs — manufacturing and services — and to that
end needs to maintain momentum in services.
Fulfilling this objective requires major reforms
in higher education that help improve both the
quality and quantity of skilled workers. It must
invest in infrastructure, address land market dis-
tortions and liberalise trade. Evidence shows that
economic growth in India has led to substantial
reduction in poverty. Therefore, future growth
will not only help eliminate the poverty that
remains but also turn India a major global player.
If the growth rate achieved during 2003-04 to
2010-11 is sustained, which is entirely feasible
in view of the high investment rate and the com-
petitiveness of the economy, India will become
the third largest economy in the world by 2025.
With its rising population of the young, it will also
become a large supplier of the global workforce.
The prospects for India to regain some of its lost
glory have, thus, never been brighter.
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Indicative Planning
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Abstract

Indicative planning aims to coordinate private
and public investment and output plans
through forecasts or targets. Compliance is
voluntary. The underlying logic is that the
plan can supply economically valuable infor-
mation which, as a public good, the market
mechanism cannot disseminate efficiently. It
may be perceived as a substitute for non-
existing forward markets. However, indicative
planning takes into account only endogenous
market uncertainty, not exogenous uncertainty
(technology, foreign trade and so on). Indica-
tive planning has been most consistently and
continuously implemented in France and Japan
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but has been used in many other countries,
although decreasingly so since the 1970s.

Keywords

Austrian economics; Bounded rationality;
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librium; Imperfect information; Indicative
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Uncertainty
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Indicative planning is a means of improving the
performance of an economy through the elabora-
tion of a set of consistent numerical forecasts or
targets for the economic future. The aim is to
coordinate private and public sector investment
and output plans through the provision of econom-
ically valuable information. As distinct from direc-
tive central planning, as practised in the Soviet
Union from the late 1920s, it is planning without
compulsion. Compliance is purely voluntary. It is
based on the idea that, if the plan is appropriately
constructed, it will indicate an optimal path for the
economy, which would then be spontaneously
followed by the economic actors, without the
need for compulsion. Decision-making is formally
fully decentralized, but some versions of indicative
planning include consultation with major private
actors and the concertation of private investment
plans. Furthermore, compliance is encouraged and
facilitated by persuasion and cognitive framing and
is sometimes supported by incentives. In addition,
state-controlled investment funds may be guided
into favoured projects in accordance with the plan.
Furthermore, public sector commitment to imple-
ment planned public investment and output targets
may constitute an element of certainty that facili-
tates the intended voluntary compliance.

The best-known examples of indicative plan-
ning are the plans elaborated by the French Com-
missariat Général du Plan and the Japanese
Planning Agency since the Second World War.
After the Second World War several European
countries, such as the Netherlands, developed

Indicative Planning

some sort of indicative planning, often linked to
the building of multi-sector econometric models of
the economy. Indicative planning was widely prac-
tised in developing countries during the post-war
period until the 1980s (Belassa 1990). After the
collapse of Communism, indicative planning was
briefly adopted in Poland, and is still being used in
some of the former republics of the Soviet Union.
In 1965 an indicative National Plan was
implemented in the United Kingdom, but was
abandoned after a year as an effect of a balance of
payment crisis. Today (in 2007), the European
Union is involved in soft coordination activities
that have some resemblance to indicative planning.

The presence of imperfect information is a mar-
ket failure, and indicative planning can be seen as
an attempt to bridge the information gap. The
underlying logic is that the plan can supply eco-
nomically valuable information which, as a public
good, the market mechanism does not disseminate
efficiently. Indicative planning makes it possible to
overcome the problems that arise from the eco-
nomic actors’ ignorance of the intentions of the
other actors. The collective market research
involved in indicative planning should, in principle,
make it possible to anticipate potential overcapacity
and shortage and to avoid states of disequilibrium
with unfulfilled expectations. If every economic
actor informs the planners about their prospective
demand and supply intentions for the forthcoming
plan period, this information could be aggregated
into an indicative plan and appropriate adaptations
could be made by the economic actors.

The indicative plan may be perceived as a
substitute for non-existing forward markets, or
as a calculated general equilibrium representing
an optimal allocation of resources that it would be
in everybody’s interest to implement on condition
that the plan was correctly worked out. J.L. Meade
(1971) demonstrates that the optimality features
of the welfare-maximizing general equilibrium
model can be obtained even if a full set of forward
markets does not exist, provided that the eco-
nomic agents make honest non-binding declara-
tions about intended actions for any future date.

Based on this information, equilibrium prices
and quantities could be calculated and the
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forecasts of the indicative plan would necessarily
be realized, since they correspond to optimal
behaviour by market agents.

However, the assumption that agents declare
their true intentions contradicts the assumption of
rational behaviour if individual agents are large
enough to influence prices that provide them with
an incentive not to reveal their true preferences.

Furthermore, indicative planning is capable of
taking into account only endogenous market
uncertainty, and works only in a closed economy.
Environmental, or exogenous, uncertainty
(including changes in technology and foreign
trade) is ignored. In theory, the indicative plan
may operate with as many future paths as there
are possible scenarios for the exogenous environ-
ment. However, this procedure for transformation
of uncertainty to risk is hardly of any practical
relevance, and it does not recognize the existence
of genuine uncertainty that makes it impossible to
elaborate appropriate scenarios, even in theory.

Economic internationalization and technologi-
cal change have the effect that the overwhelming
source of uncertainty has become exogenous,
which has made the forecasting exercises of indic-
ative planning increasingly difficult and ulti-
mately useless. As a result, indicative planning
has been widely abandoned or its ambitions have
been significantly curtailed. France is the major
example of a continuous commitment to indica-
tive planning. Until 2006, planning documents
covering successive S5-year planning periods
were elaborated by the Commissariat Général du
Plan. However, from the early 1970s and
onwards, the plans became less ambitious and
less influential. Targets and concertation were
abandoned. The plans became internal govern-
mental strategic documents that were, from
1993, no longer presented to Parliament. From
2006, indicative planning was formally aban-
doned, and the Commissariat Général du Plan
was succeeded by a new Centre d’Analyse
Stratégique.

It is fair to ask whether indicative planning,
following its almost universal decline, is now
devoid of contemporary relevance, if it ever had
some, and has become a phenomenon of merely
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historical interest. Is indicative planning irrele-
vant, even in its less comprehensive and more
pragmatic version that stresses the virtues of its
contribution to develop shared expectations, or ‘a
common view of the future?’ If the economic
agents are seen as capable of developing rational
expectations there is surely no role for indicative
planning. In this view, attempts to influence
expectations are ineffective and wasteful. From
the point of view of Austrian economics, collec-
tive forecasting is even worse; it is not only inef-
fective but harmful. Indicative planning can be
misleading, which may lead to too many eggs
being put into one wrong basket. The plurality of
information in a world of decentralized decision-
making with no public attempts to influence
expectations is seen as preferable by far.

However, from a more pragmatic point of view,
it is exactly the role of indicative planning in
forming common expectations concerning macro-
economic development trends that may contribute,
not to the achievement of the nirvana of an optimal
growth path, but rather to an improved state of
disequilibrium (Holmes 1987). If optimal equilib-
rium is seen to be of little practical relevance as a
result of widespread genuine uncertainty and the
bounded rationality of economic agents, pragmatic
means to improve the situation are important,
although these may not in any way be seen as
leading to a utopian state of optimal allocation of
resources. At least three factors make indicative
planning in the form of macroeconomic forecasts
highly valuable in this context: (a) the public good
character of the collected information, (b) the econ-
omies of scale of information processing, and (¢)
the fact that the government is no doubt a particu-
larly well-informed actor in relation to macroeco-
nomic developments.

See Also

Forecasting
Market Failure
Planning
Public Goods
Uncertainty


https://doi.org/10.1057/978-1-349-95189-5_416
https://doi.org/10.1057/978-1-349-95189-5_1052
https://doi.org/10.1057/978-1-349-95189-5_1303
https://doi.org/10.1057/978-1-349-95189-5_1696
https://doi.org/10.1057/978-1-349-95189-5_1324

6278

Bibliography

Belassa, B. 1990. Indicative planning in developing coun-
tries, Policy research working paper no. 439.
Washington, DC: World Bank.

Holmes, P. 1987. Indicative planning. In The new Palgrave
dictionary of economics, ed. J. Eatwell, M. Milgate,
and P. Newman, vol. 2. London: Macmillan.

Meade, J.E. 1971. The theory of indicative planning. Man-
chester: Manchester University Press.

Indicators

V. Zarnowitz

Types and Structure

Economic indicators, as a general category, are
descriptive and anticipatory data used as tools
for the analysis of business conditions and fore-
casting. There are potentially as many subsets of
indicators in this sense as there are different tar-
gets at which they can be directed. For example,
some indicators may relate to employment, others
to inflation.

This brings to mind the uses of such time series
as lagged explanatory variables in econometric
models and regression equations. But there is a
different, established meaning to what is often
called the ‘indicator approach’. This is a system
of data and procedures designed to monitor, signal
and confirm cyclical changes, especially turning
points, in the economy at large. The series that
serve this purpose are selected for being compre-
hensive and systematically related to business
cycles and are known as cyclical indicators.

Business cycles are recurrent sequences of
alternating phases of expansion and contraction
that involve a great number of diverse economic
processes. These movements are both sufficiently
diffused and sufficiently synchronized to show up
as distinct fluctuations in comprehensive series
that measure production, employment, income
and trade-aspects of aggregate economic activity.

Indicators

The end of each expansion is marked by a cluster
of peaks in such series, the end of each contraction
by a cluster of troughs. Analysts at the National
Bureau of Economic Research (NBER) base the
dating of business cycle peaks and troughs on the
identification and analysis of such clusters, that is,
the consensus of the corresponding turning points
in the principal coincident indicators. This is done
because (1) the co-movement of the indicators is
itself an essential characteristic of the business
cycle; (2) no single adequate measure of aggre-
gate economic activity is available in a consistent
form for a long historical period; and (3) economic
statistics generally are subject to error, so that the
evidence from a number of independently com-
piled indicators tends to be more reliable than the
evidence from any individual series. The NBER
reference chronologies of business cycle peaks
and troughs (Burns and Mitchell 1946, ch. 4;
Moore 1961, chs 5 and 6; Zarnowitz and Moore
1977, 1981) are widely used in academic as well
as current business research.

The specific cycles observed across a wide
spectrum of variables differ greatly and in part
systematically. Thus many economic time series
called the leading indicators tend to reach their
turning points before the corresponding business
cycle turns. There are also many series that tend to
reach their turning points affer the peaks and
troughs in the business cycle, and they are the
lagging indicators. The leading series represent
largely flow and price variables that are highly
sensitive to the overall cyclical influences but
also to shorter random disturbances; hence they
show large cyclical rises and declines but also
high volatility. Coincident series have generally
smaller cyclical movements and are at the same
time much smoother. Lagging indicators include
some massive stock variables which have modest
cyclical functions yet are extremely smooth.

Most indicators display, in addition to the cycli-
cal fluctuations that dominate the developments
over spans of several years, trends that prevail
across decades and reflect largely economic growth
and, for nominal variables, inflation. Seasonal var-
iations are likewise widespread but these stable or
evolving patterns of intra-year change show much
diversity, hence are often weakened by
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aggregation, unlike the longer movements which
are in general positively cross-correlated. It is a
common practice to assume that the seasonal
movements are exogeneous and separable, and
cyclical indicators are used predominantly in ‘sea-
sonally adjusted’ form. The reason is to show the
trends and cycles in monthly or quarterly data more
clearly, but control against significant errors from
faulty seasonal adjustments is also necessary, and
often neglected.

The indicators, then, are viewed as composites
of trends, cyclical and ‘irregular’ movements. The
latter are generally small and of stable random
appearance, apart from occasional outliers due to
some particular disturbances such as major strikes
or unseasonable weather. The ‘classical’ decom-
position approach does not rule out some interac-
tions among the component movements. What is
alien to the indicator analysis, however, is the
more recent notion that the trends and cycles
themselves are purely stochastic phenomena,
essentially random walks or results of the cumu-
lation of random changes.

In a growing economy business expansions
must be on the average larger than contractions
in terms of output, employment, etc., and they are
also likely to be longer. The individual cycles and
their phases, however, vary greatly in duration
and amplitude. These differences are systemati-
cally related to the scope or diffusion of the

Indicators, Table 1

6279

cyclical movements among different units of
observation (e.g. activities, regions, industries).
Vigorous expansions are generally more wide-
spread than weak expansions; severe contractions
are more widespread then mild contractions. But
the timing sequences and amplitude differences
among the indicators are observed during long
and short, strong and weak cycles.

Diffusion indexes are time series showing the
percentage of items in a given population that are
rising over a specified unit period. Information
about the direction of the change can often be
obtained much more readily than information
about the size of the change, hence surveys
designed to produce timely diffusion measures
on actual or expected sales, prices, profits, etc.,
are popular in many countries. Moreover, diffu-
sion indices are correlated with rates of change in
the corresponding aggregates and tend to lead the
levels of these aggregates.

Significance in Business Cycle Theories

The indicators in current use play important roles
in many areas viewed as critical in business cycle
theories. This is illustrated by the summary in
Table 1, based on a long series of studies (for
references, see Zarnowitz 1972, 1985; Moore
1983, pp. 347-351).

Theories or models

Accelerator-multiplier models;
hypotheses on autonomous
investment, innovations, and
gestation lags

Inventory investment models

Old monetary over-investment and
current monetarist theories

Hypotheses of cost-price
imbalances, volatility of
prospective rates of return, and
expectational errors

Some of the main factors

Interaction between investment,
final demand and savings

Stock adjustments in response to

sales changes and their effects on
production

Changes in the supply of money,

bank credit, interest rates, and the
burden of private debt

Changes in costs and prices, in the
diffusion, margins, and totals of
profits, and in business expectations

Evidence from time series

Large cyclical movements in business
investment commitments (orders,
contracts) lead total output and
employment; smaller movements in
investment realizations (shipments,
outlays) coincide or lag

Inventory investment tends to lead; its
declines during mild recessions are large
relative to those in final sales

Money and credit flows (rates of change)
are highly sensitive, early leaders;
velocity, market rates of interest, credit
outstanding coincide or lag

Profit variables and stock price indexes
are sensitive early leaders. Unit labor
costs lag
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The literature on business cycles, though rich in
ingenious hypotheses of varying plausibility and
compatibility, produced no unified theory
(Haberler 1964; Zarnowitz 1985). There is evi-
dence in support of a number of different models
that focus on period-specific or sector-specific
aspects of the economy’s motion. Monocausal
theories may help explain some episodes but are
invalidated by long experience. The regularities
noted above are complementary in the
interdependent economic system but some of
them may be more important under certain tempo-
rarily prevailing conditions, others under different
conditions. Thus, for business cycles analysis and
forecasting, groups of leading, coincident and lag-
ging indicators representing a whole set of these
relationships are expected to outperform any indi-
vidual indicators or subsets representing fewer reg-
ularities. This insight provides a general rationale
for the line of research summarized below.

Selecting and Explaining the Principal
Indicators

Cyclical indicators have been selected and
analysed in a series of studies by the NBER and
most recently by the Bureau of Economic Analy-
sis (BEA) in the US Department of Commerce
(Mitchell and Burns 1938; Moore 1950, 1961,
Moore and Shiskin 1967; Zarnowitz and Boschan
1975a, b). The results include a
classification of over 100 series by several broad
‘economic-process’ groups (e.g. production and
income, fixed capital investment, money and
credit) and typical timing at business cycle peaks
and troughs. The data are regularly presented in a
monthly report of BEA, Business Conditions
Digest (BCD). A detailed weighting scheme was
developed to score each of these series by seven
major criteria: economic significance, statistical
adquacy, consistency of cyclical timing, confor-
mity to business expansions and contractions,
smoothness, prompt availability or currency, and
reliability of preliminary as compared with
revised data. As far as possible, the assessments
were based on statistical measures to ensure their
consistency and replicability.

Cross-

Indicators

The information thus collected served as a basis
for the construction of composite indexes of lead-
ing, coincident and lagging indicators. These
indexes incorporate the best-scoring series from
the different economic-process categories and
combine those with similar cyclical timing, using
their overall performance scores as weights. The
series are all monthly; all but a few, as noted below,
represent real rather than nominal variables.

The coincident index comprises non-farm
employment, industrial production, real personal
income less transfer payments, and real manufactur-
ing and trade sales. Repeated tests showed this
index to have a better record of conformity, timing
and currency than alternative indexes including real
GNP and the unemployment rate.

There are good reasons to expect the sequences
of the leading, coincident and lagging indexes to
persist, as indeed they do. Several of the compo-
nent leaders represent early stages of production
and investment processes — commitments that
precede the later stages of outlays, construction
put in place and deliveries. This subset includes
new business formation, contracts and orders for
plant and equipment, new orders for consumer
goods and materials, and permits for new housing.

The timing relations depend not only on tech-
nology but also on the state of the economy. Thus
delivery periods get progressively longer just
before and during recoveries and especially in
booms when orders back up and strain the capac-
ity to produce; and they get progressively shorter
when an expansion slows down and a contraction
develops. This explains the leads of vendor per-
formance, percent of companies receiving slower
deliveries and also, in part, the fact that the leads
of the indicators tend to be considerably longer,
but also more variable, at peaks than at troughs.

The change in manufacturing and trade invento-
ries on hand and on order tends to turn before sales
to which the desired level of the stocks is adjusted
(a type of accelerator relationship). This series, a
volatile mixture of intended and unintended invest-
ment, requires some smoothing. Total inventories
move sluggishly; the ratio of inventories to sales is a
component of the lagging index.

Sensitive prices of industrial materials are
related to new orders, vendor performance and
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inventory investment. The leading composite now
includes the rate of change in an index of these
prices but this is a very volatile series, even in
somewhat smoothed form. In times of low infla-
tion, the index itself (i.e. the level of such prices)
would probably make a better indicator.

Another nominal indicator, the rate of change
in business and consumer credit outstanding,
leads because the new loans principally serve to
finance investment in processes that are them-
selves leading (in inventories, housing and con-
sumer durables; also in plant and equipment,
where the loans are largely taken out early in the
process). Here too, there are timing sequences that
reflect stock-flow relationships: new increments
lead, totals lag. The stock of commercial and
industrial loans outstanding (deflated) is a compo-
nent of the lagging index, and so is the ratio of
consumer installment credit outstanding to per-
sonal income.

Compared with the overall credit flows, rates
of growth in monetary aggregates show in general
lower cyclical conformities and amplitudes and
more random variations. They have historically
led at business cycles turns by highly variable but
mostly long intervals. The aggregates themselves
are dominated by strong upward trends and show
persistent declines only in cycles with severe con-
tractions. However, a measure of ‘real balances’,
the broadly defined money supply M2 deflated by
a consumer price index, anticipated most of the
recent business turns and is included in the current
leading index. In late stages of expansion
(contraction) money increased less (more) than
prices.

The Standard & Poor’s price index of 500 com-
mon stocks is included in the leading composite
without adjustment for inflation. The market
apparently tracks or anticipates well the move-
ment of corporate earnings which is itself charac-
terized by early timing. Money wages often rise
less than prices in recoveries and more than prices
late in expansion, while output per hour of labour
fluctuates procyclically around a rising trend, gen-
erally with leads. Labour costs per unit of output,
therefore, also move procyclically relative to their
upward trends but with lags (they are a component
of the lagging index). As a result of these
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tendencies connected with cyclical changes in
sales and the rates of utilization of labour and
capital, profit margins and totals swing widely in
each cycle with sizeable leads.

Stock prices also tend to react inversely to
changes in market interest rates. It is when an
expansion (contraction) is well advanced and suf-
ficiently strong that bank rates and bond yields
tend to rise (decline) substantially, that is, interest
rates generally lag. The average prime rate
charged by banks is included in the lagging index.

Finally, there are the labour market indicators.
Changes in hours are less binding than changes in
the number employed, so the average workweek
in manufacturing leads because it is altered early
in response to uncertain signs of shifts in the
demand for output. Initial claims for unemploy-
ment insurance lead the unemployment rate by
short intervals. The average duration of unem-
ployment lags the unemployment rate and is a
component of the lagging index. These series, of
course, show strong countercyclical movements,
so they are used in inverted form.

Functions

When used collectively, the indicators provide
over the course of business cycles a revolving
flow of signals. Shallow and spotty declines in
the leading series provide only weak and uncertain
warnings; a run of several large declines increases
a risk of a general and serious slow-down or
recession. The latter may suggest some stabilizing
policy actions which, if effective, could falsify the
warning. The coincident indicators confirm or
invalidate the expectations based on the behaviour
of the leaders and any related policy decisions.
The lagging indicators provide further checks
on the previously derived inferences, in particular
on any early designation of the timing of a busi-
ness cycle turn. Moreover, they also act as pre-
dictors. The turning points in the lagging index
systematically precede the opposite turns in the
leading index. Unit labour costs, interest rates,
outstanding debt, and inventories measure or
reflect the costs of doing business. For this reason,
these series, when inverted, show very long leads.
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For example, declines in inventories and interest
rates during a recession pave the way for an
upturn in new orders and then output of materials
and finished goods (Zarnowitz and Boschan
1975b; Moore 1983, ch. 23).

Critique and Evidence

Enough has been said above on the reasons for the
observed behaviour of indicators and their links to
business cycle theories to weaken if not disprove
the charge of ‘measurement without theory’. If the
reasons are simple so much the better. Macroeco-
nomic forecasting, which the indicator system is
designed to aid, must be essentially consistent
with the ascertained regularities of business fluc-
tuations, however difficult it may be to reconcile
these ‘stylized facts’ with the preconceptions of
general equilibrium theory.

The real problems with the indicators are
mainly practical. Large amounts of random
noise, large revisions of originally published fig-
ures, and short lead times (which occur mostly at
troughs of short recessions) detract from the use-
fulness of some leading series. Those irregular
variations and data errors in its components that
are independent tend to cancel out in the leading
index, which is therefore relatively smooth. This
reduces but does not eliminate the problem of
extra turns or false warnings. The index signalled
each of the eight recessions but also each of the
four major slow-downs (phases of below-average
but still positive growth) in 1948—85. In sum, the
leading indicators predict best the ‘growth cycles’,
that is, fluctuations in trend-adjusted aggregates of
output, employment, etc. This was found to be
true as well for Japan, Canada and the major
countries of Western Europe (Moore 1983, chs
5 and 6). A sequential signalling system designed
to safeguard against false signals and discriminate
in a timely fashion between recessions and slow-
downs has been devised and tested with promising
results (Zarnowitz and Moore 1982).

Forecasting with leading indicators has a long
history of applications, elaborations, and revi-
sions occasioned by new data and research

Indicators

findings, and changes in the workings of the econ-
omy (Burns 1950; Moore 1983, ch. 24). Repeated
tests were made of both the turning-point predic-
tions and forecasts of series such as real GNP and
industrial production (Hymans 1973; Neftci 1979;
Auerbach 1982). Tests have also been made by
duplicating the US indicator test using data for
other countries (Klein and Moore 1985). The most
demanding, correctly performed tests produced
generally positive results (see Auerbach 1982;
Moore 1983, chs 24 and 25).

See Also

Business Cycles
Demand Management
Stabilization Policy
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Indifference, Law Of

F. Y. Edgeworth

A designation applied by Jevons to the following
fundamental proposition: ‘In the same open mar-
ket, at any one moment, there cannot be two prices
for the same kind of article.’

This proposition, which is at the foundation of
a large part of economic science, itself rests on
certain ulterior grounds: namely, certain condi-
tions of a perfect market. One is that monopolies
should not exist, or at least should not exert that
power in virtue of which a proprietor of a theatre,
in Germany for instance, can make a different
charge for the admission of soldiers and civilians,
of men and women. The indivisibility of the arti-
cles dealt in appears to be another circumstance
which may counteract the law of indifference in
some kinds of market, where price is not regulated
by cost of production.

[Jevons, Theory of exchange, 2nd ed, p. 99
(statement of the law). Walker, Political economy,
art. 132 (a restatement). Mill, Political economy,
bk. ii. ch. iv. § 3 (imperfections of actual markets).
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Edgeworth, Mathematical psychics, pp. 19, 46
(possible exceptions to the law of indifference).]
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Indirect Inference

Anthony A. Smith, Jr.

Abstract

Indirect inference is a simulation-based
method for estimating the parameters of eco-
nomic models. Its hallmark is the use of an
auxiliary model to capture aspects of the data
upon which to base the estimation. The
parameters of the auxiliary model can be esti-
mated using either the observed data or data
simulated from the economic model. Indirect
inference chooses the parameters of the eco-
nomic model so that these two estimates of
the parameters of the auxiliary model are
as close as possible. The auxiliary model
need not be correctly specified; when it is,
indirect inference is equivalent to maximum
likelihood.

Keywords

Auxiliary models; Bayesian inference; Crite-
rion functions; Discrete-choice models;
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Reduced-form models; Seminonparametric
(SNP) models; Simulated moments estimation;
Simultaneous  equations;  Vector  auto-
regressions; Wald test
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Indirect inference is a simulation-based method
for estimating, or making inferences about, the
parameters of economic models. It is most useful
in estimating models for which the likelihood
function (or any other criterion function that
might form the basis of estimation) is analytically
intractable or too difficult to evaluate. Such
models abound in modern economic analysis
and include nonlinear dynamic models, models
with latent (or unobserved) variables, and models
with missing or incomplete data.

Like other simulation-based methods, indirect
inference requires only that it be possible to
simulate data from the economic model for dif-
ferent values of its parameters. Unlike other
simulation-based methods, indirect inference
uses an approximate, or auxiliary, model to
form a criterion function. The auxiliary model
does not need to be an accurate description of the
data generating process. Instead, the auxiliary
model serves as a window through which to
view both the actual, observed data and the sim-
ulated data generated by the economic model: it
selects aspects of the data upon which to focus
the analysis.

The goal of indirect inference is to choose the
parameters of the economic model so that the
observed data and the simulated data look the
same from the vantage point of the chosen win-
dow (or auxiliary model). In practice, the auxil-
iary model is itself characterized by a set of
parameters. These parameters can themselves
be estimated using either the observed data or
the simulated data. Indirect inference chooses
the parameters of the underlying economic
model so that these two sets of estimates of the
parameters of the auxiliary model are as close as
possible.

Indirect Inference

A Formal Definition

To put these ideas in concrete form, suppose that
the economic model takes the form:
9 T’

y[:G(y,,l,X,,u,;ﬁ),[: 1,2, ... D

where {x,},T:] is a sequence of observed exoge-
nous variables, {y,}_, is a sequence of observed
endogenous variables, and {u,}._, is a sequence
of unobserved random errors. Assume that the
initial value y, is known and that the random
errors are independent and identically distrib-
uted (i.i.d.) with a known probability distribu-
tion F Equation (1) determines, in effect, a
probability density function for y, conditional
on y,; and x,. Indirect inference does not require
analytical tractability of this density, relying
instead on numerical simulation of the economic
model. This is not the most general model that
indirect inference can accommodate — indirect
inference can be used to estimate virtually any
model from which it is possible to simulate
data — but it is a useful starting point for under-
standing the principles underlying indirect infer-
ence. The econometrician seeks to use the
observed data to estimate the k-dimensional
parameter vector f.

The auxiliary model, in turn, is defined by a
conditional probability density function, fy; [y,
X;, 0), which depends on a p-dimensional parameter
vector 6. In a typical application of indirect infer-
ence, this density has a convenient analytical
expression. The number of parameters in the auxil-
iary model must be at least as large as the number of
parameters in the economic model (that is, p > k).

The auxiliary model is, in general, incorrectly
specified: that is, the density f'need not describe
accurately the conditional distribution of y, deter-
mined by Eq. (1). Nonetheless, the parameters of
the auxiliary model can be estimated using the
observed data by maximizing the log of the like-
lihood function defined by f:

T
0 = argmax ) log f(y,|y,—1.x.0).
=1
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The estimated parameter vector ) serves as a set
of ‘statistics’ that capture, or summarize, certain
features of the observed data; indirect inference
chooses the parameters of the economic model to
reproduce this set of statistics as closely as
possible.

The parameters of the auxiliary model can also
be estimated using simulated data generated by
the economic model. First, using a random num-
ber generator, draw a sequence of random errors
{ﬂ:"}IT:I from the distribution . Typically, indi-
rect inference uses M such sequences, so the
superscript m indicates the number of the simula-
tion. These sequences are drawn only once and
then held fixed throughout the estimation proce-
dure. Second, pick a parameter vector 5 and then
iterate on Eq. (1), using the observed exogenous
variables and the simulated random errors, to gen-
erate a simulated sequence of endogenous vari-
ables: { )7;”([3)}[11, where the dependence of this
simulated sequence on f3 is made explicit. Third
and finally, maximize the average of the log of the
likelihood across the M simulations to obtain:

M T
0() = srgms > 23 o £ (57 (1574 (8).3.0).

m=1 t=

The central idea of indirect inference is to
choose f8 so that 0(8) and 0 are as close as possible.
When the economic model is exactly identified
(that is, when p = k), it is, in general, possible to
choose f so that the economic model reproduces
exactly the estimated parameters of the auxiliary
model. Typically, though, the economic model is
over-identified (that is, p > k): in this case, it is
necessary to choose a metric for measuring the
distance between 6 and 0(f); indirect inference
then picks f to minimize this distance.

As the observed sample size 7 grows large
(with M held fixed), the estimated parameter vec-
tor in the simulated data, 0(f), converges to a
so-called ‘pseudo-true value’ that depends on f;
call it 4(f5). The function h is sometimes called the
binding function: it maps the parameters of the
economic model into the parameters of the auxil-
iary model. Similarly, the estimated parameter
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vector in the observed data, (9, converges to a
pseudo-true value 0. In the limit as 7 grows
large, then, indirect inference chooses f to satisfy
the equation 0 = A(f3). Under the assumption that
the observed data is generated by the economic
model for a particular value, f3,, of its parameter
vector, the value of f§ that satisfies this equation is
precisely fo. This heuristic argument explains
why indirect inference generates consistent esti-
mates of the parameters of the economic model.

Three Examples

Example 1: A Simple System of Simultaneous
Equations

The first example is drawn from the classical
literature on simultaneous equations to which
indirect inference is, in many ways, a close
cousin. Consider a simple macroeconomic
model, adapted from Johnston (1984), with two
simultaneous equations: C;, = Y;+u,and Y, = C,
+ X;. In this model, consumption expenditure in
period ¢, C,, and output (or income) in period ¢, Y,,
are endogenous, whereas nonconsumption expen-
diture in period ¢, X,, is exogenous. Assume that
the random error u, is i.i.d. and normally distrib-
uted with mean zero and a known variance; the
only unknown parameter, then, is /5.

There are many ways to estimate f§ without
using indirect inference, but this example is useful
for illustrating how indirect inference works. To
wit, suppose that the auxiliary model specifies that
C, is normally distributed with conditional mean
0X; and a fixed variance. In this simple example,
the binding function can be computed without
using simulation: a little algebra reveals that
0 = p/(1 — B) = h(P). To estimate f, first use
ordinary least squares (which is equivalent to
maximum likelihood in this example) to obtain a
consistent estimate, @, of 6. Then evaluate the
inverse of / at § to obtain a consistent estimate
of f: =0 /(1 + 0. This is precisely the indi-
rect inference estimator of . This estimator uses
an indirect approach: it first estimates an auxiliary
(or, in the language of simultaneous equations, a
reduced-form) model whose parameters are
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complicated functions of the parameters of the
underlying economic model and then works back-
wards to recover estimates of these parameters.

Example 2: A General Equilibrium Model

of the Macroeconomy

In this example, the economic model is a
dynamic, stochastic, general equilibrium
(DSGE) model of the macroeconomy (for a pro-
totype, see Hansen 1985). Given choices for the
parameters describing the economic environ-
ment, this class of models determines the evolu-
tion of aggregate macroeconomic time series
such as output, consumption, and the capital
stock. The law of motion for these variables
implied by the economic model is, in general,
nonlinear. In addition, some of the key variables
in this law of motion (for example, the capital
stock) are poorly measured or even unobserved.
For these reasons, in these models it is often
difficult to obtain a closedform expression for
the likelihood function.

To surmount these obstacles, indirect inference
can be used to obtain estimates of the parameters
of the economic model. A natural choice for the
auxiliary model is a vector autoregression (VAR)
for the variables of interest. As an example, let y,
be a vector containing the values of output and
consumption in period ¢ (expressed as deviations
from steady-state values) and let the VAR for y,
have one lag: y,.; = Ay; + &1, where the ¢;s are
normally distributed, i.i.d. random variables with
mean 0 and covariance matrix X.

In this example, the binding function maps the
parameters of the economic model into the param-
eters 4 and X of the VAR. To obtain a simulated
approximation to the binding function, pick a set
of parameters for the economic model, compute
the law of motion implied by this set of parame-
ters, simulate data using this law of motion, and
then use OLS to fit a VAR to the simulated data.
Indirect inference chooses the parameters of the
economic model so that the VAR parameters
implied by the model are as close as possible to
the VAR parameters estimated using observed
macroeconomic time series. Smith (1993) illus-
trates the use of indirect inference to estimate
DSGE models.

Indirect Inference

Example 3: A Discrete-Choice Model
In this example, the economic model describes the
behaviour of a decision-maker who must choose
one of several discrete alternatives. These models
typically specify a random utility for each alterna-
tive; the decision-maker is assumed to pick the
alternative with the highest utility. The random
utilities are latent: the econometrician does not
observe them, but does observe the decision-
maker’s choice. Except in special cases, evaluat-
ing the likelihood of the observed discrete choices
requires the evaluation of high-dimensional inte-
grals which do not have closed-form expressions.
To use indirect inference to estimate discrete-
choice models, one possible choice for the auxil-
iary model is a linear probability model. In this
case, the binding function maps the parameters
describing the probability distribution of the latent
random utilities into the parameters of the linear
probability model. Indirect inference chooses the
parameters of the economic model so that the
estimated parameters of the linear probability
model using the observed data are as close as
possible to those obtained using the simulated
data. Implementing indirect inference in discrete-
choice models poses a potentially difficult com-
putational problem because it requires the optimi-
zation of a non-smooth objective function. Keane
and Smith (2003), who illustrate the use of indi-
rect inference to estimate discrete-choice models,
also suggest a way to smooth the objective
surface.

Three Metrics

To implement indirect inference when the eco-
nomic model is over-identified, it is necessary to
choose a metric for measuring the distance
between the auxiliary model parameters estimated
using the observed data and the simulated data,
respectively. There are three possibilities
corresponding to the three classical hypothesis
tests: Wald, likelihood ratio (LR), and Lagrange
multiplier (LM).

In the Wald approach, the indirect inference
estimator of the parameters of the economic
model minimizes a quadratic form in the
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difference between the two vectors of estimated
parameters:

~Wald

B = argm/m (9 @(ﬁ))lW(g) - 9(ﬁ)>

where W is a positive definite ‘weighting’ matrix.

The LR approach to indirect inference forms a
metric using the (approximate) likelihood func-
tion defined by the auxiliary model. In particular,

§ = argmin (Zlogf(>,|>, ped) - Zlogf(}rbr e 0<ﬁ>)>

By the definition of 0, the objective function
on the right-hand side is non-negative, and its
value approaches zero as @(ﬁ) approaches 0.
The LR approach to indirect inference chooses f3
so as to make this value as close to zero as possi-
ble. Because the first term on the right-hand side
does not depend on f3, the LR approach can also be
viewed as maximizing the approximate likelihood
subject to the restrictions, summarized (for large
7) by the binding function #, that the economic
model imposes on the parameters of the auxiliary
model.

Finally, the LM approach to indirect inference
forms a metric using the derivative (or score) of
the log of the likelihood function defined by the
auxiliary model. In particular,

~LM

B = argmﬁinS(ﬁ)'VS(ﬁ),

where

iigogf(yf )xf,é)

m—1 t=1

and Vis a positive definite matrix. By definition, 0
sets the score in the observed data to zero. The
goal of the LM approach, then, is to choose f§ so
that the (average) score in the simulated data,
evaluated at 0, is as close to zero as possible.

For any number, M, of simulated data-sets, all
three approaches deliver consistent and asymptot-
ically normal estimates of f§ as T grows large. The
use of simulation inflates asymptotic standard
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errors by the factor (1 + M ")"?; for M > 10, this
factor is negligible. When the economic model is
exactly identified, all three approaches to indirect
inference yield numerically identical estimates; in
this case, they all choose f3 to solve @([3) =0.

When the economic model is over-identified,
the minimized values of the three metrics are, in
general, greater than zero. These minimized
values can be used to test the hypothesis that the
economic model is correctly specified: suffi-
ciently large minimized values constitute evi-
dence against the economic model.

If the weighting matrices # and V are chosen
appropriately, then the Wald and LM approaches
are asymptotically equivalent in the sense that
they have the same asymptotic covariance matrix;
by contrast, the LR approach, in general, has a
larger asymptotic covariance matrix. If, however,
the auxiliary model is correctly specified, then all
three approaches are asymptotically equivalent
not only to each other but also to maximum like-
lihood (for large M). Because maximum likeli-
hood is asymptotically efficient (that is, its
asymptotic covariance matrix is as small as possi-
ble), the LM approach is sometimes called the
‘efficient method of moments’ when the auxiliary
model is close to being correctly specified; in such
a case, this name could also be applied to the Wald
approach.

When estimating the parameters of the auxil-
iary model is difficult or timeconsuming, the LM
approach has an important computational advan-
tage over the other two approaches. In particular,
it does not require that the auxiliary model be
estimated repeatedly for different values of the
parameters of the economic model. To estimate
continuous-time models of asset prices, for exam-
ple, Gallant and Tauchen (2005) advocate using a
semi-nonparametric (SNP) model as the auxiliary
model. As the number of its parameters increases,
an SNP model provides an arbitrarily accurate
approximation to the data generating process,
thereby permitting indirect inference to approach
the asymptotic efficiency of maximum likelihood.
For this class of auxiliary models, which are non-
linear and often have a large number of parame-
ters, the LM approach is a computationally
attractive way to implement indirect inference.
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Concluding Remarks

Indirect inference is a simulation-based method
for estimating the parameters of economic
models. Like other simulation-based methods,
such as simulated moments estimation (see, for
example, Duffie and Singleton 1993), it requires
little analytical tractability, relying instead on
numerical simulation of the economic model.
Unlike other methods, the ‘moments’ that guide
the estimation of the parameters of the economic
model are themselves the parameters of an aux-
iliary model. If the auxiliary model comes close
to providing a correct statistical description of
the economic model, then indirect inference
comes close to matching the asymptotic effi-
ciency of maximum likelihood. In many applica-
tions, however, the auxiliary model is chosen,
not to provide a good statistical description of
the economic model, but instead to select impor-
tant features of the data upon which to focus the
analysis.

There is a large literature on indirect infer-
ence, much of which is beyond the scope of this
article. Gouriéroux and Monfort (1996) provide
a useful survey of indirect inference. Indirect
inference was first introduced by Smith (1990,
1993) and later extended in important ways by
Gouriéroux et al. (1993) and Gallant and
Tauchen (1996). Although indirect inference is
a classical estimation method, Gallant and
McCulloch (2004) show how ideas from indirect
inference can be used to conduct Bayesian infer-
ence in models with intractable likelihood func-
tions. There have been many interesting
applications of indirect inference to the estima-
tion of economic models, mainly in finance,
macroeconomics, and labour economics.
Because of its flexibility, indirect inference can
be a useful way to estimate models in all areas of
economics.

See Also
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Indirect Taxes

John Kay

It is conventional to describe direct taxes as taxes
where the person legally liable to pay the tax is
also the person whose income or welfare is
reduced as a result of its imposition: while indirect
taxes are those where liability can be shifted to
someone else. This distinction is essentially an
arbitrary one. All taxes can be shifted to some
degree: only in exceptional circumstances can
any agent shift a tax completely. In common
usage, indirect taxes are those which are paid by
retailers, wholesalers or manufacturers, but
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believed to be shifted toward final consumers. In
this entry indirect taxation is regarded as synony-
mous with commodity taxation.

There are three main categories of indirect tax.
Excise duties fall on particular commodities, espe-
cially those goods which are traditionally subject to
particularly heavy taxation, such as tobacco prod-
ucts and alcoholic drinks. Such taxes are often
specific — charged per unit of the commodity
concerned — but may be ad valorem — assessed as
a percentage of the retail price. In many countries
these specific tax rates have failed to keep pace
with inflation, and this has tended to reduce the
incidence of these taxes in relation to total revenue
and to the price of the commodities concerned.

More broadly based indirect taxes are usually
set at ad valorem rates. These may be single stage
taxes, collected at wholesale or retail level. Alter-
natively, multi-stage taxes may be imposed at
each part of the production process. Turnover or
cascade taxes are of this kind, but the most com-
mon multi-stage tax is a value added tax. This has
been obligatory for member states of the EEC
since directives based on the Neumark Report of
1963, and is now used in around forty countries.
This tax is payable at all stages of production, but
recoverable by all business purchasers, who are
however obliged to charge tax on their own out-
put. The consequence is that net tax is payable
only on sales to final consumers.

The value added tax is consistent with one
important result from the theory of commodity
taxation. This is that commodity taxes should be
levied only on purchases of goods by final con-
sumers, and not on intermediate transactions
between producers (Diamond and Mirrlees 1971).
The reason for this is that the distributional or other
objectives of commodity taxation can in all cases
be achieved equally well by the taxation of final
commodities; the taxation of intermediate goods
achieves no advantage in this but additionally dis-
torts the choices of inputs made by producers. It
therefore imposes the avoidable distortion of pro-
duction inefficiency on top of the inevitable dead-
weight loss in consumption which is common to
any system of commodity taxation.

6289

Commodity taxes impose deadweight losses
on consumers. These arise from the distortions
of consumer choice which create costs over and
above the tax revenue derived by governments.
Traditionally these have been expressed in terms
of consumer surplus triangles but are now more
effectively expressed using the dual formulation
of demand theory implied by the expenditure
function (Diamond and McFadden 1974). This
gives deadweight loss as

L=E(p't,u) —E(p,u) — tx

where p is a vector of producer prices, ¢ is the tax
vector, x the purchased commodity vector and
u the reference utility level for evaluation of the
expenditure function.

The optimal structure of commodity taxation
may be derived from the minimization of L, and
this leads to two schools of thought on the appro-
priate structure of commodity taxes. By choosing
a vector ¢ to minimize L we derive the Ramsey
(1927) rules for optimal commodity tax rates in
the implicit form

i)
j 1/ u

for some A increasing in tax revenue. This can be
interpreted as requiring that the compensated
demand for all goods should be reduced in the
same proportion. If there is no net complementar-

ity or substitutability, this condition reduces to

t x; [Ox;
Li N0
Di Di <3ti>u

which yields an inverse elasticity rule: tax should bear
most heavily on commodities in inelastic demand.
A weakness of this analysis is that L is still
more effectively minimized — indeed reduced to
zero — by the imposition of a lump sum tax. While
lump sum taxes varying across individuals and
independent of their economic behaviour are gen-
erally reckoned to be impracticable, a uniform
lump sum is feasible. The primary reasons for
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rejecting a poll tax — concern for distributional
effects among households with different tastes
and endowments — are abstracted from in the
Ramsey formulation. A more direct way of
reaching the same conclusion is to observe that
life is the most inelastically demanded commodity
of all. It follows that any set of Ramsey taxes will
always be dominated by a poll tax.

If, however, a distributional objective is intro-
duced then any set of commodity taxes will gener-
ally be inferior to a tax related to the total income
of the consumer (or his total consumption, since
there is no difference at the present level of abstrac-
tion). Thus there is a role for commodity taxes only
if they are related to other household characteris-
tics which cannot be observed and taxed directly,
such as household skill levels. The argument illus-
trates a general feature of recent optimal tax theory,
which shows that efficient tax structures are often
very sensitive to the assumptions made about the
other policy instruments available.

These results direct attention towards a differ-
ent tradition (see, for example Hotelling 1938),
which favours uniformity of rates of commodity
taxes, on the grounds that this leaves relative
commodity prices equal to relative marginal
costs. This would be appropriate if all commodi-
ties were taxable, but there is at least one impor-
tant good — leisure — which cannot be subjected to
taxation. This takes the problem of optimal com-
modity taxes into the realm of the second best and
suggests relatively high rates of taxation on those
goods which are complementary with leisure and
lower rates on those which are substitutes for it.

There are other reasons for departures from uni-
formity. Merit goods (Musgrave 1959) are com-
modities, such as education, whose consumption
is thought to have some value, either social or for
the individual concerned, beyond his own personal
assessment. This may be a reason for specially low
rates of tax on particular commodities or, more
commonly, for specially high excise taxes. Correc-
tive taxes are also a means by which market out-
comes can be induced to reflect the
externalities — good or bad — which are associated
with particular kinds of production or consumption.

With these exceptions, the theoretical argu-
ments for extensive departures from a general

Indirect Utility Function

principle of uniformity in commodity taxation
do not seem strong. In the main, most objectives
which governments seek through elaborately dif-
ferentiated rate structures can be more effectively
achieved in other ways. Since this uniformity has
considerable administrative advantages, both ana-
lytical and practical considerations point in a sim-
ilar direction. The widespread move throughout
the world to broadly based value-added taxes as a
primary instrument of indirect taxation reflects the
application of these principles.

See Also

Public Finance
Tax Incidence
Value-Added Tax
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Indirect Utility Function

Peter Newman

JEL Classifications
D1

After many independent discoveries that were
widely separated in time and space, the indirect
utility function has in the last 35 years gradually
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become a standard part of demand theory. Its first
discovery was made as early as 1886 by Antonelli
in Italy, who also derived what has come to be
known as Roy’s Identity (see Chipman’s introduc-
tion to the translation of Antonelli (1886) in
Chipman et al. 1971). Later contributions came
from Konyus (1924, 1926) and Byushgens in
Russia, from Hotelling (1932) and Court (1941,
pp. 284-97) in the United States, from Roy (1942,
1947) and Ville (1946) in France, and from Wold
(1943—-4) and Malmquist (1953) in Sweden; a
good brief history may be found in Diewert
(1982, pp. 547-50).

But it was not until the early 1950s and the
contributions of Houthakker (1951-2, 1960) that
the indirect utility function became an integral
part of the theory of consumer’s behaviour.
Indeed, the very names in standard use appear to
be due to him, ‘indirect utility function’ in
(19512, p. 157) and ‘Roy’s Identity’ in (1960,
p. 250).

Definition and Simple Properties

Suppose that the consumer has completely
preordered preferences defined over the
commodity space R"" of non-negative bundles
x = (x1, X,..., Xx,), that those preferences are
representable by a real-valued utility function u,
that he (or she) faces competitively determined
positive money prices (py, pa,- .., p,) = p for
the n goods, and has exogenously determined
monetary wealth «w > 0. It is standard in
demand theory to assume that the consumer
chooses a bundle x* by solving the optimization
problem:

Max (p, w)Find
XER" to max u(x)subjectto (p,x) < ®

ey

where the notation (-, -) means the inner product
of the two vectors concerned.

Assume that Max (p, @) has a unique solution
x*, for which it suffices that preferences be mono-
tonically increasing and strictly convex. Then the
number
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@

is the value of Max(p, w). This joint determi-
nation of solution and value once p and w are
known implies the existence of two functions of
the price-wealth pair (p, ®), called respectively
the ordinary (or Marshallian) demand function f:
R™ x R™" — R"™", defined by

X o= flp, o) 3)
and the indirect utility function v: R"™" x R™ —
R, defined by

T =v(p,w)

Define the attainable (or budget) set A(p, w) by

“

Alp,w) = {xeR"" : (p,w) < v}

From (1) it follows that for any 4 > 0,
A(Ap, lw) = A(p, ), so that both f and
v are positively homogeneous of degree zero
in (p, ®). Next, if (p' — p*) € R" and p' #
p” then A(p', ®) C A(p?, w), from which v(p',
w) < v(pz, ); for similar reasons, v(p, -) is
nondecreasing. It can be shown further that if
u is continuous then so is v (see e.g. Varian
1984, pp. 121, 326-7).

A useful result is that v(:, ») is quasi-convex. To
prove this let p’ = tp' + (1 — £) p*, where t € [0, 1].
Then for any x € A(p', w),

tp',x)y+ (1 -0)(p*.x) < o. )

If t = 0, x€A(p®, o), while if t = 1,
x€A(p', w). Otherwise, suppose that x is in
neither 4(p', w) nor A(p?, w). Then t(p', x) >
tw and (1 — £) (p*, x) > (I — ), which on
addition yield a contradiction to (5). So x is in
either A(p', ®) or A(p?, w). Hence w(p', w),
which is the sup of u(-) on A(p', w), can be no
larger than max[v(p', w), v (p>, )], which are
themselves the sups of u(-) on A(p', @) and A(p?,
), respectively. But the condition v(p’,
) < max[vp', w), v(p>, )] is the original
definition of the quasi-convexity of the function
v(-, w) (see Fenchel 1953, p. 117).
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Relations Between the Ordinary Demand
Functions and the Indirect Utility
Function

For simplicity, the following assumptions are
made: (a) x* is a strictly positive vector. (b) Each
function involved is as differentiable as required.
(c) Atany x € R"" there is at least one commodity
in which u is strictly increasing (this implies local
non-satiation of preferences).

Suppose that at x* the constraint (1) is ‘slack’,
ie.w — (p, x*) = & > 0. Let k be any good with
property (c) at x*, and define a new bundle x' by
putting x! = x} for i # k, and x; = x; + (6/py). Then
by construction (p,x') = ®, while from
(¢) u (x") > u(x*), contradicting the hypothesis
that x* solves max(p, ®). So

p,x"y = o 6)

Next, define L: R™" x R" " '— R by
L) =0 ) —ulet) )

where x' and p' are arbitrary. From (2) and (4), for
any x' the value v(p', (p' x'))is the maximized
level of utility when prices are p' and wealth
(p', x'y > 0. Hence, L(-, p") is positive semi-
definite, i.e. x' € R"" implies L(x', p") > 0 for any
p'. Putting p' = p, the actual prices, if x* solves
Max(p, ) it follows from (2), (4) and (6) that

L(x*,p) = v(p, {p,x7)) —u(x") =0 (8)

Hence x* attains the infimum of L(:, p). So
from (6), (8) and the Chain Rule,

Vi=1,2...,n vo(p,o)p; =u(x") ()

From (c), u,(x*) > 0 for at least one i. Since
p; > 0 this implies the simple but important result
vo(p, ) >0 (10)

i.e. the marginal utility of wealth is positive.
From (2), (3) and (4) the equation

vip, o) = (f(p, )

Indirect Utility Function

is an identity in (p, w). So differentiating each of
the individual demand functions f; with respect to
(wrt) each p; and o yields,

V=12, ....n vip,o) = w(x)f;(p, o)

vo(p, 0) = 3 ui(x")f o (p, )
(11

From (6) and (3),
(p.f(p.w)) =

This is another identity in (p, ®), and differen-
tiating it wrt each p; and w results in

Vi=1,2,....n fi(p,0) + Zpfi;(p,w) =0
Zpifiw(p’ C!)) =1

(12)
Zpifiw(p’ w) =1

From (11) and (9),

Vi=12,....,n vi(p,o)

= vo(p,0) Y pif(p, )
and from this and (12),
Vi=12,...,n vi(p, o)

= —fi(p,o)vo(p, o) (13)

Equation (13) is the main result connecting
v with f. From (3), (a), (10) and (13) there follow

Vi=12,....,n vip,o) <0 (14)

and Roy’s Identity (1942, p. 24; 1947, p. 217),
Vi=1,2,....,n X}

J

= —vi(p,w)vo(p, ) (15)

As deservedly famous as is (15), its equivalent
version (13) reveals the structures involved more
clearly, since it focuses sharply on the relations
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between the functions v and f rather than the
particular quantities x;. In each of Roy’s contri-
butions the identity is first given in the form v,
(p,w)|x; = —va(p, ), and is used primarily to
prove (14); later, in Roy (1947, p. 220), the iden-
tity takes the more usual form (15).

Since (13) is an identity, differentiating it wrt
any p;yieldsVi, j=1,2, . . . ,n

—vii(p, w) = f;(p, w)vo(p, w)
+f(p, @)va(p, o)

Applying Young’s Theorem to these equations,
by symmetry,

Vi,j=1,2,....n f;(p.o)vo(p, o)

+fi(p7 w)ij([?, 60)
:f,'j(P»CU)Vwi(P,CU) (16)

Now make the quite restrictive assumption that
for each p;, v, {p, w) = 0; this requires in effect
that each good have unitary elasticity of demand
(see Samuelson, 1942, pp. 80-81). Then from
(10) and (16).

Vi,j=12,...,n fy(p,o)=f;{p,0)

which are Slutsky-like equations that apply not to
compensated but to ordinary demand functions.

Relations with the Cost Function and the
Compensated Demand Functions

Suppose now that a target level of utility is spec-
ified and the following new optimization problem
posed:

Min(p, ) : Find
xE€R" to min (p,x) subjectto u(x) > =
17

Assume that a unique solution x** to this
problem exists, yielding a value (p, x**). This
implies the existence of two functions of the
price-target pair (p, 1), called the compensated
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(or Hicksian) demand function 4: R*"" x R— R,
defined by
xX* = h(p,1) (18)
and the cost (or expenditure) function y: R"™" x
R— R, given by
1\
<p , X > *’y(pv‘[) (19)

Retain assumptions (a)—(c), replacing x* by
x** Define M: R™" x R"" — R by putting

M(x'p") = (Pt u(x")) = (p'x")  (0)
where x' and p' are arbitrary, as before. It follows
that M(-, p') is negative semi-definite. Putting
p' = p, the actual prices, it follows that if x**
solves Max (p, w) then

M(x™,p) = y(p,u(x™)) = (p,x™) =0 (21
so that x** maximizes M(:, p). Then a develop-
ment exactly like that of the last section leads to a
simple but basic result on the interrelations
betwen 4 and vy, namely:

Vi=1,2,...,n yj(p,r) = h;(p, 1) (22)

where h; is the compensated demand function for
the jth good. From (22) and (a),
Vi=12,...,n 7(p,t) >0 (23)
From (18), (22) can be rewritten in the more
customary version that has come to be called
Shephard’s Lemma (Shephard 1953), although it
dates back at least to Hotelling (1932).

Vi=1,2,...,n x;*zyj(p,l') (24)

Thus (22) (or the Lemma) plays a role in the
analysis of this problem which is symmetrical to
that played by (13) (or Roy’s Identity) in the
analysis of Max(p, w).

However, there are two important structural
asymmetries between the problems max(p, w)
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and min(p, 7). First, suppose that for some reason
(such as incompleteness of preferences) the utility
function u does not exist, so that v does not exist
either. Clearly, since Max(p, w) requires a scalar
measure of utility it cannot be defined in this new
situation. However, by replacing the target level t
of utility by a target bundle x*, one can still define
a perfectly sensible minimum problem Min(p, x7).

The second asymmetry is that while v(-, ®) is
only quasiconvex, Y(-, T)is actually concave, and
this without any assumptions on preferences.
Since (full) concavity imposes sharper restrictions
on any function than does quasi-convexity, the
analysis of Min (p, ) (or of Min (p, x")) yields
easier proofs of basic results than does that of Max
(p, w). For example, from (22) h;(p, T) = y;(p, 7),
and since y(-, 7) is concave y;(p, ) < 0, proving
that the substitution effect is non-positive.

Duality

It is not productive to oppose the virtues of mini-
mum problems to those of maximum problems.
Indeed, the most efficient path of the derivation
of such propositions as the ‘Fundamental
Equation or Value Theory’ (Hicks 1939, p. 309) is
by a judicious mixture of the two, i.e. by first
solving max(p, w) to obtain t* = v(p, ®) and
x* = f{p, ), and then showing that x* also solves
min(p, t*). One interesting result that one can reach
by this route relates all four functions v, £, y and /4 in
one equation:

Vij=12...,n
— V,‘(p, a))hﬁ(p, ‘E*)

7i(Ds T*>fjw(P» w) =
(25)

Since from Shephard’s Lemma the left-hand
side of (25) is the Hicksian income effect of a
change in p; on the demand for good j, so is the
right-hand side (RHS). Notice that although
each of the components of the RHS is affected
by choice of the utility index u, their product
is not.

Revert now to the assumptions of section “Def-
inition and Simple Properties”. The problems
Max(p, ) and Min (p, 7*) are often referred to
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in the literature as dual to each other. For reasons
given in detail in the entry on cost minimization
and utility maximization, this usage seems inap-
propriate. However, as pointed out by Konyus and
Byushgens (1926, p. 159) and Houthakker
(1951-2, pp. 157-8), there is an interesting dual-
ity between the functions u and v. To show this,
first rewrite the given prices and income (p, w) as
(p*, *), where w* > 0 will be kept constant
throughout. Next, define new income-normalized
prices ¢ € R""" for any p by
q= (") —1p (26)
Then use the homogeneity of fand v in (p, ) to

put them in the normalized forms F: R""™" — R""
and w: """ —R, defined by

Fg")=/(p" o)
and

w(g") = v(p*, @) @27)
Let

Alq') = X eR™ : (¢",2) < 1} = Alp. o),

Then Max(p*, ®*) can also be written in a new
form:

Max(gq*) : Find x€A(¢") to max u(x).

The data of Max(g*) are g* and u. In the same
way, the chosen bundle x* and w are the data for a
problem dual to Max(¢g*). Let B(x*) = {¢ € R"";
(x*, ¢) < 1}.Then the dual problem, situated in
the space of normalized prices g, is

Min(x*) : Find ¢ € B(x*) to min w(g).

A unique solution g** to Min(x*) (for which the
strict quasi-convexity of w would suffice) implies
the existence of two functions ¢ : R*™" — R™"
and U: ¢ : R — R, defined analogously to (3)
and to (2)-cum-(4) by

(28)
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(29)

By the construction of Min(x*), x* € A(g) for any
q. So w(g) must be at least as large as the utility level
at x*. But since x* is bought at ¢*, that utility level is
w(g*).

Thus

Vg€ B(x") w(g) = w(q") (30)

Since min(x*) is assumed to have a unique
solution, (30) says that it must be g*. If follows
from this, (26) and (28) that ¢ is actually the
inverse demand function F ' Moreover,
U(x*) = w(g*). So from this, (27), (4) and (2),

3D

However, it cannot be concluded from (31) that
U = u unless every bundle x in the domain of u is
bought at some price-income pair (p, @) and so
can be an optimizing bundle such as x*. This
property requires that u be strictly quasiconcave.
Granted that, (31) shows that the direct utility
function u is recoverable from the indirect utility
function w, just as w is obtainable from u.

See Also

Demand Theory
Index Numbers
Roy, René Frangois Joseph (1894—-1977)
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Individual Learning in Games

Teck H. Ho

Abstract

This article reviews individual models of learn-
ing in games. We show that the experience-
weighted attraction (EWA) learning nests dif-
ferent forms of reinforcement and belief learn-
ing, and that belief learning is mathematically
equivalent to generalized reinforcement, where


https://doi.org/10.1057/978-1-349-95189-5_539
https://doi.org/10.1057/978-1-349-95189-5_940
https://doi.org/10.1057/978-1-349-95189-5_1414

6296

even unchosen strategies are reinforced. Many
studies consisting of thousands of observations
suggest that the EWA model predicts behav-
iour out-of-sample better than its special cases.
We also describe a generalization of EWA
learning to investigate anticipation by some
players that others are learning. This general-
ized framework links equilibrium and learning
models, and improves predictive performance
when players are experienced and
sophisticated.
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Introduction

Economic experiments on strategic games typi-
cally generate data that, in early rounds, violate
standard equilibrium predictions. However, sub-
jects normally change their behaviour over time in
response to experience. The study of learning in
games is about how this behavioural change
works empirically. This empirical investigation
also has a theoretical payoff: if subjects’ behav-
iour converges to an equilibrium, the underlying
learning model becomes a theory of equilibration.
In games with multiple equilibria, this same
model can also serve as a theory of equilibrium
selection, a long-standing challenge for theorists.

There are two general approaches to studying
learning: population models and individual
models.

Individual Learning in Games

Population models make predictions about
how the aggregate behaviour in a population will
change as a result of aggregate experience. For
example, in replicator dynamics, a population’s
propensity to play a certain strategy will depend
on its ‘fitness’ (payoff) relative to the mixture of
strategies played previously (Friedman 1991;
Weibull 1995). Models like this submerge differ-
ences in individual learning paths.

Individual learning models allow each person
to choose differently, depending on the experi-
ences each person has. For example, in Cournot
dynamics, subjects form a belief that other players
will always repeat their most recent choice and
best-respond accordingly. Since players are
matched with different opponents, their best
responses vary across the population. Aggregate
behaviour in the population can be obtained by
summing individual paths of learning.

This article reviews three major approaches to
individual learning in games: experience-
weighted attraction (EWA) learning, reinforce-
ment learning, and belief learning (including
Cournot and fictitious play). These models of
learning strive to explain, for every choice in an
experiment, how that choice arose from players’
previous behaviour and experience. These models
assume strategies have numerical evaluations,
which are called ‘attractions’. Learning rules are
defined by how attractions are updated in response
to experience. Attractions are then mapped into
predicted choice probabilities for strategies using
some well-known statistical rule (such as logit).

The three major approaches to learning assume
players that are adaptive (that is, they respond
only to their own previous experience and ignore
others’ payoff information) and that their behav-
iour is not sensitive to the way in which players
are matched. Empirical evidence suggests other-
wise. There are subjects who can anticipate how
others learn and choose actions to influence
others’ path of learning in order to benefit them-
selves. So we describe a generalization of these
adaptive learning models to allow for this kind of
sophisticated behaviour. This generalized model
assumes that there is a mixture of adaptive
learners and sophisticated players. An adaptive
learner adjusts his behaviour according to one of
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the above learning rules. A sophisticated player
does not learn and rationally best-responds to his
forecast of others’ learning behaviour. This model
therefore allows ‘one-stop shopping’ for investi-
gating the various statistical comparisons of learn-
ing and equilibrium models.

EWA Learning

Denote player i’s jth strategy by si and the other
player(s)’ strategy by s* ;- The strategy actually

PN = 1) Al = 1)+ [0+ (1=0) - 1(sh5i(0))| - 7o (s)s4(0)
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chosen in period ¢ is s/(¢). Player i’s payoff for
choosing s/ in period ¢ is m;(s,s*,(z)). Each
strategy has a numerical evaluation at time ¢,
called an attraction A’l: (). The model also has an
experience weight, N(¢). The variables N(f) and Af
(¢) begin with prior values and are updated each
period. The rule for updating attraction sets A’(r)
to be the sum of a depreciated, experience-
weighted previous attraction Aé(z‘ —1) plus the
(weighted) payoff from period ¢, normalized by
the updated experience weight:

0 Q2.1

where indicator variable I(x, y) is 1 if x = y and
0 otherwise. The experience weight is updated by:
Ni#)=p-N(irt—1)+1. (2.2)

Let x :%. Then p = ¢ - (1 — x) and N(?)
approaches the steady-state value of m If
N(0) begins below this value, it steadily rises,
capturing an increase in the weight placed on
previous attractions and a (relative) decrease in

the impact of recent observations, so that learning
slows down.

Attractions are mapped into choice probabili-
ties using a logit rule (other functional forms fit
about equally well; Camerer and Ho 1999):

2-4(1)

J _
Pile+1) = S0

, 2.3)

where A is the payoff sensitivity parameter. The
key parameters are J,  and k (which are generally
assumed to be in the [0,1] interval).

The most important parameter, 9, is the weight on
forgone payoffs relative to realized payoffs. It can be
interpreted as a kind of ‘imagination’ of forgone
payoffs, or responsiveness to forgone payoffs
(when 9 is larger players move more strongly toward
ex post best responses). We call it ‘consideration’ of

forgone payoffs. The weight on forgone payoff ¢ is
also an intuitive way to formalize the ‘learning direc-
tion’ theory of Selten and Stoecker (1986). Their
theory consists of an appealing property of learning:
subjects move in the direction of ex post best-
response. Broad applicability of the theory has been
hindered by defining ‘direction’ only in terms of
numerical properties of ordered strategies (for exam-
ple, choosing ‘higher prices’ if the ex post best
response is a higher price than the chosen price).
The parameter é defines the ‘direction’ of learning
set-theoretically by shifting probability towards the
set of strategies with higher payoffs than the
chosen ones.

The parameter ¢ is naturally interpreted as
depreciation of past attractions, A/(r—1). In a
game-theoretic context, p will be affected by the
degree to which players realize other players are
adapting, so that old observations on what others
did become less and less useful. So we can inter-
pret ¢ as an index of (perceived) ‘change’ in the
environment.

The parameter K determines the growth rate of
attractions, which in turn affects how sharply
players converge. When x = 0, the attractions
are weighted averages of lagged attractions and
payoff reinforcements (with weights ¢ - N(t —
D/i(p - N(t — 1) + 1) and 1/(p - Nt — 1) + 1).
When k = 1 and N(¢) = 1, the attractions are
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cumulations of previous reinforcements rather
than averages (that is, Al(f) = Al(t—1) +
[5 +(1-9) -I(sf,s,—(t))} - (sf:,s_,-(t))). In the
logit model, the differences in strategy attractions
determine their choice probabilities. When « is
high the attractions can grow furthest apart over
time, making choice probabilities closer to zero
and one. We therefore interpret k as an index of
‘commitment’.

Reinforcement Learning

In cumulative reinforcement learning (Harley
1981; Roth and Erev 1995), strategies have levels
of attraction which are incremented by only
received payoffs. The initial reinforcement level
of strategy j of player i, sf, ist(O). Reinforcements
are updated as follows:

R = { ©-Ri(t—1)+m (Sé,Av_i(t)) if s = si(1),

o Ri(t—1) if 5 5,(1).
(3.1)

Using the indicator function, the two equations
can be reduced to one:

Ri() = ¢ Rt = 1) +1(s,5(0)

- T (Si, S,,‘(l‘)). (3.2)

This updating formula is a special case of the
EWA rule, when 6 = 0, N(0) = 1, and x =1.

In average reinforcement learning, updated
attractions are averages of previous attractions
and received payoffs (for example, Mookerjhee
and Sopher 1994; 1997; Erev and Roth 1998). For
example

Ri(t) = ¢ - Ri(t— 1) + (1 — )

~1(5{J,s,»(t)) o (sjﬁ, s,i(z)). (3.3)

A little algebra shows that this updating for-
mula is also a special case of the EWA rule, when

6 =0, N(0) =11, and x = 0. Since the two
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reinforcement models are special cases of EWA
learning, their predictive adequacy can be tested
empirically by setting the appropriate EWA
parameters to their restricted values and seeing
how much fit is compromised (adjusting, of
course, for degrees of freedom).

Belief Learning

In belief-based models, adaptive players base
their responses on beliefs formed by observing
their opponents’ past plays. While there are
many ways of forming beliefs, we consider a
fairly general ‘weighted fictitious play’ model,
which includes fictitious play (Brown 1951;
Fudenberg and Levine 1998) and Cournot best-
response (Cournot 1960) as special cases. It cor-
responds to Bayesian learning if players have a
Dirichlet prior belief.

In weighted fictitious play, players begin with
prior beliefs about what the other players will do,
which are expressed as ratios of strategy choice
counts to the total experience. Denote total expe-
rience by N(1) = > N* .(r). Express the belief
that others will play strategy & as B* (1) = NA;ES;) ,

with N* () > 0 and N() > 0.

Beliefs are updated by depreciating the previ-
ous counts by ¢, and adding one for the strategy
combination actually chosen by the other players.
That is,

B (1) = @ N (= 1) +1(s" . s_4(0))
) Soule NU(e = 1) + (s, 5-(0)) ]
.1

This form of belief updating weights the belief
from one period ago ¢ times as much as the most
recent observation, so ¢ can be interpreted as
how quickly previous experience is discarded.
When ¢ = 0 players weight only the most
recent observation (Cournot dynamics); when
@ = 1 all previous observations count equally
(fictitious play).

Given these beliefs, we can compute expected
payoffs in each period ¢,
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El() = > B (0 (s)4,).
k

4.2)

The crucial step is to express period ¢ expected
payoffs as a function of period ¢ — 1 expected
payofts. This yields:

W= Be 1)+ (o 10)
o N(E—1)+1 '

Ej(1) =
.3)

By expressing expected payoffs as a function
of lagged expected payoffs, we make the belief
terms disappear. This is because the beliefs are
only used to compute expected payoffs, and when
beliefs are formed according to weighted fictitious
play, the expected payofts which result can also be
generated by generalized reinforcement according
to previous payoffs. More precisely, if the initial
attractions in the EWA model are expected pay-
offs given some initial beliefs (that is, A/(0) = E/
(0), k = 0 (or ¢ = p), and foregone payoffs are
weighted as strongly as received payoffs (6 = 1),
then EWA attractions are exactly the same as

Weighted fictitious play

~

Fictitious play

Average reinforcement

)
)

6299

expected payoffs. Put differently, belief learning
is ‘mathematically equivalent’ or ‘observationally
equivalent’ to EWA  learning  with
0 =1,k = 0 and A!(0) = E/(0).

This demonstrates a close kinship between
reinforcement and belief approaches. Belief learn-
ing is nothing more than generalized attraction
learning in which strategies are reinforced equally
strongly by actual payoffs and foregone payoffs
and attractions are weighted averages of past
attractions and reinforcements. Hopkins (2002)
compares the convergence properties of reinforce-
ment and fictitious play and finds that they are
quite similar in nature and that they will in many
cases have the same asymptotic behaviour.

A Graphical Representation

Since reinforcement and belief learning are spe-
cial cases of EWA learning, it is possible to rep-
resent all three learning models in a three-
dimensional EWA cube (see Fig. 1). The vertex
0 = 1 and ¥ = 0 corresponds, to weighted ficti-
tious play models. The corners ¢ = 0 and ¢ =1

Cournot

Cumulative

" reinforcement

Individual Learning in Games, Fig. 1 EWA’s model parametric space
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correspond to Cournot best-response dynamics
and fictitious play, respectively. Reinforcement
models in which only chosen strategies are
reinforced according to their payoffs correspond
to vertices in which ¢ = 0, and k¥ =1 (cumulative
reinforcement) or ¥ = 0 (averaged reinforcement).
Interior configurations of parameter values incor-
porate both the intuition behind reinforcement
learning, that realized payoffs weigh most heavily
(0 < 1), and the intuition implicit in belief learn-
ing, that foregone payoffs matter too (6 > 0).

The cube shows that contrary to popular belief
for many decades, reinforcement and belief learn-
ing are simply two extreme configurations on
opposite edges of a three-dimensional cube, rather
than fundamentally unrelated models. Figure 1
also shows estimates of the three parameters in
20 different studies (Camerer et al. 2002). Each
point is a triple of estimates. These parameter
estimates were typically obtained by the maxi-
mum likelihood method. Initial attractions could
be either estimated using data or set to plausible
values using the cognitive hierarchy model of
one-shot games; see Camerer et al. (2004) for
details. Most points are sprinkled throughout the
cube, rather than at the extreme vertices men-
tioned in the previous paragraph, although some
(generally from games with mixed-strategy equi-
libria) are near the averaged reinforcement corner
0 =0and x = ¢ = 1. Ho et al. (2007) provide an
explanation for how ¢ and ¢ vary across games by
endogenizing them as functions of game experi-
ence. Parameter estimates are generally signifi-
cantly inside the interior of the cube rather than
near the vertices. Thus, we may conclude that
subjects’ behaviour is often neither belief nor
reinforcement learning.

Linking Learning and Equilibrium
Models

The adaptive learning models presented above do
not permit players to anticipate learning by others.
Omitting anticipation logically implies that
players do not use information about the payoffs
of other players, and that whether players are
matched together repeatedly or are randomly
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re-matched should not matter. Both of the latter
implications are unintuitive, and experiments with
experienced subjects have provided evidence to
show otherwise.

In Camerer et al. (2002) and Chong et al. (2006),
we proposed a simple way to include ‘sophisticated’
anticipation by some players that others are learn-
ing, using two additional parameters. We assume a
fraction o of players are sophisticated. Sophisticated
players think that a fraction (I — o) of players are
adaptive and the remaining fraction o of players are
sophisticated like themselves. They use the EWA
model (which nests reinforcement and belief learn-
ing as special cases) to forecast what the adaptive
players will do, and choose strategies with high
expected payoffs given their forecast.

All the adaptive models discussed above (EWA,
reinforcement, belief learning) are special cases of
this generalized model with o = 0. The assumption
that sophisticated players think some others are
sophisticated creates a small whirlpool of recursive
thinking which implies that quantal response equi-
librium (QRE; McKelvey and Palfrey 1995) and
Nash equilibrium are special cases of this general-
ized model. Our specification also shows that equi-
librium concepts combine two features which are
empirically and psychologically separable: ‘social
calibration’ (accurate guesses about the fraction of
players who are sophisticated, o = o); and full
sophistication (o = 1). Psychologists have identified
systematic departures from social calibration called
‘false uniqueness’ or overconfidence (o > o) and
“false consensus’ or curse of knowledge (o0 > o).

Formally, adaptive learners follow the EWA
updating equations given above (that is, (2.1)
and (2.2)). Sophisticated players have attractions
B!(1) and choice probabilities /(¢ + 1) specified
as follows:

Bi(t)=> [(1—o) PL(t+ 1)+ 0" (t+1)]
k
© T (S{:ssli,'),

6.1)

2-BI(1)

j —
Qit+1) = Zkei~3f(t) '

6.2)
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The generalized model has been applied to
experimental data from ten-period p-beauty con-
test games (specific details of data collection are
given in Ho et al. 1998). In these games, seven
subjects choose numbers in [0,100] simulta-
neously. The subject whose number is closest to
p times the average (where p = .7 or .9) wins a
fixed prize. Subjects playing for the first time are
called ‘inexperienced’; those playing another
ten-period game (with a different p) are called
‘experienced’.

The estimation results show that for inexperi-
enced subjects, adding sophistication to adaptive
EWA improves log likelihood (LL) substantially
both in-and out-of-sample. The estimated fraction
of sophisticated players is & = .24 and their esti-
mated perception &' = 0. Experienced subjects
show a much larger improved fit from sophistica-
tion, and a larger estimated proportion, & = .75.
Their perceptions are again too low, &’ = .41,
showing a degree of overconfidence. The increase
in sophistication due to experience reflects a kind
of ‘learning about learning’, which is similar to
rule learning (that is, subjects switch their learning
rule over time (Stahl 2000; Ho et al. 2007). Over-
all, these results suggest that subjects are not
socially calibrated, that not all subjects are sophis-
ticated, and that the proportion of sophistication
grows with experience.

Conclusions and Future Research

We describe three major approaches of adaptive
learning models. We show that EWA learning is a
generalization of reinforcement and belief learn-
ing and that the latter two nested models are
intimately related. Specifically, they differ mainly
in the way they treat forgone payoffs; reinforce-
ment learning ignores them and belief learning
treats them the same as actual payoffs. Estimation
results from dozens of studies show that the emer-
gence of behaviour is neither reinforcement nor
belief learning in most games. The EWA cube
provides a simple way for detecting how these
simpler models fail and why.

We also describe a generalization of these
adaptive models to study anticipation by some
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players that others are learning. This generalized
model nests equilibrium and the adaptive learning
models as special cases and is a powerful frame-
work for analysing both equilibrium and learning
simultaneously. We show that it can improve the
predictive performance of the adaptive learning
models when players are experienced and able to
anticipate how others learn.

There are three promising areas of future
research, all of which aim to make the above
learning models more amenable to field
applications.

1. Transfer of learning across similar games. In
practice, it is unreasonable to expect people
play the identical game again and again.
Since people are more likely to face with sim-
ilar but non-identical strategic situations, it is
important to determine whether they are able to
transfer learning from one situation to another.
Cooper and Kagel (2004) provide evidence
that subjects who have learned to play strate-
gically in one signalling game can transfer
most of this knowledge to related games. This
transfer of learning occurs because the propor-
tion of sophisticated players grows with expe-
rience (just like what we observed in p-beauty
contest games discussed above). This positive
evidence is encouraging but more work is nec-
essary to determine whether this finding indeed
generalizes to other games.

2. Learning in extensive-form games. Most of the
learning literature focuses on strategic or
normal-form games (for an exception see
Anderson and Camerer 2000). This is done in
part to simplify the learning context to situa-
tions where each action unambiguously corre-
sponds to a final outcome. In extensive-form
games or many field settings, where a final
outcome is typically a result of a series of
actions taken sequentially over time, there is a
natural question how an action step taken at a
particular time contributes to the final out-
come. This ‘credit assignment’ problem is
important because different agents might be
responsible for different action steps, and
some steps might be more crucial than others
at determining the final outcome. A good
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learning model should assign credit appropri-
ately to each action step.

3. Learning in noisy experiments. There is a gen-
eral belief that, given a sufficiently high stake
and that people play repeatedly with a clear
feedback, their behaviour will converge to
equilibrium in the long run. However many
real-world environments provide noisy feed-
back. So it is important to study how noise in
feedback affects rates of learning and the like-
lihood of convergence to equilibrium.

See Also

Experimental Economics

Learning and Evolution in Games: Belief
Learning

Maximum Likelihood
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Individual Retirement Accounts

Jonathan Skinner

Abstract

Individual Retirement Accounts in the United
States are tax-preferred saving vehicles
designed to encourage saving for retirement.
Many countries have adopted similar saving
mechanisms such as Individual Saving
Accounts in Britain, Special Saving Incentive
Accounts in Ireland, and Tax-Preferred
Deposit Accounts in Belgium. Enrolment
rates are substantially higher among high
income taxpayers, while the saving effects are
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often found to be quite modest. However,
given the often low revenue cost of these tax
preferred accounts, they may be reasonably
cost-effective in terms of new saving per lost
unit of revenue.

Keywords

Capital  gains; Individual  Retirement
Accounts; National saving; Precautionary sav-
ing; Retirement; Pensions
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The Individual Retirement Account (IRA) in the
United States was first introduced in 1974, but
languished in relative obscurity until the Eco-
nomic Recovery Tax Act of 1981 expanded eligi-
bility to all US taxpayers. Contributions jumped
from $4.8 billion in 1981 to $28.3 billion in 1982,
before peaking at $37.8 billion in 1986 (Holden
et al. 2005). The traditional IRA provided a tax
break when contributions were made to qualified
accounts, but taxed the entire withdrawal
(principle plus interest) upon withdrawal. Restric-
tions included a ten per cent penalty for withdraw-
ing money before age 59%, and the requirement
that the taxpayer implement a systematic with-
drawal plan by age 70%. In 2007, the limit for
tax-deductible contributions was $4,000, or
$5,000 for taxpayers over age 50.

The IRA came under fire during the mid-1980s
because of revenue costs and concerns that it was
being used as a tax shelter for high-income tax-
payers. The Tax Reform Act of 1986 tax instituted
income limits and, as a result, contributions
dropped off rapidly, from 37.8 billion in 1986 to
14.1 billion in 1987 (Holden et al. 2005). That
contributions even fell by 30 per cent among those
still eligible to contribute suggests that confusion
about eligibility (Hrung 2001), or a decline in
advertising, may have affected taxpayer participa-
tion adversely. While the introduction of the epon-
ymous Roth IRA, under which the taxpayer
contributed after-tax dollars which were allowed
to accumulate (and be withdrawn) tax-free, was
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popular among contributors, IRAs remain a rela-
tively unimportant source of new saving, account-
ing for less than 0.2 per cent of GDP.

Nonetheless, the stock of IRA assets had
grown to $3 trillion by 2007, when it comprised
20 per cent of US retirement saving (Holden
et al. 2005). The reason IRAs comprise such a
large fraction of wealth is that workers changing
jobs or retiring are allowed to ‘roll over’ defined
contribution (401(k)) balances into IRAs without
any tax penalty. Thus IRA growth has been
fuelled by these rollovers, which in 2000—1 com-
prised more than $200 billion annually, or about
ten times the contributions by savers (Holden
et al. 2005).

A number of IRA-like saving vehicles have
been introduced in other countries, often with
more generous eligibility and contribution rules.
For example, the current (2007) contribution limit
for Registered Retirement Saving Plans (RRSPs)
in Canada is C$19,000. As well, taxpayers may
carry forward past unused contributions, so the
effective limit is generally much larger. In the
United Kingdom, Individual Saving Accounts
(ISAs) were introduced in 1999, replacing Per-
sonal Equity Plans (PEPs) and Tax-Exempt Spe-
cial Saving Accounts (TESSAs) (Attanasio,
Banks and Wakefield 2004). The contribution
limit for the ISA in 2007 was £7,000 and resem-
bled a Roth IRA in that contributions were made
after taxes were paid but withdrawals and accu-
mulated build-up were tax-free. Many other
developed countries offer similar tax incentives,
such as tax-preferred saving accounts for children
and grandchildren in Denmark, Special Saving
Incentive Accounts in Ireland, and Tax-Preferred
Deposit Accounts in Belgium (see Maffini 2007).
Other tax-preferred saving schemes, most notably
employer-based defined-contribution pension
plans such as 401(k)s in the United States, are
discussed elsewhere (see pensions).

Economic Incentives

As noted above, there are two basic flavours of
IR As, traditional IRAs with an ‘up-front” deduc-
tion and Roth-style IRAs, whereby taxpayers
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invest tax-free dollars and withdraw the accumu-
lated amount tax-free. The economic effects of
IRAs are simplest to see in the case of a standard
bond that pays a constant rate of return » for
n years until retirement when the entire IRA is
withdrawn. The marginal tax rate on an extra
dollar of interest income is t,,, at which point the
tax rate shifts to 7, while retired. If the investor
invests one dollar in the conventional bond, her
after-tax return at retirement will be (1 +
" (1-1,,))", while an investment in a classic IRA
will yield

(1 —7,)(1+7)"
1—1,

and a Roth IRA will return (1 +7")". It is straight-
forward to demonstrate that both the classic and
the Roth IRA strictly dominate the conventional
bond investment, and that the classic IRA domi-
nates the Roth IRA under the assumption that
To < T,,- This may not always be a sound assump-
tion, particularly if retirees are too worried about
higher future tax rates to pay for financially
strained social insurance programmes. Gokhale
et al. (2001) have observed that in some cases
taxable income while retired may be subject to a
higher marginal tax rate because of peculiarities in
the US tax code, diminishing the advantage of
traditional IRAs relative to Roth IRAs.

The decision becomes more complex when
considering whether to hold equity investments
inside an IRA. When a substantial fraction of the
asset appreciation occurs through capital gains,
one must trade off the tax advantages of the con-
ventional IRA with the necessity to withdraw the
(appreciated) assets from the IRA account starting
in age 70% (Note that the Roth IRA does not
require a withdrawal plan). As well, keeping the
stock outside of an IRA retains its availability for
precautionary purposes, and makes it eligible for
preferential treatment of capital gains and divi-
dends, and the possibility of stepping up the tax
basis at death.

There are two key reasons why countries may
decide to create IRA-style accounts. The first is to
stimulate national saving, while the second is to
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improve the financial security of retirees, particu-
larly those without access to employer-based pen-
sions. The two are not necessarily overlapping.
A programme that successfully stimulates saving
among millionaires and billionaires may have a
large impact on aggregate national saving, but do
little or nothing to enhance the financial security
of these households already well-prepared for the
risks of retirement. Similarly, a programme that
encourages low-or lower-middle-class savers by
supplementing financial resources by (say)
$10,000 would have a small impact on national
saving but could exert a much larger proportional
impact on available financial resources. That IRA
inflows (excluding rollovers) in the United States
comprise less than 0.2 per cent of GDP suggests a
small upper limit for its impact on aggregate sav-
ing. (The size of these plans in other countries,
relative to GDP, also appears modest; see Maffini
2007.)

Whether as a mechanism to increase aggre-
gate saving or to encourage retirement security
for specific households, the impact of IRAs on
net saving is theoretically ambiguous. If IRA
wealth and non-IRA taxable wealth were perfect
substitutes, clever taxpayers could simply shuffle
money from their taxable wealth accounts into
IR As, and enjoy the future or current tax rebate.
If the tax incentive is further financed through
deficit spending, and taxpayers spent part of the
tax break, net national saving could decline fol-
lowing the introduction of an IRA programme.
How individual accounts affect individual and
national saving is therefore an empirical
question.

Empirical Evidence

There has been considerable debate regarding the
impact of IRAs on net saving. The first set of
studies was by Venti and Wise (1986, 1990) who
estimated that IRA and non-IRA savings were
imperfect substitutes, thus suggesting that IRAs
led to roughly 60 cents of new saving per dollar of
IRA contributions, with most of the remaining
40 cents representing the tax subsidy. Similarly,
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Engelhardt (1996) found large saving effects by
comparing saving rates in Canada before and after
the cessation of the tax-subsidized Registered
Home Ownership Savings Plan.

Gale and Scholz (1994) specified a more gen-
eral model allowing for differences in tastes for
saving between IRA and non-IRA contributions,
and using the nonlinearity of the budget
constraint — due to the IRA limits — to help iden-
tify the true saving effects of IRAs. They arrived
at a quite different conclusion, namely, that IRAs
in fact reduced net saving because contributors
‘shuffled’ savings from taxable accounts. Ulti-
mately, their estimates were found to be very
sensitive to the inclusion or exclusion of a few
observations (Poterba et al. 1996), underscoring
the difficultly of testing for causality using obser-
vational data. Even in a dynamic setting (as in
Feenberg and Skinner 1989) one cannot rule out
the possibility that former spendthrifts who sud-
denly start pouring money into IRAs would have
done so even without IR As available for their use.

Attanasio et al. (2004) used the natural exper-
iment of the 1999 shift in the United Kingdom
from PEPs and TESSAs to the less restrictive (and
hence more popular) ISAs to test the resulting
impact on saving. The resulting (albeit very
noisy) patterns of changes in saving rates were
not supportive of a positive impact on national
saving. Another study used the difference
between contribution rates of taxpayers making
their first year’s contribution to an IRA and those
of later contributors (Attanasio and De Leire
2002; see also Joines and Manegold 1995). They
found that new contributors exhibit shuffling
behaviour from existing assets into IRAs. Less
clear is whether later contributors (the majority
of IRA inflows) were increasing net national sav-
ing (Hubbard and Skinner 1996; Attanasio
et al. 2004).

The strongest evidence of how IRAs affect
saving comes from a randomized trial conducted
in the St. Louis metropolitan area by H&R Block,
a large tax preparation firm (Duflo et al. 2006). In
this study, tax filers at H&R Block were provided
with different incentives to open an ‘express’ IRA
funded with either tax refunds or other sources.
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Duflo et al. found enrolment rates of 3 per cent for
the control group, 10 per cent for the treatment
group with a 20 per cent match and 17 per cent for
those with the 50 per cent match. Conditional on
enrolment, contributions (excluding the match)
amounted to $860, $1,280, and $1,310, respec-
tively. The researchers were not able to measure
offsetting effects for non-IRA wealth, but large
and significant effects in the treatment group
were observed even in households with low
median income or without saving accounts, thus
minimizing the potential for ‘shuffling’ from other
assets within these groups.

However, these results cannot be generalized
to the saving effects of conventional IRAs in the
United States or in other countries. As the authors
noted, the treatment effect depended strongly on
the specific tax professional; some tax profes-
sionals just couldn’t ‘sell’ the IRAs no matter
how attractive the match. Furthermore, the IRA
was offered at an auspicious time when the
refund had not yet been issued. The IRA match
may have been a necessary, but apparently it was
not a sufficient, condition to persuade all contrib-
utors (even those in high income brackets) to
sign up.

Conclusions

It is unfortunate that we still know so little about
the saving effects of IRAs and similar saving
incentives. While we don’t know the incremental
effect of IRAs, we might expect the strongest
saving effects to arise among lower-income
households where the opportunity to shuffle assets
is most constrained (for example, Engen and Gale
2000; Benjamin 2005 in the case of 401(ks)). And
the evidence we do observe the sharp drops in
contributions among those still eligible following
the 1986 cutbacks, and the importance of individ-
ual tax professional effects, for example — suggests
that behavioural or marketing factors are critically
important in ‘selling’ IRAs to the households
where the tax advantages are perhaps no so appar-
ent and the distributional effects of the subsidy are
not so inequitable (see Bernheim 1997).
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What about the saving effects of IRAs among
higher-income  households? Because IRA
accounts typically require the enrolee to write a
check, one may never expect it to exhibit the same
saving effects of a 401(k) plan that automatically
withdraws money before the paycheck is cashed.
But, as Hubbard and Skinner (1996) argue, the
saving effects need not be large in order to justify
the government provision of saving accounts.
Recall that the net revenue loss to the government
for the traditional IRA is the up-front deduction,
less the present value of the discounted future tax
payments. This difference may be quite modest
when strong stock market gains build up equity
inside traditional IRAs, leading to higher future
revenue collections as the IRAs are gradually
drawn down (Dusseault and Skinner 2000; also
see Gravelle 2000).

In sum, IRAs provide tax-preferred wealth
accumulation to those without employer pensions
or who seek to accumulate something extra for
retirement. Saving effects are likely to be largest
when IRAs are designed to appeal to low-or
middle-income households where opportunities
for shuffling are minimized. Finally, governments
may find policy changes irresistible as they realize
how much future tax revenue lies within traditional
IRA assets, or how much potential tax liability lies
within rapidly growing Roth or ISA assets.

See Also

Capital Gains Taxation
Pensions

Retirement

Taxation of Income
Taxation of Wealth
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Individualism

Individualism

C. B. Macpherson

Individualism is social theory or ideology which
assigns a higher moral value to the individual than
to the community or society, and which conse-
quently advocates leaving individuals free to act
as they think most conducive to their self-interest.
The term was also, as noted below, sometimes
used in the 19th century as a name for an actual
economic system. When so used, the term
denoted the competitive market system which
lets the direction of the economy be the
unintended outcome of the decisions made by
myriad individuals about the uses to which they
will put their own labour and resources.

The first edition (1896) of Palgrave’s Dictio-
nary of Political Economy defined individualism
in the latter, narrower sense. The article entitled
Individualism began by reporting that John Stuart
Mill had applied the term to ‘that system of indus-
trial organisation in which all initiative is due to
private individuals, and all organisation to their
voluntary agreement’. The article then remarked:
‘The natural antithesis to individualism is
COLLECTIVISM or we may say SOCIALISM,
a system under which industry is directly orga-
nized by the state, which owns all means of pro-
duction and manages all processes by appointed
officers.” The author defined the fundamentals of
the system of individualism quite precisely:

The essential features of individualism are,
(1) private property in capital, to which are
added almost of necessity the rights of bequest
and inheritance, thus permitting unlimited transfer
and accumulation. (2) competition, a rivalry
between individuals in the acquisition of wealth,
a struggle for existence in which the fittest
survive.

There could hardly be a better definition of
capitalism, at least of the neo-classical econo-
mists’ model of capitalism. John Stuart Mill’s
Socialism is cited as authority for such a use of
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‘individualism’, properly enough: his Chapters
on Socialism (1879) does describe ‘the principle
of individualism’ as ‘competition, each one for
himself and against all the rest. It is grounded on
the opposition of interests, not the harmony of
interests, and under it everyone is required to
find his place by struggle, by pushing others
back or being pushed back by them’; and later in
the same work individualism is equated with
‘quarrelling about material interests’. One might
also cite Mill’s earlier (1851) ‘Newman’s Political
Economy’, where ‘the existing individualism’,
described as ‘arming one human being against
another, making the good of each depend upon
evil to others’, is said to be so morally inferior to
socialism that socialism is ‘easily triumphant’
over it.

It may be thought that the Palgrave definition
of individualism is unduly narrow: a modern
scholar (Lukes 1973) has distinguished no less
than eleven meanings the term may have, ranging
from respect for human dignity, autonomy, pri-
vacy, and self-development, to epistemological
and methodological individualism. Most of these
meanings are indeed not considered in Palgrave’s
Dictionary, but since it is a dictionary of political
economy, only meanings with an economic con-
notation can be expected to be treated. However,
although that charge of undue narrowness may be
dismissed, it may still appear that, considered
historically, his usage is too narrow to be accurate
for the whole modern Western tradition down to
his own time.

The idea that the individual is morally more
important than society goes back of course, in
modern times, to the Renaissance. The same
view, in religious terms, emerged at the Reforma-
tion, which made each individual, rather than the
Church, the guardian of his own salvation; and
this view got wider currency in 17th-century Puri-
tanism. Neither the Renaissance nor the Reforma-
tion and the subsequent Puritanism reduced
individuals to atoms of matter in motion, each
seeking power and wealth at the expense of
every other one. That step was taken by Hobbes
in the mid-17th century: in his view, society was
simply a congeries of colliding atoms in
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unceasing motion. That puts Hobbes’s individu-
alism close to, but leaves it broader than,
Palgrave’s concept.

In the 18th century Adam Smith gave full
market individualism a more pleasant face, argu-
ing that the most beneficent possible social result
would be attained by leaving individuals free to
make self-interested bargains in a competitive
market: that was the doctrine of laissez-faire.
And the market economy was solidly enough
established in England by Smith’s time that it
could be accepted as a part of the natural order
by that venerator of the traditional hierarchy of
ranks, Smith’s contemporary, Edmund Burke,
though in Burke’s hands the market economy
became a much less pleasant affair. His Thoughts
and Details on Scarcity (1795) was an unquali-
fied endorsement of laissez-faire: it issued a
shrill warning against ‘breaking the laws of com-
merce, which are the laws of nature, and conse-
quently the laws of God’. Governments must not
interfere with ‘the great wheel of circulation’
even though it dooms ‘so many wretches’ to
‘innumerable servile, degrading, unseemly,
unmanly, and often most unwholesome and pes-
tiferous occupations’.

In the 19th century, Bentham relentlessly
restated and elaborated Hobbes’s atomic individ-
ualism, and Benthamism became the dominant
ideology. Its doctrine of human nature was
summed up in its crudest form in James Mill’s
article Government (1820): ‘The desire . . . of that
power which is necessary to render the persons
and propert