Easterlin Hypothesis

Diane J. Macunovich and Richard A. Easterlin

Abstract

The economic and social fortunes of a birth
cohort tend to vary as a function of that
cohort’s relative size, approximated by the
crude birth rate surrounding the cohort’s birth.
Effects have been observed on young men’s
earnings and unemployment rates, college
enrolment rates, marriage and divorce, fertility,
crime, and suicide rates. These effects have
been found to be asymmetrical about the peak
of a baby boom, and the original hypothesis
has been extended to suggest a wide range of
effects on the economy as a whole, from GDP
growth rate, through interest rates and stock
market performance, to measures of
productivity.
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The Easterlin, or ‘relative cohort size’, hypothesis
as originally formulated posits that, other things
constant, the economic and social fortunes of a
cohort (those born in a given year) tend to vary as
a function of its relative size, approximated by the
crude birth rate surrounding the cohort’s birth
(Easterlin 1987). This hypothesis has since been
extended to suggest a wider range of effects on the
economy as a whole (Macunovich 2002).

Although cohort size effects were originally
expected to be symmetrical around the peak of
the baby boom, which in the United States entered
the labour market around 1980, it is now thought
that they are tempered by aggregate demand
effects and by feedback effects from adjustments
made by young adults on the ‘leading edge’ of a
baby boom. As a result, cohorts — and the econ-
omy generally — on the ‘leading edge of a baby
boom fare much better than those on the ‘trailing
edge’, when all else is equal.

The ultimate effects of changing relative
cohort size are hypothesized to fall into these
three categories:

1. Direct or first-order effects of relative cohort
size on male relative income (the earnings of
young men relative to their aspirations); male
unemployment and hours worked; men’s and
women’s college wage premium (the extra
earnings of a college graduate relative to
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those of a secondary school graduate); and
levels of income inequality generally.

2. Second-order effects operating through male
relative income, especially the demographic
adjustments people make in response to chang-
ing relative income, such as changes in
women’s labour force participation and their
occupational choices; men’s and women’s col-
lege enrolment rates; marriage and divorce;
fertility; crime, drug use, and suicide rates;
out-of-wedlock childbearing and the incidence
of female-headed families; and living
arrangements.

3. Third-order effects on the economy of chang-
ing relative cohort size and the resulting demo-
graphic adjustments, such as changes in
average wage growth; the overall demand for
goods and services in the economy and hence
the growth rate of the economy; inflation, inter-
est rates, and savings rates; stock market per-
formance; industrial structure; measures of
gross domestic product (GDP); and productiv-
ity measures.

The three categories of effect are discussed first
in this article, followed by a consideration of
feedback effects and a discussion of empirical
evidence.

First-Order Effects

The linkage between higher birth rates and
adverse social and economic effects arises from
‘crowding mechanisms’ operating within three
major social institutions, the family, school and
the labour market. Within the family, a sustained
upsurge in the birth rate is likely to entail an
increase in the average number of siblings, higher
average birth order, and a shorter average birth
interval, and there is a substantial literature in
psychology, sociology and economics linking
child development negatively to one or more of
these magnitudes (Ernst and Angst 1983; Heer
1985). The negative effects that have been inves-
tigated range over a wide variety of phenomena.
With regard to mental health, for example, there is
evidence that problem behaviours such as
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fighting, breaking rules, and delinquency are asso-
ciated with increased family size. Adverse effects
on morbidity and mortality of children have been
found to be associated with increased family size
and shorter birth spacing. A negative association
between IQ and number of siblings has been
found in a number of studies, and, with IQ con-
trolled for, between educational attainment and
family size. The principal mechanism underlying
such developments is likely to be the dilution of
parental time and energy per child and family
economic resources per child, associated with
increased family size.

The family mechanisms just discussed imply
that, on average, a larger cohort is likely to per-
form less well in school. But even in the absence
of any adverse effects within the family, a large
cohort is likely to experience crowding in schools,
which reduces average educational performance
(Freeman 1976). At any given time the human and
physical capital stock comprising the school sys-
tem tends to be either fixed in amount or to expand
at a fairly constant rate, so that a surge in entrants
into the school system tends to be accompanied by
a reduction in physical facilities and teachers per
student. In the United States, school planning
decisions are divided among numerous local gov-
ernments and private institutions, and expansion
has tended to occur in reaction to, rather than in
anticipation of, a large cohort’s entry. Moreover,
even when expansion occurs it is usually not
accompanied by maintenance of curriculum stan-
dards, partly because of the diminishing pool of
qualified teachers available to supply the needs of
educational expansion.

The experience of a large cohort both in the
family and in school is likely, in turn, to leave the
cohort less well prepared, on reaching adulthood,
for success in the labour market. But even if there
were no prior effects, the entry of a large propor-
tion of young and relatively inexperienced
workers into the labour market creates a new set
of crowding phenomena, because the expansion
of complementary factor inputs is unlikely to be
commensurate with that of the youth labour force.
Additions to physical capital stock tend to be
dominated by considerations other than the rela-
tive supply of younger workers, and the growth in



Easterlin Hypothesis

older, experienced, workers is largely governed
by prior demographic conditions. Growth in the
relative supply of younger workers results, in
consequence, in a deterioration of their relative
wage rates, unemployment conditions and
upward job mobility (Welch 1979). The adverse
effects of labour market crowding tend to rein-
force those of crowding within the school and
family. For example, the deterioration in relative
wage rates of the young translates into lower
returns to education and consequent adverse
impact on school drop-out rates and college enrol-
ment (Freeman 1976). Also, problems encoun-
tered in finding a good job may reinforce
feelings of inadequacy or frustration already
stirred up by some prior experiences at home or
in school, and lead to lower labour force partici-
pation among young men.

Second-Order Effects

The relative economic standing of successive gen-
erations at a given point in time may be altered
systematically by fluctuations in relative cohort
size. If parents’ living levels play an important
role in setting their children’s material aspirations,
as socialization theory leads one to believe, then
an increase in the shortfall of children’s wage rates
relative to parents will cause the children to feel
relatively deprived and under greater pressure to
keep up. The importance of relative status influ-
ences of this type in affecting attitudes or behav-
iour has been widely recognized in social science
theory (Duesenberry 1949).

Confronted with the prospect of a deterioration
in its living level relative to that of its parents, a
large young adult cohort may make a number of
adaptations in an attempt to preserve its compar-
ative standing. Foremost among these are changes
in behaviour related to family formation and fam-
ily life (Macunovich and Easterlin 1990;
McNown and Rajbhandary 2003). To avoid the
financial pressures associated with family respon-
sibilities, marriage may be deferred. If marriage
occurs, wives are more likely to work and to put
off childbearing. If a wife bears children, she is
more likely to couple labour force participation
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with childrearing, and to have a smaller number of
children more widely spaced (Macunovich 2002;
Jeon and Shields 2005).

The process of demographic adjustment to
changing relative income can best be thought of
in terms of ex ante and ex post income; that is, the
disposable per capita income of individuals prior
to and then following the adjustments. Analyses
of baby boom cohorts in the United States have
found that a cohort’s male relative income — indi-
vidual earning potential of baby boomers relative
to that of their parents — was significantly lower
than the individual earning potential of pre-boom
cohorts relative to their parents. But after making
the type of demographic adjustments indicated
above, the boomers managed to bring their per
capita disposable income on a par with that of
their parents (Easterlin et al. 1990).

Other reactions to the psychological stresses
induced by large cohort size may be viewed as
socially dysfunctional. Feelings of inadequacy
and frustration, for example, may lead to dispro-
portionate consumption of alcohol and drugs, to
mental depression, and, at the extreme, to a higher
rate of suicide (Pampel 2001; Stockard and
O’Brien 2002). Feelings of bitterness, disappoint-
ment and rage may induce a higher incidence of
crime (O’Brien et al. 1999). Within marriage, the
stresses of conflicting work and motherhood roles
for women, and feelings of inadequacy as a bread-
winner for men, are likely to result in a higher
incidence of divorce (Macunovich 2002). In the
political sphere, the disaffection felt by a large
cohort because of its lack of success may make it
more responsive to the appeals of those who are
politically alienated (O’Brien and Gwartney-
Gibbs 1989).

Third-Order Effects

The second-order effects described in the previous
section will, through reduced marriage rates and
increased divorce and female labour force partic-
ipation rates, reduce the proportion of households
with stay-at-home spouses, which increases the
tendency to purchase market replacements for
the goods and services traditionally produced by
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women in the home. The result is a ‘commoditi-
zation’ of many goods and services that used to be
produced in the home. They are now exchanged in
the market — and thus counted in official measures
of GDP and productivity — whereas previously
they were part of the excluded ‘non-market’
economy.

This commoditization of goods and services
causes measures of industrial structure to skew
strongly toward services and retail, away from
agriculture and manufacturing, creating low-
wage service jobs. In addition, the influx of inex-
perienced young workers as members of a large
birth cohort — both men and women — into the
labour market exacerbates any decline in produc-
tivity growth by changing the composition of the
workforce to one dominated by inexperienced and
therefore lower-productivity ~workers. This
decline in relative wages of younger workers
resulting from their oversupply would lead
employers to substitute cheaper labour for more
expensive capital, thus lowering the young
workers’ productivity still further by providing
those low-wage workers with less productivity-
enhancing machinery and technology.

Although some analysts maintain that the
potential age structure effect of the baby boomers
on personal savings is not large enough to explain
the full drop in US national savings rates since the
1980s, studies of this phenomenon to date have
focused only on the behaviour of the baby
boomers themselves. However, one might argue
that the baby boomers have affected the propen-
sity to save in age groups other than their own. For
example, because boomers’ earnings were
depressed and they experienced an inflated hous-
ing market when they went to buy homes (both the
effects of their own large cohort size), many par-
ents of baby boomers drew on their own savings
in order to help with down payments.

When the age structure of children is permitted
to affect consumption and savings, a very strong
age-related pattern of expenditures and saving can
be identified. Children induce savings on the part
of their parents between the ages of five and
16, possibly in anticipation of later educational
expenses. When the relationships identified in
this way are combined with the changing age
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distribution in the US population during the 20th
century, they produce a savings rate that fluctuates
by plus or minus 25 per cent around the mean,
simply as a result of changing age structure
(Macunovich 2002).

Similarly, a strong effect has been identified of
changing age structure (measured simply as the
proportion of young to old in the population) on
real interest rates and inflation, because of differ-
ential patterns of savings and consumption with
age (McMillan and Baesel 1990). A higher pro-
portion of young adults in a population will pro-
duce lower aggregate savings levels — and hence
higher interest rates. In this model, today’s lower
interest and inflation rates are the result of the
ageing of the baby boomers, as they begin to
acquire assets for their retirement years. The con-
verse of this phenomenon — the potential ‘melt-
down’ effect of a retiring baby boom on financial
markets, asset values and interest rates — has been
described as well (Schieber and Shoven 1994).

Some research has estimated a strong effect of
age structure on housing prices in the United
States, with the entry of the baby boom into the
housing market causing the severe house price
inflation of the 1970s and 1980s, and the entry
of the baby bust causing house price deflation
(Mankiw and Weil 1989). Although some have
disputed the magnitude of the effect estimated
there, most researchers have confirmed its exis-
tence. A later study, for example, found significant
effects of detailed (single year) age structure in the
adult population on all forms of consumption,
including housing demand, and on money
demand (Fair and Dominguez 1991).

These potential effects on aggregate demand,
savings rates, interest rates and inflation suggest
that there might have been a connection between
changing age structure and macroeconomic fluc-
tuations in the United States and elsewhere during
the 20th century. When the population of young
adults is expanding, the resultant growth in
demand for durable goods creates confidence in
investors, while an unexpected slowdown in the
growth rate of young adults could cause cutbacks
in production and investment in response to
inventory buildups, with a snowball effect
throughout the economy. There was a close
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correspondence in the United States in the 20th
century between ‘turnaround points’ of growth in
the key age group of 15-24, and significant eco-
nomic dislocations in 1908, 1929, 1938 and 1974.
Similarly, there was a correlation between age
structure and economic performance in industri-
alized nations in the 1930s, and in both industri-
alized and developing nations since the 1980s,
with the ‘Asian Tigers’ some of the most recent
examples (Macunovich 2002).

Feedback Effects on the Relationship
Between Relative Cohort Size and
Relative Income

Easterlin’s original statements recognized the
potential effects of outside influences on the rela-
tive cohort size mechanism (Easterlin 1987).
However, the dynamic nature of the mechanism —
the fact that many of these other factors would, in
fact, be secondary and tertiary results of changing
relative cohort size, and thus endogenous in any
empirical application — has not been fully appre-
ciated in most analyses to date. As a result, it is
often concluded that the hypothesis may have
been relevant in the post-Second World War
period up to about 1980, but that it fails to extend
beyond one full cycle to apply to the period
since 1980.

The aggregate demand effect of changing rel-
ative cohort size, discussed in the previous sec-
tion, is hypothesized to contribute significantly to
the observed asymmetry in relative cohort size
effects on male relative income. Although cohorts
on the leading edge of a baby boom experience
declining wages relative to those of older workers,
they do so in an economy experiencing strong
growth in aggregate demand resulting from the
increasing relative cohort size among young
adults. Cohorts on the lagging edge of a baby
boom, however, enter a labour market weakened
by the economic slump resulting from a
transition from expanding to contracting relative
cohort size.

Similarly, as one of the secondary effects of
changing relative cohort size discussed earlier,
female labour force participation is hypothesized
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to have increased in response to declining male
relative income as the leading edge of the baby
boom entered the labour market. If, as hypothe-
sized, these young women also increased their
levels of educational attainment in anticipation
of future labour market participation, they would
have in many cases competed directly with the
male members of their cohort and exacerbated the
effects of relative cohort size on male relative
income. This effect would have been greatest for
cohorts on the lagging edge of the boom — those
who should have benefited from declining relative
cohort size. It is important in empirical analyses to
recognize the potential endogeneity of these other
factors, rather than treat relative cohort size effects
as ‘contingent’ on exogenous changes in female
labour force participation, educational attainment
and wages. Wage analyses based on relative
cohort size which control for a cohort’s position
in the US baby boom — and thus allow for aggre-
gate demand and female labour force changes —
can explain most of the observed change in young
men’s entry level wages and in their returns to
experience and education (Macunovich 2002).

Empirical Analyses

Empirically, the most important application of the
hypothesis has been to explain the varying expe-
rience of young adults in the United States since
the Second World War. There is, however, some
evidence of its relevance to the experience of
developed countries more generally in this period
(Korenman and Neumark 2000; Pampel 2001;
Stockard and O’Brien 2002; Jeon and Shields
2005), and perhaps as a mechanism leading to
fertility decline during the demographic transition
in developing countries (Macunovich 2002).
Overall, however, empirical analyses testing
various aspects of the Easterlin hypothesis have
produced fairly mixed results. By 2007 there have
been two comprehensive analyses of the literature
on the Easterlin hypothesis, and one meta-analysis
of 19 studies completed between 1976 and 2002.
The meta-analysis (Waldorf and Byun 2005)
focused on the age structure—fertility link, and
concluded that analytical problems contribute to
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an apparent lack of empirical support for the
Easterlin hypothesis. Most significant among
these were the failure to recognize the endo-
geneity of an income variable when combined
with a relative cohort size variable, and the use
of very broad age groups in defining relative
cohort size.

The first of the literature reviews considered a
broad range of topics, including labour market
experience and education; marriage, fertility and
divorce; and crime, suicide and alienation. It
concluded:

[TThe evidence for the Easterlin effect proves mixed

at best and plain wrong at worst... Aggregate data

support the hypothesis more than individual level

data, period-specific or time-series data support the
hypothesis more than cohort-specific data, experi-
ences from 1945-1980 support the hypothesis more
than the years since 1980, and trends in the United

States support the hypothesis more than trends in
European nations. (Pampel and Peters 1995, p. 189.

The second literature review evaluated
76 published analyses focused solely on fertility,
and concluded:

With an equal number of micro- and macro-level

analyses using North American data (twenty-two),

the ‘track record’ of the hypothesis is the same in
both venues, with fifteen providing significant sup-
port in each case. The literature suggests unequivo-

cal support for the relativity of the income concept

in fertility but is less clear regarding the source(s) of

differences in material aspirations, and suggests that

the observed relationship between fertility and
cohort size has varied across countries and time
periods due to the effects of additional factors not

included in most models. (Macunovich 1998, p. 53)

This review suggests that, because of data lim-
itations and idiosyncratic interpretations of the
hypothesis by individual researchers, many of the
studies with unfavourable findings have been only
peripherally related to the Easterlin hypothesis.

Conclusion

Since the early 1980s, demographic concepts
have encroached modestly on economic theory,
as evidenced by the appearance of life cycle,
overlapping generations and vintage models.
The cohort size hypothesis might be viewed as
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another in this sequence. Its roots, however,
extend beyond economics, reaching out into soci-
ology, demography and psychology, and it seeks
to encompass a wider range of attitudinal and
behavioural phenomena than is traditionally con-
sidered economic.
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Economic Demography
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East-West Economic Relations

Marie Lavigne

The decade 19661975 is usually considered as
the golden age of East-West economic relations.
Already during the previous decade, i.e. since the
end of the cold war, the USSR and the Eastern
European countries had increased their trade with
the West at an annual rate of growth slightly
higher than their total trade. But after 1966 the
expansion of trade and cooperation was sustained
both by a favourable political climate and by
strong economic complementarities between the
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West (here equated to the OECD countries) and
the East (the USSR and the six European countries
that are members of the CMEA, or Council for
Mutual Economic Assistance; hereafter we shall
mention them as CPEs or centrally planned econ-
omies, for the sake of brevity).

These years were marked by détente, initiated
in 1966 with the triumphal visit to the USSR of the
French President General de Gaulle. This was not
only a bilateral event, but it set the stage for
diversified and institutionalized links between
Eastern and Western European economies. Later
on, in 1972, US President Nixon’s visit to Mos-
cow opened the shorter phase of bright USUSSR
economic relations which ended in 1975. At the
beginning of that year, the Soviet Union unilater-
ally repudiated the Soviet-American treaty of
commerce, as a retaliation for the deprivation of
the most favoured nation clause; according to the
American legislation just introduced, the clause
could not be granted to a country restricting the
rights for its citizens to emigrate. Before détente
came altogether to its end, it was symbolically
magnified in the final Act of the Conference for
Security and Co-operation in Europe, signed in
Helsinki in August 1975. The economic ‘basket’
of this text was meant to appear as the Charter of
East-West mutually profitable relations.

From the economic point of view, the
1966-1975 decade was indeed a time of converg-
ing interests. The USSR and Eastern European
countries had just engaged in economic reforms.
They needed to modernize their industries. The
Western firms found new markets for selling
equipment and turnkey plants. High rates of eco-
nomic growth, both in the West and in the East,
sustained the prospects for increased exports from
the East to the West, once the new capacities
acquired from the West were put into operation.
An era of deepening industrial cooperation, based
upon technology imports and reverse flows of
manufactured goods, seemed to open.

It was then almost forgotten that even in such a
favourable context, East-West trade accounted for
less then 3% of world trade. While in 1975 it
amounted to slightly under 30% of total trade for
the CPEs (slightly more for the USSR and less for
the six smaller CPEs taken together), it never
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exceeded 5% of total trade for the Western coun-
tries, except for some non-typical cases (such as
Austria or Finland).

The following decade, ending in 1985, has
witnessed a general shrinking of East-West trade.
There was a conspicuous deterioration of the
political climate with the invasion of Afghanistan
by the Soviet troops in December 1979 and,
2 years later, martial law in Poland. The world
economic crisis exerted some adverse effects as
well. True, it benefited the USSR as an oil
exporter. But the Western recession hampered
the export drive of the smaller CPEs. The
manufactured goods which they intended to
export so as to repay their imports of equipment
became less saleable in the East. Thus the imbal-
ance between imports and exports, which had
been steadily growing since 1970, could not be
corrected through expanded sales. An easier way
out was to borrow on Western financial markets.
The CPEs were still creditworthy, and the level of
international liquidity was high as a result of the
inflow of petro-dollars. The total indebtedness of
the CPEs culminated in 1981. The subsequent
adjustments conducted in 1981-1983 (though a
decrease in imports and domestic investment)
ended up with a marked improvement in the
CPEs external financial position and with a
decrease in their foreign debt (except for Poland).
But the general slowdown of growth in the East,
partly due to these adjustments, does not allow for
a steep upward trend in East-West trade.

The outlook for East-West economic relations
is to be evaluated through the combination of two
opposed sets of factors. On the one hand, there are
strong interests on both sides pressing for the
expansion of trade and cooperation. On the
other, equally strong obstacles are hindering
such a development. The outcome is probably to
be seen in a stabilization of those relations, below
the level reached during the ‘golden age’ decade.

Economic Interests
East-West trade is sometimes said to be a one-way

street. As the magnitudes of shares in total trade
show, these relations are several times more
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important for the East than for the West. However,
dependencies are to be found on both sides, with
an uneven distribution.

In the West, European countries are the main
group of partners. They account for roughly 75%
of sales to the East and 90% of imports from the
East (figures of 1983). This pattern has been stable
since the end of the 1970s. In 1970 the share of
Western Europe was very similar on the import
side, but larger on the export side (about 10 points
more). Since then, two major exporters have
emerged outside Europe, Japan (for technology)
and the United States (for grain, mainly to
the USSR).

In the East, the USSR gained a growing share
of East-West trade after 1970. From twofifths of
the total trade of the European CPEs with the
West, it reached 50% in the mid-1970s and over
60% in the 1980s. This is mainly due to the
increase in oil prices after 1973; it allowed the
Soviet Union to secure a higher rate of growth of
its trade with the West compared with the other
CPEs up to 1980, and to avoid the decrease in
trade which the other CPEs experienced in the
beginning of the 1980s.

This growing concentration of East-West trade
on the Soviet Union is an expression of stronger
interdependences.

For Western Europe, especially for the large
industrial corporations, the USSR emerged in the
1970s as a major purchaser of heavy equipment,
whose orders helped to sustain the level of activ-
ities and jobs during the recession years. The
controversial multi-billion dollars gas pipeline
deal concluded in 1981 is a clear demonstration
of such interests. When in 1982 the US govern-
ment tried to oppose the supply of tubes and other
equipment for the pipeline, as a retaliation for the
Soviet role in the Polish crisis, and also as an
attempt to reduce the export capacities of natural
gas of the USSR, the European governments
backed their firms. Even though the Soviet orders
for equipment substantially declined after then,
the Soviet Union remains a huge market.

On the other side, the Soviet Union has become
a significant supplier of energy to Western
Europe. Fuels now account for about 80% of its
sales to the West, from about half that share in the
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beginning of the 1970s. The major Western Euro-
pean energy importers (Germany, France, Italy)
are now dependent for 6-7% of their total energy
imports on the Soviet Union. For natural gas
alone, their dependence may be above the 30%
mark at the end of the 1980s, from about 15% to
20% a decade earlier. The Soviet market is a
means of achieving a diversification in energy
imports; it is a cheaper supplier for oil and gas
because of the distance factor, and may be con-
sidered as a more reliable one, than the Third
World.

Regarding trade with the United States, the
major link is grain. The Soviet Union began to
buy large quantities of American grain in
1975-1976 and has been the largest single cus-
tomer of the United States since then. US sales
never again reached the 70% share of Soviet grain
imports which they formed in 1979. However, the
strength of economic versus political interests is
clearly demonstrated by the failure of the grain
embargo, which had to be lifted under the pressure
of American farmers. The long-term grain sales
agreement linking the two countries, first signed
in 1975, has not only been renewed but also
supplemented with an anti-embargo clause
(in 1983).

The Western trade of Eastern Europe lacks
these powerful interdependences. The smaller
CPEs taken together are on average less involved
in trade with the West than the USSR. In 1984, the
share of Western trade in their total trade was
about 25% (against 30% for the USSR) and had
been declining since 1980. But while Bulgaria and
Czechoslovakia, much more oriented toward
trade within CMEA, have a very low share of
their total trade with the West (12—15%), Hungary
(35%), Poland, GDR and Romania (30%) are
potentially interested in expanding their trade
with the West. However, opportunities for that
are low. Their supply is made of sensitive goods
(steel, chemicals, textiles, manufactured goods,
agricultural products), the demand for which is
sluggish in the West — and they complain of grow-
ing protectionism. For these goods competition is
growing on Western markets from the new indus-
trializing countries of the Third World, which in
addition are more advanced in some high
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technology fields (electronics). They can hardly
expect concessions from Western countries, for
which they provide less promising markets than
the USSR. The development of compensation
deals is only a marginal way of securing outlets
for their goods.

Obstacles

In the background of these differentiated eco-
nomic interests, specific obstacles hinder East-
West trade, in the political, institutional
(systemic) and financial fields, to which must be
added the 1986 developments on the world oil
market.

Is East-West trade political in essence? In
Western Europe, politics and economic relations
are regarded as distinct by governments and firms.
The lasting failure to find an agreement between
EEC and the CMEA, since the beginning of offi-
cial talks in 1976, is mainly due to the lack of
institutional competence of the CMEA in matters
of trade as appraised by the EC Commission (even
if on the side of the Commission there is a political
concern to avoid strengthening the Soviet-
dominated CMEA as an organization). The
major involvement of politics in East-West eco-
nomic relations is related to US policy. The ‘link-
age’ concept of tying economic advantages to
Soviet concessions in the political sphere was
associated in the 1970s with commercial policies
(the granting of the MFN clause) or financial
conditions (for access to bank credits). Since the
end of that decade it has evolved into a policy of
sanctions, first as a retaliation for the Soviet inva-
sion of Afghanistan in 1979 (the grain embargo
against the USSR, which was lifted in April 1981,
and a tighter control of high technology sales);
then as a response to the martial law imposed in
December 1981 in Poland. In this last case the
sanctions hit Poland (though credit and export
restrictions, a suspension of the MFN clause),
and the USSR (through attempts to stop the
Eurosiberian pipeline deal by preventing the
Western European countries from selling equip-
ment to the USSR and from concluding the agree-
ments for the purchases of gas). They were also
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extended to the other CPEs through a very severe
credit squeeze. All these measures culminated in
1982. They proved largely ineffective but gener-
ated conflicts within the Western Alliance. The
major and lasting field of political pressure is to
be found in the embargo on high technology sales
to the CPEs, conducted through the Cocom
(Coordinating Committee), an informal organiza-
tion set up in 1949 and including the NATO coun-
tries plus Japan. Very active during the years of
the cold war, it seemed to be withering in the late
1970s but regained momentum from 1980 on. The
present rationale of the Cocom restrictions is
threefold: to impose sanctions; to prevent the
Soviet bloc from acquiring dual-use technologies
(for military as well as civilian ends); to enlarge
the scope of controls by restricting high-
technology exports of non-Cocom members
(Sweden, Switzerland, Austria, and even some
Third World countries such as India).

The systemic obstacles in trade are related to
the specific organization of state trading in the
CPEs. The monopoly of foreign trade and the
related planning of trade flows remain very rigid
in the Soviet Union. Increased flexibility has been
introduced in the trade mechanisms of all the other
CPEs, where enterprises are gaining easier access
to foreign trade transactions. Direct interfirm con-
tacts have been stimulated through industrial
cooperation. In all these countries except for
GDR, it is now possible to create joint enterprises
with foreign equity capital (the experiences
remain limited). The state trading system, how-
ever reformed, still prevents the CPEs from suc-
cessfully adjusting to the market requirements in
the West.

The financial problems of East-West relations
are less dramatic than in 1980-1981, when the
total indebtedness of the USSR and Eastern
Europe combined exceeded $80 billion, more
than four times its level of the end of 1974. Two
countries, Poland and Romania, entered in 1981 a
process of rescheduling, which is still going on for
Poland. Two others, GDR and Hungary, success-
fully managed to restore their external accounts in
1982-1984. Since then, the Western banks have
again been ready to expand their loans not only to
the Soviet Union, which has always remained a
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good risk, but also to the other CPEs, which by all
accounts seem more creditworthy than the Third
World.

East-West economic relations are finally to be
replaced in the broader context of the CPEs’ for-
eign economic relations, including intra-CMEA
trade. The move toward closer integration, advo-
cated by the Soviet Union at the Summit meeting
of the CMEA in June 1984 and based upon the
heavy requirements of the USSR regarding its
imports from its partners, might well appear as
an additional constraint to the expansion of East-
West relations for the smaller CPEs.

The fall in oil prices, since the end of 1985,
may have strong adverse effects on East-West
trade. If the average price for oil is for some time
stabilized at half its 1985 level, the Soviet Union
will lose at least one third of its export gains in its
trade with the West. These losses may be compen-
sated for, in the short run, by cuts in imports and
increased borrowing, together with a stronger
pressure on the smaller CMEA countries. The
latter will thus have to divert to the Soviet market
goods exportable to the West. In addition, they too
will lose as sellers of refined oil products, with the
same consequences as for the USSR. The ‘golden
age’ of East-West trade is definitely not to be
renewed.

See Also

Convergence Hypothesis
Cycles in Socialist Economies
Socialist Economies
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Eckstein, Otto (1927-1984)

Lester C. Thurow
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Eckstein was an entrepreneur who moved a whole
technology from the research community into the
marketplace. Until he founded Data Resources,
Inc., macroeconometric models were research
vehicles and not vehicles for aiding business deci-
sion making. Under his direction Data Resources
came to dominate the marketplace for this type of
information, but more importantly it changed the
nature of the game. To be taken seriously after his
innovation, all economic forecasts had to be but-
tressed with econometric equations and no large
firm would attempt to begin its decision-making
processes without an understanding of the
national and international economic forecasts
emanating from such models.

Born in Ulm, Germany, in 1927, Dr. Eckstein
fled to England in 1938 and came to the United
States in 1939. He graduated from Stuyvesant
High School in New York City and served in the
United States Army Signal Corps from 1946 to
1947. He received an AB degree from Princeton
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University in 1951 and a Ph.D. from Harvard
University in 1955.

In 1968, he and Donald B. Marron founded
Data Resources, Inc., which has grown into the
largest economic information company in the
world. The firm became a subsidiary of
McGraw-Hill, Inc. in 1979. He directed the devel-
opment of the Data Resources Model of the US
economy, and was responsible for its forecasting
operations.

As an immigrant to the United States from
Nazi Germany, Otto Eckstein wanted to contrib-
ute something to America’s future success. Better
economic policies that would lead to a higher
American standard of living were not an abstrac-
tion to him. They were the centre of his
professional life.

His professional career began with the analysis
of large scale multi-year water resources projects
and how one might better allocate national
resources in such projects. In the late 1950s he
was the principal intellectual director of a Joint
Economic Committee study on how the United
States might break out of what was then seen as
the stagnation of the mid-1950s. His study on
growth, full employment and price stability laid
the basis for the successful economic policies that
were followed in the first two-thirds of the 1960s.
But he went on to implement those intellectual
foundations as a member of the President’s Coun-
cil of Economic Advisers under President
Johnson.

No one who knew the enthusiasm of Otto
Eckstein for studying, teaching, and practising
economics could thereafter think of economics
as the dismal science.
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Ecole Nationale des Ponts et
Chaussées

Robert B. Ekelund Jr and Robert F. Hébert

French School of Civil Engineering, located at
28 rue des Saint-Péres, Paris. Established in
1747 by Daniel Trudaine, Finance Minister to
Louis XV, the Ecole has traditionally produced
economists of exceptional talent and originality.
Isnard, Dupuit and Cheysson were students there
and at various times its faculty included the likes
of Henri Navier, Joseph Minard, Joseph Garnier,
Henri Baudrillart, Charles Gide, Clément Colson
and Francgois Divisia.

The idea of an institution dedicated to the pro-
fessionalization of French engineers had its roots
in the 17th century. In 1690 Vauban created the
Corps of Military Engineers, which was to serve
as a model for future public bodies of this sort. He
even went so far as to propose a public examina-
tion to test the scientific knowledge of young
people aspiring to become engineers. After an
inauspicious beginning, the Ecole slowly

Ecole Nationale des Ponts et Chaussées

acquired more scholarly aspirations. It was
directed in its formative years by J.R. Perronet,
who established the high standards and pedagog-
ical technique responsible for the ultimate success
of the school, so much so that French engineers
became the envy of the world. Although a formal
course in economics was not established until
1847 (receiving impetus from Dupuit’s pioneer
researches in 1844), engineers were ‘officially’
exhorted to study economics as early as 1792.

The Revolution of 1789 brought sweeping
changes to higher education in France. For a
time it seemed as though the Ecole would be
swept away as a vestige of the ancien régime,
but Mirabeau successfully defended its existence,
and by the time Napoleon came to power, a major
expansion of faculty, students and curriculum was
under way. With the establishment of the Ecole
Polytechnique in 1794, the nature of the Ecole des
Ponts et Chaussées changed from an undergradu-
ate to a postgraduate institution, offering admis-
sion by competitive examination and specialized
training for polytechnicians seeking to become
civil engineers. These civil engineers became
problem-solvers in the areas of flood control,
municipal water distribution and sewage disposal,
canal building, railway construction, road build-
ing and myriad other matters of concern to
engineers.

The 19th century was the ‘golden age’ of the
Ecole, a time when the faculty was upgraded and
the curriculum was stretched to include stereo-
tomy (1799), modern languages (1806), mineral-
ogy and geology (1826), administrative law
(1831), political economy (1847), thermodynam-
ics (1851), and applied chemistry (1864). The role
of the Ecole was pivotal and international in both
engineering and economics. Henri Navier, for
example, was sent in 1821 and in 1823 by the
Director General of the Corps to study British
achievements in suspension bridge design and
construction. Upon his return Navier, who wrote
a number of essays on the economic value of
public works, offered a Mémoire sur les ponts
suspendus which brought the French to the fore-
front of such technology for much of the 19th
century. Jules Dupuit entered the Ecole in 1824,
where he reacted to both Navier’s engineering and
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economic studies, later producing a theory of
marginal utility and a full scale welfare analysis
of markets and market structure. In 1830 an Amer-
ican student, Charles Ellet, Jr., entered the Ecole,
returning home as the premier suspension bridge
builder and designer of his age and as one of the
most creative American economic theorists of the
century. In short, the 19th century is the period
when economic inquiry at the Ecole burgeoned,
easily outdistancing the policy squabbles that
occupied French academic economists at the
universities and in academic journals. It was the
era of Dupuit, Cheysson and Colson, the
unrecognized giants of 19th century French
economics.

Today the Ecole des Ponts et Chaussées stands
as the oldest of France’s grandes écoles. Perched
at the top of a rigid and highly centralized educa-
tional system, it persists in admitting the country’s
intellectual elite and in providing them with solid
training in economics.
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Ecological Economics

Anastasios Xepapadeas

Abstract

Ecological economics is the study of the inter-
actions and co-evolution in time and space of
human economies and the ecosystems in which
human economies are embedded. It uncovers
the links and feedbacks between human econ-
omies and ecosystems, and so provides a uni-
fied picture of ecology and economy. The link
between ecology and human economies has
been manifested in the development of
resource management or bio-economic
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models, in which the main focus has been on
fishery or forestry management where the
impact of humans on ecosystems is realized
through harvesting. More closed links have
been developed, however, as both disciplines
evolve.
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Ecology can be regarded as the study of living
species such as animals, plants and microorgan-
isms, and the relations among them and their
natural environment. In this context, an ecosystem
includes these species and their non-living envi-
ronment, their interactions, and their evolution in
time and space (see, for example, Roughgarden
et al. 1989). Economics, meanwhile, is the study
of how human societies use scarce resources to
produce commodities and to distribute them
among their members.

The need for an interdisciplinary
approach — ‘ecological economics’ — stems from
the fact that natural ecosystems and human econ-
omies are closely linked. In the process of pro-
duction and consumption, human beings use
ecosystems and their services, influence their evo-
lution, and are the recipients of feedbacks origi-
nating from their actions upon ecosystems. As
Kenneth Boulding (1965) notes in his classic
paper ‘Earth as a space ship’, which can be
regarded as a landmark in the emergence of eco-
logical economics, ‘Man is finally going to have
to face the fact that he is a biological system living
in an ecological system, and that his survival
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power is going to depend on his developing sym-
biotic relationships of a closed-cycle character
with all the other elements and populations of
the world of ecological systems.’

Thus, ecological economics can be regarded as
the study of the interactions and co-evolution in
time and space of human economies and the eco-
systems in which human economies are embed-
ded. This implies that the task of ecological
economics is to bridge the gap between economy
and ecology by uncovering the links and the feed-
backs between human economies and ecosys-
tems, and by using these links and feedbacks to
provide a unified picture of ecology and economy
and their interactions and co-evolution. In a sense,
ecological economics aims at linking ecological
models and economic models in order to provide
insights into complex and interrelated phenomena
stemming from and affecting both ecosystems and
human economies.

The natural link between ecology and human
economies has been manifested in the traditional
development of resource management or
bio-economic models (for example, Clark 1990),
in which the main focus has been on fishery or
forestry management where the impact of humans
on ecosystems is realized through harvesting.
More close links have been developed, however,
as both disciplines evolve.

Common methodological approaches may also
be encountered in ecology and economics. Opti-
mality behaviour, which is fundamental in eco-
nomics, has also been used to provide insights into
the structure of ecological systems, in the context
of optimal foraging behaviour, species competi-
tion, or net energy maximization by organisms
(for example, Tschirhart 2000; Tilman
et al. 2005) with the purpose of founding macro-
behaviours in ecosystems — such as those emerg-

ing from population dynamics — on micro-
foundations.
In the same context, the classical

phenomenological-descriptive approach to spe-
cies competition based on Lotka—Volterra systems
has recently been complemented by mechanistic
resource-based models of species competition for
limiting resources (Tilman 1982, 1988). This
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approach has obvious links to competition
among economic agents for limited resources.
Furthermore, by linking the functioning of natural
ecosystems with the provision of useful services
to humans, or by using concepts such as ecosys-
tems productivity, insurance from the genetic
diversity of ecological systems against cata-
strophic events, or development of new products
using genetic resources existing in natural ecosys-
tems (Heal 2000), new insights into the funda-
mental issues of the valuation of ecosystems or
the valuation of biodiversity have been derived.
(Examples of useful services to humans include
provisioning services, such as food, water, fuel,
genetic material; regulation services, such as cli-
mate regulation, disease regulation; and cultural
services and supporting services, such as soil for-
mation, nutrient cycling; see Millennium Ecosys-
tem Assessment 2005.)

Ecological Models

The traditional bio-economic models (Clark
1990), which describe the evolution of the popu-
lation or the biomass of species when harvesting
takes place, have formed the building blocks of
ecological-economic modelling. These models
can be extended along various lines to provide a
more realistic picture of ecosystems (for a detailed
analysis, see Murray 2003) and help build mean-
ingful ecological-economic models. To start with,
let x(¢) denote the biomass of a certain species at
time . Then evolution of the biomass is described
by an ordinary differential equation

dx(1)

T birth — naturaldeath + migration

— harvesting.

ey

In the analysis of population models it is com-
mon, unless it is a specific case, to set the migra-
tion rate at zero, and to represent the natural rate of
population growth (birth-natural death) by a func-
tion F(x). The most common specification of this
function is the famous logistic function, which is
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F(x) = rx(1—x/K). In this function 7 is a positive
constant called intrinsic growth rate and K is the
carrying capacity of the environment which
depends on factors such as resource availability
or environmental pollution. If we denote by A(f)
the rate of harvesting of the species biomass by
humans, the population model becomes:

dx(t)
dt

= F(x) — h(t),x(0) = xo. )

If h(f) = F(x), the population remains constant
and the harvesting rate corresponds to sustainable
yield. Harvesting rate is usually modelled as pop-
ulation dependent or & = gEx, where ¢ is a posi-
tive constant, referred to as a catchability
coefficient in fishery models, and E is harvesting
effort. Human activities can affect the species
population, in addition to harvesting, by affecting
parameters such as the intrinsic growth rates or the
carrying capacity. For example, if the stock of
environmental pollution of a certain pollutant
(such as phosphorus in a lake) in a natural ecosys-
tem is denoted by P, with dynamics described by

P _ o (5(1), P(1)). P(0) = Po,

dt ©)

where s(?) is the rate of emissions (such as phos-
phorus loadings), and the pollutant affects param-
eters of the population model, then the combined
model will be (3) along with

<0,K'(P) < 0. @)

If the catchability coefficient is affected by
technical change, then it can be expressed by a
function of time as ¢(¢). In this case (4) is not
autonomous. Alternatively ¢ can be a function of
technological variables like R&D evolving in the
economic module.

The population model (2) can be generalized to
age-structured populations and multi-species
populations. In multi-species populations the
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Lotka—Volterra  predator—prey models are
classic. If we denote the prey population by x(¢)
and the predator population by y(f) and ignore
harvesting for the moment to simplify things, the
model can be written as

S0 o o

dy(t
%:ym(l_%>,y(0):yom,n>0 (6)

where R(x) is a function called the predation term,
which can be specified as yx/(x*+67), v, § > 0. A
more general multi-species model with J prey and
J predators can be written, fori = 1,...,J, as

dX;(Z)
dt

_ , -
=x;|a;i — Zﬁ,j)’i Xi(0) =x0 (D)
L J=1 |

,i(0) = ¥y (3)

dy() [
ar ;yiij—éi

where all parameters are positive constants. An
even more general model of interacting
populations can be obtained by the generalized
Kolmogorov model where the evolution of each
species biomass is described by:

dx,-(t)
dt

:x,-F,«(xl,xz,x_g,...)i = 1,2,3, (9)

In the mechanistic resource-based models of
species competition emerging from the work of
Tilman (for example, Tilman 1982, 1988), species
compete for limiting resources. (For the use of this
model in ecological-economic modelling, see
Brock and Xepapadeas 2002; Tilman
et al. 2005.) In these models the growth of a
species depends on the limiting resource, and
interactions among species take place through
the species’ effects on the limiting resource. Let
X = (x1,- - -,X,,) be the vector of species biomasses
and R the amount of the available limiting
resource. Then a mechanistic resource-based
model with a single limiting factor in a given
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area and i =1,...,n species can be described by
the following equations:

& = gl(R) — d,‘,X,’(O) = X0 (10)

Xi

R=S—aR — Zw;x,-gl-(R)

i=1

an

where g;(R) is resource-related growth, d; is the
species’ natural death rate, S is the amount of
resource supplied, @ is the natural resource
removal rate (leaching rate), and w; is specific
resource consumption by species i. The main
result in this framework relates to an exclusion
principle stating that, in a landscape free of dis-
turbances, the species with the lowest resource
requirement in equilibrium will competitively dis-
place all other species, driving the system to a
monoculture. Species coexistence and poly-
cultures in equilibrium can be supported in a
system with more than one limiting resource, or
even in single resource systems if there is
temperaturedependent growth and temperature
variation in the ecosystem, spatial or temporal
variations in resource ratios, differences in local
palatabilities and local abundance of herbivores.
In addition to the temporal variation captured
by the models described above an important char-
acteristic of ecosystems is that of spatial variation.
Biological resources tend to disperse in space
under forces promoting ‘spreading’ or ‘concen-
trating” (Okubo 2001); these processes, along
with intra- and inter-species interactions, induce
the formation of spatial patterns for species.
A central concept in modelling the dispersal of
biological resources is that of diffusion. Diffusion
is defined as a process whereby the microscopic
irregular movement of particles such as cells, bac-
teria, chemicals, or animals results in some mac-
roscopic regular motion of the group. Biological
diffusion is based on random walk models which,
when coupled with population growth equations,
lead to general reaction-diffusion systems (see,
for example, Okubo and Levin 2001; Murray
2003). When only one species is examined, the
coupling of classical diffusion with a logistic
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growth function leads to the so-called
Fisher—Kolmogorov equation, which can be writ-
ten as

Ox(z, 1)
ot

?x(z,1)
072

= F(x(z,1)) + D, (12)

where x(z,f) denotes the concentration of the bio-
mass at spatial point z at time ¢. The biomass
grows according to a standard growth function
F(x) which determines the resource’s kinetics but
also disperses in space with a constant diffusion
coefficient D,. (Nonlinear reaction diffusion equa-
tions are associated with propagating wave solu-
tions.) In general, a diffusion process in an
ecosystem tends to produce a uniform population
density, that is, spatial homogeneity. Thus it might
be expected that diffusion would ‘stabilize’ eco-
systems where species disperse and humans inter-
vene through harvesting.

There, is however, one exception, known as
‘diffusion induced instability’ or ‘diffusive insta-
bility’. It was Alan Turing (1952) who suggested
that under certain conditions reaction-diffusion
systems can generate spatially heterogeneous
patterns. This is the so-called ‘Turing mechanism’
for generating diffusion instability. With two
interacting species evolving according to

Ox(z,t) 0%x(z,1)

o F(x,y) + D, a2 (13)
Oy(z.t) 0%y(z,1)

o G(x,y) JrDy?, (14)

if in the absence of diffusion (D, =D, =0) the
system tends to a spatially uniform stable steady
state, then under certain conditions, depending on
the relationship D,/D,, spatially heterogeneous
patterns can emerge due to diffusion-induced
instability.

Spatial variations in ecological systems can
also be analysed in terms of meta-population
models. A meta-population is a set of local
populations occupying isolated patches which
are connected by migrating individuals. Meta-
population dynamics can be developed for single
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or many species (Levin 1974). For the single
species case the dynamics become

dx

—=F D 15

= (x)x + Dx (15)
where x=(x,. . .,x;) is a column vector of species

densities, F has its ith row depending on the ith
row of x, and D = [dj;] is a connectivity matrix,
where d; is the rate of movement from patch j to
patch i (j # i). Thus dynamics are local with the
exception of movements from one patch to the
other.

A more general model encompassingi = 1,...,n

species competing for j = 1,..., J limiting
resources, with density-dependent growth and
interactions across patches ¢ = 1,..., C in a

given landscape, can be written as

f = Fic(Xe,X—¢)gi, (Re, dic), Vi, ¢
Cl

(16)

Rj(,‘ = Sjc(Rc’ Rfc) - Dj('(xu X ¢, R(" R,C-),Vj, c
a7

where R__., x_ . are respectively vectors of
resources and species outside patch c.

(For a detailed analysis, see Brock and
Xepapadeas 2002.) A more general setup can be
obtained in the context of co-evolutionary models
which describe the interactions between popula-
tion (or biomass) dynamics and mutation (or trait
dynamics). Antagonistic co-evolution of species
on the one hand and pests or parasites or the other
can be described by the so-called Red Queen
hypothesis (see, for example, Van Valen 1973,
and Kawecki 1998). According to this hypothesis,
parasites evolve ceaselessly in response to perpet-
ual evolution of species’ (or hosts’) resistance.
The co-evolution of the parasites’ ability to attack
(virulence) and the hosts’ resistance is expected to
indicate persistent fluctuations of resistance and
virulence. In this context the Red Queen hypoth-
esis generates a continuous need for variation,
resulting in a limit cycle or other non-point attrac-
tor in trait space dynamics, which are called Red
Queen races. Red Queen cycles are observed in a
slow time scale, since trait dynamics are assumed
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to evolve slowly, in contrast to the population,
host-parasite, dynamics which are assumed to
evolve fast (see Dieckmann and Law 1996).

A simple co-evolutionary model can be devel-
oped in a system with one harvested (‘useful’)
species or host species whose biomass is denoted
by x and a parasite denoted by y, where the abun-
dance of x and y depends on the evolution of two
characteristics or traits denoted by d and vy (see, for
example, the Red Queen dynamic models devel-
oped by Krakauer and Jansen 2002), where
d affects the fitness of x and y affects the fitness
of y.

Let the growth rates of x and the pathogen y be
given by

g=S=(s—m=)0Wdy)  (8)

g = § = (x0(d.y) - 0). (19)

If we measure fitness by growth rates, then
20&1 <, so that an increase in d increases
fitness of x. In the same way, 24%% > 0 for an
increase in 7y to increase fitness of y. In equilibrium
of the fast population system where X = y = 0, it
holds that

0 s —rX

0(d.7)” ~0(d.)

.S > rX. (20)

_i::

that On the assumption of constant mutation
rates uy and fi,, the evolutionary dynamics for
the traits d and y, when population dynamics
have reached the asymptotically stable steady
state, are given by

. 20(d,

d =~y % 1)
20(d,

J = w9 7Qéy 7 (22)

See Krakauer and Jansen (2002) who, by con-
sidering the slow time scale trait dynamics, show
that the equilibrium point (d*,y*) :d =y =0 is
not attracting; the dynamics spiral away from this
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point. This behaviour is the oscillatory, Red
Queen dynamics.

Ecological-Economic Modelling

The ecological models developed above are the
cornerstones of the development of meaningful
ecological-economic models. The impact of
humans on the population of species can be real-
ized through direct harvesting / as described in (1)
and (2). This type of impact can be easily incor-
porated into the more general population dynamic
models by selecting the harvested species. Human
influence can also be realized in an indirect way
by having the environmental carrying capacity
affected by environmental pollution generated in
the non-harvesting sector of the economy, as in (3)
and (4), or by having technological considerations
affecting catchability coefficients. It is also possi-
ble that external environmental conditions which
are anthropogenic, such as global warming, can
make some parameters associated with population
dynamics or mutation dynamics change slowly.
This can be modelled in (21) and (22) by consid-
ering p; and p, as slow varying parameters,
defined as pi,(ef) and p,(et), where 0 < ¢ < 11is
the adiabatic parameter. This slowly varying sys-
tem could be used to model slow anthropogenic
impacts on ecosystem structure.

However, the size and the severity of the
impact of human economies in ecosystems
depend on the way in which variables, such as
harvesting or other variables which can be chosen
by humans (such as emissions, investment in
harvesting capacity) and which influence the evo-
lution of ecosystems, are actually chosen. These
variables can be regarded as control variables,
and the way in which they are chosen affects the
evolution of ecological variables, such as species
biomasses or traits, which can be considered as
the state variables of the problem.

The typical approach in economics is to asso-
ciate the choice of the control variables with opti-
mizing behaviour. Thus, the control variables are
chosen so that a criterion function is optimized,
and the economic problem of ecosystem
management — where management means choice
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of control variables — is defined as a formal opti-
mal control problem. In this problem the objective
is the optimization of the criterion function subject
to the constraints imposed by the structure of the
ecosystem. These constraints, which provide the
transition equations of the optimal control prob-
lem, are the dynamic equations of the ecological
models described in the previous section.

The solution of the ecological-economic
model, provided it exists, will determine the
paths of the state and the control variables and
the steady state of the system, which will deter-
mine the long-run equilibrium values of the eco-
logical populations as well as the approach
dynamics to the steady state. In this context, man-
aged ecological systems which are predominantly
nonlinear could exhibit dynamic behaviour char-
acterized by multiple, locally stable and unstable
steady states, limit cycles, or the emergence of
hysteresis, bifurcations or irreversibilities.

The way in which the objective function is set
up and the ecological constraints which are taken
into account determine the solution of the
ecological-economic model. In principle, a
socially optimal solution can be distinguished
from a privately optimal solution. The socially
optimal solution corresponds to the so-called
problem of the social planner, where the objective
function takes into account not only benefits from
harvesting certain resources of the ecological sys-
tem, which corresponds to harvesting commer-
cially valuable biomass, but in addition a wide
spectrum of flows of services generated by the
whole ecosystem. These include, as described
above, regulation, cultural or supporting services,
existence values, or benefits associated with pro-
ductivity or insurance gains. If V' (h(f)) denotes
harvesting benefits at time ¢ associated with
harvesting vector h, and U(x(¢)) denotes the flow
of benefits associated with ecosystem service gen-
erated by species biomasses existing in the eco-
system and not removed by harvesting, then the
total flow of benefit is V' (h(¢)) ) U(x(¢)). In this
formulation, the ¥V () and U( ) functions are
usually assumed to be monotonically increasing
and concave. In a more general setup, the total
benefit function can be non-separable, defined as

u(h(z); x(1)).
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The objective can then be written as

maxJOO e P'[V(h(r)) + U(x(1))]dt (23)

{h(}Jo

where p > 0 is a discount rate. It should be noted
that in principle benefits associated with 7 (h(?))
can be estimated using market data, while benefits
associated with U(x(f)) are hard to estimate
because markets for the larger part of the spectrum
of ecosystem services are missing. (Valuation of
ecosystem services is an open question. For
details, see, for example, Bingham et al. 1995.)
The social optimum corresponds to the maximi-
zation of (23), subject to the constraints imposed
by the ecological system. For example, if we use
the generalized model of resource competition,
the constraints are:

= Fic (X('s Xfc)g,'p (Rc» dic) - hi(-’ Vl’ c (24)

Xei
Rjr = Sjr(Rm R—r) - Dj (XC" X_c,Re, R—C)’ v]’ C.

(25)

A solution (h'(¢), X (7)) is regarded as the
socially optimal solution.

The privately optimal solution is distinguished
from the socially optimal by the fact that only
harvesting benefits enter the objective function.
The assumption is that management is carried out
by a ‘small’ profit-maximizing private agent that
ignores the general flows of ecosystem services.
In this case, the private agents do not take into
account externalities associated with their man-
agement practices on ecosystem service flow and
U(x(7)) = 0. Market externalities associated with
the definition of V(h) could relate to imperfections
in the markets for the harvested commodities, or
to property rights-related externalities, as the well
known ‘tragedy of the commons’ emerging in the
harvesting of open access resources.

In general the privately optimal solution
(h°(2),x°(¢)) will deviate from the socially optimal
solution. Another type of externality can be
associated with strategic behaviour in resource
harvesting if more than one private agent
harvests the resource. If / = 1,..., L harvesters
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are present, then the biomass equation (24) for
patch ¢ becomes

. L

Xei .

— = Ff(‘(XC’ X—c)gj(-(Rc, dic) - Zhim Vi, c.
=1

Xei

In this case the privately optimal solution can
be obtained as an open loop or feedback Nash
equilibrium.

Privately optimal solutions can also be distin-
guished from the socially optimal by the extent to
which the ecological constraints are taken into
account. For example, if resource dynamics or trait
dynamics are not taken into account in the optimi-
zation problem, the management rule will deviate
from the social optimum. Furthermore, since a// the
ecological constraints are operating, there will be
discrepancies between the perceived evolution of
ecosystems under management that ignores certain
constraints, and the actual evolution of the ecosys-
tem. Brock and Xepapadeas (2003), show that, by
ignoring genetic constraints associated with the
development of resistance to genetically modified
organisms, the actual system loses any productivity
advantage because of resistance development.

These discrepancies might be a cause for sur-
prises in ecosystem management. For example,
with reference to the co-evolutionary model (18),
(19), (20), (21), and (22), profit-maximizing deci-
sions which ignore evolution might steer the sys-
tem to a certain steady state on a fast time scale,
but then the underlying trait dynamics might
move the system in slow time to another attractor.

The deviations between the private solution
and the social optimum provide a basis for regu-
lation which is similar to the rationale behind the
regulation of environmental externalities. Regula-
tion could take the form, in general spatial models
of ecosystem management, of species-specific
and site-specific taxes on harvesting, or equivalent
quota and zoning systems.

See Also
Approximate Solutions to Dynamic Models

(Linear Methods)
Common Property Resources
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Ecological Inference

Gary King, Ori Rosen and Martin Tanner

Abstract

Ecological inference is a general statistical
problem where a response variable is not avail-
able at the subject level because summary sta-
tistics are reported for groups only. It consists
of merging information from different data-
bases which are not linked to each other at the
record level. We consider an election scenario
where in each electoral precinct the fraction of
voting-age people who turn out to vote, the
fraction of black population and the number
of voting-age people are observed. The pro-
portions of blacks and of whites who vote are
unobserved because electoral results and cen-
sus data are not linked.
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Aggregation; Ecological inference; Likeli-
hood; Markov chain Monte Carlo methods;
Method of bounds; Nonparametric models;
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Ecological Inference

JEL Classifications
C10

The Ecological Inference Problem

For expository purposes, we discuss only an
important but simple special case of ecological
inference, and adopt the running example and
notation from King (1997: ch. 2). The basic prob-
lem has two observed variables (7; and X;) and two
unobserved quantities of interest (7 and f") for
each of p observations. Observations represent
aggregate units, such as geographic areas, and
each individual-level variable within these units
is dichotomous.

To be more specific, in Fig. 1 we observe for
each electoral precinct i(i = 1, ..., p) the frac-
tion of voting age people who turnout to vote (7;)
and who are black (X;), along with the number of
voting age people (IV;). The quantities of interest,
which remain unobserved because of the secret
ballot, are the proportions of blacks who vote
(Bf’) and whites who vote (Blw) The proportions
B? and (") are not observed because 7; and X; are
from different data sources (electoral results and
census data, respectively) and record linkage is
impossible (and illegal), and so the cross-
tabulation cannot be computed.

Also of interest are the district-wide fractions
of blacks and whites who vote, which are
respectively

Race of  Voting decision
voting age
person Vote No Vote
b b .
Black | f 1- X
White | SV 1- B 1-X;
T, 1-T;

Ecological Inference, Fig. 1 Notation for Precinct i.
Note: The goal is to estimate the quantities of interest, Bf’
(the fraction of blacks who vote) and ﬂf (the fraction of
whites who vote), from the aggregate variables X; (the
fraction of voting age people who are black) and T; (the
fraction of people who vote), along with N; (the known
number of voting age people)
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These are weighted averages of the
corresponding precinct-level quantities. Some
methods aim to estimate only B” and B" without

giving estimates of 7 and 8" for all i.

Deterministic and Statistical Approaches

The ecological inference literature before King
(1997) was bifurcated between supporters of the
method of bounds, originally proposed by Dun-
can and Davis (1953), and supporters of statistical
approaches, proposed even before Ogburn and
Goltra (1919) but first formalized into a coherent
statistical model by Goodman (1953, 1959). (For
the historians of science among us: although these
two monumental articles were written by two col-
leagues and friends in the same year and in the
same department and university — the Department
of Sociology at the University of Chicago — the
principal did not discuss their work prior to com-
pletion. Even by today’s standards, nearly a half
century after their publication, the articles are
models of clarity and creativity.) Although Good-
man and Duncan and Davis moved on to other
interests following their seminal contributions,
most of the ecological inference literature in the
five decades since 1953 was an ongoing war
between supporters of these two key approaches,
and often without the usual academic decorum.

Extracting Deterministic Information: The
Method of Bounds

The purpose of the method of bounds and its
generalizations is to extract deterministic informa-
tion, known with certainty, about the quantities of
interest.
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The intuition behind these quantities is simple.
For example, if a precinct contained 150 African-
Americans and 87 people in the precinct voted,
then how many of the 150 African-American actu-
ally cast their ballot? We do not know exactly, but
bounds on the answer are easy to obtain: in this
case, the answer must lie between 0 and 87. Indeed,
conditional only on the data being correct, [0,87] is
a 100 per cent confidence interval. Intervals like
this are sometimes narrow enough to draw mean-
ingful inferences, and sometimes they are too wide,
but the ability to provide (non-trivial) 100 per cent
confidence intervals in even some situations is
quite rare in any statistical field.

In general, before any data are seen, the
unknown parameters 7 and f3)’ are each bounded
on the unit interval. Once we observe 7; and X;
they are bounded more narrowly, as:

T, —(1-X)\ . (T
[)’ﬁ?e {max(o, %) mln(ZJ)]
" T, - X; . T;
B e {max(O, 1 —Xi)’mm<l _Xi,l)}

3

Deterministic bounds on the district-level
quantities B” and B" are weighted averages of
these precinct-level bounds.

The bounds then indicate that the parameters in
each case fall within these deterministic bounds
with certainty, and in practice they are almost
always narrower than [0,1]. Whether they are
narrow enough in any one application depends
on the nature of the data.

Extracting Statistical Information: Goodman'’s
Regression

Leo Goodman’s (1953, 1959) approach is very
different from, but just as important as, Duncan
and Davis’s. He looked at the same data and
focused on the statistical information. His approach
examines variation in the marginals (X; and 7;) over
the precincts to attempt to reason back to the
district-wide fractions of blacks and whites who
vote, B’and B". The outlines of this approach and
the problems with it have been known at least since
Ogburn and Goltra (1919). For example, if in pre-
cincts with large proportions of black citizens we
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observe that many people do not vote, then it may
seem reasonable to infer that blacks turn out at
lower rates than whites. Indeed, it often is reason-
able, but not always. The problem is that it could
instead be the case that the whites who happen to
live in heavily black precincts are the ones who
vote less frequently, yielding the opposite ecolog-
ical inference to the individual-level truth.

What Goodman accomplished was to formal-
ize the logic of the approach in a simple regression
model, and to give the conditions under which
estimates from such a model are unbiased. To
see this, note first that the accounting identity

T, =Xif! + (1 = X,)B! 4

holds exactly. Then he showed that a regression of
T; on X; and (1 — X;) with no constant term could
be used to estimate B” and B", respectively. The
key assumption necessary for unbiasedness that
Goodman identified is that the parameters and X;
be uncorrelated: Cov ( ?,X,-) = Cov (B!, X;) =0.
In the example, the assumption is that blacks vote
in the same proportions in homogeneously black
areas as in more integrated areas. Obviously, this
is true sometimes and it is false other times. (King
1997: ch. 3, showed that Goodman’s assumption
was necessary but not sufficient. To have unbi-
asedness, it must also be true that the parameters
and N; are uncorrelated.)

As Goodman recognized, when this key
assumption does not hold, estimates from the
model will be biased. Indeed, they can be very
biased, outside the deterministic bounds, and even
outside the unit interval. This technique has been
used extensively since the 1950s, and impossible
estimates occur with considerable frequency
(some estimates range to a majority of real appli-
cations; Achen and Shively 1995).

Extracting Both Deterministic
and Statistical Information: King's El
Approach

From 1953 until 1997, the only two approaches
used widely in practice were the method of
bounds and Goodman’s regression. King’s
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Ecological Inference, Fig. 2 Two views of the same
data. Note: The left graph is a scatterplot of the observ-
ables, X; by T;. The right graph displays this same infor-
mation as a tomography plot of the quantities of interest,
Bf’ by f. Each precinct i that appears as a point in the left

(1997) idea was that the insights from these two
conflicting literatures in fact do not conflict with
each other; the sources of information are largely
distinct and can be combined to improve inference
overall and synergistically. The idea is to combine
the information from the bounds, applied to both
quantities of interest for each and every precinct,
with a statistical approach for extracting informa-
tion within the bounds. The amount of informa-
tion in the bounds depends on the data-set, but for
many data-sets it can be considerable. For exam-
ple, if precincts are spread uniformly over a
scatterplot of X; by T}, the average bounds on ﬁ;’
and " are narrowed from [0,1] to less than half of
that range — hence eliminating half of the ecolog-
ical inference problem with certainty. This addi-
tional information also helps make the statistical
portion of the model far less sensitive to assump-
tions than previous statistical methods which
exclude the information from the bounds.

To illustrate these points, we first present all the
information available without making any
assumptions, thus extending the bounds approach
as far as possible. As a starting point, the left graph
in Fig. 2 provides a scatterplot of a sample data set
as observed, X; horizontally by 7; vertically. Each
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graph is a line (rather than a point because of information
lost due to aggregation) in the right graph. For example,
precinct 52 appears as the dot with a little square around it
in the left graph and the dark line in the right graph (Source:
The data are from King (1997: Figs. 5.1 and 5.5))

point in this figure corresponds to one precinct, for
which we would like to estimate the two
unknowns. We display the unknowns in the right
graph of the same figure; any point in the right
graph portrays values of the two unknowns, ,Blb
which is plotted horizontally, and ! which is
plotted vertically. Ecological inference involves
locating, for each precinct, the one point in this
unit square corresponding to the true values of ﬁf’
and f, since values outside the square are logi-
cally impossible.

To map the knowns onto the unknowns, King
begins Goodman’s accounting identity from
Eq. 4). From this equation, which holds exactly,
King solves for one unknown in terms of the

other:
T; X;
wo_ 1 _ 1 b
b = (I—X,») (I—X,) i

which shows that " is a linear function of 7,
where the intercept and slope are known (since
they are functions of the data, X; and T}).

King then maps the knowns from the left graph
onto the right graph by using the linear relation-
ship in Eq. 5). A key point is that each dot on the

&)
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left graph can be expressed, without assumptions
or loss of information, as what King called a
‘tomography’ line within the unit square in the
right graph. It is precisely the information lost due
to aggregation that causes us to have to plot an
entire line (on which the true point must fall)
rather than the goal of one point for each precinct
on the right graph. In fact, the information lost is
equivalent to having a graph of the ﬁf’ by " points
but having the ink smear, making the points into
lines and partly but not entirely obscuring the
correct positions of the (B7,B)) points. (King
also showed that the ecological inference problem
is mathematically equivalent to the ill-posed
‘tomography’ problem of many medical imaging
procedures, such as CAT and PET scans, where
one attempts to reconstruct the inside of an object
by passing X-rays through it and gathering infor-
mation only from the outside. Because the line
sketched out by an X-ray is closely analogous to
Eq. 5), King labels the latter a tomography line
and the corresponding graph a fomography
graph.)

What does a tomography line tell us? Before
we know anything, we know that the true ( B, BY)
point must lie somewhere within the unit square.
After X; and T; are observed for a precinct, we also
know that the true point must fall on a specific line
represented by Eq. 5) and appearing in the tomog-
raphy plot in Fig. 2. In many cases narrowing the
region to be searched for the true point from the
entire square to the one line in the square can
provide a significant amount of information. To
see this, consider the point enclosed in a box in the
left graph, and the corresponding dark line in the
right graph. This precinct, number 52, has
observed values of X5, = 0.88 and 75, = 0.19.
As a result, substituting into Eq. 5) gives ! =
1.58 —7.33 ﬁf’, which when plotted appears as the
dark line on the right graph. This particular line
tells us that, in our search for the true f52,,8%, point
on the right graph, we can eliminate with certainty
all area in the unit square except that on the line,
which is clearly an advance over not having the
data. Translated into the quantities of interest, this
line tells us (by projecting the line downward to
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the horizontal axis) that, wherever the true point
falls on the line, 2, must fall in the relatively
narrow bounds of [0.07,0.21]. Unfortunately, in
this case, 5} can only be bounded (by projecting to
the left) to somewhere within the entire unit inter-
val. More generally, lines that are relatively steep,
like this one, tell us a great deal about ” and little
about 8. Tomography lines that are relatively flat
give narrow bounds on B,,; and wide bounds on ﬁf.
Lines that cut off the bottom left (or top right) of
the figure give narrow bounds on both quantities
of interest.

If the only information available to learn about
the unknowns in precinct i is X; and 7}, a tomog-
raphy line like that in Fig. 2 exhausts all this
available information. This line immediately tells
us the known bounds on each of the parameters,
along with the precise relationship between the
two unknowns, but it is not sufficient to narrow in
on the right answer any further. Fortunately, addi-
tional information exists in the other observations
in the same data set (X; and 7} for all 7 # ) which,
under the right assumptions, can be used to learn
more about 7 and f8}’ in our precinct of interest.

In order to borrow statistical strength from all
the precincts to learn about 87 and )" in precinct ,
some assumptions are necessary. The simplest
version of King’s model (that is, the one most
useful for expository purposes) requires three
assumptions, each of which can be relaxed in
different ways.

First, the set of (7, ') points must fall in a
single cluster within the unit square. The cluster
can fall anywhere within the square; it can be
widely or narrowly dispersed or highly variable
in one unknown and narrow in the other; and the
two unknowns can be positively, negatively, or
not at all correlated over i. An example that
would violate this assumption would be two or
more distinct clusters of (ﬂf’ ,B) points, as might
result from subsets of observations with funda-
mentally different data generation processes (such
as from markedly different regions). The specific
mathematical version of this one-cluster assump-
tion is that 7 and S’ follow a truncated bivariate
normal density
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TN<ﬁ,,ﬁ B, Z) ( ﬁ%i)l(ﬂii)

where the kernel is the untruncated bivariate
normal,

N(ﬁﬁ’,ﬁ?’%,i)

= (Zn)l’i_l/z

and 1(B?, B?) is an indicator function that equals
1if g2 €[0,1]and B € [0, 1] and zero otherwise.
The normalization factor in the denominator, R
(BY,>"Y), is the volume under the untruncated
normal distribution above the unit square:

o(5.5) = [rorr

When divided into the untruncated normal, this
factor keeps the volume under the truncated dis-
tribution equal to 1. The parameters of the trun-
cated density, which we summarize as

ol 3095 (03]

@)

B, Z )dp"dp"
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U uouo
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are on the scale of the untruncated normal (and so,
for example, 9B” ” and B" need not be
constrained to the unit interval even though ﬁf-’
and f" are constrained by this density).

The second assumption, which is necessary to
form the likelihood function, is the absence of
spatial autocorrelation: conditional on X;, T; and
T; are mean independent. Violations of this
assumption in empirically reasonable (and even
some unreasonable) ways do not seem to induce
much if any bias.

The final, and by far the most critical, assump-
tion is that X; is independent of ﬁf and . The
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three assumptions together produce what has
come to be known as King’s ‘basic’ EI model.
(The use of EI to name this method comes from
the name of his software, available at http:/
GKing.Harvard.edu) King also generalizes this
assumption, in what has come to be known as
the ‘extended’ EI model, by allowing the trun-
cated normal parameters to vary as functions of
measured covariates, Z? and Z?, giving:

U
B = [%5% +0.25) +0.5] + (zf - Zb)och B

= [ea( +0.25) + 05| + (zr - Z")o”
(10)

where ” and o are parameter vectors to be esti-
mated along with the original model parameters
and that have as many elements as Z? and Z!’ have
columns. This relaxes the mean independence
assumptions to:
E(ﬁ?|Xf’Zi)

— E(§|2) E(B|X..2)

=E ﬁHZ,)

Note that this extended model also relaxes the
assumptions of truncated bivariate normality,
since there is now a separate density being
assumed for each observation. Because the
bounds, which differ in width and information
content for each i, generally provide substantial
information, even X; can be used as a covariate in
Z;. (The recommended default setting in EI
includes X; as a covariate with a prior on its
coefficient.) In contrast, under Goodman’s regres-
sion, which does not include information in the
bounds, including X; leads to an unidentified
model (King 1997: sec. 3.2).

These three assumptions — one cluster, no spa-
tial autocorrelation, and mean independence
between the regressor and the unknowns condi-
tional on X; and Z; — enable one to compute a
posterior (or sampling) distribution of the two
unknowns in each precinct. A fundamentally
important component of EI is that the quantities
of interest are not the parameters of the likelihood
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but instead come from conditioning on 7; and
producing a posterior for 7 and f) in each
precinct. Failing to condition on 7; and examining
the parameters of the truncated bivariate normal
only makes sense if the model holds exactly and
so is much more model-dependent than King’s
approach. Since the most important problem in
ecological inference modelling is precisely
model misspecification, failing to condition on
Tassumes away the problem without justification.
This point is widely regarded as a critical step in
applying the EI model (Adolph et al. 2003).

When bounds are narrow, EI model assump-
tions do not matter much. But, for precincts with
wide bounds on a quantity of interest, inferences
can become model dependent. This is especially
the case with ecological inference problems pre-
cisely because of the loss of information due to
aggregation. In fact, this loss of information can
be expressed by noting that the joint distribution
of ﬁﬁ’ and " cannot be fully identified from the
data without some untestable assumptions. To be
precise, distributions with positive mass over any
curve or combination of curves that connects the
bottom left point (87 = 0, B = 0) to the top right
point (B’ =1, =1) of a tomography plot
cannot be rejected by the data (King 1997: 191).
Other features of the distribution are estimable.
This fundamental indeterminacy is, of course, a
problem because it prevents pinning down the
quantities of interest with certainty, but it can
also be something of an opportunity since differ-
ent distributional assumptions can lead to the
same estimates, especially since only those pieces
of the distributions above the tomography lines
are used in the final analysis.

Alternative Approaches to Ecological
Inference

In the continuing search for more information to
bring to bear on ecological inferences, King
et al. (1999) extend King’s (1997) model another
step. They incorporate King’s main advance of
combining deterministic and statistical informa-
tion but begin modelling a step earlier at the
individuals who make up the counts. They also
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build a hierarchical Bayesian model, using easily
generalizable Markov chain Monte Carlo
(MCMC) technology (Tanner 1996).

To define the model formally, let T’ denote the
number of voting age people who turn out to vote.
At the top level of the hierarchy they assume that
Ty follows a binomial distribution with probabil-
ity equal to 0; = X,ﬁf + (1 — X;)p;" and count N,
Note that at this level it is assumed that the expec-
tation of T/, rather than T/, is equal to X;f’ +
(1 —X;)B!. In other words, King (1997) models
T; as a continuous proportion, whereas King
et al. (1999) recognize the inherently discrete
nature of the counts of voters that go into comput-
ing this proportion. The two models are
connected, of course, since T/N; approaches T;
as N; gets large.

The connection to King’s tomography line can
be seen in the contribution of the data from pre-
cinct i to the likelihood, which is.

(X! + (1 —X; (ﬁ,w)T;

(11)
(=X — (1 - X))

N,-—T,’.)

By taking the logarithm of this contribution to
the likelihood and differentiating with respect to
ﬁﬁ’and ", King, Rosen and Tanner show that the
maximum of Eq. (11) is not a unique point, but
rather a line whose equation is given by the
tomography line in Eq. 5). Thus, the
log-likelihood for precinct i looks like two playing
cards leaning against each other. As long as 7; is
fixed and bounded away from 0.5 (and X; is a fixed
known value between 0 and 1), the derivative at
this point is seen to increase with N,, that is, the
pitch of the playing cards increases with the sam-
ple size. In other words, for large N, the
log-likelihood for precinct i degenerates from a
surface defined over the unit square into a single
playing card standing perpendicular to the unit
square and oriented along the corresponding
tomography line.

At the second level of the hierarchical model,
ﬁﬁ’is distributed as a beta density with parameters
¢, and dj, and S}’ follows an independent beta with
parameters ¢,, and d,. While 7 and B are
assumed a priori independent, they are a
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posteriori dependent. At the third and final level
of the hierarchical model, the unknown parame-
ters ¢y, dp, ¢,, and d,, follow an exponential distri-
bution with a large mean.

A key advantage of this model is that it gener-
alizes immediately to arbitrarily large R x C
tables. This approach was pursued by Rosen
et al. (2001), who also provided a much faster
method of moment-based estimator. For an appli-
cation, see King et al. (2003).

Wakefield (2004) presents an alternative
approach based on the Bayesian paradigm using
a Markov chain Monte Carlo inference scheme.
King et al. (2004) survey the latest strategies for
solving ecological inference problems in various
fields, many of which do not fit the textbook case
of a 2 x 2 table with known marginals and
unknown cell entries. Staniswalis (2005) proposes
a nonparametric model for ecological inference
with an application to renal failure data.
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Econometric Issues in the Presence
of Multiple Equilibria

Francesca Molinari

Abstract

Multiplicity of equilibria implies that the rela-
tionship between the outcome variable and the
exogenous variables characterising a model is
a correspondence rather than a function. This
results in an incomplete econometric model.
Incompleteness complicates identification and
statistical inference on functionals of the prob-
ability distribution of the population of inter-
est. This is because it implies that the sampling
process and the maintained assumptions may
be consistent with a set of values for these
functionals, rather than with a single one. As
a result, the econometric analysis of models
with multiple equilibria needs to either:
(1) rely on simplifying assumptions that shift
focus to outcome features that are common
across equilibria; or (2) augment the model
with a “selection mechanism” that chooses
the equilibrium played in the regions of multi-
plicity; or (3) maintain only minimal assump-
tions that partially identify the functionals of
interest. Each of these approaches is reviewed,
focusing on static game theoretic models.
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The Basic Problem

Finite game theoretic models have been employed
to study a wide range of economic decisions,
where each agent’s utility is allowed to depend
on the choice made by each of the other agents.
Examples include the analysis of social interac-
tion models (Brock and Durlauf 2001), labour
force participation (Bjorn and Vuong 1985), mar-
ket entry (Bresnahan and Reiss 1988, 1990, 1991;
Berry 1992; Bajari et al. 2009; Jia 2008; Ciliberto
and Tamer 2009), product differentiation (Mazzeo
2002; Borzekowski and Cohen 2005), advertising
(Sweeting 2008), and many others. From the
econometric perspective, a finite game is a gener-
alisation of a standard discrete choice model. For
example, a bivariate simultaneous response model
may give a stochastic representation of equilibria
in a two-player, two-action game.

Generically, given a set of payoffs for the
agents, finite games may admit multiple equilib-
ria. Multiplicity of equilibria implies that the map-
ping from the model’s exogenous variables to
outcomes is a correspondence rather than a func-
tion. This violates the classical “principal assump-
tions” or “coherency conditions” for simultaneous
discrete response models discussed extensively in
the econometrics literature (e.g. Heckman 1978;
Gourieroux et al. 1980; Schmidt 1981; Blundell
and Smith 1994; Maddala 1983). Such coherency
conditions require the existence of a unique
reduced form, mapping the model’s exogenous
variables and parameters to a unique realisation
of the endogenous variable; hence they constrain
the model to be recursive or triangular in nature.
Tamer (2003), however, clarifies the distinction
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between a model which is incoherent, so that no
reduced form exists, and a model which is incom-
plete, so that multiple reduced forms may exist.
Models with multiple equilibria belong to the
latter category. Jovanovic (1989) discusses the
observable implications of these models. Berry
and Tamer (2007) review and extend a number
of results on the identification of entry models
extensively used in the empirical literature. The
insights in their analysis extend to models where
the discrete outcome has larger support.

This article reviews the challenges posed by
the presence of multiple equilibria for the econo-
metric analysis of static game theoretic models.
These models do not specify how an equilibrium
is selected in the regions of the exogenous vari-
ables which admit multiple equilibria, and there-
fore they are “incomplete”. Incompleteness
complicates identification and statistical inference
on functional of the probability distribution of the
population of interest, because it implies that the
sampling process and the maintained assumptions
may be consistent with a set of values for these
functionals, rather than with a single one. The
literature has provided various approaches to deal-
ing with this basic problem: (1) imposing simpli-
fying assumptions that shift focus to outcome
features that are common across equilibria
(e.g. Bresnahan and Reiss (1988, 1990, 1991)
and Berry (1992), who study entry games where
the number, though not the identities, of entrants
is uniquely predicted by the model in equilib-
rium); (2) explicitly modelling a selection mech-
anism which specifies the equilibrium played in
the regions of multiplicity (e.g. Bjorn and Vuong
(1985), who choose a constant; and Bajari
etal. (2009), who allow for a more flexible, covar-
iate dependent parametrisation); (3) partially iden-
tifying and setestimating the parameters, without
imposing assumptions on the selection mecha-
nism or on the extent of heterogeneity in payoffs
(e.g. Tamer (2003), who also provides large sup-
port conditions and exclusion restrictions that
guarantee point identification of the payoff param-
eters, Ciliberto and Tamer (2009), Andrews
et al. (2004), Beresteanu et al. (2008)).

Each of these approaches is reviewed in
turn, using the simple example of a complete
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information, two-player entry game with multiple
mixed strategy Nash equilibria. Similar consider-
ations apply in the econometric analysis of models
with more than two players, more than two strat-
egies per player, incomplete information, and/or
other solution concepts for the game (e.g. rational-
isability, see Aradillas-Lopez and Tamer (2008)).
In related models, Brock and Durlauf (2007) and
Sweeting (2008) show that the presence of multi-
ple equilibria may actually be beneficial for iden-
tification. In this article, however, we do not
discuss these cases.

A Simple Example

Consider a static two-player entry game in which
players’ (stochastic) payoffs are given by
;= y(y3_0; + x;p; + ¢), j =12, and mixed
strategy Nash equilibrium (MSNE) is the solution
concept. Here y; € {0,1} denotes the action taken
by player j, with y; = 1 if player j enters the
market and y; = 0 otherwise. Payoff shifters for

Econometric Issues a
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of Multiple Equilibria,
Fig. 1 The random set of
MSNE profiles Sy, in panel
(a), and the random set of
potentially observable
MSNE outcomes Yy, in
panel (b), in a static,
complete information,
simultaneous move,
two-player entry game with
6j < 0,] = l, 2

YB = {(091)}

So =1{(0,1)}

x2032-52

'XZBZ

player j are divided among the ones which are
observable both by the players and the econome-
trician, denoted x;, and the ones which are observ-
able only by the players, denoted ¢;. For simplicity
assume that (g1,&,) is distributed independently of
X = (x1, x,), with a mean-zero normal distribution
with covariance matrix I". Given the threshold-
crossing nature of the model (firms only enter if
their profits are positive), let 17 = y,, = 1 and
denote the correlation between ¢; and ¢, by ). Let
oi(x, ¢) € [0, 1] denote a mixed strategy for player
J» so that she enters the market with probability
o(x, ) and stays out of the market with probabil-
ity 1 — g/(x, ¢). The researcher is interested in the
parameter vector 0 = [01,05,01,02,7] € ©®, with
O® the parameter space. The observable data iden-
tify the distribution of equilibrium outcomes and
observable payoff shifters, denoted P (y, x).

For given x, Fig. 1a plots the random set of
MSNE profiles, denoted Sy(x, ¢), and Fig. 1b plots
the random set of potentially observable MSNE
outcomes of the game, denoted Yj(x, ¢), as a
function of &;, &, when §, <0, j = 12. To

£

So = {(1,1)}

Se ={(190)9
(-(e2+X2P2)/82,-(81+%1 P1)/51),
(0,1)}

£2

Yo = {(11)}

YU ={(090)s(110}9(091 )‘(111)}
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simplify the notation, in what follows &%

denotes the region of values for ¢ where ¢t €

{(0,0), (1,0), (0,1), (1,1)} is the unique MSNE of
the game; for example, the grey region in Fig. la
is the region where (0,1) is the unique equilibrium
of the game. 534 « denotes the region of values for
& where multiple equilibria occur. In the example,
this region is the centre box of Fig. la, where

(1,0), (=85, 220 | (0,1) are the MSNE of

the game.
For realisations of ¢ ¢ é”e x> the model admits a

unique equilibrium which is in pure strategies, and
therefore predicts a unique equilibrium outcome.
However, for realisations of &€ g”g{ x the model
predicts that any of (0,0), (1,0), (0,1), (1,1) might
result as an equilibrium outcome of the game.
One way to reconcile multiplicity of equilibria
with the fact that only one equilibrium outcome is
realised in each market is to augment the model with
n “admissible selection mechanism” y(:; x, ¢€) :
So(x, &) — A", with A" the unit simplex in

P(y = (0,0)|x.0,y) =
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Z"* and K the cardinality of Sy(x, ¢). For each
o € Sy(x, ¢), Y(o; x, ¢) specifies the probability
with which that equilibrium is played. (For ¢ ¢ &7/,
So(x, €) is a singleton and therefore  is a scalar
identically equal to 1.) For a selection mechanism
to be admissible, it is required that y(o; x, &) > 0

foralle € Sy(x, €), andzaega X ()W(U;J_@ﬁ) =1

Hence, when no restrictions are placed on it,
Y(:; x, €) can depend on market unobservables ()
even after conditioning on market observables (x).
It then follows that given x, 0, and an admissible /,
the model predicts that the probability of observing
an equilibrium outcome ¢ € {(0,0), (1,0), (0,1),
(1,1} is

P(y = t|x;0,4)
= J Z W(o;x,e)a1(t1)o2(t2) | dFo(e).
O'GSU()_C’“)

For example, for t = (0,0),

P(res?)

——— ——
P((O, 0) is the unique equilibrium \.X)

e +xif8

& +x2f,

o 2

0,X

—é&1 —02

>¢(<82 +x2B, &1 +x1py

),L S)dFe(S)-

-0y -1

P((0,0) is observed when multiple equilibria are possible \{)

The identification problem arises because one
may find many values for the parameter vector 0
which, when coupled with different admissible
selection mechanisms 1, generate the same distri-
bution of outcomes and payoff shifters as the one
observed in the data (ie. P(y = #x; 0, ) = P
(v =1t)x — as.).

Point Identification Based on Outcome
Features that are Common Across
Equilibria

Even in the simple two-player entry game with
multiple MSNE described above, multiplicity

occurs both in the identity and in the number of
players that enter the market in equilibrium. How-
ever, if one restricts players to play only pure
strategies, and if one assumes §;, < 0, j = 1,2,
the model uniquely predicts the equlllbrlum num-
ber of entrants. In other words, there is an outcome
feature which is common across equilibria. In this
case, under certain restrictions, the “incomplete-
ness” of the model can be circumvented, without
the need to introduce a selection mechanism.
Consider first the case that potential entrants
are identical in both their observable and
unobservable characteristics, so that each firm
operating in equilibrium makes the same profit
(Bresnahan and Reiss 1991b). With mixed
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strategies explicitly ruled out, the equilibrium
number of entrants is uniquely predicted by a
simple zero profit condition: in equilibrium, no
firm will enter if o(1) + xf + ¢ < 0, one firm
will enter if d(1)+xf+e = 0 and O0-
(2) + xf + ¢ < 0, and both firms will enter if J-
(2) + xf8 + & = 0. Here 6(m) denotes the effect on
payoffs of m firms entering the market, m &
{1,2}. Hence point identification of the model’s
parameters can be achieved, and estimation can be
conducted, using familiar techniques for ordered
response models. These considerations can be
extended to the case where the number of poten-
tial entrants is larger, provided that each entrant
makes the same profit; see Bresnahan and Reiss
(1991b).

Consider now the case that profits differ among
firms, as in the example in the previous section
(Bresnahan and Reiss 1991a; Berry 1992; Tamer
2003). With heterogeneity in payoffs, but mixed
strategies explicitly ruled out, with two players
there is still a unique prediction for the number
of entrants. Hence the choice probabilities for
having an equilibrium with no firms entering the
market, and for having an equilibrium with both
firms entering the market, are uniquely predicted
by the model (this is because (0,0) and (1,1) can
only occur as unique equilibrium outcomes of the
game), and given by

P(y = (0,0)|x;0) = P(c € &),
(L D)]x;0) = P(EE 55,1)_‘1))

In this case, Tamer (2003) shows that under suit-
able exclusion restrictions and large support con-
ditions on elements of x, one can use the
information in P(y = (0, 0)|x) to identify f1,55,),
and that in P(y = (1, 1)jx) to identify d;, J,.
A sufficient set of restrictions is as follows.
Assume that the matrices x; and x, have full
column rank, and that for either j = 1 orj = 2,
X; contains an element which is not part of x3 _ ;,
has full support, and has a corresponding coeffi-
cient in f8; that is nonzero. Then there exist suffi-
ciently large and sufficiently small values of x;
such that player j will always be in or out of the
market regardless of what her rival chooses. For
these values of x;, the game simplifies to a single
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decision problem for player 3 — j, and one can
identify 85 _ ; by using those observations with no
entrants and sufficiently small/large values of x;.
One can then learn f§; and y. Similar reasoning
allows one to learn ¢, J, from P(y = (1, 1)}x).
Tamer (2003) shows that while using the informa-
tion contained in the outcomes uniquely predicted
by the model suffices for point identification of the
parameters of interest, one can obtain efficiency
gains by exploiting restrictions on the outcomes of
the game resulting from multiple equilibria ((0, 1)
and (1, 0)).

Under restrictions on the payoff functions
(e.g. homogeneous competition effects) but allo-
wing for a large number of players, Berry (1992)
shows that a pure strategy Nash equilibrium for
the model exists, and is such that the equilibrium
number of entrants is uniquely determined. In this
case, inference can be conducted as in nonlinear
parametric method of moments problems. Point
identification of the model parameters is likely to
hold if there is variation in the number of potential
entrants across markets; see Berry and
Tamer (2007).

Importantly, Tamer (2003) shows that large
support and exclusion restrictions can be used to
point identify the parameters even when one
allows for mixed strategies, and no outcome fea-
ture is common across equilibria. Generalisation
of this result to games with a larger number of
players under related assumptions is discussed in
Bajari et al. (2009); see the following section.

Point Identification Based on Specifying
a Selection Mechanism

Early on, Bjorn and Vuong (1985) suggested solv-
ing the identification problem caused by the pres-
ence of multiple equilibria by specifying a
selection mechanism that assigns the probability
mass of the region of multiplicity among the pos-
sible equilibrium outcomes of the game. They
considered a two-player, two-action game such
as the simple example discussed above, and
assumed that players play only pure strategies.
(Bjorn and Vuong (1985) were interested in learn-
ing the determinants of a husband and wife’s
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decision to join the labour force. Hence they did
not constrain the sign of é to be known a priori.
Here the exposition is simplified by assuming
6; < 0, j = 1,2). For simplicity, they assumed
that Y ((1,0);x,¢) = y((0,1);x,¢) =L forallx, ¢
such that ¢ € é"g{ x- Under this restriction, Bjorn
and Vuong (1985) provided a necessary and suf-
ficient condition for the parameters of the model
to be point identified, based on the classic crite-
rion of nonsingularity of the information matrix.
In their model, estimation can be carried out
straightforwardly using maximum likelihood.

Bajari et al. (2009) suggest a more flexible
specification of the selection mechanism, while
accounting for the possibility that players
randomise across their actions. In their model,
Y(-) cannot depend on (x, &) directly, but only
through players’ payoffs. Using this restriction,
Bajari et al. (2009) provide a parametrisation of
Y(-) which explicitly accounts for criteria of equi-
librium selection often discussed in economic the-
ory. In particular, they assume:

V(o x,8)= (05 So(x, £), )
exp(a - z(o,m))

ng 6S()()ic’g)exp(oc -2(d,m))’

where z is a vector of covariates including, for
example, dummy variables for whether the equi-
librium ¢ € Sy(x, ¢) is in pure strategies, is Pareto
dominated, maximises industry profits, and is risk
dominant. Bajari et al. (2009) show that under
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suitable large support conditions on the covariates
or with exclusion restrictions, and with scale
invariance conditions on Y(-) (the equilibrium
selection probabilities are required to depend
only on the relative but not absolute scales of
payoffs), both 6 and o can be point identified.
They then propose a method of simulated
moments estimator to estimate these parameters,
which embeds a computationally feasible proce-
dure to calculate all the MSNE of the game.
Importantly, under the maintained assumptions,
this also yields an estimator of the selection
mechanism.

Partial Identification of Model
Parameters

Given knowledge of P(y, x), model parameters
can be partially identified even in the absence of
assumptions on the nature of competition, hetero-
geneity of firms, availability of covariates with
sufficiently large support and exclusion restric-
tions, and restrictions on the selection mechanism
Y(+). In particular, the sharp identification region
of 6, denoted @, is given by the set of parameter
vectors which are consistent with the sampling
process and the maintained modelling assump-
tions, and therefore may have generated the dis-
tribution of observables. Berry and Tamer (2007)
provide the following definition of ®; in the
two-player entry model described in ‘A simple
example’:

Ay such that Vz € {(0,0), (1,0), (0, 1), (1, 1)},

0.1) 6=

0O :P(y=1x) =

Z Y(o3x,6)01(t1)o2(t2) | dFp(e)x — a.s.

geSy (.&, 8)

where  is an admissible equilibrium selection
mechanism as described in ‘A simple example’.
This formulation is theoretically attractive, but
computationally challenging to implement. This
is because when no assumptions are placed on it,
the selection mechanism iy may represent an
infinite-dimensional nuisance parameter.

A computationally simple procedure to esti-
mate an outer region for the model parameters is
provided by Ciliberto and Tamer (2009). An
outer region includes all the parameter values
in the parameter space that may have generated
the observables, but may include other
(infeasible) parameter values as well. They
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observe that for a given ¢ € {(0,0), (1,0), (0,1),
(1,1)}, the model implies that P(y = #|x) cannot
be larger than the probability that ¢ is a possible
equilibrium outcome of the game, and cannot be
smaller than the probability that ¢ is the unique
equilibrium outcome of the game. This is
because for a given 0 € O and any realisation
of (x, &) such that ¢ is a possible equilibrium
outcome of the game, there can be another

P &Y)) <P(y=(0,0)lx) < P(s€ &0Y)
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outcome 7 € {(0,0), (1,0), (0,1), (1,1)} which
is also a possible equilibrium outcome of the
game, and when both are possible ¢ is selected
only part of the time. Similarly, ¢ is certainly
realised whenever it is the only possible equilib-
rium outcome, but it can additionally be realised
when it belongs to a set of multiple equilibrium
outcomes. In the twoplayer entry game, these
considerations yield the following outer region:
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Andrews et al. (2004) suggest using only the
information provided by the model implication
that P(y = #x) cannot be larger than the probabil-
ity that ¢ is a possible equilibrium outcome of the
game (hence, using only the upper bounds in the
above expression), thereby obtaining an outer
region that is simpler to compute than @§’, but
wider.

Exploiting results in Random Set Theory
Molchanov (2005), Beresteanu et al. (2008,
2009) propose a formulation of the sharp identifi-
cation region ®; which is computationally tracta-
ble. While their formulation is computationally
more intensive than Ciliberto and Tamer’s, the
benefits in terms of identification yielded by
their methodology can be substantial; see
Beresteanu et al. (2008, 2009) for examples.
Their approach can be summarised as follows.
Given a 0 € O and a realisation of (x, &), one
obtains a realisation of the random set of MSNE
So(x, ¢); see Fig. la. Each of the equilibria in

So(x, &) determines a probability distribution
over the game’s outcomes conditional on the
realisation of x and ¢. Denote by O(Sy(x, ¢)) the
random set of such probability distributions; see
Fig. 2a. Beresteanu et al. (2008, 2009) establish
that the collection of probability distributions
over outcomes of the game conditional on x
which are consistent with the model (i.e. with
all its implications) is given by the Aumann
expectation of O(Sy(x, ¢)) conditional on x,
denoted E(O(Sy(x, £))|x), which is a closed convex
set. (Formally, E(Q(Sp)l) = {E(glv) 1 ¢ € O(So)
a.s.}, see Molchanov (2005, Definition 2.1.13).)
Hence if the model is correctly specified, a
candidate value for 0 belongs to @, if and only
if P(vlx) € E(QO(So(x, €))x), x — a.s. In other
words, if this condition is satisfied, the candidate
0 may have generated the observed conditional
distribution P(y|x). Exploiting the notion of sup-
port function of a closed convex set (recall that
the support function of a non-empty compact
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Q{SB) = {(0309190)}

-x232-82|

-x2P2

h(Q(Sp),u) = u3

Econometric Issues in the Presence of Multiple Equi-
libria, Fig. 2 The random set of probability distributions
over outcome profiles implied by MSNE, Q(Sy), in panel
(a), and the support function in direction u of the random
set of probability distributions over outcome profiles

convex set B € R, denoted A(B,-), is given by
h(B, u) = max, < zu'b, u € R"), Beresteanu
et al. (2008, 2009) show that one can verify this
condition by checking if the minimum of a sub-
linear (hence convex) function over a convex set
is equal to zero. Specifically, they show that

min - (E[2(Q(Sp). u)|x]

w:|ul[<1.

@1:{0602

—u'P(ylx)) = 0x —as.},

with h(Q(Sy), u) the support function of Q(Sy) in
direction u. This minimisation problem can be
solved efficiently using algorithms in convex pro-
gramming. For certain special cases (e.g., games
where players use only pure strategies), Galichon
and Henry (2008) provide alternative computa-
tional methods based on optimal transportation
theory.

Estimation of ®; and ©57, and construction of
confidence sets that asymptotically cover these

Q(Su) ={(0! 1 !090),
q(-(£2+x2P2)/B2,-(£14+x1 B1)/B1),
(0,0,1,0)}

max{uz,u'q(-(e2+x2P2)/82,-(e1+x11)/81), ua}

Q(Se) = {(0,0,0,1)}

h(Q(SG)’u) =uy

h(Q(Se),u) =

implied by MSNE, 4(Q(Sp),u), in panel (b), in a static,
complete information, simultaneous move, two player
entry game with 6, < 0, j = 1,2 and ¢g(0) = [(1 — 71)
(1 —0a2)o(l — 02) (1 — 01)02 6102]

regions with a prespecified probability, can be
carried out using the methodology proposed by
Chernozhukov et al. (2007).

See Also

» Econometrics

» Identification

» Mixed Strategy Equilibrium

» Partial Identification in Econometrics
» Simulation-Based Estimation

Bibliography

Andrews, D.W.K., S.T. Berry, and P. Jia. 2004. Confidence
regions for parameters in discrete games with multiple
equilibria, with an application to discount chain store
location, mimeo.

Aradillas-Lopez, A., and E. Tamer. 2008. The identifica-
tion power of equilibrium in simple games. Journal of
Business and Economic Statistics 26(3): 261-310.


https://doi.org/10.1057/978-1-349-95189-5_188
https://doi.org/10.1057/978-1-349-95189-5_1000
https://doi.org/10.1057/978-1-349-95189-5_2277
https://doi.org/10.1057/978-1-349-95189-5_2407
https://doi.org/10.1057/978-1-349-95189-5_2532

Econometrics

Bajari, P., H. Hong, and S. Ryan. 2009. Identification and
estimation of a discrete game of complete information.
Econometrica (forthcoming).

Beresteanu, A., 1.S. Molchanov, and F. Molinari. 2008.
Sharp identification regions in games. CeMMAP work-
ing paper CWP15/08.

Beresteanu, A., 1.S.Molchanov, and F. Molinari. 2009.
Sharp identification regions in models with convex
predictions: Games, individual choice, and incomplete
data. CeMMAP working paper CWP27/09.

Berry, S.T. 1992. Estimation of a model of entry in the
airline industry. Econometrica 60(4): 889-917.

Berry, S.T., and E. Tamer. 2007. Identification in models of
oligopoly entry, Chap. 2. In Advances in economics and
econometrics: Theory and application, Ninth world
congress, vol. II, 46-85. Cambridge: Cambridge Uni-
versity Press.

Bjorn, P.A., and Q.H. Vuong. 1985. Simultaneous equa-
tions models for dummy endogenous variables:
A game theoretic formulation with an application to
labor force participation. CalTech DHSS working
paper number 557.

Blundell, R., and J.R. Smith. 1994. Coherency and estima-
tion in simultaneous models with censored or qualita-
tive dependent variables. Journal of Econometrics 64:
355-373.

Borzekowski, R., and A.M. Cohen. 2005. Estimating stra-
tegic complementarities in credit unions’ outsourcing
decisions. Working paper, Federal Reserve Board of
Governors.

Bresnahan, T.F., and P.C. Reiss. 1988. Do entry conditions
vary across markets. Brookings Papers on Economic
Activity 3: 833-871.

Bresnahan, T.F., and P.C. Reiss. 1990. Entry in monopoly
markets. Review of Economic Studies 57: 531-553.
Bresnahan, T.F.,, and P.C. Reiss. 1991la. Empirical
models of discrete games. Journal of Econometrics

48: 57-82.

Bresnahan, T.F., and P.C. Reiss. 1991b. Entry and compe-
tition in concentrated markets. Journal of Political
Economy 99(5): 977-1009.

Brock, W., and S. Durlauf. 2001. Discrete choice with
social interactions. Review of Economic Studies 68:
235-260.

Brock, W., and S. Durlauf. 2007. Identification of binary
choice models with social interactions. Journal of
Econometrics 140: 52-75.

Chernozhukov, V., H. Hong, and E. Tamer. 2007. Estima-
tion and confidence regions for parameter sets in econo-
metric models. Econometrica 75: 1243-1284.

Ciliberto, F., and E. Tamer. 2009. Market structure and
multiple equilibria in airline markets. Econometrica
(forthcoming).

Galichon, A., and M. Henry. 2008. Inference in models
with multiple equilibria, mimeo.

Gourieroux, C., J.J. Laffont, and A. Monfort. 1980. Coher-
ency conditions in simultaneous linear equation models
with endogenous switching regimes. Econometrica 48:
675-695.

3199

Heckman, J. 1978. Dummy endogenous variables in a
simultaneous equation system. Econometrica 46:
931-959.

Jia, P. 2008. What happens when Wal-Mart comes to town:
An empirical analysis of the discount retailing industry.
Econometrica 76: 1263—1316.

Jovanovic, B. 1989. Observable implications of models
with multiple equilibria. Econometrica 57: 1431-1437.

Maddala, G.S. 1983. Limited-dependent and qualitative
variables in econometrics. New York: Cambridge Uni-
versity Press.

Mazzeo, M. 2002. Product choice and oligopoly market

structure. RAND Journal of Economics 33(2):
221-242.

Molchanov, 1.S. 2005. Theory of random sets. London:
Springer.

Schmidt, P. 1981. Constraints on the parameters in simul-
taneous tobit and probit models, Chap. 12. In Structural
analysis  of discrete data and  econometric
applications, ed. C. Manski and D. McFadden,
422-434. Cambridge, MA: MIT Press.

Sweeting, A. 2008. The strategic timing of radio commer-
cials: An empirical analysis using multiple equilibria.
RAND Journal of Economics (forthcoming).

Tamer, E. 2003. Incomplete simultaneous discrete
response model with multiple equilibria. Review of
Economic Studies 70: 147-165.

Econometrics

John Geweke, Joel Horowitz and Hashem Pesaran

Abstract

As a unified discipline, econometrics is still
relatively young and has been transforming
and expanding very rapidly. Major advances
have taken place in the analysis of cross-
sectional data by means of semiparametric
and nonparametric techniques. Heterogeneity
of economic relations across individuals, firms
and industries is increasingly acknowledged
and attempts have been made to take it into
account either by integrating out its effects or
by modelling the sources of heterogeneity
when suitable panel data exist. The counterfac-
tual considerations that underlie policy analy-
sis and treatment valuation have been given a
more satisfactory foundation. New time-series
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econometric techniques have been developed
and employed extensively in the areas of
macroeconometrics and finance. Nonlinear
econometric techniques are used increasingly
in the analysis of cross-section and time-series
observations. Applications of Bayesian tech-
niques to econometric problems have been
promoted largely by advances in computer
power and computational techniques. The use
of Bayesian techniques has in turn provided the
investigators with a unifying framework where
the tasks of forecasting, decision making,
model evaluation and learning can be consid-
ered as parts of the same interactive and itera-
tive process, thus providing a basis for ‘real
time econometrics’.
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What Is Econometrics?

Broadly speaking, econometrics aims to give
empirical content to economic relations for testing
economic theories, forecasting, decision making,
and for ex post decision/policy evaluation. The
term ‘econometrics’ appears to have been first
used by Pawel Ciompa as early as 1910, although
it is Ragnar Frisch who takes the credit for coining
the term, and for establishing it as a subject in the
sense in which it is known today (see Frisch 1936,
p. 95; Bjerkholt 1995). By emphasizing the quan-
titative aspects of economic relationships, econo-
metrics calls for a ‘unification’ of measurement and
theory in economics. Theory without measurement
can have only limited relevance for the analysis of
actual economic problems; while measurement
without theory, being devoid of a framework nec-
essary for the interpretation of the statistical obser-
vations, is unlikely to result in a satisfactory
explanation of the way economic forces interact
with each other. Neither ‘theory’ nor ‘measure-
ment’ on its own is sufficient to further our under-
standing of economic phenomena.

As a unified discipline, econometrics is still
relatively young and has been transforming and
expanding very rapidly since an earlier version of
this article was published in the first edition of The
New Palgrave: A Dictionary of Economics in
1987 (Pesaran 1987a). Major advances have
taken place in the analysis of crosssectional data
by means of semiparametric and nonparametric
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techniques. Heterogeneity of economic relations
across individuals, firms and industries is increas-
ingly acknowledged, and attempts have been
made to take them into account either by integrat-
ing out their effects or by modelling the sources of
heterogeneity when suitable panel data exists. The
counterfactual considerations that underlie policy
analysis and treatment evaluation have been given
a more satisfactory foundation. New time series
econometric techniques have been developed and
employed extensively in the areas of macro-
econometrics and finance. Nonlinear econometric
techniques are used increasingly in the analysis of
cross-section and time-series observations. Appli-
cations of Bayesian techniques to econometric
problems have been given new impetus largely
thanks to advances in computer power and com-
putational techniques. The use of Bayesian tech-
niques has in turn provided the investigators with
a unifying framework where the tasks of forecast-
ing, decision making, model evaluation and learn-
ing can be considered as parts of the same
interactive and iterative process; thus paving the
way for establishing the foundation of ‘real time
econometrics’. See Pesaran and Timmermann
(2005a).

This article attempts to provide an overview of
some of these developments. But to give an idea
of the extent to which econometrics has been
transformed over the past decades we begin with
a brief account of the literature that pre-dates
econometrics, and discuss the birth of economet-
rics and its subsequent developments to the pre-
sent. Inevitably, our accounts will be brief and
non-technical. Readers interested in more details
are advised to consultant the specific entries pro-
vided in the New Palgrave and the excellent gen-
eral texts by Maddala (2001), Greene (2003),
Davidson and MacKinnon (2004), and
Wooldridge (2006), as well as texts on specific
topics such as Cameron and Trivedi (2005) on
microeconometrics, Maddala (1983) on econo-
metric models involving limited-dependent and
qualitative variables, Arellano (2003), Baltagi
(2005), Hsiao (2003), and Wooldridge (2002) on
panel data econometrics, Johansen (1995) on
cointegration analysis, Hall (2005) on generalized
method of moments, Bauwens et al. (2001), Koop
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(2003), Lancaster (2004), and Geweke (2005) on
Bayesian econometrics, Bosq (1996), Fan and
Gijbels (1996), Horowitz (1998), Hardle (1990),
Hardle and Linton (1994), and Pagan and Ullah
(1999) on nonparametric and semiparametric
econometrics, Campbell et al. (1997) and
Gourieroux and Jasiak (2001) on financial econo-
metrics, Granger and Newbold (1986), Liitkepohl
(1991), and Hamilton (1994) on time series
analysis.

Quantitative Research in Economics:
Historical Backgrounds

Empirical analysis in economics has had a long
and fertile history, the origins of which can be
traced at least as far back as the work of the
16th-century political arithmeticians such as Wil-
liam Petty, Gregory King and Charles Davenant.
The political arithmeticians, led by Sir William
Petty, were the first group to make systematic use
of facts and figures in their studies. They were
primarily interested in the practical issues of their
time, ranging from problems of taxation and
money to those of international trade and finance.
The hallmark of their approach was undoubtedly
quantitative, and it was this which distinguished
them from their contemporaries. Although the
political arithmeticians were primarily and under-
standably preoccupied with statistical measure-
ment of economic phenomena, the work of
Petty, and that of King in particular, represented
perhaps the first examples of a unified quantitati-
ve—theoretical approach to economics. Indeed
Schumpeter in his History of Economic Analysis
(1954, p. 209) goes as far as to say that the works
of the political arithmeticians ‘illustrate to perfec-
tion, what Econometrics is and what Econometri-
cians are trying to do’.

The first attempt at quantitative economic
analysis is attributed to Gregory King, who was
the first to fit a linear function of changes in
corn prices on deficiencies in the corn harvest,
as reported in Charles Davenant (1698). One
important consideration in the empirical work of
King and others in this early period seems to have
been the discovery of ‘laws’ in economics, very
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much like those in physics and other natural
sciences.

This quest for economic laws was, and to a
lesser extent still is, rooted in the desire to give
economics the status that Newton had achieved
for physics. This was in turn reflected in the con-
scious adoption of the method of the physical
sciences as the dominant mode of empirical
enquiry in economics. The Newtonian revolution
in physics, and the philosophy of ‘physical deter-
minism’ that came to be generally accepted in its
aftermath, had far-reaching consequences for the
method as well as the objectives of research in
economics. The uncertain nature of economic
relations began to be fully appreciated only with
the birth of modern statistics in the late 19th
century and as more statistical observations on
economic variables started to become available.

The development of statistical theory in the
hands of Galton, Edgeworth and Pearson was
taken up in economics with speed and diligence.
The earliest applications of simple correlation
analysis in economics appear to have been carried
out by Yule (1895, 1896) on the relationship
between pauperism and the method of providing
relief, and by Hooker (1901) on the relationship
between the marriage rate and the general level of
prosperity in the United Kingdom, measured by a
variety of economic indicators such as imports,
exports, and the movement in corn prices.

Benini (1907), the Italian statistician was the
first to make use of the method of multiple regres-
sion in economics. But Henry Moore (1914,
1917) was the first to place the statistical estima-
tion of economic relations at the centre of quanti-
tative analysis in economics. Through his
relentless efforts, and those of his disciples and
followers Paul Douglas, Henry Schultz, Holbrook
Working, Fred Waugh and others, Moore in effect
laid the foundations of ‘statistical economics’, the
precursor of econometrics. The monumental work
of Schultz, The Theory and the Measurement of
Demand (1938), in the United States and that of
Allen and Bowley, Family Expenditure (1935), in
the United Kingdom, and the pioneering works of
Lenoir (1913), Wright (1915, 1928), Working
(1927), Tinbergen (1929-1930), and Frisch
(1933) on the problem of ‘identification’
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represented major steps towards this objective.
The work of Schultz was exemplary in the way
it attempted a unification of theory and measure-
ment in demand analysis; while the work on iden-
tification highlighted the importance of ‘structural
estimation’ in econometrics and was a crucial
factor in the subsequent developments of econo-
metric methods under the auspices of the Cowles
Commission for Research in Economics.

Early empirical research in economics was by
no means confined to demand analysis. Louis
Bachelier (1900), using time-series data on
French equity prices, recognized the random
walk character of equity prices, which proved to
be the precursor to the vast empirical literature on
market efficiency hypothesis that has evolved
since the early 1960s. Another important area
was research on business cycles, which provided
the basis of the later development in time-series
analysis and macroeconometric model building
and forecasting. Although, through the work of
Sir William Petty and other early writers, econo-
mists had been aware of the existence of cycles in
economic time series, it was not until the early
19th century that the phenomenon of business
cycles began to attract the attention that it
deserved. Clement Juglar (1819-1905), the
French physician turned economist, was the first
to make systematic use of time-series data to study
business cycles, and is credited with the discovery
of an investment cycle of about 7-11 years dura-
tion, commonly known as the Juglar cycle. Other
economists such as Kitchin, Kuznets and
Kondratieft followed Juglar’s lead and discovered
the inventory cycle (3—5 years duration), the
building cycle (15-25 years duration) and the
long wave (4560 years duration), respectively.
The emphasis of this early research was on the
morphology of cycles and the identification of
periodicities. Little attention was paid to the quan-
tification of the relationships that may have under-
lain the cycles. Indeed, economists working in the
National Bureau of Economic Research under the
direction of Wesley Mitchell regarded each busi-
ness cycle as a unique phenomenon and were
therefore reluctant to use statistical methods
except in a nonparametric manner and for purely
descriptive purposes (see, for example, Mitchell
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1928; Burns and Mitchell 1947). This view of
business cycle research stood in sharp contrast to
the econometric approach of Frisch and Tinbergen
and culminated in the famous methodological
interchange between Tjalling Koopmans and Rut-
ledge Vining about the roles of theory and mea-
surement in applied economics in general and
business cycle research in particular. (This inter-
change appeared in the August 1947 and May
1949 issues of the Review of Economics and
Statistics.)

The Birth of Econometrics

Although, quantitative economic analysis is a
good three centuries old, econometrics as a recog-
nized branch of economics began to emerge only
in the 1930s and the 1940s with the foundation of
the Econometric Society, the Cowles Commission
in the United States, and the Department of
Applied Economics (DAE) in Cambridge,
England. (An account of the founding of the first
two organizations can be found in Christ 1952,
1983, while the history of the DAE is covered in
Stone 1978.) This was largely due to the multi-
disciplinary nature of econometrics, comprising
of economic theory, data, econometric methods
and computing techniques. Progress in empirical
economic analysis often requires synchronous
developments in all these four components.
Initially, the emphasis was on the development
of econometric methods. The first major debate
over econometric method concerned the applica-
bility of the probability calculus and the newly
developed sampling theory of R.A. Fisher to the
analysis of economic data. Frisch (1934) was
highly sceptical of the value of sampling theory
and significance tests in econometrics. His objec-
tion was not, however, based on the epistemolog-
ical reasons that lay behind Robbins’s and
Keynes’s criticisms of econometrics. He was
more concerned with the problems of multi-
collinearity and measurement errors which he
believed were pervasive in economics; and to
deal with the measurement error problem he
developed his confluence analysis and the method
of ‘bunch maps’. Although used by some
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econometricians, notably Tinbergen (1939) and
Stone (1945), the bunch map analysis did not
find much favour with the profession at large.
Instead, it was the probabilistic rationalizations
of regression analysis, advanced by Koopmans
(1937) and Haavelmo (1944), that formed the
basis of modern econometrics.

Koopmans did not, however, emphasize the
wider issue of the use of stochastic models in
econometrics. It was Haavelmo who exploited the
idea to the full, and argued for an explicit probabil-
ity approach to the estimation and testing of eco-
nomic relations. In his classic paper published as a
supplement to Econometrica in 1944, Haavelmo
defended the probability approach on two grounds.
First, he argued that the use of statistical measures
such as means, standard errors and correlation
coefficients for inferential purposes is justified
only if the process generating the data can be cast
in terms of a probability model. Second, he argued
that the probability approach, far from being lim-
ited in its application to economic data, because of
its generality is in fact particularly suited for the
analysis of ‘dependent’ and ‘nonhomogeneous’
observations often encountered in economic
research.

The probability model is seen by Haavelmo as
a convenient abstraction for the purpose of under-
standing, or explaining or predicting, events in the
real world. But it is not claimed that the model
represents reality in all its details. To proceed with
quantitative research in any subject, economics
included, some degree of formalization is inevita-
ble, and the probability model is one such formal-
ization. The attraction of the probability model as
amethod of abstraction derives from its generality
and flexibility, and the fact that no viable alterna-
tive seems to be available. Haavelmo’s contribu-
tion was also important as it constituted the first
systematic defence against Keynes’s (1939) influ-
ential criticisms of Tinbergen’s pioneering
research on business cycles and macro-
econometric modelling. The objective of
Tinbergen’s research was twofold: first, to show
how a macroeconometric model may be
constructed and then used for simulation and pol-
icy analysis (Tinbergen 1937); second, ‘to submit
to statistical test some of the theories which have
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been put forward regarding the character and
causes of cyclical fluctuations in business activity’
(Tinbergen 1939, p. 11). Tinbergen assumed a
rather limited role for the econometrician in the
process of testing economic theories, and argued
that it was the responsibility of the ‘economist’ to
specify the theories to be tested. He saw the role of
the econometrician as a passive one of estimating
the parameters of an economic relation already
specified on a priori grounds by an economist.
As far as statistical methods were concerned, he
employed the regression method and Frisch’s
method of confluence analysis in a complemen-
tary fashion. Although Tinbergen discussed the
problems of the determination of time lags, trends,
structural stability and the choice of functional
forms, he did not propose any systematic method-
ology for dealing with them. In short, Tinbergen
approached the problem of testing theories from a
rather weak methodological position. Keynes saw
these weaknesses and attacked them with charac-
teristic insight (Keynes 1939). A large part of
Keynes’s review was in fact concerned with tech-
nical difficulties associated with the application of
statistical methods to economic data. Apart from
the problems of the ‘dependent’ and ‘non-
homogeneous’ observations mentioned above,
Keynes also emphasized the problems of mis-
specification, multicollinearity, functional form,
dynamic specification, structural stability, and
the difficulties associated with the measurement
of theoretical variables. By focusing his attack
on Tinbergen’s attempt at testing economic theo-
ries of business cycles, Keynes almost totally
ignored the practical significance of Tinbergen’s
work for econometric model building and
policy analysis (for more details, see Pesaran and
Smith 1985a).

In his own review of Tinbergen’s work, Haa-
velmo (1943) recognized the main burden of the
criticisms of Tinbergen’s work by Keynes and
others, and argued the need for a general statistical
framework to deal with these criticisms. As we
have seen, Haavelmo’s response, despite the
views expressed by Keynes and others, was to
rely more, rather than less, on the probability
model as the basis of econometric methodology.
The technical problems raised by Keynes and
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others could now be dealt with in a systematic
manner by means of formal probabilistic models.
Once the probability model was specified, a solu-
tion to the problems of estimation and inference
could be obtained by means of either classical or
of Bayesian methods. There was little that could
now stand in the way of a rapid development of
econometric methods.

Early Advances in Econometric Methods

Haavelmo’s contribution marked the beginning of
a new era in econometrics, and paved the way for
the rapid development of econometrics, with the
likelihood method gaining importance as a tool
for identification, estimation and inference in
econometrics.

Identification of Structural Parameters

The first important breakthrough came with a
formal solution to the identification problem
which had been formulated earlier by Working
(1927). By defining the concept of ‘structure’ in
terms of the joint probability distribution of obser-
vations, Haavelmo (1944) presented a very gen-
eral concept of identification and derived the
necessary and sufficient conditions for identifica-
tion of the entire system of equations, including
the parameters of the probability distribution
of the disturbances. His solution, although gen-
eral, was rather difficult to apply in practice.
Koopmans et al. (1950) used the term ‘identifica-
tion’ for the first time in econometrics, and gave
the now familiar rank and order conditions for the
identification of a single equation in a system of
simultaneous /inear equations. The solution of the
identification problem by Koopmans (1949) and
Koopmans et al. (1950) was obtained in the case
where there are a priori linear restrictions on the
structural parameters. They derived rank and
order conditions for identifiability of a single
equation from a complete system of equations
without reference to how the variables of the
model are classified as endogenous or exogenous.
Other solutions to the identification problem, also
allowing for restrictions on the elements of the
variance—covariance matrix of the structural
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disturbances, were later offered by Wegge
(1965) and Fisher (1966).

Broadly speaking, a model is said to be identi-
fied if all its structural parameters can be obtained
from the knowledge of its implied joint probability
distribution for the observed variables. In the case
of simultaneous equations models prevalent in
econometrics, the solution to the identification
problem depends on whether there exists a suffi-
cient number of a priori restrictions for the deriva-
tion of the structural parameters from the reduced-
form parameters. Although the purpose of the
model and the focus of the analysis on explaining
the variations of some variables in terms of the
unexplained variations of other variables is an
important consideration, in the final analysis the
specification of a minimum number of identifying
restrictions was seen by researchers at the Cowles
Commission to be the function and the responsi-
bility of ‘economic theory’. This attitude was very
much reminiscent of the approach adopted earlier
by Tinbergen in his business cycle research: the
function of economic theory was to provide the
specification of the econometric model, and that
of econometrics to furnish statistically optimal
methods of estimation and inference. More specif-
ically, at the Cowles Commission the primary task
of econometrics was seen to be the development of
statistically efficient methods for the estimation of
structural parameters of an a priori specified system
of simultaneous stochastic equations.

More recent developments in identification of
structural parameters in context of semiparametric
models is discussed below in section “Nonpara-
metric and Semiparametric Estimation”. See also
Manski (1995).

Estimation and Inference in Simultaneous
Equation Models

Initially, under the influence of Haavelmo’s
contribution, the maximum likelihood (ML)
estimation method was emphasized as it yielded
consistent estimates. Anderson and Rubin (1949)
developed the limited information maximum like-
lihood (LIML) method, and Koopmans et al.
(1950) proposed the full information maximum
likelihood (FIML). Both methods are based on the
joint probability distribution of the endogenous
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variables conditional on the exogenous variables
and yield consistent estimates, with the former
utilizing all the available a priori restrictions and
the latter only those which related to the equation
being estimated. Soon, other computationally less
demanding estimation methods followed, both for
a fully efficient estimation of an entire system of
equations and for a consistent estimation of a
single equation from a system of equations.

The two-stage least squares (2SLS) procedure
was independently proposed by Theil (1954,
1958) and Basmann (1957). At about the same
time the instrumental variable (IV) method, which
had been developed over a decade earlier by
Reiersol (1941, 1945) and Geary (1949) for the
estimation of errors-in-variables models, was gen-
eralized and applied by Sargan (1958) to the esti-
mation of simultaneous equation models.
Sargan’s generalized IV estimator (GIVE) pro-
vided an asymptotically efficient technique for
using surplus instruments in the application of
the IV method to econometric problems, and
formed the basis of subsequent developments of
the generalized method of moments (GMM) esti-
mators introduced subsequently by Hansen
(1982). A related class of estimators, known as
k-class estimators, was also proposed by Theil
(1958). Methods of estimating the entire system
of equations which were computationally less
demanding than the FIML method were also
advanced. These methods also had the advantage
that, unlike the FIML, they did not require the full
specification of the entire system. These included
the three-stage least squares method due to Zellner
and Theil (1962), the iterated instrumental vari-
ables method based on the work of Lyttkens
(1970), Brundy and Jorgenson (1971), and
Dhrymes (1971) and the system k-class estimators
due to Srivastava (1971) and Savin (1973). Impor-
tant contributions have also been made in the
areas of estimation of simultaneous nonlinear
equations (Amemiya 1983), the seemingly
unrelated regression equations (SURE) approach
proposed by Zellner (1962), and the simultaneous
rational expectations models (see section “Model
Consistent Expectations” below).

Interest in estimation of simultaneous equation
models coincided with the rise of Keynesian
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economics in early 1960s, and started to wane
with the advent of the rational expectations revo-
lution and its emphasis on the GMM estimation of
the structural parameters from the Euler equations
(first-order optimization conditions). See section
“Rational Expectations and the Lucas Critique”
below. But, with the rise of the dynamic stochastic
general  equilibrium  models in  macro-
econometrics, a revival of interest in identification
and estimation of nonlinear simultaneous equa-
tion models seems quite likely. The recent contri-
bution of Fernandez-Villaverde and Rubio-
Ramirez (2005) represents a start in this direction.

Developments in Time Series Econometrics

While the initiative taken at the Cowles Commis-
sion led to a rapid expansion of econometric tech-
niques, the application of these techniques to
economic problems was rather slow. This was
partly due to a lack of adequate computing facil-
ities at the time. A more fundamental reason was
the emphasis of the research at the Cowles Com-
mission on the simultaneity problem almost to the
exclusion of other econometric problems. Since
the early applications of the correlation analysis to
economic data by Yule and Hooker, the serial
dependence of economic time series and the prob-
lem of nonsense or spurious correlation that it
could give rise to had been the single most impor-
tant factor explaining the profession’s scepticism
concerning the value of regression analysis in
economics. A satisfactory solution to the spurious
correlation problem was therefore needed before
regression analysis of economic time series could
be taken seriously. Research on this topic began in
the mid-1940s at the Department of Applied Eco-
nomics (DAE) in Cambridge, England, as a part of
a major investigation into the measurement and
analysis of consumers’ expenditure in the United
Kingdom (see Stone et al. 1954). Although the
first steps towards the resolution of the spurious
correlation problem had been taken by Aitken
(1934-1935) and Champernowne (1948), the
research in the DAE introduced the problem and
its possible solution to the attention of applied
economists. Orcutt (1948) studied the autocorre-
lation pattern of economic time series and showed
that most economic time series can be represented
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by simple autoregressive processes with similar
autoregressive  coefficients. Subsequently,
Cochrane and Orcutt (1949) made the important
point that the major consideration in the analysis
of stationary time series was the autocorrelation of
the error term in the regression equation and not
the autocorrelation of the economic time series
themselves. In this way they shifted the focus of
attention to the autocorrelation of disturbances as
the main source of concern. Although, as it turns
out, this is a valid conclusion in the case of regres-
sion equations with strictly exogenous regressors,
in more realistic set-ups where the regressors are
weakly exogenous the serial correlation of the
regressors is also likely to be of concern in prac-
tice. See, for example, Stambaugh (1999).

Another important and related development
was the work of Durbin and Watson (1950,
1951) on the method of testing for residual auto-
correlation in the classical regression model. The
inferential breakthrough for testing serial correla-
tion in the case of observed time-series data had
already been achieved by von Neumann (1941,
1942), and by Hart and von Neumann (1942). The
contribution of Durbin and Watson was, however,
important from a practical viewpoint as it led to a
bounds test for residual autocorrelation which
could be applied irrespective of the actual values
of the regressors. The independence of the critical
bounds of the Durbin—Watson statistic from the
matrix of the regressors allowed the application of
the statistic as a general diagnostic test, the first of
its type in econometrics. The contributions of
Cochrane and Orcutt and of Durbin and Watson
marked the beginning of a new era in the analysis
of economic time-series data and laid down the
basis of what is now known as the ‘time-series
econometrics’ approach.

Consolidation and Applications

The work at the Cowles Commission on identifi-
cation and estimation of the simultaneous equa-
tion model and the development of time series
techniques paved the way for widespread applica-
tion of econometric methods to economic and
financial problems. This was helped significantly
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by the rapid expansion of computing facilities,
advances in financial and macroeconomic model-
ling, and the increased availability of economic
data-sets, cross section as well as time series.

Macroeconometric Modelling

Inspired by the pioneering work of Tinbergen,
Klein (1947, 1950) was the first to construct a
macroeconometric model in the tradition of the
Cowles Commission. Soon others followed
Klein’s lead. Over a short space of time macro-
econometric models were built for almost every
industrialized country, and even for some devel-
oping and centrally planned economies. Macro-
econometric models became an important tool of
ex ante forecasting and economic policy analysis,
and started to grow in both size and sophistication.
The relatively stable economic environment of the
1950s and 1960s was an important factor in the
initial success enjoyed by macroeconometric
models. The construction and use of large-scale
models presented a number of important compu-
tational problems, the solution of which was of
fundamental significance, not only for the devel-
opment of macroeconometric modelling but also
for econometric practice in general. In this respect
advances in computer technology were clearly
instrumental, and without them it is difficult to
imagine how the complicated computational
problems involved in the estimation and simula-
tion of large-scale models could have been solved.
The increasing availability of better and faster
computers was also instrumental as far as the
types of problems studied and the types of solu-
tions offered in the literature were concerned. For
example, recent developments in the area of
microeconometrics  (see  section  “Micro-
econometrics: An Overview” below) could hardly
have been possible if it were not for the very
important recent advances in computing facilities.

Dynamic Specification

Other areas where econometrics witnessed signif-
icant developments included dynamic specifica-
tion, latent variables, expectations formation,
limited dependent variables, discrete choice
models, random coefficient models, disequilib-
rium models, nonlinear estimation, and the
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analysis of panel data models. Important advances
were also made in the area of Bayesian economet-
rics, largely thanks to the publication of Zellner’s
textbook (1971), which built on his earlier work
including important papers with George Tiao. The
Seminar on Bayesian Inference in Econometrics
and Statistics (SBIES) was founded shortly after
the publication of the book, and was key in the
development and diffusion of Bayesian ideas in
econometrics. It was, however, the problem of
dynamic specification that initially received the
greatest attention. In an important paper, Brown
(1952) modelled the hypothesis of habit persis-
tence in consumer behaviour by introducing
lagged values of consumption expenditures into
an otherwise static Keynesian consumption func-
tion. This was a significant step towards the incor-
poration of dynamics in applied econometric
research, and allowed the important distinction
to be made between the short-run and the long-
run impacts of changes in income on consump-
tion. Soon other researchers followed Brown’s
lead and employed his autoregressive specifica-
tion in their empirical work.

The next notable development in the area of
dynamic specification was the distributed lag
model. Although the idea of distributed lags had
been familiar to economists through the
pioneering work of Irving Fisher (1930) on the
relationship between the nominal interest rate and
the expected inflation rate, its application in
econometrics was not seriously considered until
the mid-1950s. The geometric distributed lag
model was used for the first time by Koyck
(1954) in a study of investment. Koyck arrived
at the geometric distributed lag model via the
adaptive expectations hypothesis. This same
hypothesis was employed later by Cagan (1956)
in a study of demand for money in conditions of
hyperinflation, by Friedman (1957) in a study of
consumption behaviour and by Nerlove (1958a)
in a study of the cobweb phenomenon. The geo-
metric distributed lag model was subsequently
generalized by Solow (1960), Jorgenson (1966)
and others, and was extensively applied in empir-
ical studies of investment and consumption
behaviour. At about the same time Almon (1965)
provided a polynomial generalization of
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I. Fisher’s (1937) arithmetic lag distribution
which was later extended further by Shiller
(1973). Other forms of dynamic specification con-
sidered in the literature included the partial adjust-
ment model (Nerlove 1958b; Eisner and Strotz
1963) and the multivariate flexible accelerator
model (Treadway 1971) and Sargan’s (1964)
work on econometric time series analysis which
formed the basis of error correction and
cointegration analysis that followed next. Follow-
ing the contributions of Champernowne (1960),
Granger and Newbold (1974), and Phillips (1986)
the spurious regression problem was better under-
stood, and paved the way for the development of
the theory of cointegration. For further details see
section “Structural Cointegrating VARs” below.

Techniques for Short-Term Forecasting

Concurrent with the development of dynamic
modelling in econometrics there was also a resur-
gence of interest in time-series methods, used
primarily in short-term business forecasting. The
dominant work in this field was that of Box and
Jenkins (1970), who, building on the pioneering
works of Yule (1921, 1926), Slutsky (1927), Wold
(1938), Whittle (1963) and others, proposed com-
putationally manageable and asymptotically effi-
cient methods for the estimation and forecasting
of wunivariate autoregressive-moving average
(ARMA) processes. Time-series models provided
an important and relatively simple benchmark for
the evaluation of the forecasting accuracy of
econometric models, and further highlighted the
significance of dynamic specification in the con-
struction of time-series econometric models. Ini-
tially univariate time-series models were viewed
as mechanical ‘black box’ models with little or no
basis in economic theory. Their use was seen
primarily to be in short-term forecasting. The
potential value of modern time-series methods in
econometric research was, however, underlined in
the work of Cooper (1972) and Nelson (1972)
who demonstrated the good forecasting perfor-
mance of univariate Box—Jenkins models relative
to that of large econometric models. These results
raised an important question about the adequacy
of large econometric models for forecasting as
well as for policy analysis. It was argued that a
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properly specified structural econometric model
should, at least in theory, yield more accurate
forecasts than a univariate time-series model. The-
oretical justification for this view was provided by
Zellner and Palm (1974), followed by Trivedi
(1975), Prothero and Wallis (1976), Wallis
(1977) and others. These studies showed that
Box—Jenkins models could in fact be derived as
univariate final form solutions of linear structural
econometric models. In theory, the pure time-series
model could always be embodied within the struc-
ture of an econometric model and in this sense it
did not present a ‘rival’ alternative to econometric
modelling. This literature further highlighted the
importance of dynamic specification in economet-
ric models and in particular showed that economet-
ric models that are outperformed by simple
univariate time-series models most probably suffer
from specification errors.

The papers in Elliott et al. (2006) provide
excellent reviews of recent developments in eco-
nomic forecasting techniques.

A New Phase in the Development of
Econometrics

With the significant changes taking place in the
world economic environment in the 1970s, arising
largely from the breakdown of the Bretton Woods
system and the quadrupling of oil prices, econo-
metrics entered a new phase of its development.
Mainstream macroeconometric models built dur-
ing the 1950s and 1960s, in an era of relative
economic stability with stable energy prices and
fixed exchange rates, were no longer capable of
adequately capturing the economic realities of the
1970s. As a result, not surprisingly, macro-
econometric models and the Keynesian theory
that underlay them came under severe attack from
theoretical as well as from practical viewpoints.
While criticisms of Tinbergen’s pioneering attempt
at macroeconometric modelling were received with
great optimism and led to the development of new
and sophisticated estimation techniques and larger
and more complicated models, the disenchantment
with macroeconometric models in 1970s prompted
a much more fundamental reappraisal of
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quantitative modelling as a tool of forecasting and
policy analysis.

At a theoretical level it was argued that econo-
metric relations invariably lack the necessary
‘microfoundations’, in the sense that they cannot
be consistently derived from the optimizing
behaviour of economic agents. At a practical
level the Cowles Commission approach to the
identification and estimation of simultaneous
macroeconometric models was questioned by
Lucas and Sargent and by Sims, although from
different viewpoints (Lucas 1976; Lucas and
Sargent 1981; Sims 1980). There was also a
move away from macroeconometric models and
towards microeconometric research with greater
emphasis on matching of econometrics with indi-
vidual decisions.

It also became increasingly clear that
Tinbergen’s paradigm where economic relations
were taken as given and provided by ‘economic
theorist’ was not adequate. It was rarely the case
that economic theory could be relied on for a full
specification of the econometric model (Leamer
1978). The emphasis gradually shifted from esti-
mation and inference based on a given tightly
parameterized specification to diagnostic testing,
specification searches, model uncertainty, model
validation, parameter variations, structural breaks,
and semiparametric and nonparametric estima-
tion. The choice of approach often governed by
the purpose of the investigation, the nature of the
economic application, data availability, comput-
ing and software technology.

What follows is a brief overview of some of the
important developments. Given space limitations
there are inevitably significant gaps. These include
the important contributions of Granger (1969), Sims
(1972), and Engle et al. (1983) on different concepts
of ‘causality’ and ‘exogeneity’, the literature on
disequilibrium models (Quandt 1982; Maddala
1983, 1986), random coefficient models (Swamy
1970; Hsiao and Pesaran 2008, unobserved time
series models (Harvey 1989), count regression
models (Cameron and Trivedi 1986, 1998), the
weak instrument problem (Stock et al. 2002),
small sample theory (Phillips 1983; Rothenberg
1984), econometric models of auction pricing
(Hendricks and Porter 1988; Laffont et al. 1995).
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Rational Expectations and the Lucas
Critique

Although the rational expectations hypothesis
(REH) was advanced by Muth in 1961, it was
not until the early 1970s that it started to have a
significant impact on time-series econometrics
and on dynamic economic theory in general.
What brought the REH into prominence was the
work of Lucas (1972, 1973), Sargent (1973),
Sargent and Wallace (1975) and others on the
new classical explanation of the apparent break-
down of the Phillips curve. The message of the
REH for econometrics was clear. By postulating
that economic agents form their expectations
endogenously on the basis of the true model of
the economy, and a correct understanding of the
processes generating exogenous variables of the
model, including government policy, the REH
raised serious doubts about the invariance of
the structural parameters of the mainstream
macroeconometric models in the face of changes
in government policy. This was highlighted in
Lucas’s critique of macroeconometric policy
evaluation. By means of simple examples Lucas
(1976) showed that in models with rational
expectations the parameters of the decision
rules of economic agents, such as consumption
or investment functions, are usually a mixture of
the parameters of the agents’ objective functions
and of the stochastic processes they face as his-
torically given. Therefore, Lucas argued, there is
no reason to believe that the ‘structure’ of the
decision rules (or economic relations) would
remain invariant under a policy intervention.
The implication of the Lucas critique for econo-
metric research was not, however, that policy
evaluation could not be done, but rather than
the traditional econometric models and methods
were not suitable for this purpose. What was
required was a separation of the parameters of
the policy rule from those of the economic
model. Only when these parameters could be
identified separately given the knowledge of the
joint probability distribution of the variables
(both policy and non-policy variables) would it
be possible to carry out an econometric analysis
of alternative policy options.
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There have been a number of reactions to the
advent of the rational expectations hypothesis and
the Lucas critique that accompanied it.

Model Consistent Expectations

The least controversial reaction has been the adop-
tion of the REH as one of several possible expec-
tations formation hypotheses in an otherwise
conventional macroeconometric model containing
expectational variables. In this context the REH, by
imposing the appropriate cross-equation paramet-
ric restrictions, ensures that ‘expectations’ and
‘forecasts’ generated by the model are consistent.
In this approach the REH is regarded as a conve-
nient and effective method of imposing
crossequation parametric restrictions on time series
econometric models, and is best viewed as the
‘model-consistent’ expectations hypothesis. There
is now a sizeable literature on solution, identifica-
tion, and estimation of linear RE models. The
canonical form of RE models with forward and
backward components is given by

Y, = Ay, +BE(yt+l|Ft> + Wy,

where y, is a vector of endogenous variables, £
(.| F;) is the expectations operator, F; the publicly
available information at time ¢, and w, is a vector
of forcing variables. For example, log-linearized
version of dynamic general equilibrium models
(to be discussed) can all be written as a special
case of this equation with plenty of restrictions on
the coefficient matrices 4 and B. In the typical
case where w, are serially uncorrelated and the
solution of the RE model can be assumed to be
unique, the RE solution reduces to the vector
autoregression (VAR)

y, = Oy, + Gw,

where @ and G are given in terms of the structural
parameters:

BO> —d+A =0, andG= (I—-B®D) "
The solution of the RE model can, therefore, be

viewed as a restricted form of VAR popularized in
econometrics by Sims (1980) as a response in
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macroeconometric modelling to the rational
expectations revolution. The nature of restrictions
is determined by the particular dependence of
A and B on a few ‘deep’ or structural parameters.
For general discussion of solution of RE models
see, for example, Broze et al. (1985) and Binder
and Pesaran (1995). For studies of identification
and estimation of linear RE models see, for exam-
ple, Hansen and Sargent (1980), Wallis (1980),
Wickens (1982), and Pesaran (1981, 1987b).
These studies show how the standard econometric
methods can in principle be adapted to the econo-
metric analysis of rational expectations models.

Detection and Modelling of Structural Breaks
Another reaction to the Lucas critique has been to
treat the problem of ‘structural change’ empha-
sized by Lucas as one more potential econometric
‘problem’. Clements and Hendry (1998, 1999)
provide a taxonomy of factors behind structural
breaks and forecast failures. Stock and Watson
(1996) provide extensive evidence of structural
break in macroeconomic time series. It is argued
that structural change can result from many fac-
tors and need not be associated solely with
intended or expected changes in policy. The
econometric lesson has been to pay attention to
possible breaks in economic relations. There now
exists a large body of work on testing for struc-
tural change, detection of breaks (single as well as
multiple), and modelling of break processes by
means of piece-wise linear or non-linear dynamic
models (Chow 1960; Brown et al. 1975; Nyblom
1989; Andrews 1993; Andrews and Ploberger
1994; Bai and Perron 1998; Pesaran and
Timmermann 2005b, 2007. See also the surveys
by Stock 1994; Clements and Hendry 2006). The
implications of breaks for short-term and long-
term forecasting have also begun to be addressed
(McCulloch and Tsay 1993; Koop and Potter
2004a, b; Pesaran et al. 2006).

VAR Macroeconometrics
Unrestricted VARs

The Lucas critique of mainstream macro-
econometric  modelling also led some
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econometricians, notably Sims (1980, 1982), to
doubt the validity of the Cowles Commission
style of achieving identification in econometric
models. Sims focused his critique on macro-
econometric models with a vector autoregressive
(VAR) specification, which was relatively simple
to estimate; and its use soon became prevalent in
macroeconometric analysis. The view that eco-
nomic theory cannot be relied on to yield identifi-
cation of structural models was not new and had
been emphasized in the past, for example, by Liu
(1960). Sims took this viewpoint a step further
and argued that in presence of rational expecta-
tions a priori knowledge of lag lengths is indis-
pensable for identification, even when we have
distinct strictly exogenous variables shifting sup-
ply and demand schedules (Sims 1980, p. 7).
While it is true that the REH complicates the
necessary conditions for the identification of
structural models, the basic issue in the debate
over identification still centres on the validity of
the classical dichotomy between exogenous and
endogenous variables (Pesaran 1981). In the con-
text of closed-economy macroeconometric
models where all variables are treated as endoge-
nous, other forms of identification of the structure
will be required. Initially, Sims suggested a recur-
sive identification approach where the matrix of
contemporaneous effects was assumed to be
lower (upper) triangular and the structural shocks
orthogonal. Other non-recursive identification
schemes soon followed.

Structural VARs

One prominent example was the identification
scheme developed in Blanchard and Quah
(1989), who distinguished between permanent
and transitory shocks and attempted to identify
the structural models through long-run restric-
tions. For example, Blanchard and Quah argued
that the effect of a demand shock on real output
should be temporary (that is, it should have a zero
long-run impact), while a supply shock should
have a permanent effect. This approach is known
as ‘structural VAR’ (SVAR) and has been used
extensively in the literature. It continues to
assume that structural shocks are orthogonal, but
uses a mixture of short-run and long-run
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restrictions to identify the structural model. In
their work Blanchard and Quah considered a
bivariate VAR model in real output and unem-
ployment. They assumed real output to be inte-
grated of order 1, or [(1), and viewed
unemployment as an /(0), or a stationary variable.
This allowed them to associate the shock to one of
the equations as permanent, and the shock to the
other equation as transitory. In more general set-
tings, such as the one analysed by Gali (1992) and
Wickens and Motto (2001), where there are
m endogenous variables and 7 long-run or
cointegrating relations, the SVAR approach pro-
vides m(m — r) restrictions which are not suffi-
cient to fully identify the model, unless m = 2 and
r = 1 which is the simple bivariate model consid-
ered by Blanchard and Quah (Pagan and Pesaran
2007). In most applications additional short-term
restrictions are required. More recently, attempts
have also been made to identify structural shocks
by means of qualitative restrictions, such as sign
restrictions. Notable examples include Canova
and de Nicolo (2002), Uhlig (2005), and
Peersman (2005).

The focus of the SVAR literature has been on
impulse response analysis and forecast error var-
iance decomposition, with the aim of estimating
the time profile of the effects of monetary policy,
oil price or technology shocks on output and
inflation, and deriving the relative importance
of these shocks as possible explanations of fore-
cast error variances at different horizons. Typi-
cally such analysis is carried out with respect to a
single model specification, and at most only
parameter uncertainty is taken into account
(Kilian 1998). More recently the problem of
model uncertainty and its implications for
impulse response analysis and forecasting have
been recognized. Bayesian and classical
approaches to model and parameter uncertainty
have been considered. Initially, Bayesian VAR
models were developed for use in forecasting as
an effective shrinkage procedure in the case of
high-dimensional VAR models (Doan et al.
1984; Litterman 1985). The problem of model
uncertainty in cointegrating VARs has been
addressed in Garratt et al. (2003b, 2006), and
Strachan and van Dijk (2006).
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Structural Cointegrating VARs

This approach provides the SVAR with the
decomposition of shocks into permanent and tran-
sitory and gives economic content to the long-run
or cointegrating relations that underlie the transi-
tory components. In the simple example of
Blanchard and Quah this task is trivially achieved
by assuming real output to be I(1) and the unem-
ployment rate to be an I(0) variable. To have
shocks with permanent effects some of the vari-
ables in the VAR must be non-stationary. This
provides a natural link between the SVAR and
the unit root and cointegration literature. Identifi-
cation of the cointegrating relations can be
achieved by recourse to economic theory, sol-
vency or arbitrage conditions (Garratt et al.
2003a). Also there are often long-run over-
identifying restrictions that can be tested. Once
identified and empirically validated, the long-run
relations can be embodied within a VAR structure,
and the resultant structural vector error correction
model identified using theory-based short-run
restrictions. The structural shocks can be
decomposed into permanent and temporary com-
ponents using either the multivariate version of
the Beveridge and Nelson (1981) decompositions,
or the one more recently proposed by Garratt et al.
(2006a).

Two or more variables are said to be
cointegrated if they are individually integrated
(or have a random walk component), but there
exists a linear combination of them which is sta-
tionary. The concept of cointegration was first
introduced by Granger (1986) and more formally
developed in Engle and Granger (1987). Rigorous
statistical treatments followed in the papers by
Johansen (1988, 1991) and Phillips (1991).
Many further developments and extensions have
taken place with reviews provided in Johansen
(1995), Juselius (2006), and Garratt et al.
(2006b). The related unit root literature is
reviewed by Stock (1994) and Phillips and
Xiao (1998).

Macroeconometric Models with
Microeconomic Foundations

For policy analysis macroeconometric models
need to be based on decisions by individual
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households, firms and governments. This is a
daunting undertaking and can be achieved only
by gross simplification of the complex economic
interconnections that exists across millions of
decision-makers worldwide. The dynamic sto-
chastic general equilibrium (DSGE) modelling
approach attempts to implement this task by
focusing on optimal decisions of a few represen-
tative agents operating with rational expectations
under complete learning. Initially, DSGE models
were small and assumed complete markets with
instantaneous price adjustments, and as a result
did not fit the macroeconomic time series (Kim
and Pagan 1995). More recently, Smets and
Wouters (2003) have shown that DSGE models
with sticky prices and wages along the lines devel-
oped by Christiano et al. (2005) are sufficiently
rich to match most of the statistical features of the
main macroeconomic time series. Moreover, by
applying Bayesian estimation techniques, these
authors have shown that even relatively large
models can be estimated as a system. Bayesian
DSGE models have also shown to perform rea-
sonably well in forecasting as compared with
standard and Bayesian vector autoregressions. It
is also possible to incorporate long-run
cointegrating relations within Bayesian DSGE
models. The problems of parameter and model
uncertainty can also be readily accommodated
using data-coherent DSGE models. Other exten-
sions of the DSGE models to allow for learning,
regime switches, time variations in shock vari-
ances, asset prices, and multi-country interactions
are likely to enhance their policy relevance (Del
Negro and Schorfheide 2004; Del Negro et al.
2005; An and Schorfheide 2007; Pesaran and
Smith 2006). Further progress will also be wel-
come in the area of macroeconomic policy analy-
sis under model uncertainty, and robust
policymaking (Brock and Durlauf 2006; Hansen
and Sargent 2007).

Model and Forecast Evaluation
While in the 1950s and 1960s research in econo-

metrics was primarily concerned with the identi-
fication and estimation of econometric models,
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the dissatisfaction with econometrics during the
1970s caused a shift of focus from problems of
estimation to those of model evaluation and test-
ing. This shift has been part of a concerted effort
to restore confidence in econometrics, and has
received attention from Bayesian as well as clas-
sical viewpoints. Both these views reject the
‘axiom of correct specification’ which lies at the
basis of most traditional econometric practices,
but they differ markedly as how best to proceed.

It is generally agreed, by Bayesians as well as
by non-Bayesians, that model evaluation involves
considerations other than the examination of the
statistical properties of the models, and personal
judgements inevitably enter the evaluation pro-
cess. Models must meet multiple criteria which
are often in conflict. They should be relevant in
the sense that they ought to be capable of answer-
ing the questions for which they are constructed.
They should be consistent with the accounting
and/or theoretical structure within which they
operate. Finally, they should provide adequate
representations of the aspects of reality with
which they are concerned. These criteria and
their interaction are discussed in Pesaran and
Smith (1985b). More detailed breakdowns of the
criteria of model evaluation can be found in
Hendry and Richard (1982) and McAleer et al.
(1985). In econometrics it is, however, the crite-
rion of ‘adequacy’ which is emphasized, often at
the expense of relevance and consistency.

The issue of model adequacy in mainstream
econometrics is approached either as a model
selection problem or as a problem in statistical
inference whereby the hypothesis of interest is
tested against general or specific alternatives.
The use of absolute criteria such as measures of
fit/parsimony or formal Bayesian analysis based
on posterior odds are notable examples of model
selection procedures, while likelihood ratio, Wald
and Lagrange multiplier tests of nested hypothe-
ses and Cox’s centred log-likelihood ratio tests of
non-nested hypotheses are examples of the latter
approach. The distinction between these two gen-
eral approaches basically stems from the way
alternative models are treated. In the case of
model selection (or model discrimination) all the
models under consideration enjoy the same status
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and the investigator is not committed a priori to
any one of the alternatives. The aim is to choose
the model which is likely to perform best with
respect to a particular loss function. By contrast,
in the hypothesis-testing framework the null
hypothesis (or the maintained model) is treated
differently from the remaining hypotheses
(or models). One important feature of the model-
selection strategy is that its application always
leads to one model being chosen in preference to
other models. But, in the case of hypothesis test-
ing, rejection of all the models under consider-
ation is not ruled out when the models are non-
nested. A more detailed discussion of this point is
given in Pesaran and Deaton (1978).

Broadly speaking, classical approaches to the
problem of model adequacy can be classified
depending on how specific the alternative hypoth-
eses are. These are the general specification tests,
the diagnostic tests, and the non-nested tests. The
first of these, pioneered by Durbin (1954) and
introduced in econometrics by Ramsey (1969),
Wu (1973), Hausman (1978), and subsequently
developed further by White (1981, 1982) and
Hansen (1982), are designed for circumstances
where the nature of the alternative hypothesis is
kept (sometimes intentionally) rather vague, the
purpose being to test the null against a broad class
of alternatives. (The pioneering contribution of
Durbin 1954, in this area has been documented
by Nakamura and Nakamura 1981.) Important
examples of general specification tests are
Ramsey’s regression specification error test
(RESET) for omitted variables and/or mis-
specified  functional  forms, and  the
Durbin—Hausman—Wu test of misspecification in
the context of measurement error models and/or
simultaneous equation models. Such general
specification tests are particularly useful in the
preliminary stages of the modelling exercise.

In the case of diagnostic tests, the model under
consideration (viewed as the null hypothesis) is
tested against more specific alternatives by
embedding it within a general model. Diagnostic
tests can then be constructed using the likelihood
ratio, Wald or Lagrange multiplier (LM) princi-
ples to test for parametric restrictions imposed on
the general model. The application of the LM
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principle to econometric problems is reviewed in
the papers by Breusch and Pagan (1980), Godfrey
and Wickens (1982), and Engle (1984). An excel-
lent review is provided in Godfrey (1988). Exam-
ples of the restrictions that may be of interest as
diagnostic checks of model adequacy include zero
restrictions, parameter stability, serial correlation,
heteroskedasticity, functional forms, and normal-
ity of errors. The distinction made here between
diagnostic tests and general specification tests is
more apparent than real. In practice some diag-
nostic tests such as tests for serial correlation can
also be viewed as a general test of specification.
Nevertheless, the distinction helps to focus atten-
tion on the purpose behind the tests and the direc-
tion along which high power is sought.

The need for non-nested tests arises when the
models under consideration belong to separate
parametric families in the sense that no single
model can be obtained from the others by means
of a suitable limiting process. This situation,
which is particularly prevalent in econometric
research, may arise when models differ with
respect to their theoretical underpinnings and/or
their auxiliary assumptions. Unlike the general
specification tests and diagnostic tests, the appli-
cation of non-nested tests is appropriate when
specific but rival hypotheses for the explanation
of the same economic phenomenon have been
advanced. Although non-nested tests can also be
used as general specification tests, they are
designed primarily to have high power against
specific models that are seriously entertained in
the literature. Building on the pioneering work of
Cox (1961, 1962), a number of such tests for
single equation models and systems of simulta-
neous equations have been proposed (Pesaran and
Weeks 2001).

The use of statistical tests in econometrics,
however, is not a straightforward matter and in
most applications does not admit of a clear-cut
interpretation. This is especially so in circum-
stances where test statistics are used not only for
checking the adequacy of a given model but also
as guides to model construction. Such a process of
model construction involves  specification
searches of the type emphasized by Leamer
(1978) and presents insurmountable pre-test
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problems which in general tend to produce econo-
metric models whose ‘adequacy’ is more apparent
than real. As a result, in evaluating econometric
models less reliance should be placed on those
indices of model adequacy that are used as guides
to model construction, and more emphasis should
be given to the performance of models over other
data-sets and against rival models.

A closer link between model evaluation and
the underlying decision problem is also needed.
Granger and Pesaran (2000a, b) discuss this prob-
lem in the context of forecast evaluation. A recent
survey of forecast evaluation literature can be
found in West (2006). Pesaran and Skouras
(2002) provide a review from a decision-theoretic
perspective.

The subjective Bayesian approach to the treat-
ment of several models begins by assigning a prior
probability to each model, with the prior proba-
bilities summing to 1. Since each model is already
endowed with a prior probability distribution for
its parameters and for the probability distribution
of observable data conditional on its parameters,
there is then a complete probability distribution
over the space of models, parameters, and observ-
able data. (No particular problems arise from non-
nesting of models in this framework.) This
probability space can then be augmented with
the distribution of an object or vector of objects
of interest. For example, in a macroeconomic
policy setting the models could include VARs,
DSGEs and traditional large-scale macroeco-
nomic models, and the vector of interest might
include future output growth, interest rates, infla-
tion and unemployment, whose distribution is
implied by each of the models considered.
Implicit in this formulation is the conditional dis-
tribution of the vector of interest conditional on
the observed data. Technically, this requires the
integration (or marginalization) of parameters in
each model as well as the models themselves. As a
practical matter this usually proceeds by first com-
puting the probability of each model conditional
on the data, and then using these probabilities as
weights in averaging the posterior distribution of
the vector of interest in each model. It is not
necessary to choose one particular model, and
indeed to do so would be suboptimal. The ability
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to actually carry out this simultaneous consider-
ation of multiple models has been enhanced
greatly by recent developments in simulation
methods, surveyed in section “Integration and
Simulation Methods in Econometrics” below;
recent texts by Koop (2003), Lancaster (2004),
and Geweke (2005) provide technical details.
Geweke and Whiteman (2006) specifically out-
line these methods in the context of economic
forecasting.

Microeconometrics: An Overview

Partly as a response to the dissatisfaction with
macroeconometric time-series research and partly
in view of the increasing availability of micro data
and computing facilities, since the mid-1980s sig-
nificant advances have been made in the analysis
of micro data. Important micro data-sets have
become available on households and firms espe-
cially in the United States in such areas as hous-
ing, transportation, labour markets and energy.
These data sets include various longitudinal sur-
veys (for example, University of Michigan Panel
Study of Income Dynamics, and Ohio State
National Longitudinal Study Surveys), cross-
sectional surveys of family expenditures, popula-
tion and labour force surveys. This increasing
availability of micro-data, while opening up new
possibilities for analysis, has also raised a number
of new and interesting econometric issues primar-
ily originating from the nature of the data. The
errors of measurement are likely to be important in
the case of some micro data-sets. The problem of
the heterogeneity of economic agents at the micro
level cannot be assumed away as readily as is
usually done in the case of macro data by appeal-
ing to the idea of a ‘representative’ firm or a
‘representative’ household.

The nature of micro data, often being qualita-
tive or limited to a particular range of variations,
has also called for new econometric models and
techniques. Examples include categorical survey
responses (‘up’, ‘same’ or ‘down’), and censored
or truncated observations. The models and issues
considered in the microeconometric literature are
wide ranging and include fixed and random effect
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panel data models (for example, Mundlak 1961,
1978), logit and probit models and their multi-
nominal extensions, discrete choice or quantal
response models (Manski and McFadden 1981),
continuous time duration models (Heckman and
Singer 1984), and microeconometric models of
count data (Hausman et al. 1984; Cameron and
Trivedi 1986).

The fixed or random effect models provide the
basic statistical framework and will be discussed
in more detailed below. Discrete choice models
are based on an explicit characterization of the
choice process and arise when individual decision
makers are faced with a finite number of alterna-
tives to choose from. Examples of discrete choice
models include transportation mode choice
(Domenich and McFadden 1975), labour force
participation (Heckman and Willis 1977), occu-
pation choice (Boskin 1974), job or firm location
(Duncan 1980), and models with neighbourhood
effects (Brock and Durlauf 2002). Limited depen-
dent variables models are commonly encountered
in the analysis of survey data and are usually
categorized into truncated regression models and
censored regression models. If all observations on
the dependent as well as on the exogenous vari-
ables are lost when the dependent variable falls
outside a specified range, the model is called
truncated, and, if only observations on the depen-
dent variable are lost, it is called censored. The
literature on censored and truncated regression
models is vast and overlaps with developments
in other disciplines, particularly in biometrics and
engineering. Maddala (1983, ch. 6) provides a
survey.

The censored regression model was first intro-
duced into economics by Tobin (1958) in his
pioneering study of household expenditure on
durable goods, where he explicitly allowed for
the fact that the dependent variable, namely, the
expenditure on durables, cannot be negative. The
model suggested by Tobin and its various gener-
alizations are known in economics as Tobit
models and are surveyed in detail by Amemiya
(1984), and more recently in Cameron and Trivedi
(2005, ch. 14). Continuous time duration models,
also known as survival models, have been used in
analysis of unemployment duration, the period of
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time spent between jobs, durability of marriage,
and so on. Application of survival models to ana-
lyse economic data raises a number of important
issues resulting primarily from the non-controlled
experimental nature of economic observations,
limited sample sizes (that is, time periods), and
the heterogeneous nature of the economic envi-
ronment within which agents operate. These
issues are clearly not confined to duration models
and are also present in the case of other micro-
econometric investigations that are based on time
series or cross-section or panel data.

Partly in response to the uncertainties inherent
in econometric results based on non-experimental
data, there has also been a significant move
towards social experimentation, and experimental
economics in general. A social experiment aims at
isolating the effects of a policy change (or a treat-
ment effect) by comparing the consequences of an
exogenous variation in the economic environment
of a set of experimental subjects known as the
‘treatment’ group with those of a ‘control” group
that have not been subject to the change. The basic
idea goes back to the early work of R.A. Fisher
(1928) on randomized trials, and has been applied
extensively in agricultural and biomedical
research. The case for social experimentation in
economics is discussed in Burtless (1995).
Hausman and Wise (1985) and Heckman and
Smith (1995) consider a number of actual social
experiments carried out in the United States, and
discuss their scope and limitations.

Experimental economics tries to avoid some of
the limitations of working with observations
obtained from natural or social experiments by
using data from laboratory experiments to test
economic theories by fixing some of the factors
and identifying the effects of other factors in a
way that allows ceteris paribus comparisons.
A wide range of topics and issues are covered in
this literature, such as individual choice behav-
iour, bargaining, provision of public goods, theo-
ries of learning, auction markets, and behavioural
finance. A comprehensive review of major areas
of experimental research in economics is provided
in Kagel and Roth (1995).

These developments have posed new problems
and challenges in the areas of experimental
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design, statistical methods and policy analysis.
Another important aspect of recent developments
in microeconometric literature relates to the use of
microanalytic simulation models for policy anal-
ysis and evaluation to reform packages in areas
such as health care, taxation, social security sys-
tems, and transportation networks. Cameron and
Trivedi (2005) review the recent developments in
methods and application of microeconometrics.
Some of these topics will be discussed in more
detail below.

Econometrics of Panel Data

Panel data models are used in many areas of
econometrics, although initially they were devel-
oped primarily for the analysis of micro behav-
iour, and focused on panels formed from cross-
section of N individual households or firms sur-
veyed for T successive time periods. These types
of panels are often referred to as ‘micropanels’. In
social and behavioural sciences they are also
known as longitudinal data or panels. The litera-
ture on micro-panels typically takes N to be quite
large (in hundreds) and 7 rather small, often less
than ten. But more recently, with the increasing
availability of financial and macroeconomic data,
analyses of panels where both N and T are rela-
tively large have also been considered. Examples
of such data-sets include time series of company
data from Datastream, country data from Interna-
tional Financial Statistics or the Penn World
Table, and county and state data from national
statistical offices. There are also pseudo panels
of firms and consumers composed of repeated
cross sections that cover cross-section units that
are not necessarily identical but are observed over
relatively long time periods. Since the available
cross-section observations do not (necessarily)
relate to the same individual unit, some form of
grouping of the cross-section units is needed.
Once the grouping criteria are set, the estimation
can proceed using fixed effects estimation applied
to group averages if the number of observations
per group is sufficiently large; otherwise possible
measurement errors of the group averages also
need to be taken into account. Deaton (1985)
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pioneered the econometric analysis of pseudo
panels. Verbeek (2008) provides a recent review.

Use of panels can enhance the power of empir-
ical analysis and allows estimation of parameters
that might not have been identified using the time
or the cross-section dimensions alone. These ben-
efits come at a cost. In the case of linear panel data
models with a short time span the increased power
is usually achieved under assumptions of param-
eter homogeneity and error cross-section indepen-
dence. Short panels with autocorrelated
disturbances also pose a new identification prob-
lem, namely, how to distinguished between
dynamics and state dependence (Arellano 2003,
ch. 5). In panels with fixed effects the homogene-
ity assumption is relaxed somewhat by allowing
the intercepts in the panel regressions to vary
freely over the cross-section units, but continues
to maintain the error cross-section independence
assumption. The random coefficient specification
of Swamy (1970) further relaxes the slope homo-
geneity assumption, and represents an important
generalization of the random effects model (Hsiao
and Pesaran 2007). In micro-panels where 7 is
small cross-section dependence can be dealt with
if it can be attributed to spatial (economic or
geographic) effects. Anselin (1988) and Anselin
et al. (2007) provide surveys of the literature on
spatial econometrics. A number of studies have
also used measures such as trade or capital flows
to capture economic distance, as in Conley and
Topa (2002), Conley and Dupor (2003), and
Pesaran et al. (2004).

Allowing for dynamics in panels with fixed
effects also presents additional difficulties; for
example, the standard within-group estimator
will be inconsistent unless 77 — oo (Nickell
1981). In linear dynamic panels the incidental
parameter problem (the unobserved heterogene-
ity) can be resolved by first differencing the model
and then estimating the resultant first-differenced
specification by instrumental variables or by the
method of transformed likelihood (Anderson and
Hsiao 1981, 1982; Holtz-Eakin et al. 1988;
Arellano and Bond 1991; Hsiao et al. 2002).
A similar procedure can also be followed in the
case of short 7 panel VARs (Binder et al. 2005).
But other approaches are needed for nonlinear
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panel data models. See, for example, Honoré and
Kyriazidou (2000) and review of the literature on
nonlinear panels in Arellano and Honoré (2001).
Relaxing the assumption of slope homogeneity
in dynamic panels is also problematic, and
neglecting to take account of slope heterogeneity
will lead to inconsistent estimators. In the pres-
ence of slope heterogeneity Pesaran and Smith
(1995) show that the within-group estimator
remains inconsistent even if both N and 7 — oo.
A Bayesian approach to estimation of micro
dynamic panels with random slope coefficients
is proposed in Hsiao et al. (1999).

To deal with general dynamic specifications,
possible slope heterogeneity and error cross-
section dependence, large T and N panels are
required. In the case of such large panels it is
possible to allow for richer dynamics and param-
eter heterogeneity. Cross-section dependence of
errors can also be dealt with using residual com-
mon factor structures. These extensions are par-
ticularly relevant to the analysis of purchasing
power parity hypothesis (O’Connell 1998; Imbs
et al. 2005; Pedroni 2001; Smith et al. 2004),
output convergence (Durlauf et al. 2005; Pesaran
2007b), the Fisher effect (Westerlund 2005),
house price convergence (Holly et al. 2006),
regional migration (Fachin 2006), and uncovered
interest parity (Moon and Perron 2007). The
econometric methods developed for large panels
has to take into account the relationship between
the increasing number of time periods and cross-
section units (Phillips and Moon 1999). The rela-
tive expansion rates of N and 7 could have impor-
tant consequences for the asymptotic and small
sample properties of the panel estimators and
tests. This is because fixed T estimation bias tend
to magnify with increases in the cross-section
dimension, and it is important that any bias in
the T dimension is corrected in such a way that
its overall impact disappears as both N and
T — oo, jointly.

The first generation panel unit root tests pro-
posed, for example, by Levin et al. (2002) and Im
et al. (2003) allowed for parameter heterogeneity
but assumed errors were cross-sectionally inde-
pendent. More recently, panel unit root tests that
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allow for error cross-section dependence have
been proposed by Bai and Ng (2004), Moon and
Perron (2004), and Pesaran (2007a). As compared
with panel unit root tests, the analysis of
cointegration in panels is still at an early stage of
its development. So far the focus of the panel
cointegration literature has been on residual-
based approaches, although there has been a num-
ber of attempts at the development of system
approaches as well (Pedroni 2004). But once
cointegration is established the long-run parame-
ters can be estimated efficiently using techniques
similar to the ones proposed in the case of single
time-series models. These estimation techniques
can also be modified to allow for error cross-
section dependence (Pesaran 2007a). Surveys of
the panel unit root and cointegration literature are
provided by Banerjee (1999), Baltagi and Kao
(2000), Choi (2006), and Breitung and
Pesaran (2008).

The micro and macro panel literature is vast and
growing. For the analysis of many economic prob-
lems, further progress is needed in the analysis of
nonlinear panels, testing and modelling of error
cross-section dependence, dynamics, and neglected
heterogeneity. For general reviews of panel data
econometrics, see Arellano (2003), Baltagi (2005),
Hsiao (2003), and Wooldridge (2002).

Nonparametric and Semiparametric
Estimation

Much empirical research is concerned with esti-
mating conditional mean, median, or hazard func-
tions. For example, a wage equation gives the
mean, median or, possibly, some other quantile
of wages of employed individuals conditional on
characteristics such as years of work experience
and education. A hedonic price function gives the
mean price of a good conditional on its character-
istics. The function of interest is rarely known a
priori and must be estimated from data on the
relevant variables. For example, a wage equation
is estimated from data on the wages, experience,
education and, possibly, other characteristics of
individuals. Economic theory rarely gives useful
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guidance on the form (or shape) of a conditional
mean, median, or hazard function. Consequently,
the form of the function must either be assumed or
inferred through the estimation procedure.

The most frequently used estimation methods
assume that the function of interest is known up to
a set of constant parameters that can be estimated
from data. Models in which the only unknown
quantities are a finite set of constant parameters
are called ‘parametric’. A linear model that is
estimated by ordinary least squares is a familiar
and frequently used example of a parametric
model. Indeed, linear models and ordinary least
squares have been the workhorses of applied
econometrics since its inception. It is not difficult
to see why. Linear models and ordinary least
squares are easy to work with both analytically
and computationally, and the estimation results
are easy to interpret. Other examples of widely
used parametric models are binary logit and probit
models if the dependent variable is binary (for
example, an indicator of whether an individual is
employed or whether a commuter uses automo-
bile or public transit for a trip to work) and the
Weibull hazard model if the dependent variable is
a duration (for example, the duration of a spell of
employment or unemployment).

Although parametric models are easy to work
with, they are rarely justified by theoretical or
other a priori considerations and often fit the
available data badly. Horowitz (2001), Horowitz
and Savin (2001), Horowitz and Lee (2002), and
Pagan and Ullah (1999) provide examples. The
examples also show that conclusions drawn from
a convenient but incorrectly specified model can
be very misleading. Of course, applied econome-
tricians are aware of the problem of specification
error. Many investigators attempt to deal with it by
carrying out a specification search in which sev-
eral different models are estimated and conclu-
sions are based on the one that appears to fit the
data best. Specification searches may be unavoid-
able in some applications, but they have many
undesirable properties. There is no guarantee
that a specification search will include the correct
model or a good approximation to it. If the search
includes the correct model, there is no guarantee
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that it will be selected by the investigator’s model
selection criteria. Moreover, the search process
invalidates the statistical theory on which infer-
ence is based.

Given this situation, it is reasonable to ask
whether conditional mean and other functions of
interest in applications can be estimated non-
parametrically, that is, without making a priori
assumptions about their functional forms. The
answer is clearly ‘yes’ in a model whose explan-
atory variables are all discrete. If the explanatory
variables are discrete, then each set of values of
these variables defines a data cell. One can esti-
mate the conditional mean of the dependent vari-
able by averaging its values within each cell.
Similarly, one can estimate the conditional
median cell by cell.

If the explanatory variables are continuous,
they cannot be grouped into cells. Nonetheless,
it is possible to estimate conditional mean and
median functions that satisfy mild smoothness
conditions without making a priori assumptions
about their shapes. Techniques for doing this have
been developed mainly in statistics, beginning
with Nadaraya’s (1964) and Watson’s (1964) non-
parametric estimator of a conditional mean func-
tion. The Nadaraya—Watson estimator, which is
also called a kernel estimator, is a weighted aver-
age of the observed values of the dependent var-
iable. More specifically, suppose that the
dependent variable is Y, the explanatory variable
is X, and the data consist of observations {Y,, X; :

i=1, ...,n}. Then the Nadaraya—Watson
estimator of the mean of Yat X = x is a weighted
average of the Y;’s. ¥;’s corresponding to X;’s that
are close to x get more weight than do Y;’s
corresponding to X;’s that are far from x. The
statistical properties of the Nadaraya—Watson esti-
mator have been extensively investigated for both
crosssectional and time-series data, and the esti-
mator has been widely used in applications. For
example, Blundell et al. (2003) used kernel esti-
mates of Engel curves in an investigation of the
consistency of household-level data and revealed
preference theory. Hausman and Newey (1995)
used kernel estimates of demand functions to esti-
mate the equivalent variation for changes in
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gasoline prices and the deadweight losses associ-
ated with increases in gasoline taxes. Kernel-
based methods have also been developed for esti-
mating conditional quantile and hazard functions.

There are other important nonparametric
methods for estimating conditional mean func-
tions. Local linear estimation and series or sieve
estimation are especially useful in applications.
Local linear estimation consists of estimating the
mean of Yat X = x by using a form of weighted
least squares to fit a linear model to the data. The
weights are such that observations (Y;, X;) for
which X; is close to x receive more weight than
do observations for which X; is far from x. In
comparison with the Nadaraya—Watson estimator,
local linear estimation has important advantages
relating to bias and behaviour near the boundaries
of'the data. These are discussed in the book by Fan
and Gijbels (1996), among other places.

A series estimator begins by expressing the
true conditional mean (or quantile) function as
an infinite series expansion using basis functions
such as sines and cosines, orthogonal polyno-
mials, or splines. The coefficients of a truncated
version of the series are then estimated by ordi-
nary least squares. The statistical properties of
series estimators are described by Newey (1997).
Hausman and Newey (1995) give an example of
their use in an economic application.

Nonparametric models and estimates essen-
tially eliminate the possibility of misspecification
of a conditional mean or quantile function (that is,
they consistently estimate the true function), but
they have important disadvantages that limit their
usefulness in applied econometrics. One impor-
tant problem is that the precision of a nonparamet-
ric estimator decreases rapidly as the dimension of
the explanatory variable X increases. This phe-
nomenon is called the ‘curse of dimensionality’.
It can be understood most easily by considering
the case in which the explanatory variables are all
discrete. Suppose the data contain 500 observa-
tions of Y and X. Suppose, further, that X is a
K-component vector and that each component
can take five different values. Then the values of
X generate 5* cells. If K = 4, which is not unusual
in applied econometrics, then there are 625 cells,
or more cells than observations. Thus, estimates
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of the conditional mean function are likely to be
very imprecise for most cells because they will
contain few observations. Moreover, there will be
at least 125 cells that contain no data and, conse-
quently, for which the conditional mean function
cannot be estimated at all. It has been proved that
the curse of dimensionality is unavoidable in non-
parametric estimation. As a result of it, impracti-
cably large samples are usually needed to obtain
acceptable estimation precision if X s
multidimensional.

Another problem is that nonparametric esti-
mates can be difficult to display, communicate,
and interpret when X is multidimensional. Non-
parametric estimates do not have simple analytic
forms. If X is one-or two-dimensional, then the
estimate of the function of interest can be
displayed graphically, but only reduced-
dimension projections can be displayed when
X has three or more components. Many such
displays and much skill in interpreting them can
be needed to fully convey and comprehend the
shape of an estimate.

A further problem with nonparametric estima-
tion is that it does not permit extrapolation. For
example, in the case of a conditional mean func-
tion it does not provide predictions of the mean of
Yat values of x that are outside of the range of the
data on X. This is a serious drawback in policy
analysis and forecasting, where it is often impor-
tant to predict what might happen under condi-
tions that do not exist in the available data. Finally,
in nonparametric estimation it can be difficult to
impose restrictions suggested by economic or
other theory. Matzkin (1994) discusses this issue.

The problems of nonparametric estimation
have led to the development of so-called semi-
parametric methods that offer a compromise
between parametric and nonparametric estima-
tion. Semiparametric methods make assumptions
about functional form that are stronger than those
of a nonparametric model but less restrictive than
the assumptions of a parametric model, thereby
reducing (though not eliminating) the possibility
of specification error. Semiparametric methods
permit greater estimation precision than do non-
parametric methods when X is multidimensional.
Semiparametric estimation results are usually
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easier to display and interpret than are nonpara-
metric ones, and provide limited capabilities for
extrapolation.

In econometrics, semiparametric estimation
began with Manski’s (1975, 1985) and Cosslett’s
(1983) work on estimating discrete-choice
random-utility models. McFadden had introduced
multinomial logit random utility models. These
models assume that the random components of
the utility function are independently and identi-
cally distributed with the Type 1 extreme value
distribution. (The Type I extreme value distribu-
tion and density functions are defined, for exam-
ple, in Egs. (3.1) and (3.2) Maddala 1983, p. 60.)
The resulting choice model is analytically simple
but has properties that are undesirable in many
applications (for example, the well-known
independence-of-irrelevant-alternatives prop-
erty). Moreover, estimators based on logit models
are inconsistent if the distribution of the random
components of utility is not Type I extreme value.
Manski (1975, 1985) and Cosslett (1983) pro-
posed estimators that do not require a priori
knowledge of this distribution. Powell’s (1984,
1986) least absolute deviations estimator for cen-
sored regression models is another early contribu-
tion to econometric research on semiparametric
estimation. This estimator was motivated by the
observation that estimators of (parametric) Tobit
models are inconsistent if the underlying normal-
ity assumption is incorrect. Powell’s estimator is
consistent under very weak distributional
assumptions.

Semiparametric estimation has continued to be
an active area of econometric research. Semi-
parametric estimators have been developed for a
wide variety of additive, index, partially linear,
and hazard models, among others. These estima-
tors all reduce the effective dimension of the esti-
mation problem and overcome the curse of
dimensionality by making assumptions that are
stronger than those of fully nonparametric estima-
tion but weaker than those of a parametric model.
The stronger assumptions also give the models
limited extrapolation capabilities. Of course,
these benefits come at the price of increased risk
of specification error, but the risk is smaller than
with simple parametric models. This is because
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semiparametric models make weaker assumptions
than do parametric models, and contain simple
parametric models as special cases.
Semiparametric estimation is also an important
research field in statistics, and it has led to much
interaction between statisticians and econometri-
cians. The early statistics and Dbiostatistics
research that is relevant to econometrics was
focused on survival (duration) models. Cox’s
(1972) proportional hazards model and the Buck-
ley and James (1979) estimator for censored
regression models are two early examples of this
line of research. Somewhat later, Stone (1985)
showed that a nonparametric additive model can
overcome the curse of dimensionality. Since then,
statisticians have contributed actively to research
on the same classes of semiparametric models that
econometricians have worked on.

Theory-Based Empirical Models

Many econometric models are connected to eco-
nomic theory only loosely or through essentially
arbitrary parametric assumptions about, say, the
shapes of utility functions. For example, a logit
model of discrete choice assumes that the random
components of utility are independently and iden-
tically distributed with the Type I extreme value
distribution. In addition, it is frequently assumed
that the indirect utility function is linear in prices
and other characteristics of the alternatives.
Because economic theory rarely, if ever, yields a
parametric specification of a probability model, it
is worth asking whether theory provides useful
restrictions on the specification of econometric
models, and whether models that are consistent
with economic theory can be estimated without
making non-theoretical parametric assumptions.
The answers to these questions depend on the
details of the setting being modelled.

In the case of discrete-choice, random-utility
models, the inferential problem is to estimate the
distribution of (direct or indirect) utility condi-
tional on observed characteristics of individuals
and the alternatives among which they choose.
More specifically, in applied research one usually
is interested in estimating the systematic
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component of utility (that is, the function that
gives the mean of utility conditional on the
explanatory variables) and the distribution of the
random component of utility. Discrete choice is
present in a wide range of applications, so it is
important to know whether the systematic com-
ponent of utility and the distribution of the random
component can be estimated nonparametrically,
thereby avoiding the non-theoretical distribu-
tional and functional form assumptions that are
required by parametric models. The systematic
component and distribution of the random com-
ponent cannot be estimated unless they are iden-
tified. However, economic theory places only
weak restrictions on utility functions (for exam-
ple, shape restrictions such as monotonicity, con-
vexity, and homogeneity), so the classes of
conditional mean and utility functions that satisfy
the restrictions are large. Indeed, it is not difficult
to show that observations of individuals’ choices
and the values of the explanatory variables, by
themselves, do not identify the systematic com-
ponent of utility and the distribution of the random
component without making assumptions that
shrink the class of allowed functions.

This issue has been addressed in a series of
papers by Matzkin that are summarized in
Matzkin (1994). Matzkin gives conditions under
which the systematic component of utility and the
distribution of the random component are identi-
fied without restricting either to a finite-
dimensional parametric family. Matzkin also
shows how these functions can be estimated con-
sistently when they are identified. Some of the
assumptions required for identification may be
undesirable in applications. Moreover, Manski
(1988) and Horowitz (1998) have given examples
in which infinitely many combinations of the sys-
tematic component of utility and distribution of
the random component are consistent with a
binary logit specification of choice probabilities.
Thus, discrete-choice, random-utility models can
be estimated under assumptions that are consider-
ably weaker than those of, say, logit and probit
models, but the systematic component of utility
and the distribution of the random component
cannot be identified using the restrictions of eco-
nomic theory alone. It is necessary to make
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additional assumptions that are not required by
economic theory and, because they are required
for identification, cannot be tested empirically.

Models of market-entry decisions by oligopo-
listic firms present identification issues that are
closely related to those in discrete-choice, random
utility models. Berry and Tamer (2006) explain
the identification problems and approaches to
resolving them.

The situation is different when the economic
setting provides more information about the rela-
tion between observables and preferences than is
the case in discrete-choice models. This happens
in models of certain kinds of auctions, thereby
permitting nonparametric estimation of the distri-
bution of values for the auctioned object. An
example is a first-price, sealed bid auction within
the independent private values paradigm. Here,
the problem is to infer the distribution of bidders’
values for the auctioned object from observed
bids. A game-theory model of bidders’ behaviour
provides a characterization of the relation between
bids and the distribution of private values. Guerre
et al. (2000) show that this relation non-
parametrically identifies the distribution of values
if the analyst observes all bids and certain other
mild conditions are satisfied. Guerre et al. (2000)
also show how to carry out nonparametric estima-
tion of the value distribution.

Dynamic decision models and equilibrium job-
search models are other examples of empirical
models that are closely connected to economic
theory, though they also rely on non-theoretical
parametric assumptions. In a dynamic decision
model, an agent makes a certain decision repeat-
edly over time. For example, an individual may
decide each year whether to retire or not. The
optimal decision depends on uncertain future
events (for example, the state of one’s future
health) whose probabilities may change over
time (for example, the probability of poor health
increases as one ages) and depend on the decision.
In each period, the decision of an agent who
maximizes expected utility is the solution to a
stochastic, dynamic programming problem.
A large body of research, much of which is
reviewed by Rust (1994), shows how to specify
and estimate econometric models of the utility
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function (or, depending on the application, cost
function), probabilities of relevant future events,
and the decision process.

An equilibrium search model determines the
distributions of job durations and wages endoge-
nously. In such a model, a stochastic process
generates wage offers. An unemployed worker
accepts an offer if it exceeds his reservation
wage. An employed worker accepts an offer if it
exceeds his current wage. Employers choose
offers to maximize expected profits. Among
other things, an equilibrium search model pro-
vides an explanation for why seemingly identical
workers receive different wages. The theory of
equilibrium search models is described in
Albrecht and Axell (1984), Mortensen (1990),
and Burdett and Mortensen (1998). There is a
large body of literature on the estimation of these
models. Bowlus et al. (2001) provide a recent
example with many references.

The Bootstrap

The exact, finite-sample distributions of econo-
metric estimators and test statistics can rarely be
calculated in applications. This is because, except
in special cases and under restrictive assumptions
(for example, the normal linear model), finite
sample distributions depend on the unknown dis-
tribution of the population from which the data
were sampled. This problem is usually dealt with
by making use of large-sample (asymptotic)
approximations. A wide variety of econometric
estimators and test statistics have distributions
that are approximately normal or chi-square
when the sample size is large, regardless of the
population distribution of the data. The approxi-
mation error decreases to zero as the sample size
increases. Thus, asymptotic approximations can
to be used to obtain confidence intervals for
parameters and critical values for tests when the
sample size is large.

It has long been known, however, that the
asymptotic normal and chi-square approximations
can be very inaccurate with the sample sizes
encountered in applications. Consequently, there
can be large differences between the true and
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nominal coverage probabilities of confidence
intervals and between the true and nominal prob-
abilities with which a test rejects a correct null
hypothesis. One approach to dealing with this
problem is to use higher-order asymptotic approx-
imations such as Edgeworth or saddlepoint expan-
sions. These received much research attention
during 1970s and 1980s, but analytic higher-
order expansions are rarely used in applications
because of their algebraic complexity.

The bootstrap, which is due to Efron (1979),
provides a way to obtain sometimes spectacular
improvements in the accuracy of asymptotic
approximations while avoiding algebraic com-
plexity. The bootstrap amounts to treating the
data as if they were the population. In other
words, it creates a pseudo-population whose dis-
tribution is the empirical distribution of the data.
Under sampling from the pseudo-population, the
exact finite sample distribution of any statistic can
be estimated with arbitrary accuracy by carrying
out a Monte Carlo simulation in which samples
are drawn repeatedly from the empirical distribu-
tion of the data. That is, the data are repeatedly
sampled randomly with replacement. Since the
empirical distribution is close to the population
distribution when the sample size is large, the
bootstrap consistently estimates the asymptotic
distribution of a wide range of important statistics.
Thus, the bootstrap provides a way to replace
analytic calculations with computation. This is
useful when the asymptotic distribution is difficult
to work with analytically.

More importantly, the bootstrap provides a
low-order Edgeworth approximation to the distri-
bution of a wide variety of asymptotically stan-
dard normal and chi-square statistics that are used
in applied research. Consequently, the bootstrap
provides an approximation to the finite-sample
distributions of such statistics that is more accu-
rate than the asymptotic normal or chi-square
approximation. The theoretical research leading
to this conclusion was carried out by statisticians,
but the bootstrap’s importance has been recog-
nized in econometrics and there is now an impor-
tant body of econometric research on the topic. In
many settings that are important in applications,
the bootstrap essentially eliminates errors in the



3224

coverage probabilities of confidence intervals and
the rejection probabilities of tests. Thus, the boot-
strap is a very important tool for applied
econometricians.

There are, however, situations in which the
bootstrap does not estimate a statistic’s asymptotic
distribution consistently. Manski’s (1975, 1985)
maximum score estimator of the parameters of a
binary response model is an example. All known
cases of bootstrap inconsistency can be overcome
through the use of subsampling methods. In sub-
sampling, the distribution of a statistic is esti-
mated by carrying out a Monte Carlo simulation
in which the subsamples of the data are drawn
repeatedly. The subsamples are smaller than the
original data-set, and they can be drawn randomly
with or without replacement. Subsampling pro-
vides estimates of asymptotic distributions that
are consistent under very weak assumptions,
though it is usually less accurate than the boot-
strap when the bootstrap is consistent.

Programme Evaluation and Treatment
Effects

Programme evaluation is concerned with estimat-
ing the causal effect of a treatment or policy inter-
vention on some population. The problem arises
in many disciplines, including biomedical
research (for example, the effects of a new medi-
cal treatment) and economics (for example, the
effects of job training or education on earnings).
The most obvious way to learn the effects of
treatment on a group of individuals by observing
each individual’s outcome in both the treated and
the untreated states. This is not possible in prac-
tice, however, because one virtually always
observes any given individual in either the treated
state or the untreated state but not both. This does
not matter if the individuals who receive treatment
are identical to those who do not, but that rarely
happens. For example, individuals who choose to
take a certain drug or whose physicians prescribe
it for them may be sicker than individuals who do
not receive the drug. Similarly, people who
choose to obtain high levels of education may be
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different from others in ways that affect future
earnings.

This problem has been recognized since at
least the time of R.A. Fisher. In principle, it can
be overcome by assigning individuals randomly
to treatment and control groups. One can then
estimate the average effect of treatment by the
difference between the average outcomes of
treated and untreated individuals. This random
assignment procedure has become something of
a gold standard in the treatment effects literature.
Clinical trials use random assignment, and there
have been important economic and social experi-
ments based on this procedure. But there are also
serious practical problems. First, random assign-
ment may not be possible. For example, one can-
not assign high-school students randomly to
receive a university education or not. Second,
even if random assignment is possible, post-
randomization events may disrupt the effects of
randomization. For example, individuals may
drop out of the experiment or take treatments
other than the one to which they are assigned.
Both of these things may happen for reasons that
are related to the outcome of interest. For exam-
ple, very ill members of a control group may
figure out that they are not receiving treatment
and find a way to obtain the drug being tested. In
addition, real-world programmes may not operate
the way that experimental ones do, so real-world
outcomes may not mimic those found in an exper-
iment, even if nothing has disrupted the
randomization.

Much research in econometrics, statistics, and
biostatistics has been aimed at developing
methods for inferring treatment effects when ran-
domization is not possible or is disrupted by post-
randomization events. In econometrics, this
research dates back at least to Gronau (1974)
and Heckman (1974). The fundamental problem
is to identify the effects of treatment or, in less
formal terms, to separate the effects of treatment
from those of other sources of differences between
the treated and untreated groups. Manski (1995),
among many others, discusses this problem.
Large literatures in statistics, biostatistics, and
econometrics are concerned with developing



Econometrics

identifying assumptions that are reasonable in
applied settings. However, identifying assump-
tions are not testable empirically and can be con-
troversial. One widely accepted way of dealing
with this problem is to conduct a sensitivity anal-
ysis in which the sensitivity of the estimated treat-
ment effect to alternative identifying assumptions
is assessed. Another possibility is to forgo contro-
versial identifying assumptions and to find the
entire set of outcomes that are consistent with
the joint distribution of the observed variables.
This approach, which has been pioneered by
Manski and several co-investigators, is discussed
in Manski (1995, 2003), among other places. Hotz
et al. (1997) provide an interesting application of
bounding methods to measuring the effects of
teenage pregnancy on the labour market outcomes
of young women.

Integration and Simulation Methods in
Econometrics

The integration problem is endemic in economic
modelling, arising whenever economic agents do
not observe random variables and the behaviour
paradigm is the maximization of expected utility.
The econometrician inherits this problem in the
expression of the corresponding econometric
model, even before taking up inference and esti-
mation. The issue is most familiar in dynamic
optimization contexts, where it can be addressed
by a variety of methods. Taylor and Uhlig (1990)
present a comprehensive review of these methods;
for later innovations see Keane and Wolpin
(1994), Rust (1997), and Santos and Vigo-
Aguiar (1998).

The problem is more pervasive in economet-
rics than in economic modelling, because it arises,
in addition, whenever economic agents observe
random variables that the econometrician does
not. For example, the economic agent may form
expectations conditional on an information set not
entirely accessible to the econometrician, such as
personal characteristics or confidential informa-
tion. Another example arises in discrete choice
settings, where utilities of alternatives are never
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observed and the prices of alternatives often are
not. In these situations the economic model pro-
vides a probability distribution of outcomes con-
ditional on three classes of objects: observed
variables, available to the econometrician; latent
variables, unobserved by the econometrician; and
parameters or functions describing the prefer-
ences and decision-making environment of the
economic agent. The econometrician typically
seeks to learn about the parameters or functions
given the observed variables.

There are several ways of dealing with this
task. Two approaches that are closely related and
widely used in the econometrics literature gener-
ate integration problems. The first is to maintain a
distribution of the latent variables conditional on
observed variables, the parameters in the model,
and additional parameters required for completing
this distribution. (This is the approach taken in
maximum likelihood and Bayesian inference.)
Combined with the model, this leads to the joint
distribution of outcomes and latent variables con-
ditional on observed variables and parameters.
Since the marginal distribution of outcomes is
the one relevant for the econometrician in this
conditional distribution, there is an integration
problem for the latent variables. The second
approach is weaker: it restricts to zero the values
of certain population moments involving the
latent and observable variables. (This is the
approach taken in generalized method of
moments, which can be implemented with both
parametric and nonparametric methods.) These
moments depend upon the parameters (which is
why the method works) and the econometrician
must therefore be able to evaluate the moments for
any given set of parameter values. This again
requires integration over the latent variables.

Ideally, this integral would be evaluated ana-
lytically. Often — indeed, typically — this is not
possible. The alternative is to use numerical
methods. Some of these are deterministic, but
the rapid growth in the solution of these problems
since (roughly) 1990 has been driven more by
simulation methods employing pseudo-random
numbers generated by computer hardware and
software. This section reviews the most important
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these methods and describes their most significant
use in non-Bayesian econometrics, namely, simu-
lated method of moments. In Bayesian economet-
rics the integration problem is inescapable, the
structure of the economic model notwithstanding,
because parameters are treated explicitly as
unobservable random variables. Consequently
simulation methods have been central to Bayesian
inference in econometrics.

Deterministic Approximation of Integrals

The evaluation of an integral is a problem as old as
the calculus itself. In well-catalogued but limited
instances analytical solutions are available:
Gradshteyn and Ryzhik (1965) is a useful classic
reference. For integration in one dimension there
are several methods of deterministic approxima-
tion, including Newton-Coates (Press et al. 1986,
ch. 4; Davis and Rabinowitz 1984, ch. 2), and
Gaussian quadrature (Golub and Welsch 1969;
Judd 1998, s. 7.2). Gaussian quadrature approxi-
mates a smooth function as the product a polyno-
mial of modest order and a smooth basis function,
and then uses iterative refinements to compute the
approximation. It is incorporated in most mathe-
matical applications software and is used rou-
tinely to approximate integrals in one dimension
to many significant figures of accuracy.

Integration in several dimensions by means of
deterministic approximation is more difficult.
Practical generic adaptations of Gaussian quadra-
ture are limited to situations in which the inte-
grand is approximately the product of functions
of single variables (Davis and Rabinowitz 1984,
pp- 354-9). Even here the logarithm of computa-
tion time is approximately linear in the number of
variables, a phenomenon sometimes dubbed ‘the
curse of dimensionality.” Successful extensions of
quadrature beyond dimensions of four or five are
rare, and these extensions typically require sub-
stantial analytical work before they can be applied
successfully.

Low discrepancy methods provide an alterna-
tive generic approach to deterministic approxima-
tion of integrals in higher dimensions. The
approximation is the average value of the inte-
grand computed over a well-chosen sequence of
points whose configuration amounts to a
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sophisticated lattice. Different sequences lead to
variants on the approach, the best known being the
Halton (1960) sequence and the Hammersley
(1960) sequence. Niederreiter (1992) reviews
these and other variants.

A key property of any method of integral
approximation, deterministic or nondeterministic,
is that it should provide as a by-product some
indicator of the accuracy of the approximation.
Deterministic methods typically provide upper
bounds on the approximation error, based on
worst-case situations. In many situations the
actual error is orders of magnitude less than the
upper bound, and as a consequence attaining
desired error tolerances may appear to be imprac-
tical, whereas in fact these tolerances can easily be
attained. Geweke (1996, s. 2.3) provides an
example.

Simulation Approximation of Integrals

The structure of integration problems encountered
in econometrics makes them often more amenable
to attack by simulation methods than by non-
deterministic methods. Two characteristics are
key. First, integrals in many dimensions are
required. In some situations the number is propor-
tional to the size of the sample, and, while the
structure of the problem may lead to decomposi-
tion in terms of many integrals of smaller dimen-
sion, the resulting structure and dimension are still
unsuitable for deterministic methods. The second
characteristic is that the integration problem usu-
ally arises as the need to compute the expected
value of a function of a random vector with a
given probability distribution P:

= | eopx, ()
S

where p is the density corresponding to P, g is the
function, x is the random vector, and / is the
number to be approximated. The probability dis-
tribution P is then the point of departure for the
simulation.

For many distributions there are reliable algo-
rithms, implemented in widely available mathe-
matical applications software, for simulation of
random vectors x. This yields a sample {g(x"")}



Econometrics

(m=1, ..., M) whose arithmetic mean pro-
vides an approximation of /, and for which a
central limit theorem provides an assessment of
the accuracy of the approximation in the usual
way. (This requires the existence of the first two
moments of g, which must be shown analytically.)
This approach is most useful when p is simple
(so that direct simulation of x is possible) but the
structure of g precludes analytical evaluation of 1.

This simple approach does not suffice for the
integration problem as it typically arises in econo-
metrics. A leading example is the multinomial
probit (MNP) model with J discrete choices. For
each individual i the utility of the last choice u; is
normalized to be zero, and the utilities of the first
J — 1 choices are given by the vector

u; ~ N(X;8,2), 2)
where X is a matrix of characteristics of individual
i, including the prices and other properties of the
choices presented to that individual, and f and %,
are structural parameters of the model. If the j’th
element of wu; is positive and larger than all the
other elements of u; the individual makes choice j,
and if all elements of u are negative the individual
makes choice J. The probability that individual
i makes choice j is the integral of the (n — 1)-
variate normal distribution (1) taken over the sub-
space  {w; :uy <u;Vk=1, ..., n}. This
computation is essential in evaluating the likeli-
hood function, and it has no analytical solution.
(For discussion and review, see Sandor and
Andras 2004.)

Several generic simulation methods have been
used for the problem (1) in econometrics. One of
the oldest is acceptance sampling, a simple variant
of which is described in von Neumann (1951) and
Hammersley and Handscomb (1964). Suppose it
is possible to draw from the distribution Q with
density ¢, and the ratio p(x)/g(x) is bounded above
by the known constant a. If x is simulated succes-
sively from Q but accepted and taken into the
sample with probability p(x)/[ag(x)], then the
resulting sample is independently distributed
with the identical distribution P. Proofs and fur-
ther discussion are widely available; for example,
Press et al. (1992, s. 7.4), Bratley et al. (1987,
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s. 5.2.5), and Geweke (2005, s. 4.2.1). The uncon-
ditional probability of accepting draws from Q is
1/a. 1f a is too large the method is impractical, but
when acceptance sampling is practical it provides
draws directly from P. This is an important com-
ponent of many of the algorithms underlying the
‘black box’ generation of random variables in
mathematical applications software.
Alternatively, in the same situation all of
the draws from Q are retained and taken into a
stratified sample in which the weight w(x"™)
= p(x “)/g(x"™) is associated with the m’th
draw. The approximation of / in (1) is then the
weighted average of the terms g(x”). This
approach dates at least to Hammersley and
Handscomb (1964, s. 5.4), and was introduced to
econometrics by Kloek and van Dijk (1978). The
procedure is more general than acceptance sam-
pling in that a known upper bound of w is not
required, but if in fact a is large then the weights
will display large variation and the approximation
will be poor. This is clear in the central limit
theorem for the accuracy of approximation pro-
vided in Geweke (1989a), which as a practical
matter requires that a finite upper bound on w be
established analytically. This is a key limitation of
acceptance sampling and importance sampling.
Markov chain Monte Carlo (MCMC) methods
provide an entirely different approach to the solu-
tion of the integration problem (1). These proce-
dures construct a Markov process of the form

x(m Np(x/x(’”*l)) 3)

in such a way that

M! ig(x(”’))

m=1

converges (almost surely) to /. These methods
have a history in mathematical physics dating
back to the algorithm of Metropolis et al. (1953).
Hastings (1970) focused on statistical problems
and extended the method to its present form
known as the Hastings—Metropolis (HM) algo-
rithm. HM draws a candidate x* from a conve-
nient distribution indexed by x V. It sets
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x"™ = x with probability «(x"" ", x"™) and sets
x"™ = x" otherwise, the function « being cho-
sen so that the process (3) defined in this way has
the desired convergence property. Chib and
Greenberg (1995) provide a detailed introduction
to HM and its application in econometrics.
Tierney (1994) provides a succinct summary of
the relevant continuous state space Markov chain
theory bearing on the convergence of MCMC.

A version of the HM algorithm particularly
suited to image reconstruction and problems in
spatial statistics, known as the Gibbs sampling
(GS) algorithm, was introduced by Geman and
Geman (1984). This was subsequently shown to
have great potential for Bayesian computation
by Gelfand and Smith (1990). In GS the vector
x is subdivided into component vectors,
X' = (x],...,X}), in such a way that simulation
from the conditional distribution of each x;
implied by p(x) in (1) is feasible. This method
has proven very advantageous in econometrics
generally, and it revolutionized Bayesian
approaches in particular beginning about 1990.

By the turn of the century HM and GS algo-
rithms were standard tools for likelihood-based
econometrics. Their structure and strategic impor-
tance for Bayesian econometrics were conveyed
in surveys by Geweke (1999) and Chib (2001), as
well as in a number of textbooks, including Koop
(2003), Lancaster (2004), Geweke (2005), and
Rossi et al. (2005). Central limit theorems can be
used to assess the quality of approximations as
described in Tierney (1994) and Geweke (2005).

Simulation Methods in Non-Bayesian
Econometrics

Generalized method of moments estimation has
been a staple of non-Bayesian econometrics since
its introduction by Hansen (1982). In an econo-
metric model with £ x 1 parameter vector @ eco-
nomic theory provides the set of sample moment
restrictions

h(6) = J gX)p(x| O.y)dx =0, (4

where g(x) is ap x | vector and y denotes the data
including instrumental variables. An example is
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the MNP model (2). If the observed choices are
coded by the variables d;; = 1 if individual / makes
choice j and d;; = 0 otherwise, then the expected
value of d; is the probability that individual
i makes choice j, leading to restrictions of the
form (4).

The generalized method of moments estimator
minimizes the criterion function h(6)'Wh(0)
given a suitably chosen weighting matrix W. If
the requisite integrals can be evaluated analyti-
cally, p > k, and other conditions provided in
Hansen (1982) are satisfied, then there is a well-
developed asymptotic theory of inference for the
parameters that by 1990 was a staple of graduate
econometrics textbooks. If for one or more ele-
ments of h the integral cannot be evaluated ana-
Iytically, then for alternative values of it is often
possible to approximate the integral appearing in
(4) by simulation. This is the situation in the MNP
model.

The substitution of a simulation approximation

for the integral in (4) defines the method of simu-
lated moments (MSM) introduced by McFadden
(1989) and Pakes and Pollard (1989), who were
concerned with the MNP model (2) in particular
and the estimation of discrete response models
using cross-section data in general. Later the
method was extended to time series models by
Lee and Ingram (1991) and Duffie and Singleton
(1993). The asymptotic distribution theory
established in this literature requires that the num-
ber of simulations M increase at least as rapidly as
the square of the number of observations. The
practical import of this apparently severe require-
ment is that applied econometric work must estab-
lish that changes in M must have little impact on
the results; Geweke et al. (1994, 1997) provide
examples for MNP. This literature also shows that
in general the impact of using direct simulation, as
opposed to analytical evaluation of the integral, is
to increase the asymptotic variance of the GMM
estimator of @ by the factor M, typically trivial
in view of the number of simulations required.
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Substantial surveys of the details of MSM and
leading applications of the method can be found
in Gourieroux and Monfort (1993, 1996), Stern
(1997), and Liesenfeld and Breitung (1999).

The simulation approximation, unlike the
(unavailable) analytical evaluation of the integral
in (4), can lead to a criterion function that is
discontinuous in @. This happens in the MNP
model using the obvious simulation scheme in
which the choice probabilities are replaced by
their proportions in the M simulations, as pro-
posed by Lerman and Manski (1981). The asymp-
totic theory developed by McFadden (1989) and
Pakes and Pollard (1989) copes with this possibil-
ity, and led McFadden (1989) to used kernel
weighting to smooth the probabilities. The most
widely used method for smoothing probabilities
in the MNP model is the Geweke—Hajivassi-
liou—Keane (GHK) simulator of Geweke
(1989b), Hajivassiliou et al. (1991), and Keane
(1990); a full description is provided in Geweke
and Keane (2001), and comparisons of alternative
methods are given in Hajivassiliou et al. (1996)
and Sandor and Andras (2004).

Maximum likelihood estimation of @ can lead
to first-order conditions of the form (4), and thus
becomes a special case of MSM. This context
highlights some of the complications introduced
by simulation. While the simulation approxima-
tion of (1) is unbiased, the corresponding expres-
sion enters the log likelihood function and its
derivatives nonlinearly. Thus for any finite num-
ber of simulations M, the evaluation of the first-
order conditions is biased in general. Increasing
M at a rate faster than the square of the number of
observations eliminates the squared bias relative
to the variance of the estimator; Lee (1995) pro-
vides further details.

Simulation Methods in Bayesian Econometrics
Bayesian econometrics places a common proba-
bility distribution on random variables that can be
observed (data) and unobservable parameters and
latent variables. Inference proceeds using the dis-
tribution of these unobservable entities condi-
tional on the data — the posterior distribution.
Results are typically expressed in terms of the
expectations of parameters or functions of
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parameters, expectations taken with respect to
the posterior distribution. Thus, whereas integra-
tion problems are application-specific in non-
Bayesian econometrics, they are endemic in
Bayesian econometrics.

The development of modern simulation
methods had a correspondingly greater impact in
Bayesian than in non-Bayesian econometrics.
Since 1990 simulation-based Bayesian methods
have become practical in the context of most
econometric models. The availability of this tool
has been influential in the modelling approach
taken in addressing applied econometric
problems.

The MNP model (2) illustrates the interaction
in latent variable models. Given a sample of
n individuals, the (J/ — 1) x 1 latent utility vectors
u;, ..., u, are regarded explicitly as n(J — 1)
unknowns to be inferred along with the unknown
parameters 8 and 3. Conditional on these param-
eters and the data, the vectors u;, ..., u, are
independently distributed. The distribution of u;
is (2) truncated to an orthant that depends on the
observed choice j: if j < Jthen uy < u; for all k # j
and u;; > 0, whereas for choice J:, u;; < 0 for all £.
The distribution of each u;;, conditional on all of
the other elements of u,, is truncated univariate
normal, and it is relatively straightforward to sim-
ulate from this distribution. (Geweke 1991, pro-
vides details on sampling from a multivariate
normal distribution subject to linear restrictions.)
Consequently GS provides a practical algorithm
for drawing from the distribution of the latent
utility vectors conditional on the parameters.

Conditional on the latent utility vectors — that
is, regarding them as observed — the MNP model
is a seemingly unrelated regressions model, and
the approach taken by Percy (1992) applies.
Given conjugate priors the posterior distribution
of 8, conditional on 3, and utilities, is Gaussian,
and the conditional distribution of 3, conditional
on f3 and utilities, is inverted Wishart. Since GS
provides the joint distribution of parameters and
latent utilities, the posterior mean of any function
of these can be approximated as the sample mean.
This approach and the suitability of GS for latent
variable models were first recognized by Chib
(1992). Similar approaches in other latent variable
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models in include McCulloch and Tsay (1994),
Chib and Greenberg (1998), McCulloch et al.
(2000), and Geweke and Keane (2001).

The Bayesian approach with GS sidesteps the
evaluation of the likelihood function and, of any
moments in which the approximation is biased
given a finite number of simulations, two techni-
cal issues that are prominent in MSM. On the
other hand, as in all MCMC algorithms, there
may be sensitivity to the initial values of parame-
ters and latent variables in the Markov chain, and
substantial serial correlation in the chain will
reduce the accuracy of the simulation approxima-
tion. Geweke (1992, 2005) and Tierney (1994)
discuss these issues.

Financial Econometrics

Attempts at testing of the efficient market hypoth-
esis (EMH) provided the impetus for the applica-
tion of time series econometric methods in
finance. The EMH was built on the pioneering
work of Bachelier (1900) and evolved in the
1960s from the random walk theory of asset prices
advanced by Samuelson (1965). By the early
1970s a consensus had emerged among financial
economists suggesting that stock prices could be
well approximated by a random walk model and
that changes in stock returns were basically
unpredictable. Fama (1970) provides an early,
definitive statement of this position. He distin-
guished between different forms of the EMH:
the ‘weak’ form that asserts all price information
is fully reflected in asset prices; the ‘semi-strong’
form that requires asset price changes to fully
reflect all publicly available information and not
only past prices; and the ‘strong’ form that postu-
lates that prices fully reflect information even if
some investor or group of investors have monop-
olistic access to some information. Fama regarded
the strong form version of the EMH as a bench-
mark against which the other forms of market
efficiencies are to be judged. With respect to the
weak form version he concluded that the test
results strongly support the hypothesis, and con-
sidered the various departures documented as eco-
nomically unimportant. He reached a similar
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conclusion with respect to the semi-strong version
of the hypothesis. Evidence on the semi-strong
form of the EMH was revisited by Fama (1991).
By then it was clear that the distinction between
the weak and the semi-strong forms of the EMH
was redundant. The random walk model could not
be maintained either, in view of more recent stud-
ies, in particular that of Lo and MacKinlay (1988).

This observation led to a series of empirical
studies of stock return predictability over different
horizons. It was shown that stock returns can be
predicted to some degree by means of interest
rates, dividend yields and a variety of macroeco-
nomic variables exhibiting clear business cycle
variations. See, for example, Fama and French
(1989), Kandel and Stambaugh (1996), and
Pesaran and Timmermann (1995) on predictabil-
ity of equity returns in the United States; and Clare
etal. (1994) and Pesaran and Timmermann (2000)
on equity return predictability in the UK.

Although it is now generally acknowledged
that stock returns could be predictable, there are
serious difficulties in interpreting the outcomes of
market efficiency tests. Predictability could be
due to a number of different factors such as
incomplete learning, expectations heterogeneity,
time variations in risk premia, transaction costs, or
specification searches often carried out in pursuit
of predictability. In general, it is not possible to
distinguish between the different factors that
might lie behind observed predictability of asset
returns. As noted by Fama (1991) the test of the
EMH involves a joint hypothesis, and can be
tested only jointly with an assumed model of
market equilibrium. This is not, however, a prob-
lem that is unique to financial econometrics;
almost all areas of empirical economics are sub-
ject to the joint hypotheses problem. The concept
of market efficiency is still deemed to be useful as
it provides a benchmark and its use in finance has
led to significant insights.

Important advances have been made in the
development of equilibrium asset pricing models,
econometric modelling of asset return volatility
(Engle 1982; Bollerslev 1986), analysis of high
frequency intraday data, and market microstruc-
tures. Some of these developments are reviewed
in Campbell et al. (1997), Cochrane (2005),
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Shephard (2005), and McAleer and Medeiros
(2007). Future advances in financial econometrics
are likely to focus on heterogeneity, learning and
model uncertainty, real time analysis, and further
integration with macroeconometrics. Finance is
particularly suited to the application of techniques
developed for real time econometrics (Pesaran
and Timmermann 2005a).

Appraisals and Future Prospects

Econometrics has come a long way over a rela-
tively short period. Important advances have been
made in the compilation of economic data and in
the development of concepts, theories and tools
for the construction and evaluation of a wide
variety of econometric models. Applications of
econometric methods can be found in almost
every field of economics. Econometric models
have been used extensively by government agen-
cies, international organizations and commercial
enterprises. Macroeconometric models of differ-
ing complexity and size have been constructed for
almost every country in the world. In both theory
and practice, econometrics has already gone well
beyond what its founders envisaged. Time and
experience, however, have brought out a number
of difficulties that were not apparent at the start.
Econometrics emerged in the 1930s and 1940s
in a climate of optimism, in the belief that eco-
nomic theory could be relied on to identify most,
if not all, of the important factors involved in
modelling economic reality, and that methods of
classical statistical inference could be adapted
readily for the purpose of giving empirical content
to the received economic theory. This early view
of the interaction of theory and measurement in
econometrics, however, proved rather illusory.
Economic theory is invariably formulated with
paribus  clauses, and involves
unobservable latent variables and general func-
tional forms; it has little to say about adjustment
processes, lag lengths and other factors mediating
the relationship between the theoretical specifica-
tion (even if correct) and observables. Even in the
choice of variables to be included in econometric
relations, the role of economic theory is far more

ceteris
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limited than was at first recognized. In a Walrasian
general equilibrium model, for example, where
everything depends on everything else, there is
very little scope for a priori exclusion of variables
from equations in an econometric model. There
are also institutional features and accounting con-
ventions that have to be allowed for in economet-
ric models but which are either ignored or are only
partially dealt with at the theoretical level. All this
means that the specification of econometric
models inevitably involves important auxiliary
assumptions about functional forms, dynamic
specifications, latent variables, and so on, with
respect to which economic theory is silent or
gives only an incomplete guide.

The recognition that economic theory on its
own cannot be expected to provide a complete
model specification has important consequences
for testing and evaluation of economic theories,
for forecasting and real time decision making. The
incompleteness of economic theories makes the
task of testing them a formidable undertaking. In
general it will not be possible to say whether the
results of the statistical tests have a bearing on the
economic theory or the auxiliary assumptions.
This ambiguity in testing theories, known as the
Duhem—Quine thesis, is not confined to econo-
metrics and arises whenever theories are conjunc-
tions of hypotheses (on this, see for example
Cross 1982). The problem is, however, especially
serious in econometrics because theory is far less
developed in economics than it is in the natural
sciences. There are, of course, other difficulties
that surround the use of econometric methods for
the purpose of testing economic theories. As arule
economic statistics are not the results of designed
experiments, but are obtained as by-products of
business and government activities often with
legal rather than economic considerations in
mind. The statistical methods available are gener-
ally suitable for large samples while the economic
data typically have a rather limited coverage.
There are also problems of aggregation over
time, commodities and individuals that further
complicate the testing of economic theories that
are microbased.

Econometric theory and practice seek to pro-
vide information required for informed decision-
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making in public and private economic policy.
This process is limited not only by the adequacy
of econometrics but also by the development of
economic theory and the adequacy of data and
other information. Effective progress, in the future
as in the past, will come from simultaneous
improvements in econometrics, economic theory
and data. Research that specifically addresses the
effectiveness of the interface between any two of
these three in improving policy — to say nothing of
all of them — necessarily transcends traditional
sub-disciplinary boundaries within economics.
But it is precisely these combinations that hold
the greatest promise for the social contribution of
academic economics.
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Economic Anthropology

Timothy Earle

Abstract

Economic anthropology is an empirical sci-
ence that describes production, exchange and
consumption cross-culturally. All societies
have economies, but they are variable. Anthro-
pologists evaluate the operations of individual
economies and the applicability of Western
theories to these cases. Some economic pro-
cesses work broadly; for example, strategic
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decision-making, the law of competitive
advantage, and calculations of transaction
costs help explain many observed patterns.
Human economies, however, are often struc-
tured as intertwined sectors with distinctive
processes. Differences observed in productiv-
ity, specialization, institutional structure and
social motivations across history and across
modern societies are of theoretical significance
when constructing the limits of general theory.
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Economic anthropology is an empirical science
that seeks to describe how production, exchange
and consumption operate outside the West
(compare Hunt 1997). The second edition
(1952) of Herskovits’s (1940) text, titled Eco-
nomic Anthropology, labelled this sub-discipline
in anthropology. The broader mission of anthro-
pology has been to make sense of the diversity in
the human experience, which became apparent to
Europeans during progressive stages of explora-
tion, colonialization and globalization. Underly-
ing anthropological research is the premise that
human societies have developed parallel institu-
tions of aesthetics, religion, kinship, politics, and
of course economics. All societies have econo-
mies, and the economic patterns observed in
non-Western economies both comfort and con-
front theories developed by Western scholars.
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Common economic processes, such as rational
decision-making, law of competitive advantage,
and institutional economics help explain many
patterns across human economies based on vari-
able conditions of cost, demand and availability.
Additionally, however, human economies appear
often to be structured quite differently from West-
ern models, and these differences in institutional
structure and motivation are of theoretical signif-
icance. From the beginning, economic anthropol-
ogy has contained, and more or less successfully
resolved, a tension between the desire to find
cross-culturally general theories and to recognize
the uniqueness of each individual case. In eco-
nomic anthropology this tension has been
represented in the formalist—substantivist debate.

Few anthropologists identify themselves pri-
marily as economic anthropologists, but study eco-
nomic matters as part of a broadly integrative
approach to human societies. Founded in 1980,
the Society of Economic Anthropology is the pri-
mary organization for anthropologists with such
interests. Members include ethnographers, applied
development anthropologists, archaeologists and
ethnohistorians, suggesting that economic studies
bridge the diversity of the discipline. The society
sponsors annual meetings on themes that range
across topics including key institutions of labour,
property, markets and consumption, and special
topics from the gift to slow foods. Research Series
in Economic Anthropology and Society for Eco-
nomic Anthropology Monographs offer edited vol-
umes on the sub-discipline.

History of Economic Anthropology

From early in the 20th century, anthropologists
have questioned whether theories developed to
understand Western market economies apply
only to those Western societies for which they
were generated. To answer this question, anthro-
pologists have described traditional economies,
which survived into the 20th century, which
existed in the past, and which have been trans-
formed by engagement with the West. Largely
empirical, the work is of substantial theoretical
significance for understanding economies cross-
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culturally. Gudeman (1998) has compiled many
of the most highly referenced articles.

Economic anthropology’s beginning traces to
the landmark ethnography Argonauts of the West-
ern Pacific, in which Malinowski (1922)
described the circulation of shell wvaluables
among the islands of the Kula Ring. Malinowski
used the Trobriand Islanders’ obsession with cer-
tain shell valuables to challenge simplistic notions
of ‘economic man’, and he argued that a non-
Western economy could be fundamentally differ-
ent from modern market economies in values and
socialized exchange relationships. Anthropologi-
cal studies of traditional economies thrived during
the first half of the 20th century. As part of British
functionalism, Malinowski and his students
developed the approach; in French structuralism,
Mauss (1925) focused on the gift as a social phe-
nomenon; and, within American anthropology,
Herskovits (1940) defined the sub-field. Much of
the work was descriptive, emphasizing how tradi-
tional people meet basic needs and how the
exchange of primitive valuables fashioned and
maintained social relationships.

By mid-century, however, studies of traditional
economy were increasingly adopting the terms
and concepts of Western economic theory. Both
Herskovits (1940) and Firth (1939) revised their
original books on traditional economies so as to
clarify underlying similarities across world econ-
omies. They each took concepts, like scarcity and
specialization, and generalized them to show that
they apply well to societies in which market pen-
etration is not great. They were making the essen-
tial point that traditional economies were not
simply driven by the food quest. Although most
anthropologists took pains to emphasize the dif-
ferences between traditional economies and
market-integrated systems, some seemed to
homogenize the human experience, and a sharp
reaction followed.

In the tradition of Max Weber, economic his-
torian Karl Polanyi (1944) wrote his famous trea-
tise The Great Transformation to argue that the
integrating structure of modern markets, for
which prices are set by supply and demand, are a
very recent creation of industrialism and capital-
ism. Theories based on scarcity, rationality,
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equilibrating price mechanisms operated, he
argued, only in the special case of Western capi-
talism. Modern market conditions should not be
taken as inherent in the human experience, but as a
recent social artifact malleable in future societies.

Polanyi’s impact on economic anthropology
was profound and created the debate between
substantivists and formalists that raged in the
sub-discipline for a generation. Trade and Mar-
kets in the Early Empires (Polanyi et al. 1957), the
seminal edited book, came out of a discussion
group which Polanyi led at Columbia University
and which included anthropologists who would
be influential in the field. Polanyi’s chapter ‘The
Economy as Instituted Process’ characterized the
substantivist approach. He defined three forms of
distribution found in societies with different struc-
tured relationships: reciprocity in egalitarian rela-
tionships;  redistribution  in  hierarchical
relationships; and market exchange in the anony-
mous relationships of the market. Because eco-
nomic relations were so deeply embedded in
social structure, variation in social organization
was thought to explain the differences in the econ-
omies. Substantivists recognized that markets
were found widely in traditional economies, but
argued that those markets were peripheral to most
economic activities, which were deeply embed-
ded in social relationships (Bohannan and Dalton
1962). A compendium collected by Dalton (1967)
provided empirical cases that illustrate the embed-
ded nature of traditional economies.

In his critique of those using economic theory
in non-Western contexts, Polanyi labelled them as
‘formalist’, meaning that they focused on ‘formal’
(mathematical) maximizing models to predict
how individuals choose among alternative possi-
bilities to allocate limited time, money and other
resources. The substantivists, in contrast, focused
on how economies were embedded within cultural
institutions to meet the material desires that par-
ticular culture might have. The debate raged
between the two factions through the 1960s and
1970s. Much of the argument became focused on
how extensive markets were in traditional socie-
ties. In a classic cross-cultural study, Pryor (1977)
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showed that markets were very broadly distrib-
uted, sometimes moving primitive valuable, tools
and food. They certainly did not originate with
modern capitalism. In his famously acerbic arti-
cle, Cook (1969) criticized substantivists for
being romantic and naive; after all, even if they
had useful points to make, the penetration of mar-
ket economies, he argued, was so pervasive that
formalist theories were now effectively universal.

Articles representing the two sides were col-
lected in a reader by LeClair and Schneider (1968)
that has been used to teach the debate ever since.
Articulating the substantivist position, Sahlins
(1972) then argued that many concepts of Western
economic theory were inapplicable to traditional
economy. He discussed the affluence of hunter-
gatherers, underproduction in household econo-
mies, and the social determinants of reciprocal
exchanges. Schneider (1974) countered with the
fully articulated formalist position, summarizing
how Western economics can be applied cautiously
to a wide range of non-Western transactions and
decisions, including marriage payments, primitive
money, the prestige economy and household pro-
duction. The debate came to focus on definitions of
rationality, scarcity and institutional constraints, but
those reading the papers increasingly saw that the
participants were talking past each other.

The formalist and substantivist factions
represented the inherent tension within anthropol-
ogy: on the one hand, to seek cross-cultural regu-
larities that reflect shared social process; on the
other, to recognize the cultural relativity and
uniqueness of each culture. The two sides of the
debate fought to exhaustion, as both presented
compelling approaches that could be seen as
more complementary than alternative. In 1980,
Schneider helped organize the Society for Eco-
nomic Anthropology in order to resolve the debate
by bringing the full spectrum of economic anthro-
pologists together. The first meeting, published as
Economic Anthropology: Topics and Theories
(Ortiz 1983) gathered an eclectic group of
scholars to bridge the theoretical divides within
the sub-discipline, with broad interests in market-
ing, institutions, Marxism, ecology, and economic
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development. An edited text, Economic Anthro-
pology (Plattner 1989), provided a new generation
of students with the breadth of economies and
economic conditions that anthropologists were
trying to make sense of.

Important to the new harmony has been respect
for the different objectives of economic anthro-
pologists, including ethnographic work on tradi-
tional economies, applied work on developing
economies, and archaeological and historical
studies of economies. The field has recognized
diversity in both the theoretical and historical
nature of human economies. To maintain a proper
balance between substantivists and formalists
(relativists and universalists) in economic anthro-
pology, the role of archaeological and historical
studies has been especially important. As ethnog-
raphers increasingly study variants of a single
modern system, historical and archaeological
studies continue to study the true variation in
how human economies are organized and operate.
Earle (2002), for example, looks at the alternative
means by which political economies have
emerged to finance the evolution of chiefdoms
and states, showing that the development of mar-
ket systems is quite rare and specific in that pro-
cess. Although no careful comparative study
exists, the extent of exchange in prehistory
appears to have been highly variable.

During the 1980s and 1990s, as economic
anthropology matured as a sub-discipline, it
became marginalized within anthropology. As in
many of the social sciences and humanities, post-
modernism became popular, and its anti-
materialist, anti-scientific critiques were antitheti-
cal to much of what the sub-discipline advocated.
As the excesses of postmodernism have receded,
however, economic anthropology has regained
some of its former popularity, and its potential
significance for anthropology and economics
seems promising. Perhaps the greatest challenge
now is that economics and economic anthropology
have remained far apart because of the strongly
formal (theoretical) basis of the former and empir-
ical basis of the later. The two approaches would,
however, seem complementary.
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Economic Anthropology and Its
Perspective on World Economies

Economists should consider the empirical value
of economic anthropology, and a good place to
begin is the compendium Theory in Economic
Anthropology (Ensminger 2002a). Economic
anthropologists are committed to models of real-
ity. The empirical observations and theoretical
inferences of anthropology should help recognize
the specific frames of applicability for grand the-
ories. In essence, anthropology makes clear that
all things are never equal. In this section,
I summarize a few conclusions derived from eco-
nomic anthropology that make a difference to
studies of economies. These involve human ratio-
nality, consumer behaviour, commodity chains,
and the multi-sectored quality of human econo-
mies. This list is not meant to be exhaustive, but
only to illustrate the importance of cross-cultural
evaluations for the models that economists
develop. As economics begins to look at such
concepts as behavioural economics and personal-
ized networks, the relevance of anthropology’s
research on these topics becomes particularly
significant.

Human decision-making is to a degree rational,
and empirical anthropological work significantly
improves an understanding of decision-making
processes from a cross-cultural and evolutionary
perspective. Although rationality underpins much
economic theorizing, human cognitive abilities
and goals have been under theorized. Recent
trends to rectify this within behavioural econom-
ics emphasize that individuals do not always act
rationally with primary economic objectives and it
would appear that economic anthropology could
provide valuable cross-cultural validation of these
new ideas. Humans prove to be fairly poor deci-
sion makers; they appear rather to use simplified
proximate measures to estimate such consider-
ations as value and cost (Henrich 2002). Anthro-
pologists have experimented with various
economic games given under controlled condi-
tions in non-Western societies, and their results
are often counter-intuitive (Ensminger 2002b). In
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a sample of societies representing different levels
of economic development, for example, as market
integration increases cooperation can be shown in
such game-playing experiments to become more
highly prized.

To understand the evolutionary roots of human
rationality, anthropological research has looked at
decision-making in small-scale hunting and gath-
ering societies (see for example, Cashdan 1989).
As seen by the rapid expansion in brain size deep
in history, humans must have been under strong
selective pressure for expanded cognitive abili-
ties, and this selective pressure took place when
humans were low-density hunter-gatherers. Such
hunter-gatherers make daily a wide range of deci-
sions about what foods to eat, where to camp,
what groups to join, and the like, and the relative
scarcity and abundance of food and their different
nutritional qualities appear to be considered.
Human cognitive skill determines the ability of
hunter-gatherers to adjust rapidly to changing
conditions of food availability, to occupy diverse
habitats from the Arctic to the tropical forests, and
to intensify food procurement as required by pop-
ulation growth. In short, cognitive abilities in the
food quest, in movement through the landscape,
and in deciding which groups to join must have
provided a strong selective advantage that
resulted in the moulding of human rationality.

As illustrated by economic anthropology,
human decisions often have little direct relation-
ship to economic factors of cost and financial
gain. Although of more interest recently to econ-
omists, with the notable exception of Thorstein
Veblen, economic theory has not attempted sys-
tematically to explain how potential consumer
outcomes are ranked. Rather, within the West,
consumer behaviour has been studied with a
rather eclectic and under-theorized set of assump-
tions. Anthropologists, however, have tried to
understand consumption cross-culturally as a
social process involving issues of identity and
association (Rutz and Orlove 1989). From the
anthropological literature, we know how valued
objects signify social relationships. The giving
and receiving of gifts impart form and meaning
to social relationships, and materialize the social
distance between actors (Sahlins 1972).

Economic Anthropology

Economic anthropologists frequently study the
movements of objects around the globe. These
commodity chains describe how goods are pro-
duced, distributed and transformed as they move
through a sequence of markets (Hansen 2002;
Obukhova and Guyer 2002). Commodity chains
illustrate how goods, like used clothing, are trans-
formed in value, form and meaning as they pass
through a sequence of social worlds and economic
sectors. Social considerations of prestige and per-
sonal worth are always of great concern in this
highly creative process of economic decision-
making.

Economic anthropologists have emphasized
that economies are multilayered and that the spe-
cific character of an economy has historical
routes. Although economists often refer to ‘dual
economy’, implying a vestigial survival of tradi-
tional practices, they have been reluctant to accept
that economies are always multilayered mosaics
with spheres of exchange that only partially artic-
ulate the different sectors. Economic theory thus
radically simplifies reality by focusing on
decision-making and outcomes under market con-
ditions, and this simplification makes very differ-
ent economies appear superficial similar. In the
emergence and development of capitalism, since
wealth was made in the markets, the primary
concern of economists became directed there. As
anthropologists seek to understand the different
motives and dynamics of economies as articulated
in specific social contexts, they have, however,
realized that human economies are highly vari-
able, combining subsistence, social, political,
and market sectors, each with distinct logics and
historical traditions.

The subsistence sector is family-based and
involves the daily struggles to meet basic needs.
It is universal and represents the economic world
of survival in which humans evolved as a species.
The primary motivation of humans has probably
always been the satisfaction of a family’s basic
needs. The construction of a general theory of
human economies should thus start with how
households and communities make a living.
Until recently, household requirements were han-
dled largely by family production. Although mar-
kets have a long history in human societies, they
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were typically quite marginal to subsistence
needs. Theorized as the domestic mode of produc-
tion (DMP; Sahlins 1972), households were ori-
ented to meeting their subsistence needs, and
distribution involved sharing between family
members with different tasks appropriate to an
elementary division of labour by age and gender.
In the model, the household is economically self-
sufficient, and the economy is not inherently
growth-oriented. The amazing conclusion of con-
siderable anthropological research is that the
DMP is often at least the model of what the
economy should be, and the amounts of goods
consumed by households that are produced out-
side the family have often been but a fraction of
the households’ overall consumption budget.
Prior to the development of full-scale markets,
households probably produced 75 per cent or
more of everything that they consumed.

The social sector is community-based and
involves the lifetime strategies of individuals to
define identity and relationships within a broader
social group. The social sector is probably univer-
sal, finding its roots among early hunter-gatherers
and their need to form networks of support, coop-
eration and exclusion. In cross-cultural perspec-
tive, much of the social sector involves reciprocal
exchanges within highly social worlds that can be
manipulated to emphasize personal prestige. In
traditional societies, such competitive exchanges
commonly produce social ranking in what has
been called a ‘prestige economy’. The social sec-
tor was elaborated following the Neolithic revo-
lution, as the creation of local corporate groups
must have placed a premium on group identity
and status. With deep and enduring roots in
human history, the social sector would seem to
provide a cross-cultural understanding of con-
sumer behaviour as part of processes much
broader than capitalism.

Economics now questions assumptions about
anonymous markets organized independently of
other social institutions. Goods and services are
seen as flowing through personalized networks
that create the institutions for expanding economic
transactions. Greif (20006), for example, argues that
the social networks of medieval Europe provided
the frameworks for an emergent modern economy.
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Almost self-evident to anthropologists, such con-
clusions suggest how economic theory can gain
from insights from comparative empirical studies
of non-industrial political forms.

Political sectors mobilize and allocate goods to
finance regional and interregional institutions of
domination and stratification (Earle 2002). Impor-
tantly, political economies are not universal. From
the fourth millennium be, the political sector of
the economy developed along with chiefdoms and
then states. Goods became mobilized as a tax or
tribute and then ‘redistributed’ by dominant polit-
ical organizations as means to finance their activ-
ities. Recent archaeology has studied how
political sectors were developed and functioned.
An inherent contrast is between staple finance and
wealth finance. In staple finance, food goods are
mobilized and stored centrally as a means to sup-
port craftsmen, warriors and labourers working
for the state. Many of these systems, especially
in chiefdoms but also some states, functioned with
few or no markets. Subsistence and social sectors
continued largely unchanged, but new patterns of
land ownership and domination required the pro-
duction of a surplus for ruling institutions. Wealth
finance worked similarly, but the local surplus was
used to support the production of wealth for trib-
ute payments.

And what about the market sector, so funda-
mental to most economic theorizing? Archaeolog-
ical evidence documents that exchange and
markets were not universal. From case to case,
the amount and types of goods exchanged varied
greatly according to specific conditions of avail-
ability and production costs and to specific objects
of value. Based on ethnographic analogies, until
quite recently most of the goods traded were
probably handled by down-the-line exchanges
between social partners. Goods moving any dis-
tance were primarily primitive valuables, items of
display and tribute. The extent of exchange in
Neolithic and later Bronze Age communities, for
example, has been discussed for Europe, where
the comparative advantage of one region over
another would have been based on the availability
of special materials (Sherratt 1997). Subsistence
and technological items were rarely exchanged
over long distances until the end of the medieval



3248

age. Earlier, some market exchange certainly
existed, but their extent and elaboration were
apparently quite small.

This empirical record from economic anthro-
pology contests economic theories based on
asserted long-term trends in the emergence of
marketing. A common assumption among econo-
mists from Adam Smith onwards has been that the
creation of wealth is an outcome of the develop-
ment of efficiencies associated with specialization
and trade. For example, in his analysis of institu-
tional economics, North (1990) argues that states
developed to lower transaction costs between
locally specialized but political independent
regions. To simplify the logic, technological
development and specialization should have cre-
ated increasing productive economies that, with
the emergence of integrating political systems to
guarantee the peace of the market, would generate
the surplus used to support the growth of
civilizations.

The development of markets, however, was
quite late and episodic. Following North, econom-
ics might suggest that such failure of markets to
develop was an outcome of high transaction costs
that made exchange unprofitable. Empirically
such a conclusion, however, can be shown to be
wrong. As political superstructures were devel-
oped and imposed broad regional peace that
would have radically lowered transactions costs,
markets surprisingly did not emerge. The reason
appears to be linked to the nature of finance. When
finance was based on staples, markets were only
rudimentary and peripheral. The complex Hawai-
ian chiefdoms, for example, conquered and inte-
grated several islands with local specialties in
food, stone and other materials, but trade
remained very small-scale and local despite the
regional peace. Archaeology has documented
only minor trade in basaltic adzes and obsidian
in Hawaiian prehistory, and these exchanges did
not increase with the formation of the large-scale
chiefdoms. As a dramatic example, the Inka
empire conquered a massive territory that
extended 3000 km up the spine of the Andes,
imposed an effective regional peace across that
territory, and constructed nearly 30,000 km of
roads to integrate it. Although these actions
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would certainly have lowered transaction costs,
the regional and distant movements of goods, like
metal, ceramics, and foods, remained very limited
and completely unchanged from the pre-imperial
period (Earle 2002).

Both markets and currencies seem to have
expanded in other circumstances where they were
linked with wealth finance of states. In the Aztec
empire, tribute to the state was in wealth objects
like textiles that could be easily transported long
distances, centrally stored, and then used as pay-
ment to those working for the state. But the use of
wealth objects in payment required that the objects
be convertible into the staple goods and other con-
sumables desired by state personnel. The Aztec
market system provided the mechanism for con-
version and was apparently developed by the state
(Brumfiel 1980). Afterwards, markets appear to
have escaped from state sponsorship and control
to take on many of the characterizations commonly
associated with market systems.

What are the possibilities for a grand theory of
economies? The relatively low status of historical
and comparative studies within economics is not
promising, but economics would do well to test
theories claimed for generally applicability by
looking closely at the anthropological literature.
To the degree that economic models are used to
design economic development in non-Western
societies, the general relevance of the economic
models must demonstrated. Using a uniform
method of analysis, the economist Pryor (2005)
has compared industrial economies and traditional
(hunter-gatherer and agricultural) economies. His
primary conclusions are startling, suggesting the
advantages of such comparative analyses. All
economies appear to consist of a small number
of component parts, probably reflecting the pro-
cesses and constraints involved in the production
and movement of material goods. Economies are
thus comparable. Furthermore, the factors that
affect such variables as gross productivity or vol-
ume of exchange appear not to be determined by
social structure but by the particular internal char-
acteristics of the economy. Thus, Polanyi would
appear to be wrong; economies are rather inde-
pendent engines of essential processes. As recent
work in economics has relaxed simplifying
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assumptions about information, frictionless trade,
and anonymity of markets, the potential links
between economics and economic anthropology
take on reciprocal value.
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Economic Calculation in Socialist
Countries
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Abstract

In the 1930s, when the classical socialist sys-
tem emerged, economic decisions were based
not on detailed and precise economic methods
of calculation but on rough and ready political
methods. An important method of economic
calculation — particularly in the post-Stalin
period — was that of incrementalism. Input
norms were a very important method of both
inter-industry and consumption planning.
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Material balances, and later input—output, were
also widely used. Project evaluation, linear
programming, comparisons with the West,
and economic intuition were other methods
used. The influence of methods of economic
calculation on economic outcomes should not
be exaggerated.
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Economic Calculation and Political
Decisions

An important result of the archival revolution of
the 1990s (that is, the access to former Soviet
archives made possible by the collapse of the
USSR) was the additional knowledge it provided
about economic decision-making in the USSR in
the Stalin period. This made it clear that in the
1930s, when the socialist economic system
emerged, economic decisions were based not on
detailed and precise economic methods of calcu-
lation but on rough and ready political methods.
Interesting light has been thrown on the signifi-
cance of this for macroeconomic, mesoeconomic
and microeconomic decision making.

Economic Calculation in Socialist Countries
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Fig. 1 Maximizing the investible surplus (Source:
Adapted from Gregory and Harrison 2005, p. 732)

Macroeconomic policy in the Stalin era aimed
to maximize investment subject to the need to
provide sufficient consumer goods (mainly food)
to maintain labour productivity. The consumer
goods were obtained from agriculture by force
and allocated by the state in a way which it was
hoped would enable investment to be maximized.
A schematic representation of short-term macro-
economic calculation under these circumstances
is set out in Fig. 1.

Figure 1 shows an output curve OQ which
depends on the effort the workers provide, and
an effort curve E E ,x which depends on the real
wage and the level of coercion. If the state chooses
too low a level of wages, output will decline and
the intended investment level will be impossible
to meet. If wages are set at the fair wage level,
output will be maximized but investment less than
desired. At the wage level W*, investment will be
maximized. Hence, macroeconomic calculation
involved gathering information about worker atti-
tudes (via the state security organizations), allo-
cating the available food to crucial groups of
workers, and using coercive or ideological
methods to reduce the food—output ratio.

Mesopolicy aimed at developing heavy indus-
try and the defence sector. An important result
was what has been termed the ‘structural milita-
rization’ of the Soviet economy. This resulted
from the Soviet view of international relations,
the stress on mobilization planning, the lessons
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of 1941, and the use by the general staff of
absurdly inflated estimates of the mobilization
capacity of the USA and other countries. An
example is the USSR’s capacity at the end of
the 1980s to produce about four million tons of
aluminium annually. This was greatly in excess
of the peacetime economy’s need for aluminium.
However, in the event of mobilization it would
have enabled the country to produce huge num-
bers of military airplanes. This situation arose as
a result of using as a method of economic calcu-
lation the attainment of Western levels and of
these levels in the military sphere being system-
atically exaggerated.

On the microeconomic level, Lazarev and
Gregory (2003) have studied the allocation of
motor vehicles (cars/autos and lorries/trucks)
from the central reserve fund in 1932 and 1933.
This showed that an economic planning model
was unable to explain their allocation (in the
regressions the economic variables were insignif-
icant and frequently had the wrong signs). But a
political model, in which their allocation was
explained as part of a gift-exchange process,
explained the data quite well.

Incrementalism

A basic method of economic calculation used in
the state socialist countries — particularly in the
post-Stalin period — was that of incrementalism,
or, as it was known in the USSR, ‘planning from
the achieved level’. The starting point of all eco-
nomic plans was the actual or expected outcome
of the previous period. The planners adjusted this
by reference to anticipated growth rates, current
economic policy, shortages and technical pro-
gress. For nearly all products, the planned output
for next year was the anticipated output for this
year plus a few per cent added on. The advantages
of incrementalism as a method of economic cal-
culation were its simplicity, realism and compati-
bility with the functioning of a hierarchical
bureaucracy. Its disadvantages were that it pro-
vided no method for making technically efficient
or consistent decisions, nor did it ensure that the
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population derived maximum satisfaction from
the resources available.

Planning and Counter-Planning

A widely used method of economic calculation
was that of planning and counter-planning. If the
plan were simply handed down to the enterprises
from above, in accordance with the planners’ view
of national economic requirements but in igno-
rance of the real possibilities of each enterprise,
then it would be unfeasible (if it was too high) or
wasteful (if it was too low) or both at the same
time (that is, unfeasible for some products and
wasteful for others). Conversely, if plans were
simply drawn up by each enterprise, they might
have failed to use resources in accordance with
national economic requirements. The process of
planning and counter-planning involved a mutual
submission and discussion of planning sugges-
tions, designed to lead to the adoption of a plan
which was feasible for the enterprise and ensured
that the resources of each enterprise were used in
accordance with national requirements.

Unfortunately, the bureaucratic complexity of
this procedure militated against both efficiency
and consistency.

Input Norms

The main method of economic calculation used to
ensure efficiency was that of input norms. An
input norm is simply a number assumed to
describe an efficient process of transformation of
inputs into outputs. For example, suppose that the
norm for the utilization of coal in the production
of one ton of steel is x tons. Then the efficient
production of z tons of steel is assumed to require
zx tons of coal.

The method of norms was widely used in
Soviet planning, and considerable effort was
devoted to updating them. Very detailed norm
fixing took place for expenditures of fuel and
energy. Much attention was devoted to the devel-
opment of norms for the expenditure of metal,
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cement, and timber in construction. All this work
was directed by the department of norms and
normatives of Gosplan (the State Planning Com-
mission). Responsibility for elaborating and
improving the norms lay with Gosplan’s Scientific
Research Institute of Planning and Norms.

Nevertheless, the method of norms was inca-
pable of ensuring efficiency. The norms used in
planning calculations were simply averages of
input requirements, weighted somewhat in favour
of efficient producers. Actual technologies
showed a wide dispersion in input—output rela-
tions. Furthermore, given norms took no account
of the possibilities of substitution of inputs for one
another in the production process, non-constant
returns to scale, and the results of technical pro-
gress. Thus in general, the method of norms did
not make it possible to calculate efficient input
requirements, and plans calculated in this way
were always inefficient.

The method of norms was used not only in
inter-industry planning but also in consumption
planning. In calculating the volume of particular
consumer goods and services required, the plan-
ners used two main methods. One was forecasts of
consumer behaviour, based on extrapolation,
expenditure patterns of higher-income groups,
income and price elasticities of demand, and con-
sumer behaviour in the more advanced countries.
The other method was that of consumption norms.
The former method attempted to foresee con-
sumer demand, the latter to shape it.

An example of the method of norms, and its
policy implications, is set out in Table 1.

Table 1 makes clear the logic of the Soviet
policy in the Brezhnev era (1964-82) of
expanding the livestock sector, and also importing
fodder and livestock products. Since the con-
sumption of livestock products was below the
norm level, the government sought to make pos-
sible an increase in their consumption.

The method of consumption norms was an
alternative to the price mechanism for the deter-
mination of output. It has also been used, how-
ever, in Western countries. It is used there in those
cases where distribution on the basis of purchas-
ing power has been replaced by distribution on the
basis of need. Examples include the provision of
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Table 1 The soviet diet
Per capita
Norm consumption in
(kgs/head/ | 1976 as % of
year) norm
Bread and bread 120 128
products
Potatoes 97 123
Vegetables and melons 37 59
Vegetable oil and 7 85
margarine
Meat and meat 82 68
products
Fish and fish products 18 101
Milk and milk products | 434 78

Eggs 17 72

Sources: Weitzman (1974), Agababyan and Yakovleva
(1979, p. 142)

housing, hospitals, schools and parks. Calcula-
tions of the desirable number of rooms, hospital
beds and school places per person are a familiar
tool of planning in welfare states.

There are two main problems with the norm
method of consumption planning. The first is that
of substitution between products. Although con-
sumers may well have a medically necessary need
for x grams of protein per day, they can obtain
these proteins from a wide variety of foods. Sec-
ond, consumers may choose to spend their money
‘irrationally’, for example, to buy spirits instead of
children’s shoes.

Material Balances

A material balance is a balance sheet for a partic-
ular commodity showing, on the one hand, the
economy’s resources and potential output, and,
on the other, the economy’s need for a particular
product. Material (and labour) balances were the
main methods used in calculating production and
distribution plans for goods, supply plans and
labour plans. Soviet planners took great pride in
the balance method and considered it one of the
greatest achievements of planning theory and
practice. Material balances were drawn up for
different periods (for example, for annual or five
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year periods), by different organizations (for
example, Gosplan, Gossnab — the body responsi-
ble for allocating supplies of inputs — and the
ministries) and at different levels (for example,
national and republican). The material balances
were also drawn up with different degrees of
aggregation. Highly aggregated balances were
drawn up for the Five Year Plans, and highly
disaggregated balances by the chief administra-
tions of Gossnab for annual supply planning. The
aim of the material balance method was to ensure
the consistency of the plans.

Normally, at the start of the planning work, the
anticipated availability of a commodity was not
sufficient to meet anticipated requirements. To
balance the two, the planners sought possibilities
of economizing on scarce products and substitut-
ing for scarce materials; they investigated the
possibilities of increasing production or importing
raw materials or equipment, or in the last resort
they determined the priority needs to be fulfilled
by the scarce commodity. Even with great efforts,
achieving a balance was difficult. The complexity
of an economy in which a great variety of goods
are produced by different processes, all of which
are subject to continuous technological change,
was often too great for anything more than a
balance that balanced only on paper. Hence it
was normal, during the ‘planned’ period, for the
plan to be altered, often repeatedly, as imbalances
came to light. Particularly important problems
with the use of material balances were the highly
aggregated nature of the balances and their inter-
related nature.

Input-Output

A wide variety of input—output tables were regu-
larly constructed in socialist countries. Ex post
national tables in value terms, planning national
tables in value and physical terms, regional tables,
and capital stock matrices were widely
constructed and used. An interesting and impor-
tant use concerned variant calculations of the
structure of production in medium-term planning.

Because an input—output table can be
represented by a simple mathematical model,
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and because of the assumption of constant coeffi-
cients, an input—output table can be utilized for
variant calculations.

X=(1I-A)""Y

On the assumption that 4 is given, X can be
calculated for varying values of Y. Variant calcu-
lations of the structure of production were not
undertaken with material balances because of
their great labour intensity. Variant calculations
played a useful role in medium-term planning
because they enabled the planners to experiment
with a wide range of possibilities. The first major
use of variant calculations of the structure of pro-
duction in Soviet national economic planning was
in connection with the 1966—70 Five Year Plan.
Gosplan’s economic research institute analysed
the results of various possible shares of invest-
ment in the national income for 1966-70. It
became clear that stepping up the share of invest-
ment in the national income would increase the
rate of growth of the national income, but that this
would have very little effect on the rate of growth
of consumption (because almost all of the
increased output would be producer goods). The
results of the calculations are set out in Tables 2
and 3.
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Table 2 Output of steel on various assumptions

Variants

1 11 11T v A\
Production of steel 109 | 115 |121 |128 136
in 1970 (millions of
tonnes)
Economic Calculation in Socialist Countries,

Table 3 Average annual growth rates of selected indus-
tries, 1966-1970 (%)

Variants

I I m |1v v
Engineering and 7.1 182 193 |104 |114
metal working
Light industry 63 |66 |68 |7.0 7.2
Food industry 7.1 |73 |74 |75 7.6

Source: Ellman (1973, p. 71)
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The five variants are for the share of investment
in the national income, I being the lowest and
V the highest. A sharp increase in the share of
investment in the national income in the Five Year
Plan 1966—-70 would have led to a sharp fall in the
share of consumption in the national income, and
only a small increase in the rate of growth of
consumption (within a Five Year Plan period).
What is very sensitive to the share of investment
in the national income is the output of the pro-
ducer goods industries, as Tables 2 and 3 show.

These results are along the lines of what one
would expect on the basis of Fel’dman’s model,
but the input—output technique improves on
Fel’dman’s model since it enables the effect of
different strategies to be seen at the industry
level rather than merely in terms of macroeco-
nomic aggregates.

Another example of the use of input—output for
economic calculations concerns the statistical data
about the relations between industries contained
in the national ex post tables in value terms. In his
controversial 1968 book Mezhotraslevye svyazi
sel’skogo khozyaistva, M. Lemeshev, then deputy
head of the sector for forecasting the development
of agriculture of the USSR Gosplan’s Economic
Research Institute, used the Soviet input—output
table for 1959 as the basis for a powerful plea for
more industrial inputs to be made available to
agriculture.

He began by observing that from the 1959
input—output table it was clear that of the current
material inputs into agriculture in that year only
23.4 per cent came from industry, while 54.7 per
cent came from agriculture itself (feed, seed and
so on). He argued that this was most unsatisfac-
tory. In the section on the relationship between
agriculture and engineering Lemeshev argued that
the supply to agriculture of agricultural machinery
was inadequate, in the section on the relationship
between agriculture and the chemical industry he
argued that the supply of fertilizers was inade-
quate, and in the section on agriculture and elec-
tricity he argued that the supply of electricity to
the villages for both productive and unproductive
needs was inadequate. In addition, in the section
on the relationship between agriculture and the
processing industry he argued that the latter was
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not helping agriculture as it should do; for exam-
ple, it was sometimes impossible to accept vege-
tables (although the consumption of these in the
towns was below the norms) because of inade-
quate processing and distribution facilities. Fur-
thermore, he argued that the supply of
concentrated feed was inadequate and the pro-
cessing of milk wasteful. In view of the inade-
quate development of the food processing
industry, he argued for the development of pro-
cessing enterprises by the farms themselves.

The chapter on the productive relations
between agriculture and the building industry
was an extensive critique of the practice of pro-
ductive, and of housing and communal, building
in the villages. Lemeshev argued that the state
should take on responsibility for building on the
collective farms. The chapter on the relationship
between agriculture and transport was critical of
the shortage of river freight boats. The chapter on
investment argued that investment in agriculture
was inadequate, and that in the period 1959-65
there was an unwarranted increase in the propor-
tion of investment in the collective farms which
they had to finance themselves. He also argued
that a greater proportion of agricultural invest-
ment should be financed by bank loans, and that
as a criterion of investment efficiency the recoup-
ment period was satisfactory. The concluding
chapter was concerned with improving the pro-
ductive relations between agriculture and the rest
of the economy. The author argued for improving
central planning by the use of input—output, for
replacing procurement plans by free contracts
between farms and the procurement organs (if a
shortage of a particular product threatened then its
price could be raised), and for the elimination of
the supply system (that is, the rationing of pro-
ducer goods) which hindered farms from receiv-
ing the goods they wanted and sometimes
supplied them with goods that they did not want.
Lemeshev also argued for higher pay in agricul-
ture and for the reorganization of the labour pro-
cess within state and collective farms on the basis
of small groups which were paid by results.

This book was a good example of the use of
input—output to provide statistical data which
could be used, alongside other information, to
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provide a description of important economic rela-
tions and to support a case for important institu-
tional and policy changes.

Project Evaluation

In the USSR of the 1930s, it was officially con-
sidered that there was no problem of project eval-
uation to which economists could contribute. The
sectoral allocation of investment was a matter for
the central political leadership to decide. It was
they who decided in which sectors and at which
locations production should be expanded. These
decisions were based on the experience of the
more advanced countries, the traditions of the
Russian state (for example, stress on railway
building) and of the Bolshevik movement (for
example, stress on electrification and on the
metal-using industries) and on the needs of
defence. As far as decisions within sectors were
concerned, here the main idea was to fulfil the
plan by using the world’s most advanced
technology.

The practical study of methods for choosing
between variants within sectors was begun by
engineers in the electricity and railway industries.
The problem analysed was that of comparing the
cost of alternative ways of meeting particular plan
targets. A classic example of the type of problem
considered was the choice between producing
electricity by a hydro station and by a thermal
station.

During Stalin’s lifetime, the elaboration by
orthodox economists and the adoption by the
planners of economic criteria for project evalua-
tion were impossible because they were outside
Stalin’s conception of the proper role of econo-
mists (apologetics). When economists did make a
contribution in this area, as was done by
Novozhilov, it was ignored. After Stalin’s death,
however, it became possible for Soviet econo-
mists to contribute to the elaboration of methods
of economic calculation for use in the decision-
making process. An early and important example
was in the field of project evaluation. An official
method for project evaluation was adopted in
1960, and revised versions in 1964, 1966, 1969
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and 1981. In a very abbreviated and summary
form, the 1981 version was as follows.

In evaluating investment projects, a wide vari-
ety of factors have to be taken into account, for
example, the effect of the investment on labour
productivity, capital productivity, consumption of
current material inputs (such as metals and fuel),
costs of production, environmental effects, tech-
nical progress, the location of economic activity
and so on. Two indices which give useful syn-
thetic information about economic efficiency (but
are not necessarily decisive in choosing between
investment projects) are the coefficient of absolute
economic effectiveness and the coefficient of rel-
ative economic effectiveness.

At the national level, the coefficient of absolute
effectiveness is defined as the incremental
output—capital ratio.

where E, is the coefficient of absolute effective-
ness for a particular project, AY is the increase in
national income generated by the project, and 7 is
the investment cost. The value of £, calculated in
this way for a particular investment has to be
compared with E,, the normative coefficient of
absolute effectiveness, which is fixed for each
Five Year Plan and varies between sectors. In the
11th Five Year Plan (1981-85) it was 0.16 in
industry, 0.07 in agriculture, 0.05 in transport
and communications, 0.22 in construction and
0.25 in trade.

If E,>E,

then the project is considered efficient.

For calculating the criterion of absolute effec-
tiveness at the level of individual industries, net
output is used in the numerator instead of national
income. At the level of individual enterprises and
associations, in particular when a firm’s own
money or bank loans are the source of finance,
profit is used instead of national income.

The coefficient of relative effectiveness is used
in the comparison of alternative ways of produc-
ing particular products. In the two products case
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o G -G

K, — K,
where E is the coefficient of relative effectiveness,
C; is the current cost of the ith variant, and K is the
capital cost of the ith variant.

IfE > En, where En is the officially established
normative coefficient of relative economic effi-
ciency, then the more capital intensive variant is
economically justified. In the 11th Five Year Plan,
En was in general 0.12, but exceptions were offi-
cially permitted in the range 0.08/0.10-0.20/0.25.

In the more than two variants case, they should
be compared according to the formula

C; + E,K; — minimum

that is, choose that variant which minimizes the
sum of current and capital costs.

At one time a rationalist misinterpretation of
socialist planning was widespread. According to
this view, a planned economy was one in which
rational decisions were made after a dispassionate
analysis by omniscient and all-powerful planners
of all the alternative possibilities. In such a sys-
tem, the adoption of rational criteria for project
evaluation would have been of enormous impor-
tance. Socialist planning, however, was just one
part of the social relations between individuals
and groups in the course of which decisions
were taken, all of which were imperfect and
many of which produced results quite at variance
with the intentions of the top economic and polit-
ical leadership.

A good example of the factors actually
influencing investment decisions under state
socialism was the commencement of the construc-
tion of the Baoshan steel plant near Shanghai. The
site was apparently chosen because of the political
influence of a high-ranking Shanghai party offi-
cial. The location decision ignored the fact that,
because of the swampy nature of the site, neces-
sitating large expenditures on the foundations, this
was in fact the most expensive of the sites consid-
ered. Very expensive, dogged with cost overruns,
involving major pollution problems, the whole
project was kept alive for some time by a powerful
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steel lobby. In due course, as a result of a national
policy reversal in Beijing, the second phase was
deferred and those involved publicly criticized. To
judge from its initial costs of production, it pro-
duced gold rather than steel.

In general, the choice of projects owed more to
inter-organization bargaining in an environment
characterized by investment hunger than it did to
the detached choice of a cost-minimizing variant.
The development of new and better criteria for
project evaluation turned out to be no guarantee
that project evaluation would improve since the
criteria were often not in fact used to evaluate
projects. Their main function was to provide an
acceptable common language in which various
bureaucratic agencies conducted their struggles.
Agencies adopted projects on normal bureaucratic
grounds and then tried to get them adopted by
higher agencies, or defended them against attack,
by presenting efficiency calculations using the
official methodology but relying on carefully
selected data.

Linear Programming and Extensions

Linear programming was discovered by the
Soviet mathematician Kantorovich in the late
1930s. Its relevance for Soviet planning was
widely discussed in the USSR in the 1960s and
extensive efforts were made actually to use it in
Soviet planning in the 1970s. Three examples of
its use follow.

Production Scheduling in the Steel Industry
Linear programming was discovered by
Kantorovich in the course of solving the problem,
presented to him by the Laboratory of the all-
Union Plywood Trust, of allocating productive
tasks between machines in such a way as to max-
imize output given the assortment plan. From a
mathematical point of view, the problem of opti-
mal production scheduling for tube mills and
rolling mills in the steel industry, which was tack-
led by Kantorovich in the 1960s, is very similar to
the Plywood Trust problem, the difference being
its huge dimensions.
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The problem arose in the following way. As
part of the planning of supply, Soyuzglavmetal
(the department of Gossnab concerned with the
metal industries), after the quotas had been spec-
ified, had to work out production schedules and
attachment plans in such a way that all the orders
were satisfied and none of the producers received
an impossible plan. In the 1960s an extensive
research programme was initiated by the depart-
ment of mathematical economics (which was
headed by Academician Kantorovich) of the Insti-
tute of Mathematics of the Siberian branch of the
Academy of Sciences, to apply optimizing
methods to this problem. The chief difficulties
were the huge dimensions of the problem and
the lack of the necessary data. About 1,000,000
orders, involving 60,000 users, more than 500 pro-
ducers and tens of thousands of products, were
issued each year for rolled metal. Formulated as a
linear programming problem it had more than a
million unknowns and 30,000 constraints.
Collecting the necessary data took about six
years. Optimal production scheduling was first
applied to the tube mills producing tubes for gas
pipelines (these were a scarce commodity in the
USSR). In 1970 this made possible an output of
tubes 108,000 tons greater than it would otherwise
have been, and a substantial reduction in transport
costs was also achieved.

The introduction of optimal production sched-
uling into the work of Soyuzglavmetal was only
part of the work initiated in the late 1960s on
creating a management information and control
system in the steel industry. This was intended to
be an integrated computer system which would
embrace the determination of requirements, pro-
duction scheduling, stock control, the distribution
of output and accounting. Such systems were
widely introduced in Western steel firms in the
late 1960s. Work on the introduction of manage-
ment information and control systems in the
Soviet economy was widespread in the 1970s,
but by the 1980s there was widespread scepticism
in the USSR about their usefulness. This largely
resulted from the failure to fulfil the earlier exag-
gerated hopes about the returns to be obtained
from their introduction in the economy.
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Industry Investment Plans

In the state socialist countries investment plans
were worked out for the country as a whole, and
also for industries, ministries, departments, asso-
ciations, enterprises, republics, economic regions
and cities. An important level of investment plan-
ning was the industry. Industry investment plan-
ning is concerned with such problems as the
choice of products, of plants to be expanded,
location of new plants, technology to be used,
and sources of raw materials.

The main method used in the 1970s and 1980s
in the Council for Mutual Economic Assistance
(CMEA, known in the West as Comecon) coun-
tries for processing the data relating to possible
investment plans into actual investment plans was
mathematical programming. After extensive
experience in this field, in 1977 a Standard Meth-
odology for doing such calculations was adopted
by the Presidium of the USSR Academy of
Sciences.

The Soviet Standard Methodology presented
models for three standard problems. They were:
a static multi-product production problem with
discrete variables, a multi-product dynamic pro-
duction problem with discrete variables, and a
multi-product static problem of the production-
transport type with discrete variables.

The former can be set out as follows:

Let i = 1, ... , n be the finished goods or
resources, j = 1,... , m be the production units,
r=1, ..., Rj be the production technique in a
unit, aj; be the output of good I =1, . . ., n’
orinputofresourcei =n'+1, . . . , n,using
technique » of production in unit j; C; are the costs
of production using technique r in unit j; D, is the

given level of output of good i,
=1, . ., n; Piis the total use of resource
i,i=n+1, .. . ,nallocated to the indus-

try; Z; is the unknown intensity of use of technique
r at unit j.

The problem is to find values of the variables
Z; that minimize the objective function

m

R;
S 3az
j=

Jj=

ey
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that is, minimize costs of production subject to

N dzi =D, i=1,...n ()

m R
=1 r=1

J

that is, each output must be produced in at least the
required quantities

m R

DY @z <p, i=nd+1..n (3)

j=1 r=1

that is, the total use of resources cannot exceed the
level allocated to the branch

R;
Y zZi<1j=1,..m 4)

r=1

Z;=0orl,j=1,..mr=1..R (5
that is, either a single technique of production for
unit j is included in the plan or unit j is not
included in the plan.

In order to illustrate the method, an example
will be given which is taken from the Hungarian
experience of the 1950s in working out an invest-
ment plan for the cotton weaving industry for the
1961-65 Five Year Plan. The method of working
out the plan can be presented schematically by
looking at the decision problems, the constraints,
the objective function and the results.

The decision problems to be resolved were:

(a) How should the output of fabrics be increased,
by modernizing the existing weaving mills or
by building new ones?

(b) For part of the existing machinery, there were
three possibilities. It could be operated in its
existing form, modernized by way of alter-
ations or supplementary investments, or else
scrapped. Which should be chosen?

(c) For the other part of the existing machinery, it
could be either retained or scrapped. What
should be done?

(d) If new machines are purchased, a choice has
to be made between many types. Which types
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should be chosen, and how many of a partic-
ular type should be purchased?

The constraints consisted of the output plan for
cloth, the investment fund, the hard currency
quota, the building quota and the material bal-
ances for various kinds of yarn. The objective
function was to meet the given plan at
minimum cost.

The results provided answers to all the decision
problems. An important feature of the results was
the conclusion that it was cheaper to increase
production by modernizing and expanding
existing mills than by building new ones.

It would clearly be unsatisfactory to optimize
the investment plan of each industry taken in
isolation. If the calculations show that it is possi-
ble to reduce the inputs into a particular industry
below those originally envisaged, then it is desir-
able to reduce planned outputs in other industries,
or increase the planned output of the industry in
question, or adopt some combination of these
strategies. Accordingly, the experiments in work-
ing out optimal industry investment plans, begun
in Hungary in the 1950s, led to the construction of
multi-level plans linking the optimal plans of the
separate industries to each other and to the mac-
roeconomic plan variables. Multilevel planning of
this type was first developed in Hungary, but
subsequently spread to the other CMEA coun-
tries. Extensive work on the multi-level optimiza-
tion of investment planning was undertaken in the
USSR in connection with the 1976-90 long-term
plan. (The 1976-90 plan, like all previous Soviet
attempts to compile a long-term plan, was soon
overtaken by events. The plan itself seems never
to have been finished and was replaced by ten-
year guidelines for 1981-90.)

The Determination of Costs in the Resource
Sector

In view of the wide dispersion of production costs
in the resource sector, the use of average costs
(and of prices based on average costs) in alloca-
tion decisions is likely to lead to serious waste. An
important outcome of the work of Kantorovich
and his school for practical policy was (after a
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long lag) official acceptance of this proposition
and of linear programming as a way of calculating
the relevant marginal costs. For example, in 1979
in the USSR the State Committee for Science and
Technology and the State Committee for Prices
jointly approved an official method for the eco-
nomic evaluation of raw material deposits. This
was a prescribed method for the economic evalu-
ation of exploration and development of raw
material deposits. What was new in principle
about this document was that it permitted the
output derived from the deposits to be evaluated
either in actual (or forecast) wholesale prices or in
marginal costs. For the fuel-energy sector, a lot of
work was done to calculate actual (and forecast)
marginal costs for each fuel at different locations
throughout the country and for different periods.
These figures were regularly calculated on opti-
mizing models (they were the dual variables to the
output maximizing primal) and were widely used
in planning practice for many years.

Comparison with the West

An important method of economic calculation in
socialist countries was comparison with the West.
If a particular product or method of production
had already been introduced (or phased out) in the
West, this was generally considered a good argu-
ment to introduce it (or phase it out) in the socialist
countries, subject to national priorities and eco-
nomic feasibility. Obtaining advanced technology
from abroad (by purchase, Lend-Lease, repara-
tions, espionage, direct investment) was an
integral part of socialist planning, the importance
of the different elements varying over time. Com-
parisons with the West were particularly impor-
tant in an economic system which lagged behind
the leading countries, lacked institutions which
automatically introduced innovations into produc-
tion (that is, profit-seeking business firms), and
found it difficult (because of the ignorance of the
planners, stable cost-plus prices and the self-
interest of rival bureaucratic agencies) to notice,
appraise realistically when noticed, and adopt,
innovations.
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Economic Calculation and Economic
Results

It is important not to exaggerate the influence of
methods of economic calculation on the perfor-
mance of an economy. The performance of an
economy is largely determined by external factors
(such as the world market), economic policy (for
example, the decision to import foreign capital or
to declare a moratorium), economic institutions
(like collective farms) and the behaviour of the
actors within the system (for example, underesti-
mation of investment costs by initiators of invest-
ment projects). It is entirely possible for an
improvement in the methods of economic calcu-
lation to coincide with a worsening of economic
performance (as happened in the USSR in the
Brezhnev period). Realization of these facts led
in the 1970s to a shift from the traditional norma-
tive approach (which concentrates on the methods
of economic calculation and which regards their
improvement as the main key to improved eco-
nomic performance and the main role of the econ-
omist) in the study of planned economies, to the
systems and behavioural approaches.

Economic Calculation and Economic
Intuition

In view of bounded rationality, and the huge vol-
ume, and distorted nature, of the information
available to the central leadership, really existing
decision-making relied heavily on rules of thumb
and the ‘feel’ for reality of the top decision-
makers (sometimes known as ‘planning by
feel”). This could quickly lead to an equilibrium,
but an inefficient one.
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Economic Consequences of
Weather, The

Jordan Rappaport

Abstract

Households in the United States and a number
of other wealthy nations have been migrating
to places with nice weather. This likely reflects
an increase in the relative valuation of the
weather’s direct contribution to household util-
ity. Several different amenity explanations are
discussed that can account for the increased
valuation and ongoing move.

Keywords
Compensating  differentials; Consumption
amenities; Local growth; Migration; Weather

JEL Classifications
R11; R12; R13; R23

Introduction

A cloudy day or a little sunshine have as great an
influence on many constitutions as the most recent
blessings or misfortunes.

Joseph Addison (1672-1719), English essayist,
poet and politician
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Don’t knock the weather. If it didn’t change once in
a while, nine out of ten people couldn’t start a
conversation.

Kin Hubbard (1868-1930) American cartoonist,
humorist and journalist

It is hard to find a research subject more important
than the weather. From ice ages to epic floods to
endless droughts to malarial heat to the present
warming of the earth, human welfare has always
depended closely on it. Less awe-inspiring but also
important is that weather is a direct source of signif-
icant consumption. Nice weather underpins the
enjoyment of most outdoor activities from picnics
to sports games to beach days, to an infinite set of
other possibilities. The discussion that follows will
focus primarily on this latter, consumption dimen-
sion of weather. While such a focus may seem
shallow in the face of the significant challenges
weather poses to humanity, those challenges do not
negate the fact that normal weather variations — the
sorts that have been experienced year after year by
current and recent generations — continue to be a
large source of consumption benefits.

The discussion below will argue that rising
incomes in the United States and other developed
nations have increased households’ willingness to
pay to live in a place with nice weather. As a result
there has been a shift in population towards such
places. Before we consider this consumption
dimension of weather, however, a brief discussion
of the weather’s day-to-day contribution to pro-
duction is warranted.

Weather as a Production Amenity

Agriculture is the industry that most obviously
depends on weather as a productive input. This
dependence is multidimensional in the sense that
temperature, humidity, cloud cover and rainfall —
each over the entire growing season — all matter.
A large enough deviation by just one of these can
be sufficient to seriously impair yields. To be sure,
advancing agricultural science has allowed crops to
thrive in a wider range of weather conditions. But
even loosened, the constraints imposed by weather
remain significant.

Of course, different agricultural goods thrive
in different weather. But abstracting from

3261

heterogeneity, it is easy to see that farmland in
places with weather most conducive to growing
will be valued especially highly. Farmers, assumed
to be mobile across locations, will bid up the price
of productive farmland until the weather’s expected
contribution to profits becomes fully capitalized
into land values. The higher productivity of farms
in ideal-weather locations simultaneously makes it
possible to pay workers there relatively high wages
while still attaining the profits that could be made
elsewhere. Note that the farm workers in such high
productivity locations are not necessarily any better
off than mobile farm workers elsewhere. General
equilibrium considerations imply that their higher
wages will be offset by higher prices for non-traded
goods such as housing.

As with agriculture, the weather serves as a
productive input into numerous industrial pro-
cesses. Gunpowder, macaroni, tobacco, gum and
chocolate are among the many products whose
production requires constant, low humidity.
Inside weather conditions are thus an extremely
important productive input. Of course, in pre-
sentday developed countries, inside and outside
weather are typically disconnected. But prior to
air conditioning and central heating, inside
weather depended closely on outside weather.
Thus Oi (1997) argues that the spread of work-
place air conditioning underpinned the rise of
manufacturing in the south of the United States.

Nice weather also turns out to be empirically
correlated with very-short-term stock market
returns (Saunders 1993; Hirshleifer and Shumway
2003). Specifically, daily measures of sunshine in
cities that host major stock exchanges are positively
correlated with daily returns on those exchanges. In
this case, weather’s contribution is potentially pro-
ductive only for day traders with very low transac-
tion costs. The hypothesized mechanism is that nice
weather uplifts traders’ mood and optimism. Such a
mechanism has much more the flavour of a con-
sumption amenity than a productive one.

Weather as a Consumption Amenity

Just as weather’s contribution to production puts
upward pressure on the price of land and of
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housing, so too does its direct contribution to
household utility. But as a consumption amenity,
weather puts downward pressure on wages rather
than upward pressure.

The expected correlations from weather’s role
as a production amenity and as a consumption
amenity derive from the compensating differential
framework (Rosen 1979; Roback 1982). An econ-
omy is assumed to be made up of a number of
geographically distinct labour markets where
households live and work and firms produce.
The labour market locations may differ from one
another with respect to numerous exogenous pro-
duction and consumption amenities such as prox-
imity to navigable water, access to natural
resources, low risk of natural disasters, and — in
a multidimensional sense — the weather. Produc-
tion and consumption amenities may also be
endogenous, for instance if increasing returns to
scale lower input costs or expand the variety of
consumer goods. The assumed high mobility of
firms implies that they must be at least as profit-
able in their present location as they would be
anywhere else. The assumed high mobility of
households implies that they must derive at least
as much utility in their present location as they
would anywhere else.

The key to the compensating differential
framework is that prices — in particular for land,
labour and housing services — adjust to equate
profits and utility across the numerous locations.
In locations with high production amenities, firms
are willing to pay higher prices for inputs, includ-
ing for labour. These higher input prices are
required to lower what would otherwise be higher
profits than could be achieved from locating else-
where. Similarly, in locations with high consump-
tion amenities, households are willing to accept
lower wages and pay a higher price for housing
services. Such households thus trade off lower
tangible consumption of market goods for higher
intangible consumption of amenities.

The empirical implementation of this model
typically focuses exclusively on households and
consumption amenities rather than firms and pro-
duction amenities. The reason is the difficulty of
observing the full range of firm input prices. Nota-
ble exceptions include Gabriel and Rosenthal
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(2004) and Chen and Rosenthal (2008), which
treat housing service prices as a proxy for non-
labour input prices.

For households, the most common empirical
methodology is to separately regress micro data of
household income and a proxy for housing service
price on respective vectors of attributes meant to
control for differences in human capital and dif-
ferences in the quantity and quality of housing
services. The residuals from these regressions
can then be regressed on location-specific attri-
butes, including weather. Summing the extra
annual housing service cost implied by a coeffi-
cient on a locational attribute in the housing
regression with the lost income implied by the
coefficient on the same locational attribute in the
income regression gives the marginal consump-
tion that a household forgoes to obtain a small
increase in that local attribute.

Estimated compensating differentials for
weather attributes from implementing this meth-
odology tend to be extremely large. For example,
the valuation per representative household for one
extra sunny day over the course of a year is some-
where from US$21 (at 2005 prices) to $36. The
midpoint of this estimated range implies an aggre-
gate valuation of $57 million per year for a met-
ropolitan area with a population of 2 million. Over
30 years using a three per cent discount rate, the
implied net present value is $560 million.
Whether households really require such a huge
transfer to accept just a single extra cloudy day
per year seems questionable. Other estimated
weather valuations include one less rainy day
over the course of a year, $36 per household;
one less inch of precipitation, $-63 to $37 per
household; and one inch less snow per year, $33
per household (Blomquist et al. 1988; Gyourko
and Tracy 1991; Stover and Leven 1992).

Heterogeneity of household preferences sug-
gests that these estimates may understate the
consumption benefits from weather. With hetero-
geneity, it is no longer necessary that all house-
holds be indifferent about where to live. The
distribution of wages and house prices across
locations that clears the labour, traded goods,
and housing markets will be driven in large part
by ‘marginal’ households, who tend to value
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consumption amenities by less than average.
‘Inframarginal’ households, in contrast, tend to
value at least some consumption amenities highly.
In order to live in a location where such amenities
are abundant, inframarginal households are will-
ing to accept a lower wage and pay a higher
housing-service price than is actually required.
Hence they enjoy a surplus that is missed by the
compensating valuations above.

An even bigger empirical challenge to valuing
weather and other consumption amenities is the
difficulty of controlling for individual-specific
and house-specific characteristics. A low wage
may represent compensation for amenities, but it
also may represent low human capital. A high
expenditure on housing may compensate for
high amenities, but it also may reflect a high
quality and quantity of housing services being
purchased. The characteristics typically used as
controls when estimating the wage compensation
include age, experience, education, sex, industry
and occupation. For estimating the house price
compensation, typical controls include rooms,
bedrooms, units in structure, and appliances.
These sets of attributes miss substantial sources
of individual and housing-unit variation. Probably
most important for present purposes is the diffi-
culty of distinguishing between high amenities
and low human capital. The sorting of human
capital across metro areas suggests that
unobserved human capital characteristics may be
correlated with the weather. The consequences of
not sufficiently controlling for individual and
housing service characteristics are evident in
quality-of-life rankings of metro areas based on
compensating differentials, which tend to contrast
sharply with subjective rankings (Rappaport
2008).

A complementary ‘quantity’ approach to the
compensating differential literature’s ‘price’
approach explicitly models population, capital
inputs, land and housing supply. As is intuitive,
high levels of consumption amenities attract
households to a location, resulting in higher pop-
ulation and population density. (Henceforth,
I shall make no distinction between the level of
population and its density.) The higher population
in turn supports the higher housing prices and
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lower wages of the compensating equilibrium
(Haurin 1980; Rappaport 2008).

The seemingly obvious empirical implication
of the quantity approach is to regress a cross-
section of local population on exogenous local
attributes such as the weather to infer whether
such attributes are an amenity (with respect to
either production or consumption). However, the
extremely high persistence of local population
implies that the correlation of population with an
attribute might reflect an amenity contribution in
the distant past that no longer exists. Instead, a
crosssection of population growth rates can be
regressed on the exogenous attributes. The
resulting coefficients can be interpreted as
reflecting the accumulation of past changes of
the attributes’ amenity contributions (Mueser
and Graves 1995; Rappaport 2007). In other
words, a positive partial correlation between pop-
ulation growth and a particular attribute suggests
that the attribute’s amenity contribution
increased — becoming either more positive or
less negative — in the intermediate past. The high
persistence of population growth in the United
States suggests that the ‘intermediate past’ proba-
bly reaches back at least several decades
(Greenwood et al. 1991; Rappaport 2004; Glaeser
and Gyourko 2005).

Empirically implementing the quantity
approach establishes that population growth in
the United States has been highly correlated with
nice weather. Growth has been fastest where win-
ters and summers are mild and the number of rainy
days is moderate. The quantitatively strongest
relationship, robust to numerous controls, is a
positive quadratic correlation of growth with win-
ter temperature. For the period 1970 to 2000,
increasing January temperature from one standard
deviation below its sample mean to one standard
deviation above its sample mean (from 29 °F to
54 °F) is associated with faster growth of 1.3 per
cent per year for US counties (Rappaport 2007).
Miami’s temperature in January implies expected
annual growth that is 3.4 per cent faster than that
of US counties with mean January temperature.
For comparison, the mean population growth rate
of counties over this period was 0.9 per cent
per year.
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Population growth is negatively correlated
with summer temperature and humidity
(controlling for winter temperature, and robust to
the inclusion of numerous other attributes). An
increase in July heat index from one standard
deviation below its sample mean to one standard
deviation above its sample mean (from 87 °F to
109 °F) is associated with slower growth of 0.5
per cent per year. An increase in relative humidity
from one standard deviation below its sample
mean to one standard deviation above its sample
mean (from 56 per cent to 75 per cent) is associ-
ated with slower growth of 0.9 per cent per year.
Miami’s temperature and humidity in July imply
expected annual growth that is 0.7 per cent slower
that that of counties with mean heat and humidity.

Finally, population growth is characterized by
a negative quadratic partial relationship with the
number of rainy days. Increasing the number of
rainy days by one standard deviation (25 days)
above the mean (94 days) leaves expected popu-
lation growth essentially unchanged. But increas-
ing rainy days by a second and then a third
standard deviation slows growth by 0.3 percent-
age points and then an additional 0.6 percentage
points. For Seattle, with an average of 182 rainy
days per year, annual expected population growth
is 1.3 percentage points lower than that of a loca-
tion with mean annual precipitation.

The weather accounts for a very large share of
the variation in local population growth rates. The
four weather variables just discussed, entered lin-
early and quadratically, along with annual precip-
itation entered similarly, can account for
27 percent of the variation in US county popula-
tion growth from 1970 to 2000. This is only
slightly less than is accounted for by dummies
for each US state. For metro areas, winter weather
alone accounts for 44 percent of the variation in
growth from 1950 to 2000.

Results similar to those above hold for a num-
ber of nations, for a number of geographies within
them, and for a variety of time periods. Similar
partial correlations of growth with weather char-
acterize US metro area growth from 1950 to 1980
(Mueser and Graves 1995). In Europe, nice
weather has been a major driver of population
flows from 1980 to 2000 within countries
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although not across them (Cheshire and Magrini
2006). And net migration among Japanese pre-
fectures from 1955 to 1990 was negatively corre-
lated with a measure of extreme temperature
(Barro and Sala-i-Martin 1995).

The partial correlations strongly suggest that
the amenity value of nice weather increased
beginning at some point in the intermediate past,
via either consumption or production. If the for-
mer, such places became inherently more desir-
able as the marginal utility from nice weather rose
relative to the marginal utility of private consump-
tion. If the latter, nice-weather places became
more desirable because firms there could pay rel-
atively higher wages.

The quantity framework allows for numerous
explanations, many complementary, of the empir-
ical migration to nice weather places. The com-
mon element of these explanations is that they
posit a change in the valuation of some aspect of
weather’s amenity contribution, or else a change
in the valuation of an amenity correlated with
weather. One such explanation is that the approx-
imate sixfold rise in per capita income over the
course of the 20th century lowered the marginal
utility from the consumption of private goods and
services and so increased the quantity of these that
households were willing to forgo in order to live
in a place with nice weather. Consistent with this
consumption amenity explanation, Costa and
Kahn (2003), using the compensating differential
framework, estimate that a representative house-
hold’s valuation of enjoying the weather of San
Francisco rather than that of Chicago increased
more than fivefold between 1970 and 1990.

This rising income explanation for the move to
nice weather might intuitively, but incorrectly, be
understood to depend on weather’s being a luxury
good. In fact, it depends only on there being
sufficient complementarity between weather and
private consumption in the household utility func-
tion. Even with a homothetic utility function over
private consumption and weather, an increase in
income requires a sufficient increase in the valua-
tion of nice weather to dissuade people from mov-
ing. More specifically, if the elasticity of
substitution between private consumption and
weather is exactly 1 (Cobb Douglas), wages and



Economic Consequences of Weather, The

house service prices can adjust to maintain a spa-
tial equilibrium without any population move-
ment (Rappaport 2009). Essentially a rise in the
compensating price of nice weather can exactly
cancel an income-driven increase in demand for
nice weather. But if instead the elasticity of sub-
stitution between weather and private consump-
tion is less than 1, the incomedriven increase in
demand is stronger and the larger required offset-
ting price increase can be supported only if more
people move to nice-weather places, thereby driv-
ing up housing prices and driving down wages to
their general equilibrium values. Conversely, an
elasticity of substitution less than 1 will cause the
increase in demand for nice weather from increas-
ing incomes to be somewhat weaker. In this case,
the required increase in the compensating price is
too low to be sustained without some movement
away from places with nice weather. Intuitively, a
broad, tfp-based increase in wages across all loca-
tions can increase the utility cost from not being
where wage rates are highest.

A first alternative amenity explanation, based
on production, is that the shift to nice weather
reflected the movement out of the agriculture
and manufacturing sectors. As the share of the
labour force employed in agriculture fell from
36 per cent in 1900 to 12 per cent in 1970 to
2 per cent in 2000, the productive amenity contri-
bution of weather to the marginal product of
labour averaged over all workers probably
decreased greatly. Hence the valuation of weather
attributes directly increasing utility relative to the
valuation of weather attributes conducive to
growing would have increased. More recently, as
the manufacturing share of employment fell from
25 per cent in 1970 to 14 per cent in 2000, the
opportunity cost of moving within the United
States from places with perceived less nice
weather has probably fallen. On reason is the
concentration of heavy manufacturing in the US
Midwest, in part due to the proximity of raw
materials and notwithstanding winters that are
colder and summers that are hotter than many
US households desire.

While the declines of agriculture and
manufacturing surely contributed to the move to
nice weather, they are unlikely to be the main
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cause. The partial correlation of population
growth with nice weather is mostly unaffected
by the inclusion of extensive controls for agricul-
ture and other industrial structure. Moreover, the
largest part of the move out of agriculture was
over by 1970, which is the start date for the
growth correlations reported above. Conversely,
the move to nice weather began in the 1920s,
when manufacturing employment was still grow-
ing vigorously.

A second alternative amenity story, based on
consumption, is that the move to nice weather
reflected the increased mobility and prosperity of
the elderly. Rather than the population as a whole,
it was primarily the elderly who increased their
valuation of nice weather as it became part of their
locational choice set. The increase in choice set
followed from numerous trends, including the
passage of Social Security (pensions for the
elderly), increased longevity, and falling transpor-
tation and communications costs. Certainly, some
warm-weather states such as Florida and Arizona
have attracted a disproportionate number of
elderly residents from elsewhere. But the strength
of the correlation of growth with nice weather is
nearly the same for working-age individuals as it
is for seniors. Moreover, the move to nice weather
began long before the large increases in senior
longevity and prosperity.

A third, related, amenity explanation is that for
a broad swathe of the US population, mobility
costs fell over the course of the 20th century.
High moving costs allow for the possibility of
rents for those residing in nice-weather places,
with the negative compensating differential set-
tling lower (in absolute value) than it would be
with free mobility. To the extent that mobility
increased — for example, due to falling transpor-
tation and communication costs — nice-weather
places would have grown disproportionately fast
until they reached their free-mobility equilibrium.
While this explanation has intuitive appeal, the
extent to which mobility increased is unclear.
The state-to-state gross migration rate was
approximately flat from 1947 to 1975, then fell
slightly through 2000.

A fourth alternative consumption amenity
explanation for the move to nice weather is that
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it was caused by air conditioning. Air condition-
ing ameliorated the disamenity of hot and humid
summer weather, which in turn is correlated with
warm winter weather. Hence households no lon-
ger needed to be compensated as much to live in
hot and humid places, which in turn should have
caused a shift in population towards such places.
Doubtless there is some truth to this hypothesis, as
many of the US metropolitan areas that grew most
rapidly from 1950 to 2000 have summer weather
that would seem insufferable without air condi-
tioning (for example, the daily high heat index in
July for Austin, Texas averages 118 °F). However,
the move to nice weather began decades before
the widespread diffusion of air conditioning.
Moreover, the negative partial correlation of pop-
ulation growth with summer heat and summer
humidity is exactly the opposite of what air con-
ditioning is expected to cause. Also tempering the
air conditioning explanation is the extremely
rapid growth of coastal southern California,
where summer weather is relatively mild.

An alternative, nonamenity explanation
argues that the correlation of population growth
with nice weather is largely a coincidence.
Glaeser and Tobio (2008) conclude that the
post-war movement to places with nice weather
arose from faster productivity growth in nice-
weather places accompanied by a high elasticity
of housing supply there. The latter was due to
some combination of plentiful land and minimal
government restrictions on building. The conclu-
sion that weather was not an important driver
of the population move to nice weather follows
primarily from wage and house price
compensating-differential regressions using
data from the 1950 through 2000 decennial cen-
suses. These regressions suggest that wages rose
quicker but house prices rose slower in places
with nice weather than elsewhere. Both of these
comparative growth rates suggest that house-
holds’ relative valuation of nice weather was
decreasing over this period.

Certainly, the convergence of productivity
in the US South to the national level was an
important aspect of the rapid growth of many
nice-weather places (Barro and Sala-i-Martin
1991, 1992; Caselli and Coleman 2001). But
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in the absence of any increase in amenity
valuation, the relatively high density and con-
gestion that have come to characterize many
nice-weather cities would require productivity
there to surpass its level elsewhere, not just
converge to it.

Similarly, a relatively elastic housing supply is
certainly a necessary condition for the rapid
growth that was sustained over 50 years by a
number of nice-weather metro areas. In the quan-
tity model described above, the house supply
elasticity governs the magnitude of the growth
response to a change in amenities. But the impetus
for the growth is solely the amenity change. Elas-
tic housing supply, on its own, is not sufficient.
Many sparsely populated and declining metro
areas throughout the US Midwest and deep
South also have plentiful land, light regulation,
and in many cases an excess supply of existing
buildings.

An additional consideration is the generic
unreliability of the compensating differential
methodology. The estimated rising wages by
Glaeser and Tobio (2008) in nice-weather places
may partly reflect an upgrading of unobserved
human capital. The increase in the average skills
of workers in such metro areas may have been
faster than elsewhere. For example, workers who
moved to nice-weather places may have had
higher skills on average than the skills of workers
who already lived there. And slower-than-
expected house price growth might reflect that
the (negative) compensation for nice weather is
being paid, in part, by longer commutes, increased
traffic, and other sorts of metro area congestion.

Conclusions

The conclusion that households are shifting
towards places with nice weather, at least for the
United States, is not very surprising. Indeed, the
US business magazine Forbes parodied some of
the research on the population shift to nice
weather with the headline, ‘Duh!” (Kellner
2004). Much more important is why households
are doing so. The explanations above together
suggest that rising incomes caused individuals to
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sufficiently increase their valuation of weather as
a consumption amenity so as to require a shift in
population towards nice weather places. For the
increase in valuation to be sufficiently large,
weather must have been a complement to private
consumption rather than a substitute. The shift
towards nice weather was likely reinforced by
the change in industrial composition away from
agriculture and manufacturing, the increase in
productivity throughout the southern United
States, the spread of air conditioning, and the
increasing mobility and financial security of
seniors. Lastly, a high elasticity of housing supply
in many nice-weather places implied that the pop-
ulation influxes required to support the increased
valuation were quite large.

An important implication of the income result
is that valuations of other local consumption ame-
nities are likely to have increased as well. While
local governments may be unable to affect their
local weather, they may want to consider increas-
ing the supply of other consumption amenities in
its place.

A last question is whether the increasing valu-
ation of nice weather and the shift in population
towards it are likely to continue. Unambiguously,
a continuing increase in income will cause a con-
tinuing increase in the valuation of nice weather.
For the actual movement to nice weather to con-
tinue, the increase in valuation must be suffi-
ciently large that it cannot be supported by the
existing distribution of population across loca-
tions. With sufficient complementarity between
weather and private consumption, theory suggests
that the move can continue forever, though at a
diminishing pace (Rappaport 2009). The increas-
ingly swollen populations of many nice-weather
places put downward pressure on their abilities to
elastically supply housing and address other sorts
of congestion. As housing supply becomes less
elastic and other sources of congestion rise, a
smaller increase in population can support a
given required increase in compensation for
local amenities. Consistent with a diminishing
shift, decade-by-decade regressions indeed show
that the move towards nice weather peaked in the
1970s, and then slowed in each of the 1980s and
1990s.
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Abstract

Economic demography is an area of study that
examines the determinants and consequences
of demographic change, including fertility,
mortality, marriage, divorce, location
(urbanisation, migration, density), age, gender,
ethnicity, population size and population
growth. This article reviews and critically eval-
uates important macroeconomic dimensions of
the ‘population debates’ between the ‘opti-
mists’ and the ‘pessimists’ since 1950. It con-
cludes with an examination of demography in
the popular ‘convergence’ growth models of
the 1990s.
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Economic demography is an area of study that
examines the determinants and consequences of
demographic change, including fertility, mortal-
ity, marriage, divorce, location (urbanisation,
migration, density), age, gender, ethnicity, popu-
lation size, and population growth. An applied
area of research, economic demography draws
upon the theoretical and applied fields of econom-
ics. For example, the determinants of fertility or
migration primarily draw upon microeconomic
theory and labour economics, while the conse-
quences of population growth or ageing primarily
draw upon macroeconomic theory and develop-
ment economics.

The field has had a long tradition of contro-
versy, beginning with the publication in 1798 of
An Essay on the Principle of Population by the
Reverend Thomas Malthus. The basic Malthusian
model is founded on two propositions: (a) popu-
lation, when unchecked, increases at a geometric
rate (for example, 1, 2, 4, 8...) and (b) food, in
contrast, expands at an arithmetic rate (for exam-
ple, 1, 2, 3, 4...). The result is a population
trapped at a meagre standard of living. Short of
‘preventive checks’ (birth control), population is
constrained to live at subsistence by ‘positive
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checks’ (deaths, war, famines and pestilence). In
later writings Malthus admitted the possibility of
‘moral restraint’ that could deter births, primarily
through the postponement of marriage. However,
he held little hope for a notable attenuation of the
‘natural passions’ of the working class.

While much of the controversy relating to Mal-
thusianism has focused on the determinants of
population growth, a second premise of his
model relates to its economic underpinnings: the
determinants of agricultural growth. Here Mal-
thus appealed to the historical law of diminishing
returns in agriculture. While this proposition
engendered relatively little dispute at the time,
history has since documented widespread and
sometimes notable improvements in agricultural
technology. Indeed, food production has
represented an engine of growth in many of the
areas that Malthus investigated. In some areas
today, governments worry about ‘excess’ food
production that depresses prices and farmers’ liv-
ing standards. Unfortunately, the pessimistic
food-production predictions, when confronted by
rapid population growth, caused economics to be
dubbed the ‘dismal science’.

The enormous popularity of the Malthusian
ideas was the result of several factors: the model’s
simplicity and its explanation of poverty (the poor
failed to exercise moral restraint, ending up with
large families); the appeal of the message that
subsidising the poor is of questionable efficacy;
and the plausibility of the Malthusian argument
given the unexpected ‘population explosion’
revealed by the 1801 census. These and other
elements of the ‘Malthusian debate’ provide a
useful taxonomy for organising the present article.

Specifically, we highlight the macroeconomic
dimensions of the economic consequences of pop-
ulation growth since 1950. As with the early Mal-
thusian debates, an assessment of the
macroeconomic impacts of demographic change
on economic production has resulted in an out-
pouring of research, which has spawned further
debate. There are periods when vigorous
Malthusian-like alarmism has carried the day;
there are periods of counter-challenges; and,
since the mid-1980s, there has been a productive
‘revisionist’ movement. In short, the simplistic
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Malthusian notion of diminishing returns in pro-
duction has given way to more informed model-
ling of economic—demographic interactions. An
assessment of the historical evolution of this liter-
ature will constitute the bulk of this review and
appropriately delimits the scope of our essay since
a wide range of important microeconomic themes
are taken up in other articles in this dictionary (see

“Fertility in Developing Countries,” » “Family
Decision Making,” » “Marriage and Divorce,”
and » “Retirement,” and multiple articles dealing
with the topics of gender, ageing and mortality).

We begin by examining population impacts in
one-sector growth models. This leads nicely into a
more detailed assessment of factor accumulation,
and in particular, the impacts of demography on
saving, investment and technological change.
This is in turn followed by an analytical descrip-
tion of the evolution of economic—demographic
thinking since 1950. Such a perspective exposes
many of the key analytical and empirical linkages
of interest. The article concludes with an exami-
nation of ‘convergence modelling’, a useful para-
digm that exposes the roles of changing
demographic structures that take place over the
demographic transition.

Theory: Modelling
Economic-Demographic Change

One-Sector Growth Models

The aggregate production function constitutes the
primary organising device for delineating the
impacts of demographic change on economic
growth. Within this model, labour productivity
depends on the availability of complementary fac-
tors of production (land, natural resources, human
and physical capital) and technology. If we
assume, for convenience, that labour is a constant
fraction of population, then population size
directly affects aggregate output.

In a production function with constant returns
to scale, an increase in population growth will
lower the average availability of other factors of
production — a ‘resource-shallowing’ effect, and,
through diminishing returns, reduce the growth of
worker  productivity. Such an  adverse
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demographic impact can be magnified
(or attenuated) if population growth diminishes
(raises) the growth rate of complementary factors.

In a standard growth model with factor inputs
of labour and capital, and a saving rate and pace of
technological change that are exogenous with
respect to population growth, demography affects
the long-run level but not the long-run growth rate
of output per capita. This is because the capital-
shallowing effect of increased population will
eventually reduce the capital per worker ratio to
a level sufficient to be maintained by a fixed rate
of saving. In this case, long-run growth is deter-
mined by the pace of technological change. The
determinants of the ‘“fixed’ saving rate and pace of
technology growth, both considered in more
detail below, are central to the analysis.

If one relaxes some of the assumptions of this
model, the impact of population growth on per
capita output growth can be ambiguous. Negative
impacts can arise through diminishing returns,
diseconomies of scale, and perhaps savings,
while positive impacts can arise through induced
technological change, economies of scale, and
possibly savings. Most economists believe that
adverse capital-shallowing impacts will dominate
positive feedback effects, although the magnitude
of the demographic impacts may not be all that
large.

Saving

Possibly the most investigated linkage of popula-
tion growth to economic growth has been the
impact of demographic change on saving. Two
perspectives dominate.

Adult equivalency. Rapid (slow) rates of popu-
lation growth result in a disproportionate number
of children (elderly adults) who consume, but
contribute relatively little to, household income.
In recognising that these ‘dependents’ consume
less than a working-age adult, the notion of an
‘adult equivalent’ consumer was born. The financ-
ing of an additional child’s ‘adult-equivalent’ con-
sumption has been hypothesised to be out of
saving. Such a view, however, has been chal-
lenged by consideration of several offsetting alter-
natives. Specifically, children may (a) substitute
for other forms of consumption, (b) contribute
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directly to household market and non-market
income, (c¢) encourage parents to work more
(or less), (d) stimulate the amassing
(or reduction) of estates, and (e) encourage
(or discourage) the accumulation of certain types
of assets (for example, education or farm imple-
ments). The net impact of changing dependency
rates on saving is therefore theoretically ambigu-
ous. This is particularly the case if one views
human capital as an investment financed in part
by households and governments. At any rate,
empirical evidence showing negative impacts of
youth dependency on saving are found in several
studies.

The life-cycle. A second population-saving
linkage is based on a life-cycle formulation incor-
porated into a lifetime household utility function.
Specifically, households attempt to even out their
lifetime consumption by setting aside earnings
during working years to finance consumption by
their children as well as for their own retirement.
This formulation can yield positive or negative
impacts on aggregate saving depending on the
relative sizes of the dissaving youth and elderly
cohorts. While empirical evidence from life-cycle
modelling is mixed, those studies do tend to show
linkages between age structure and saving. How-
ever, the direction and magnitude of that impact
depends upon time and place. (See, for example,
Mason 1987; Higgins 1998; and Lee et al. 2001.)

Population-Sensitive Government Spending

Government spending on population-sensitive
activities such as schooling (youth) and health
(elderly) has been alleged both to reduce saving
and to crowd out spending on relatively growth-
oriented investments. These two hypotheses con-
stitute the core of Ansley J. Coale and Edgar
M. Hoover’s (1958) path-breaking study of
India. While these premises are appealing, they
require qualification. Governments have many
options to accommodate population pressures.
Indeed, limited empirical evidence (for example,
Schultz 1987) has shown that education financing
can be met all or in part by (a) trade-offs within the
public sector, (b) reductions in per pupil expendi-
tures, and (c) efficiency gains. While the second
approach can be expected to reduce the quality of
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education (and therefore future productivity), the
importance of population pressures on govern-
ment spending or educational quality is uncertain.

Technological Change: Density, Size

and Endogenous Growth

While development economists have for decades
harkened the pace of technological change as a
(the?) major source of economic growth, most
standard growth theory models take the rate of
technological change as exogenous. With techno-
logical change independent of demographic
change, population growth per se will have no
impact on the pace of economic growth in long-
run equilibrium. By contrast, if technological
change is all or in part embodied in new invest-
ment, then a vintage specification is appropriate
whereby new capital is relatively more productive
than old. In this set-up, population growth can be
economic-growth enhancing by expanding the
rate at which technology is incorporated into pro-
duction. In yet another specification, population
growth can directly affect the rate of technological
change and/or its form (factor bias). Kenneth
J. Arrow (1962) has hypothesised that learning
by doing is quickened in an environment of
rapid employment growth.

A fourth linkage between technology and
demography is found in ‘endogenous growth’
models that relate the pace of technology directly
to population size. In particular, the benefits of
R&D are assumed to be available to all firms
without cost; that is, an R&D industry generates
a non-rival stock of knowledge. As a result, if we
hold constant the share of resources used for
research, an increase in population size advances
technological change without limit. This some-
what controversial prediction has been qualified
by models that incorporate various firm- or
industry-specific constraints on R&D production.
Such models typically reduce, but do not elimi-
nate, the positive impacts of population size
which, as in the embodiment models above, are
manifested largely during the ‘transition’ to long-
run equilibrium.

Evidence on the roles of demographic-
technology linkages and growth has been frag-
mentary and sparse. A pioneering study by Hollis
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Chenery and Moises Syrquin (1975) draws upon
the experience of 101 countries across the income
spectrum over the period 1950-70. They find that
the structure of development reveals strong and
pervasive scale effects (measured by population
size) that vary by stage of development. Basically,
small countries develop a modern productive
industrial structure more slowly and later, while
large countries have higher levels of accumulation
and (presumably) higher rates of technological
change. Although these roles for demography
may have been important historically, the impacts
plausibly have waned somewhat: (a) economies
in infrastructure are judged to be substantially
exhausted in cities of moderate size; (b) speciali-
sation through international trade provides a
means of garnering some or many of the benefits
of size; and (c) scale effects are most prevalent in
industries with relatively high capital-labour
ratios and such industries are inappropriate to the
factor proportions of developing countries.

It is in agriculture where the positive benefits of
population size have been most discussed. Higher
population densities can lower per unit costs and
increase the efficiency of transport, irrigation,
extension services, markets and communications
(Glover and Simon 1975). Possibly the most cited
work is that by Ester Boserup (1965, 1981), who
observes that increasingly productive agricultural
technologies are made economically attractive in
response to higher land densities. While this is
probably true, the issue becomes one of identify-
ing the quantitative magnitude of such effects
over varying population sizes and in differing
institutional settings. One must be cautious in
attributing causation. For example, while high
population densities may have accounted for a
portion of expanded agricultural output in recent
decades, in several important Asian countries
these densities were sufficiently high decades
ago to justify the investments associated with the
new technologies. Boserup in more recent writing
has been less sanguine about the benefits of pop-
ulation size because densities appropriate to mod-
ern technologies in Asia are three to four times the
average for Africa and Latin America.

In short, a wide-ranging review of the literature
does not provide a strong consensus on the
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quantitative linkages between the size and growth
of population, on the one hand, and the pace of
technological change and economic growth, on
the other hand.

The Bottom Line

An evaluation of population growth on economic
growth through the filter of formal economic-
growth modelling yields limited results: popula-
tion growth affects the level but not the growth of
per capita income in long-run equilibrium. More-
over, the key determinants of long-run growth are
saving and technology. Only if these factors
depend on demographic change does population
matter. This somewhat constraining limitation of
growth theory has caused researchers to branch
out and explore a host of economic—demographic
interactions using less formal paradigms. This
blossoming literature has been extensive, lively
and sometimes contentious.

Evolution of Population-Impacts
Thinking: 1950-90

Four major studies, two by the United Nations
(1953, 1973) and two by the National Academy
of Sciences (1971, 1986), reveal well the evolu-
tion of thinking on population matters over the
period 1950-90. Three individual scholars, Coale
and Hoover and Simon, also played prominent
and important roles. (This section draws on Kelley
2001.)

United Nations, 1953

The 1953 United Nations report, Determinants
and Consequences of Population Trends, easily
represents the most important contribution to pop-
ulation thinking since the writings of Malthus.
Unlike Malthus, however, the UN study was bal-
anced and exhaustive both in detail and in cover-
age. Some 21 linkages between population and
the economy were taken up. For example, the
impacts of population on the economy can be:
(a) positive due to economies of scale and orga-
nisation; (b) negative due to diminishing returns;
or (c) neutral due to technology and social pro-
gress. An evaluation of these and other linkages
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led to a mildly negative overall assessment that
was both cautious and qualified.

The most notable feature of this report was its
methodology. More than any major study on pop-
ulation to that time, the UN Report embraced a
methodology that would ultimately represent ele-
ments of modern-day ‘revisionism’. Specifically,
the report (a) downgraded the importance of pop-
ulation growth’s impact on economic growth by
placing it on a par with several other determinants
of equal or greater impact; (b) assessed the conse-
quences of population over a long period of time;
and (c) emphasised the importance of feedbacks
within and between the economic and political
systems.

Coale and Hoover, 1958

The next major contribution to the population-
impacts literature was provided by Ansley
J. Coale and Edgar M. Hoover in their 1958 book
Population Growth and Economic Development in
Low-Income Countries. Based on simulations of a
mathematical model calibrated with Indian data,
they concluded that India’s development would
be enhanced by lower population growth. This
was due to the hypothesised adverse impacts of
population on household saving. It was also prof-
fered that ‘unproductive’ investments in human
capital (such as health and education) would par-
tially displace investments in ‘relatively produc-
tive’ forms (such as machines and factories).
Economic growth would diminish in response.

Empirically, the above hypotheses have not
been convincingly established. While several
studies have exposed negative dependency-rate
impacts on saving, there are others that show little
or no impact. Overall, the findings are mixed, with
a tilt toward supporting the Coale and Hoover
formulation. (See section “Saving” above for a
discussion of the trade-offs that households can
make to maintain saving in response to expanding
family size.)

Similarly, there are alternative ways for gov-
ernments to organise and finance schooling in
response to population pressures. Unfortunately,
studies of this are limited, although one by T. Paul
Schultz (1987) finds no support for the Coale and
Hoover (1958) formulation.
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National Academy of Sciences, 1971

Arguably the most pessimistic assessment of the
consequences of population growth was a study
compiled by the National Academy of Sciences
(NAS). The panel’s final submission, Rapid Pop-
ulation Growth: Consequences and Policy Impli-
cations, issued in 1971, appeared in two volumes:
volume 1, Summary and Recommendations, and
volume 2, Research Papers. Unfortunately, the
Summary volume appeared to be more political
than academic in goal and orientation, and was not
faithful to many of the underlying research reports
assembled by the panel. Indeed, the Summary
volume highlighted some 25 alleged negative
consequences of population growth, whereas it
downplayed or eliminated impacts that could be
considered as ‘neutral’ or ‘favourable’. As a
result, the Summary represents an upper bound
on the negative consequences of population
growth. (A detailed documentation exposing the
somewhat controversial way in which the Sum-
mary was compiled is provided by Kelley 2001.)

What can be learned from the NAS study?
First, given its apparent bias and the lack of a
systematic vetting of volume 1 by members of
the panel, it is difficult to use that volume, either
in full or in part. However, the individual papers
are available and they, in total, offer a more bal-
anced treatment. Second, by its own acknowledg-
ment, the study focused on the short run when
negative impacts of population change are most
likely to prevail. (‘We have limited ourselves to
relatively short term issues’; 1971, p. vi.) By
contrast, ‘direct’ (short-run) impacts of demo-
graphic change are almost always attenuated
(and sometimes offset) by ‘indirect feedbacks’
that occur over longer periods of time. Thus the
decision by the NAS panel to focus only on the
short-run direct impacts resulted in an overly neg-
ative assessment of the consequences of popula-
tion growth.

Third, economists were underrepresented on
both the panel and in providing background
reports. This is relevant since economists have
substantial faith in the capacity of markets, indi-
viduals and institutions to adjust in the face of
population pressures. Such adjustments, of
course, take time and they are not without cost.

3273

Finally, this NAS Report provides a striking
example of the difficulty of maintaining objectiv-
ity when social science research enters the public
policy domain.

United Nations, 1973

In 1973 the United Nations weighed in with an
update of its previous seminal work (United
Nations 1953). In contrast to the broadly eclectic
stance in the earlier report, the new one ended
with a mild to moderate negative overall assess-
ment of rapid population growth. The authors
were concerned with the ability of agriculture to
feed expanding populations (a la Malthus) and the
difficulty of offsetting capital shallowing (a la
Coale and Hoover). Still, the 1973 Report,
whose conclusions are highly qualified, is not
alarmist, nor is it all that pessimistic. The reason
for this moderate stance was the exceptionally
influential empirical finding of Simon Kuznets
(1960, pp. 19-20, 63) that notable negative corre-
lations between population growth and per capita
output growth were largely absent in the data.
Given the strong priors of some contributors to
the UN study, a failure to find a negative associa-
tion in the aggregate data by a scholar with impec-
cable credentials had a profound impact. Indeed,
this singular finding arguably kept the population
debate alive for yet another round of assessments
in the 1980s.

Revisionism, 1980s and Beyond

The 1980s represented a decade when many of the
underlying assumptions and conclusions of earlier
studies of population—development interactions
were subjected to critical scrutiny. The result
was a revisionist rendering that was both surpris-
ing and controversial. Specifically, the revisionists
downgraded the prominence of population growth
as either a major source of, or a constraint on,
economic prosperity in the Third World. The
basis of this somewhat startling conclusion was
the revisionists’ methodology that (a) assessed the
consequences of demographic change over longer
periods of time and (b) expanded the analysis to
take into account indirect feedbacks within eco-
nomic and political systems. In general, empirical
assessments of population growth will be smaller
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(less negative or less positive) when using the
revisionist’s methodology than when focusing
on the short run and ignoring feedbacks. On net,
most revisionists conclude that many, if not most,
Third World countries would benefit from slower
population growth.

Julian L. Simon, 1981

No one was more important in stimulating the new
round of debates in the 1980s than Julian
L. Simon, author of The Ultimate Resource
(1981). This book attracted enormous attention,
substantially because of two factors. First, it con-
cluded that population growth would likely pro-
vide a positive impact on economic development
of many developed, and some less developed,
countries. Second, the book was accessible, well
written, and organised in a ‘debating’, confronta-
tional style. This included goading and prodding,
the setting up and knocking down of straw men,
and an examination of albeit popular, but some-
what extreme, anti-natalist positions. Simon’s
powerful book helped spawn a group of survey
articles in the 1980s.

What accounts for Simon’s positive assess-
ments? Simon was an early advocate of evaluating
the full effects of population over the intermediate
to long run. He argued that the negative ‘direct’
impacts in the short run will probably be moder-
ated, or sometimes overturned, when households,
businesses, and/or governments react to changing
prices which signal problems of resource scarcity.
Two important examples of responses to popula-
tion pressures can be cited: those relating to tech-
nological change and those relating to natural
resource scarcity, both highlighted by Simon.

Technological change. Simon hypothesised
and attempted to document that the pace of tech-
nological change, and its bias, can be stimulated
by population pressures. Technological change, in
turn, plays a central role in economic growth
theory and has been shown in sources-of-growth
studies to be a (the?) key to economic growth.
Additionally, with respect to population size
impacts in general, Simon observes that major
social overhead projects (for example, roads,
communications and irrigation) have benefited
from expanded populations and scale. (For more
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detail, see section “Technological Change: Den-
sity, Size and Endogenous Growth” above.)

Resource depletion. Consider next the impacts
of population growth on natural resource deple-
tion.  Theoretically an  exhaustion  of
non-renewable resources (for example, coal and
minerals) would appear to be inevitable in the
long run. However, such a period may be in the
indeterminably distant future. By contrast, Simon
argued that the most relevant measure of resource
scarcity is its price. He prepared many graphs of
US non-renewable resource prices (deflated by
price indexes in order to focus on ‘real’ resource
trends).

Surprisingly, virtually every resource has expe-
rienced a declining real price over lengthy periods
of time. This means, a la Simon, that resources are
becoming more abundant over time. It seems that
the more resources are used, the more abundant
they become! How can this happen? Simple.
A rising resource price, due in part to population
pressures, triggers several reactions that reduce or
even ecliminate the apparent resource scarcity.
Specifically, in the short run, rising prices encour-
age an economising of the resource at every level
of production and consumption. In the longer run,
rising prices stimulate exploration, new methods
of extraction and process, and the search for
substitutes.

Nevertheless, Simon recognised that market
failures, institutional failures, and political factors
can all result in less-than-complete adjustments
when population and economic development
press against resource availabilities. This is par-
ticularly the case with renewable resources (such
as rain forests, fisheries, the environment, and so
forth) where market or institutional failures are
pervasive. Without mechanisms to assign and
maintain property rights, internalise externalities,
and address free rider problems of public and
quasi-public goods, government regulation may
be required to safeguard renewable resources
over time.

National Academy of Sciences, 1986

Some 15 years after the 1971 National Academy
Report that highlighted 25 negative consequences
of population growth, a new National Academy



Economic Demography

Report was released. In contrast to the previous
study, the new report was balanced, eclectic and
non-alarmist. A careful examination of its bottom
line is instructive.

On balance, we reach the qualitative conclusion
that slower population growth would be beneficial
to economic development of most developing coun-
tries. (1986, p. 90; emphasis added)

This qualified assessment reveals key features
found in most population assessments in the
1980s. Specifically: (@) there are both positive
and negative impacts of demographic change
(thus ‘on balance’); (b) the magnitude of the net
impacts cannot be determined given current evi-
dence (thus ‘qualitative’); (c) only the direction of
the impact from high to low growth rates can be
ascertained (thus ‘slower’ rather than ‘slow’); and
(d) the net impact varies from country to country.
In most cases it will be negative; in some positive;
and in others of little impact (thus, ‘most devel-
oping countries’).

What accounts for the dramatic turnaround in
the two National Academy assessments? Several
factors can be advanced. First, the 1986 report
extends the short-run time horizon of the 1971
report to examine individual and institutional
responses to the initial impacts of population
change: conservation in response to scarcity, sub-
stitution of abundant for scarce factors of produc-
tion, innovation and adoption of technologies to
exploit profitable opportunities, and the like.
These responses are considered to be pervasive
and they are judged to be important. According to
the report writers: ‘the key [is the] mediating role
that human behaviour and human institutions play
in the relation between population growth and
economic processes’ (1986, p. 4).

Second, the 1986 study was assembled almost
entirely by economists whose understanding of
and faith in markets to induce responses that mod-
ify initial direct impacts of population change is
far greater than that of other social and biological
scientists.

Third, research accumulating over the 15 years
between the two reports revealed a need to down-
grade: (1) the concern about non-renewable
resource exhaustion; (2) the adverse impact of
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children on the capacity to save, and in turn to
undertake productive investments; and (3) the
inability to invest in schooling and health
facilities.

Finally, the 1986 Report upgrades the concern
about population impacts on renewable natural
resources (such as fishing areas and rain forests)
where property rights are difficult to assign and
maintain. Overuse can result. It is recognised that
the problems of overuse are not solely due to
population growth per se, but rather institutional
failure. Cutting population growth by one half, or
even to zero, would not solve the problem. Rather
it would slow the process and postpone the date of
resource exhaustion. Government policies are
needed to account for negative externalities and
market failure. Slowing population growth pro-
vides time for institutional response.

New Paradigms for Modelling
Demography’s Role in Economic Growth:
1990 and Beyond

As noted previously, Kuznets’s empirical finding
of an absence of notable negative correlations
between population growth and per capita output
growth influenced the population debate through-
out the 1970s and 1980s. Simple correlations
stimulated research during the 1990s as well.
This time, however, statistically significant nega-
tive correlations during the 1980s drove the dis-
cussion. Interestingly, economic—demographic
modelling continued in the ‘revisionist’ vein,
incorporating positive and negative as well as
short- and long-run influences into an economic
growth model. The modelling challenge remains
one of accommodating correlations that can be
negative, positive or insignificant depending
upon time and place.

Convergence Growth Models: A Framework
for Assessing Demography’s Impact

Renewed interest in modelling the impacts of
demographic change on economic growth coin-
cided with the emergence in the economic growth
literature of the ‘technology gap’ or ‘conver-
gence’ model. This model, formulated initially
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by Barro and Sala-i-Martin (1991), has been used
widely to explore many hypothesised influences
on economic growth, including openness to
trade, form of government, and the rule of law.
Since this type of modelling highlights the
dynamics of the adjustment process, it is particu-
larly relevant to examining the impacts of major
shifts in the population’s age distribution associ-
ated with birth and death rates that change sys-
tematically over the demographic transition.
As a result, economic demographers have
employed convergence paradigms to explore
demographic—economic interactions.

Briefly stated, convergence models focus on
the pace at which countries move from their
current level of labour productivity to their
long-run or steady-state level of labour produc-
tivity. The model assumes that all countries con-
verge at the same rate from their current to their
long-run levels (which can vary across countries
and over time). The greater the productivity gap,
the greater are the gaps of physical capital,
human capital and technical efficiency from
their long-run levels. Large gaps allow for
‘catching up’ through (physical and human) cap-
ital accumulation, and technology creation and
diffusion across countries and over time. Indeed,
many empirical studies indicate that growth rates
do slow down as a country approaches its long-
run productivity level, especially those studies
that provide for country- and period-specific con-
ditions that influence the long-run level of labour
productivity.

Since long-run labour productivity is
unobservable, empirical implementations of the
model substitute a vector of ‘conditioning’ vari-
ables thought to influence long-run labour produc-
tivity, The actual specification of these
conditioning variables varies notably. Consider
two of their many representations. The first, by
Barro (1997), highlights inflation, government
consumption ratios, the rule of law, the form of
the political system, terms of trade, human capital,
the total fertility rate, and life expectancy at birth
(a proxy for health). The second formulation, by
Bloom and Williamson (1998), highlights two
categories of growth-rate determinants: economic
structure variables (natural resources, schooling,
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access to ports, location in the tropics, whether
landlocked, and extent of coastline); and eco-
nomic and political policies (openness to trade,
quality of institutions, and government savings
share of GDP). Clearly there are many defensible
perspectives on variable choice, and much is yet
to be learned about the appropriate configuration
of conditioning variables that influence long-run
productivity levels.

Alternative Demographic Renderings Within
a Convergence Framework

The 1990s witnessed attempts by various
researchers to model demography in a manner
that accommodates both the insignificant correla-
tions of the 1960s and 1970s as well as the signif-
icant negative correlations of the 1980s and
1990s. Three different approaches are described
here. All three employ a convergence-type growth
model and all employ a broad set of countries
spanning the income spectrum.

Modelling through aggregate measures of fer-
tility and mortality. Barro (1997) includes two
demographic aggregate measures among his list
of conditioning variables, the total fertility rate
(TFR) and life expectancy. Barro’s formulation
thus has demography impacting the long-run
equilibrium level of per capita income. The TFR
captures, for example, the adverse capital-
shallowing impact of more rapid population
growth as well as the resource opportunity costs
of bringing up children. Furthermore, while Barro
treats life expectancy as a human capital proxy for
health, demographers consider it to be a demo-
graphic variable. Both are statistically significant,
with a higher TFR inhibiting, and longer life
expectancy enhancing economic growth.

Modelling through population growth compo-
nents. Kelley and Schmidt (1995) decompose
population growth by examining two components
(births and deaths) and by modelling their con-
temporaneous and lagged impacts. This approach
allows for disparate impacts of fertility and mor-
tality as well as negative short-run effects (costs of
high birth and death rates) and positive long-run
effects (favourable impacts of past births on cur-
rent labour force growth and declining mortality).
Consistent with Kuznets’s earlier work, they
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found an absence of a net demographic impact on
economic growth in the 1960s and 1970 — the
separate impacts of births and deaths are notable
but offsetting. Consistent with empirical work of
the early 1990s, they found negative impacts
throughout the 1980s. These negative correlations
were in part the result of (@) rising short-run costs
of high birth rates, (b) declining benefits of mor-
tality reduction, and (¢) insufficient labour force
entry from past births to offset these increased
costs.

Modelling through differential age-structure
growth. In a series of papers beginning in the
late 1990s, several Harvard economists argued
for a demographic rendering that incorporates
not only population growth but also labour growth
(see, for example, Bloom and Williamson 1998;
and Bloom et al. 2000). They note that, while
theorists conceptualise the economic growth pro-
cess in labour productivity terms, empirical
growth models are generally specified in per
capita terms. This makes no difference when pop-
ulation and labour grow at the same rate, but does
when they grow at different rates.

The authors argue that the post-war period was
exactly such a time since during that period demo-
graphic transitions took place in different coun-
tries at different times and at different paces. At
various stages of the demographic transition, the
population and working ages (used within this
framework as a proxy for labour) can grow at
very different rates. In a predictable pattern, the
population initially grows faster, then slower, and
then faster than the working-aged population dur-
ing the transition from a high-fertility, high-
mortality to a low-fertility, low-mortality demo-
graphic steady-state equilibrium. (For an histori-
cal evolution of economic, sociological, and
biological factors during the demographic transi-
tion, see R.A. Easterlin 1978.)

Without allowing for differential growth rates
of the population and working ages, demographic
coefficient estimates (mainly population growth)
will be biased. In that case the population—growth
coefficient captures net demographic impacts that
can be positive, negative, or neutral, depending
upon time and place. Bloom and Williamson
(1998) demonstrate this point for a broad cross-
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section of countries over the period 1965-90 in a
convergence model that also includes life expec-
tancy as a human capital variable. Consistent
with some studies, their simple demographic ren-
dering results in a positive but insignificant coef-
ficient for the population growth rate. When
supplemented by the working-age growth rate,
however, that coefficient turns negative and the
coefficient for the working-age growth rate is
positive, both statistically significant.

Effectively, the Harvard economists append an
accounting structure to translate labour productiv-
ity impacts into per capita terms. The resulting
demographic specification is elegant in its sim-
plicity, incorporating only two demographic vari-
ables that have unambiguous predicted coefficient
values of — 1 (for population rate of growth, Ngr)
and +1 (for working-age population rate of
growth, WAgr) when wused to expose
demography’s impact on income growth per
capita relative to income growth per working-
age population. In that context, demography
exerts its primary impact on the pace at which
the long-run equilibrium is reached (Bloom and
Williamson 1998, p. 419) rather than on the long-
run equilibrium level of productivity.

This is an intriguing specification. The inter-
pretation is clear: if labour force growth exceeds
population growth, then the rate of per capita
income growth is boosted by demography. The
Harvard economists label this phenomenon the
‘demographic gift’ that may be reaped for several
decades after the onset of fertility decline as new
labour force entrants from earlier large birth
cohorts outpace fertility. The ‘gift’ was large
throughout the 1965-90 period for Japan and
other Asian Tigers because of the early and rapid
pace of their demographic transition. Of course,
the converse of the ‘gift’ began to be felt in the
1990s as new labour force entry from smaller birth
cohorts was outpaced by labour force exit of the
ageing population. The model predicts productiv-
ity outpacing per capita income growth over sev-
eral decades into the future in these Asian (and
other) countries.

Note that the qualitative predictions are based
on theoretically determined coefficients on WAgr
and Ngr of +1 and —1, respectively. To the extent
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that estimated coefficients deviate from +1 and
—1, WAgr and Ngr play an additional role in the
determination of the long-run productivity level.
The Harvard studies provide some guidance in
this area. In their earlier study, Bloom and
Williamson (1998) estimate coefficients that dif-
fer significantly from +1 and —1. However, in a
later study that further elucidates the accounting,
Bloom et al. (2000) find no significant difference
from those values. If that is the case, then the
model at once makes an important contribution
and is somewhat narrower than many in the liter-
ature which admit both short-run and long-run
impacts of demographic change as a part of the
theoretical structure. Yet modelling demography
in growth equations tends to be both imprecise
and ad hoc. In contrast, the Bloom and
Williamson model is relatively clear in interpreta-
tion, and it targets the shorter-run impacts that are
of primary interest to policymakers.

The Bottom Line

Bloom and Williamson (1998) estimated that as
much as one-third of the average per capita
income growth rate in East Asian countries over
the period 1965-90 is explained by population
dynamics. Kelley and Schmidt (2001) evaluated
eight distinct demographic renderings within a
convergence model using a consistent set of con-
ditioning variables — those described above for
Barro’s variant. Among others, these renderings
included Barro’s TFR; a ‘naive’ variant predating
the 1990s work that simply includes Ngr; a ‘com-
ponents’ model (contemporaneous and lagged
birth rates and the death rate: Kelley and Schmidt
2001); two variants of the Harvard transitions
framework; and demographic extensions to sev-
eral variants.

Kelley and Schmidt (2001) find that on aver-
age, across all eight demographic formulations
and over their full 86-country sample (covering
the full income spectrum), approximately 21 per
cent of the combined impacts on change in the per
capita income growth rate is accounted for by
changes in the demographic variables in the var-
ious models. What is striking about this result is
that the 21 per cent is fairly stable across all eight
demographic renderings, from one that is quite
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simplistic (Ngr only) to those that incorporate
short-, intermediate- and long-term population
effects. On the one hand, this should not be terri-
bly surprising because of the interconnectedness
of all of the demographic measures. On the other
hand, while population matters, it is still important
to determine why.

Although there is an emerging consensus that
the magnitude of the impacts of population
growth have been sizeable (for example, 21 per
cent globally and as much as 33 per cent in East
Asia), the reasons why this is the case are still both
contestable and not well understood. Are the
demographic determinants primarily longer-run
impacts, or are they mainly shorter-run transi-
tional dynamics that are diminishing? Will the
so-called ‘demographic gift’ of these dynamics
in the past reveal themselves as a ‘demographic
drag’ in the future, deriving from reduced fertility,
slow population growth and ageing? Or will a new
mechanism reveal itself? For example, (a) will
future modelling better expose the components
of labour force change (for example, utilisation
rates, age- and/or gender-specific participation
rates); and (b) will fertility and mortality be
endogenously specified to better reveal the
dynamics of the demographic transition about
which the field of economic demography has
much to say? Whatever the outcome, the stage is
set for another round of research, pinning down
the results of the past with the goal of understand-
ing the future.
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Economic Development
and the Environment

JTan Coxhead

Abstract

Economic development in low-income econo-
mies is initially highly resource-intensive.
Resource depletion and pollution damage is
often estimated to reduce ‘real’ GDP growth
by between one and two per cent per year.
Growth and structural change alter the
environment—development nexus in nonlinear
fashion. Policy reforms, global market integra-
tion, and institutional development all alter the
propensity for growth to generate environmen-
tal damage. The emergence of new trade pat-
terns among developing countries has created
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new challenges in the measurement and anal-
ysis of development—environment interactions.
Larger developing economies are now emerg-
ing as major sources of emissions that contrib-
ute to global climate change.
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Economic development depends on sustained per
capita income growth and entails dramatic
changes in production structure. In low-income
economies, growth typically stimulates markets
and promotes the evolution of institutions that
constrain behaviour according to social norms.
The expansion of trade in relation to GDP is
another common accompaniment to growth.
Each of these has effects on ‘the environment’,
which in a developing-country setting refers not
only to phenomena such as water and air quality
but also, importantly, to natural resource stocks
such as forests, fisheries and soils.

Conversely, changes in environmental quality,
including resource stock drawdowns, may affect
economic development in a dynamic interaction.
This feedback is hard to quantify; however, the
World Bank's World Development Indicators
series now includes ‘adjusted’ national accounts
data reporting GDP and savings net of the implied
value of resource depletion and environmental
damage (Bolt et al. 2002). These indicate that
environmental damage can reduce GDP growth
by as much as one to two per cent per year. On a
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broader scale, growth of large low-income econ-
omies like China and India is beginning to have
ramifications not only for their own environmen-
tal conditions, but also for the global environment
through transboundary pollution spillovers and
greenhouse gas (GHG) emissions.

The welfare of the poor in low-income coun-
tries is intimately linked to their access to envi-
ronmental assets, and especially to the natural
resource base. Despite this, the central concerns
of environmental and resource economics — the
economic costs of pollution and natural resource
depletion — have only recently begun to be linked
to models of economic development. Publication
of the so-called Brundtland Report (WCED 1987)
was a watershed event; since then, ‘no account of
economic development would be regarded as ade-
quate if the environmental-resource base were
absent from it> (Dasgupta and Miler 1995,
p. 2734).

Growth in low-income economies is inevitably
associated with higher resource demands and
increased pollution intensity per unit of income
generated. Other things equal, more economic
activity generates more environmental damage
monotonically through a scale effect. The rela-
tionship may be nonlinear, however. As income
grows, environmental damage per unit of addi-
tional income may initially rise, then decline.
This conjecture, known as the environmental
Kuznets curve (EKC), posits that scale effects
dominate all other influences on the growth—en-
vironment relationship at low income levels, but
that, as incomes rise, changes in the composition
of production, technological improvements, and
income-elastic preferences for conservation and a
cleaner environment become more influential
(Grossman and Krueger 1993). Institutional and
legal constraints on pollution and resource deple-
tion, initially so weak as to create a form of open
access for polluters and resource depleters, may
also evolve or be applied with greater vigour as
incomes increase, whether due to income effects
or to increased recognition of limits to growth
imposed by pollution and resource scarcity
(Stokey 1998). Despite the heuristic value of
EKC, however, empirical tests in low-income
economies are plagued by data and measurement
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problems. Most notably, there is no robust evi-
dence of an EKC for resource-depleting activities
such as deforestation.

Changes in production structure and factor
demands are also inherent to development. The
most prominent manifestation of structural
change in low-income countries is the relative
decline of agricultural and resource sectors as
contributors to GDP and employment. This has
clear environmental implications when the major-
ity of the population is initially dependent on the
natural resource base. In capital-scarce econo-
mies, forest and land conversion for agriculture
and the exploitation of fisheries and other resource
stocks are standard strategies for increasing labour
productivity and generating surpluses. Accord-
ingly, early stages of development are character-
ized by rapid resource depletion — most visibly in
the form of tropical deforestation. Such processes
are abetted by conditions of open access (Barbier
2005).

Whether the depletion rate eventually slows —
a prerequisite for sustainable development —
depends largely on the extent to which surpluses
are used to build capacity in secondary and ter-
tiary industries making more intensive use of
reproducible resources such as labour, technology
and human capital. In this way, the central story of
structural change in low-income economies is
intimately linked to the evolution of demands on
the environmental and natural resource base.
Sustained growth leads to a relative reduction in
dependence on natural resources, and thus makes
it easier for society to agree to promote conserva-
tion, biodiversity retention and non-use amenities.
Conversely, macroeconomic failures, often in
combination with rapid population growth, high
transactions costs and market failures, can lead
low-income economies into unsustainable cycles
of poverty, resource over-exploitation, and insti-
tutional failure.

Trade is another influential source of structural
change. Early development policies stressing
import substitution and de-emphasizing trade
have, in most countries, been supplanted by
greater outward orientation. Trade-to-GDP ratios
have risen and domestic prices have tended to
converge on world market prices, thus altering
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domestic production and investment incentives.
With the exception of resource-poor East Asian
countries like Korea and Taiwan, the pursuit of
comparative advantage in low-income countries
initially means expanded exports of tropical agri-
culture, forestry and fisheries and of resource-
based semi-manufactures such as sawnwood.
Both the growth of global demand and the
pro-trade effects of policy reforms encourage
accelerated resource drawdowns; unless property
rights and externalities are adequately dealt with,
these are likely to occur at socially excessive rates
(Coxhead and Jayasuriya 2003). A related idea
known as the pollution haven hypothesis posits
that weak environmental laws and unresolved
externalities may lead developing countries to
specialize in pollution-intensive industrial activi-
ties (Copeland and Taylor 1994).

Whereas early policy advice to developing
countries typically stressed the desirability of
exploiting resource wealth to create jobs and earn
foreign exchange, contemporary concerns about
exhaustibility and the integrity of ecological sys-
tems have led to more cautious counsel and an
emphasis on sustainable development. Such
advice, however, is often difficult to implement as
policy in the face of pressures to promote growth
and alleviate poverty in the current generation.

New issues in the development—environment
relationship continue to emerge as economies
grow and become more globalized. Traditionally,
trade-environment analyses used Ricardian or
Heckscher—Ohlin models of North—South interac-
tions in which welfare growth in resource-abundant
South is contingent on trade with industrialized
North and on domestic externalities or market fail-
ures (for example, Chichilnisky 1994). However,
South-South trade — or, in the case of China's
emergence as a major market for resource exports
from Asia, Africa, and Latin America,
‘East-South’ trade — is now growing much faster
than trade of the North—South type. South—South
trade is a form of internationally fragmented pro-
duction in which primary products or semi-
manufactures are exported from one low-income
country to another to be used in production of final
goods. The latter low-income economy thus moves
to ‘clean’ growth based on labour-intensive
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manufactures, while growth in the former becomes
more resource-intensive. Countries in the South
may have comparative advantage in either clean
or dirty goods — or both. Conventional models
and measures for evaluating environmental costs
of growth must be adapted to such new modalities.

Other new trends reflect the growing global
influence of large developing economies. In poor
countries, about 50 per cent of carbon dioxide
emissions (the primary sources of GHGs) comes
from land conversion. But total emissions
increase rapidly with energy demands driven by
growth, urbanization and industrialization.
According to the International Energy Agency,
China accounted for 13 per cent of global
energy-related CO, emissions in 2006, and is
expected to overtake the USA as the largest CO,
source by 2009; India is now following a similar
path (IEA 2006). Under the 1997 Kyoto Protocol,
these economies are not required to limit GHG
emissions. But, even if they do take major steps to
limit pollution intensity, scale effects of their
growth will ensure that global pollution external-
ities will continue to expand for the foreseeable
future. In turn, concerns over the global environ-
mental consequences of growth in low-income
countries will find increasingly forceful expres-
sion in international negotiations not only on the
environment but also on trade and other forms of
international integration.
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Economic Epidemiology

Tomas J. Philipson

Abstract

The economic analysis of epidemiological
issues has different implications for disease
and its optimal control from those of traditional
analysis of such issues. It views undesirable
disease occurrence as the result of self-
interested behaviour in the presence of con-
straints. Unlike with methods used in public
health, the effects and desirability of disease-
reducing public interventions are then evalu-
ated in terms of how they improve the private
behaviour essential to controlling disease. Eco-
nomic epidemiology has been applied to a
wide range of topics, including infectious dis-
eases such as AIDS, and also to non-infectious
behaviour such as smoking, obesity, and crime.
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The fast-growing literature on the economic
analysis of epidemiological issues (see
Philipson 2000, for a review) delivers very dif-
ferent implications about disease occurrence and
its optimal control from those of traditional anal-
ysis of the same issues in the field of public
health. At the risk of vastly oversimplifying the
positive component of the public health
approach, the traditional analysis comprises
empirical methods and analysis aimed at identi-
fying and quantifying the effects of ‘risk factors’
on health outcomes. These factors are typically
defined as covariates that negatively affect the
measured health outcomes — for example, the
effects of smoking on lung cancer or the effects
of obesity on heart disease. Thereafter, the nor-
mative component of the public health approach
is concerned with attempts to reduce the mea-
sured risk factors, whether through private or
public intervention, and to thereby improve
health outcomes.

This approach drastically differs from that of
economic epidemiology, which attempts to
explain undesirable disease occurrence as the
result of self-interested behaviour in the pres-
ence of constraints. The effects and desirability
of disease- reducing public interventions are
then evaluated in terms of how they improve
the private behaviour essential to controlling
disease in the first place. In some sense, the
public health approach aims to improve health,
whereas the economic approach aims to
improve economic efficiency, even if that does
not necessarily improve health. Just as closing
highways would improve health but impair eco-
nomic efficiency, the two approaches often
clash in desired interventions. The public health
approach, therefore, more often favours public
intervention, and sometimes simply assumes
that the existence of a health problem is suffi-
cient cause for intervention, potentially because
it lacks a theory about how private incentives
affect the observed level of disease across time
and populations.
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Economic Epidemiology and Infectious
Disease

Infectious diseases cause roughly one-third of all
deaths worldwide and represent the primary cause
of mortality in the world. Historically, the share of
worldwide mortality due to infectious diseases
has been even greater, although data tend to be
less reliable for earlier periods. Morbidity and
mortality from infectious diseases such as tuber-
culosis, malaria and acute respiratory infection
have always been at the forefront of public policy
in developing countries, where infectious diseases
accounted for nearly one-half of mortality in the
1990s.

Worldwide concern about infectious disease
has received renewed interest in public policy
discussions given the disastrous impacts of
HIV/AIDS and the potential threat of bird flu.
Like most communicable diseases, especially
those that are potentially fatal, HIV has incited
an extensive governmental response, consisting of
regulatory measures, subsidies for research, edu-
cation, treatment, testing and counselling. Here
we review the main contributions of economic
epidemiology in predicting both the short- and
the long-run behaviour of infectious disease,
as well as the effects and desirability of public
health interventions that attempt to reduce such
disease.

Philipson and Posner (1993) provide the first
systematic analysis of rational infectious disease
epidemics in the context of AIDS. Kremer (1996)
analyses the effects of a reduction in the number
of one’s sexual partners on the growth of disease.
The predictions of such models rely crucially on
the prevalence elasticity of private demand for
prevention against disease, that is, the degree to
which prevention increases in response to disease
occurrence. Prevalence-elastic behaviour has dif-
ferent implications for the susceptibility to infec-
tion than standard epidemiological models of
disease occurrence as discussed in Philipson
(1995). Evidence of the degree of prevalence-
elastic demand is discussed in Ahituv
et al. (1996) and Auld (2003, 2006). Oster
(2006) attempts to explain the lack of
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prevalence-elastic demand in Africa by the com-
peting risks that lower the demand for prevention
in that part of the world. Lakdawalla et al. (2006)
provide evidence that demand is sensitive to over-
all risk, both in terms of prevalence and the cost of
infection as when reduced by new medical
technologies.

This type of prevalence-elastic behaviour has
two major implications. First, growth of infectious
disease is self-limiting because it induces preven-
tive behaviour. Second, since the decline of a
disease discourages prevention, initially success-
ful public health efforts actually make it progres-
sively harder to eradicate infectious diseases.
Geoffard and Philipson (1996) discuss a very
general result concerning the inability of private
markets to eradicate disease when demand is
prevalence-elastic because a disappearing disease
implies less prevention. Barrett (2003) and Barrett
and Hoel (2004) also analyses the implications of
economic efficiency for optimal eradication. See
also Gersovitz and Hammer (2003, 2004, 2005).

Regarding the value of public health interven-
tions, Mechoulan (2004) analyses the prevalence
and efficiency implications of HIV testing.
Geoffard and Philipson (1996) argue that eradica-
tion is never Pareto optimal when only the current
generation is considered. However, the missing
market is dynamic: future generations cannot
pay vaccine producers for the benefit they derive
from the producers’ product. Brito et al. (1991)
analyse the nonstandard efficiency implications of
mandatory vaccinations.

Moreover, the prevalence elasticity of demand
lowers the price elasticity of demand, which
implies that Pigouvian-style subsidies to stimulate
prevention may have only limited success. This
occurs because demand rises among those who
are subsidized and falls among those who are
not — in the extreme case, total demand is inelastic
to subsidies. In addition, prevalence competes
with public interventions in inducing protective
activity, which makes the timing of the public
intervention a crucial factor in determining its
economic efficiency. If the subsidy is not prompt
enough, the growth in prevalence will have
already induced protection.
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A growing literature examines the optimal con-
trol of infectious diseases in the presence of anti-
biotic resistance (see, for example, Laxminarayan
and Brown 2001; Laxminarayan and Weitzman
2002; Laxminarayan 2002; and Horowitz and
Mocehring 2004). The standard, positive external
effect of treating more individuals with an infec-
tious disease is partly or fully offset by the nega-
tive external effect induced by increased antibiotic
resistance. The R&D problem induced by external
consumption effects such as antibiotic resistance
is discussed in Philipson et al. (2006).

Economic epidemiology has also considered
the welfare losses induced by disease, the welfare
effects of R&D in developing new methods of
prevention and treatment (Philipson 1995), and
how these contrast with cost-of-illness studies of
disease burden.

Spread of Economic Epidemiology
to Other Fields

Several other topics have grown out of this more
systematic analysis of infectious disease by econ-
omists. One strand is the analysis of public health-
related issues such as obesity (Philipson and
Posner 2003; Lakdawalla et al. 2005). The addic-
tive aspect of obesity is analysed by Cawley
(1999). Empirical studies explaining the observed
growth in obesity, whether it includes a rise in
caloric intake or fall in caloric expenditure,
include Cutler et al. (2003). Chou et al. (2004)
and Rashad and Grossman (2004) analyse the
co-variation between the growth of obesity and
smoking and fast-food establishments in the
United States. The important and rich set of issues
raised by growth in obesity promises a useful role
for economic analysis.

Another area in which economic analysis of
epidemiological issues has emerged is the eco-
nomic analysis of clinical trials (see, for example,
Philipson and DeSimone 1997; Philipson and
Hedges 1998; Malani 2006). This literature deals
with the non- traditional aspects of programme
evaluation that are unique to clinical trials — for
example, the blinding of subjects. Economic
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analysis of clinical trials differs from
bio-statistical analysis in that subjects are
assumed to act in their best interest rather than
be passively observed.

The stark difference between economic expla-
nations of disease occurrence on the one hand and
the evaluation of public interventions aimed at
limiting disease on the other implies that econom-
ics may have a very useful role to play in under-
standing these issues.

See Also
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Economic Freedom

Alan Peacock

Economic freedom describes a particular condi-
tion in which the individual finds himself as a
result of certain characteristics in his economic
environment. Taking a simple formulation of
decision-making in which it is assumed that the
individual maximizes his satisfaction both as a
consumer of private and government goods and
services and as a supplier of factor services, his
position may be depicted as follows:

Max U’ = U'(x', ;. a') ¢))

Subject to

pi A+ T =Y =p(d)=pi-d @

where x; is a vector of ‘private goods’, g is a
vector of goods supplied by government, a’ is a
vector of factor inputs, pj is a vector of product
prices for private goods, pf is a vector of factor
prices, T} is net tax liability of individual ' (tax
obligation less transfers), ¥ is personal income
before tax of individual * and subscript & denotes
an exogenously determined variable.

Assuming the budget constraint (2) is exactly
satisfied, the individual maximizes his satisfaction
solving for the vector of private-goods consump-
tion in terms of their prices, disposable income
and predetermined levels of public goods avail-
able for consumption, where goods prices and
factor prices, quantities of factor inputs and tax
liabilities are either known or predicted by the
individual.

Economic freedom requires that the various
terms in the budget constraint reflect the absence
of ‘preference or restraint’ (Adam Smith) on the
individual. Therefore pj is a vector of product
prices which result from the operation of compet-
itive market forces with the individual being free
to choose between alternatives. Similarly, pj must
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be characterized by competition in the factor mar-
ket with the individual being ‘free to bring both
his industry and capital into competition with
those of any other man or order or men’ (Adam
Smith). There is less certainty concerning the
constraints placed on 7} and g¢;. Some writers
would argue that economic freedom requires a
pre-established limit on the values of 7}, and ¢
either expressed or implied in a country’s consti-
tution (Nozick’s ‘minimal state’; see Nozick
1974). Others would argue that within a system
of democratic government it should be possible to
devise voting systems through which individuals
express their preferences for values of 7 and g
which simulate if they do not replicate the com-
petitive market in the private sector (see Buchanan
1975). All agree, however, that economic freedom
is not compatible with large values of 7'and ¢ in
relation to values of x, mainly because a large
public sector increases the monopoly power of
public servants both as suppliers of public goods
and factor services to produce them and encour-
ages the growth of private monopolies as a
defence against public monopsony buying.

Economic Freedom and Libertarian
Philosophy

There are features of this attempt at a ‘technical’
definition which may be called in question and
which must be considered later, but it will be
recognizable to those economists who have ele-
vated economic freedom to an important goal in
its own right and have claimed that it is the most
important means for ensuring that the economy
develops at the right ‘tempo’. Discussion of the
usefulness of the concept of economic freedom,
therefore, centres in these two libertarian
propositions.

The first proposition is contained in a striking
passage in Book III of his Essay on Liberty:
J.S. Mill wrote:

He who lets the world, or his own portion of it,
choose his plan of life for him, has no need of any
other faculty than the ape-like one of imitation. He
who chooses to plan for himself, employs all his
faculties. He must use observation to see, reasoning
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and judgment to foresee, activity to gain materials
for decision, discrimination to decide and, when he
has decided, firmness and self-control to hold to his
deliberate decision. . . It is possible that he might be
guided on some good path, and kept out of harm’s
way, without any of these things. But what will be
his comparative worth as a human being? It really is
of importance, not only what men do, but also what
manner of men they are that do it. (Mill 1859)

The passage captures the essence of the liber-
tarian view of the good society, clearly implying
that it requires that individuals should accept the
necessity for choosing and for recognizing their
responsibility for making choices. It must simul-
taneously require that, to develop the capacity for
choosing, individuals must have the widest possi-
ble freedom of choice in the acquisition and dis-
posal of resources. Two further conclusions
follow.

The only restriction on economic freedom
experienced by the individual should be when
such freedom harms others.

The individual is not accountable to society for
his actions and this, together with the different and
changing preferences of individuals, makes liber-
tarians distance themselves from attempts to
establish a ‘social welfare function’ (cf. Rowley
and Peacock 1975).

The second proposition maintains that eco-
nomic freedom brings the added bonus of promot-
ing the economic welfare of both the individual
and of society. Economic freedom encourages the
individual to ‘better his condition’ (Smith 1776)
by exploiting opportunities for specialization and
gains from trade which will be fully realized
through the spontaneous emergence of markets.
Not only is economic freedom regarded as the
only material condition compatible with human
dignity but it is also a necessary condition for the
economic growth of the economy and for its
adjustment to the changing preference structures
of its members in response to market forces. The
market is a ‘discovery process’ (Hayek 1979) in
which participants adjust to change giving rise to
the notion of the ‘invisible hand’ which coordi-
nates human economic actions automatically
without recourse to government intervention.
Pace Hahn (1982) and others, libertarians do not
attach importance to a general equilibrium
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solution, attained by the operation of competitive
market forces (cf. Barry 1985). Indeed, though
some exceptions will be noted below, it is claimed
by supporters of the doctrine of economic free-
dom that disturbance of the natural process of
exchange by government intervention assumes
knowledge of the intricacies of the economy
which is vouchsafed to no one, but there is no
guarantee that officials, who maximize their pri-
vate interests like everyone else, would be willing
to maximize some social optimum even if they
knew how to do so.

It was clearly recognized, by Hume and Smith
for example, that for markets to work efficiently
there must be a well-defined system of property
rights and that costs of contracting between indi-
viduals in order to benefit from gains-from-trade
would need to be minimized. The promotion of
market efficiency was therefore bound to require
some government intervention. No specialization
or gains-from-trade would take place in a society
in which there was no machinery for settling dis-
putes and for preserving law and order. Accep-
tance of coercive intervention, however, requires
that the ‘rule of law’ prevails. The law must be
prospective and never retrospective in its opera-
tion, the law must be known and, as far as possi-
ble, certain, and the law must apply with equal
force to all individuals without exception or dis-
crimination. The state could also have a role in
reducing the costs of contracting both by the
removal of barriers to trade and to factor mobility
and by the positive encouragement to the reduc-
tion in the costs of transport. In this latter respect
Adam Smith supported reduction in the ‘expense
of carriage’ by state financing of road building and
supervision of financial methods to promote road
maintenance and improvement.

At no stage therefore in the development of the
doctrine of economic freedom, as understood by
economists, was it regarded as synonymous with
‘laissez-faire’. At the same time, the role of the
state in respect of the promotion of economic
freedom was and has remained strictly limited in
libertarian thinking. Indeed, some modern liber-
tarians devote much discussion to the possibilities
of ‘privatizing’ even such traditional functions of
the state as the maintenance of law and order.
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Some Problems Raised by the Concept
of Economic Freedom

The most obvious question posed to libertarians
by those who are sceptical of their position is that
the system of economic freedom is silent on the
question of the distribution of property rights. In
terms of our simple model, what principle should
determine the values of Y...., ¥, ..., Y" which,
when aggregated, would describe some initial
distribution of income as measured, say, by the
shape of the Lorenz Curve? What reason have we
for supposing that the ‘optimal’ distribution of
income would emerge from the process of eco-
nomic exchange between individuals?

The answer to this question does not find lib-
ertarians speaking with one voice. The problem is
not one of principle, for the ultimate test to them is
how far any government intervention represents a
restriction of freedom. The problem is one of
interpretation. It would be difficult today to find
libertarians who would object to government
intervention designed to assure protection to
those who are severely deprived. Thus Hayek
has argued that so long as ‘a uniform minimum
income is provided outside the market to all those
who, for any reason, are unable to earn in the
market an adequate maintenance, this need not
lead to a restriction of freedom, or conflict with
the Rule of Law’. This still leaves room for much
disagreement among libertarians as to the precise
level of the minimum and how to decide on who is
entitled to receive it. Some supporters of the lib-
ertarian position, including the present author,
would go much further and argue, along with
J.S. Mill, that concentrations of wealth sustained
over lengthy time periods can endanger economic
freedom, not to speak of political freedom, by the
association of such concentrations with the con-
centration of power of wealthy individuals over
the less fortunate.

If the concept of economic freedom cannot
embrace some precise guidance about the extent
to which economic exchanges should be inter-
fered with, it certainly places limits on the form
of that interference. Thus libertarians, to the extent
that they accept the need for a state-guaranteed
minimum standard of living, prefer the use of
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money transfers to individuals rather than the
provision of social services below or at zero
cost, that is to say the economic condition of
individuals in receipt of state support should be
reflected in reduction in T} (whose value may have
to be negative) rather than an increase in g;. Thus
it is argued that individuals then retain responsi-
bility for the purchase of goods and services
designed to promote their own welfare and that
the power of the state over the individual by
bureaucratic dictatorship of preferences and by
the lack of incentives in the public sector to econ-
omize in resource use is circumscribed.

A more severe test for the practicality of liber-
tarian measures, designed to permit some redistri-
bution without increasing the power of the state,
arises in the case of any attack on the concentra-
tion of wealth. Clearly, a system of inheritance
taxation which results in the transfer of capital
from the private to the public sector would not
conform to libertarian thinking, not only because
this would discourage private saving but also
because it would build up the power of the state.
A system of taxation would have to be devised
which not only did not discourage accumulation
of private capital but also simultaneously encour-
aged legators to disseminate capital in favour of
those with little capital. It is a long time since
libertarians have plucked up the courage to try to
develop such a system, given that eminent public
finance specialists have failed in their attempts to
fulfil these requirements.

The second major question arises from the
persistent objection of Marxists and other Social-
ist writers that the system of economic freedom, as
depicted by the libertarians, fails to solve the
problem of ‘worker alienation’. It may be that
the system of economic freedom can allow
employees alone or in combination with others
to influence the price of factor inputs (p%) and
the work/leisure combination (a'), variables
which play a crucial part in individual welfare.
The fact remains that the system of property
rights, which libertarians support, includes the
individual ownership of capital and the use of
capitalistic methods of production which imply
an authority relationship between employer and
worker. The hierarchical order at the place of work
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seems at complete variance with the indepen-
dence of economic action attributed to the indi-
vidual by the supporters of economic freedom.

Reactions to this argument by libertarians are
sometimes reminiscent of the Scots preacher who,
on recognizing a theological difficulty in his ser-
mon, recommended his congregation to look the
difficulty squarely in the face and pass it
by. However, even Socialist writers, notably the
prominent Marxist Ota Sik (1974), have recog-
nized that the alternative to  market
capitalism — collectivist production — does not
solve the problem for it is not synonymous with
democratization at the shop-floor level. In other
words, the basis of alienation is technological and
not institutional. Some libertarians, notably Mill,
have made common cause with Socialists by argu-
ing that alienation must not be taken to be an
inevitable consequence of productive activity.
Mill sought one solution in the encouragement
of firms owned and managed by the labour
force, but still subject to competition. Utopian
Socialists have claimed that the only solution is
to reject altogether the technology which imposes
hierarchical relations in the first place. Both ‘solu-
tions’ are still the subject of living debate in both
the professional and political arena.
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Self-interest
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