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British fiscal economist and prominent Labour
politician, Hugh Dalton was a student of A.C.
Pigou and J.M. Keynes. His main professional
interest was in the use of taxation as an instrument
for the redistribution of income and wealth, an
interest inspired by Pigou’s teaching and by his
revulsion at the contrast between the sufferings
inflicted on younger generations by the First
World War and the material gains of those who
financed or profited from the war itself. (Dalton
spent four years on military service in France and
Italy and lost several close friends, including the
poet Rupert Brooke.) His main contribution was
to investigate the properties of a modification of
Bernoulli’s formula dw = dw/x where w = eco-
nomic welfare and x= income but in which equal
increases in welfare should correspond to more

than proportionate increases in income, a condi-
tion satisfied by Dalton’s formula dw = dx/x2 so
that w = c � 1/xwhere c is a constant. Using this
formula he concluded that economic welfare
would be improved by transfers from rich to
poor (Dalton 1935), a proposition that has excited
the interest of ‘modern’ public finance theorists of
the neo-utilitarian school (see Fishburn andWillig
1984). He elaborated his ideas in several works
including his highly successful standard text Prin-
ciples of Public Finance and in his lectures as
Reader in Economics at the London School of
Economics (1923–36). There he was responsible
for teaching and for recommending Lionel Rob-
bins to be Professor of Economics, a typical
example of his desire not only to ‘corrupt the
young’ (as he termed it) but also to promote the
interests even of those with whom he disagreed.

Dalton combined teaching with a political
career throughout the 1920s and 1930s, rising to
political eminence as a member of Churchill’s
coalition government during the Second World
War. As Minister of Economic Warfare he was
responsible for setting up the famous sabotage
team, the Special Operations Executive (SOE).
Later as President of the Board of Trade he for-
mulated plans for post-war distribution of indus-
try designed to prevent mass unemployment.
In the Attlee Labour government of 1945 he
reached the pinnacle of his political career as
Chancellor of the Exchequer, one of his first acts
being to nationalize the Bank of England. His
famous attempt to drive down interest rates
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through a cheap money policy in order to float off
an issue of Treasury stock at 2.5 per cent is a
classic example of the failure of even an experi-
enced and able economist to understand that,
other than in the short run, governments can con-
trol either the price or the supply of bonds but
not both.
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1923. Principles of public finance. London:
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Abstract
George Dantzig is known as ‘father of linear
programming’ and ‘inventor of the simplex
method’. This biographical sketch traces the
high points of George Dantzig’s professional
life and scholarly achievements. The discus-
sion covers his graduate student years, his war-
time service at the US Air Force’s Statistical
Control Division, his post-war creativity while
serving as a mathematical advisor at the US Air
Force Comptroller’s Office and as a research
mathematician at the RAND Corporation, his
distinguished career in academia – at UC
Berkeley and later at Stanford University –

and finally as an emeritus professor of opera-
tions research.
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George Dantzig is known as the ‘father of linear
programming’ and the ‘inventor of the simplex
method’. Employed at the Pentagon (the US gov-
ernment’s defence establishment) in 1947 and
motivated to ‘mechanize’ programming in large
timestaged planning problems, George Dantzig
gave a general statement of what is now known
as a linear program, and invented an algorithm,
the simplex method, for solving such optimization
problems. By the force of Dantzig’s theory, algo-
rithms, practice, and professional interaction, lin-
ear programming flourished. Linear programming
has had an impact on economics, engineering,
statistics, finance, transportation, manufacturing,
management, and mathematics and computer sci-
ence, among other fields. The list of industrial
activities whose practice is affected by linear pro-
gramming is very long.

Over the subsequent half century, Dantzig
remained a major contributor to the subject of
linear programming as researcher, practitioner,
teacher, mentor, and leader. The impact of linear
programming and extensions on theory, business,
medicine, government, the military, all in the
broadest sense, is now hard to overstate. In the
words of the editors of the Society for Industrial
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and Applied Mathematics: ‘In terms of wide-
spread application, Dantzig’s algorithm is one of
the most successful of all time: linear program-
ming dominates the world of industry, where eco-
nomic survival depends on the ability to optimize
within budgetary and other constraints. . .’
(quoted in Dongarra and Sullivan 2000).

There were some significant contributions to
what became linear programming prior to
Dantzig’s work. In their time, however, these
results were not applied, linked together, or con-
tinued. In fact, they were nearly lost, perhaps
because the prevailing historical setting was not
favourable. As these contributions have been rec-
ognized, they have been drawn into the history of
linear programming.

A Linear Program Defined

In mathematical terms, a linear program is most
simply stated as the problem of minimizing a
multivariate linear function constrained by linear
inequalities. Dantzig’s first formulation of a linear
program was the equivalent problem of minimiz-
ing a linear function over non-negative variables
constrained by linear (material balance) equa-
tions. In matrix notation such a linear program is:

LP A, b, cð Þ :
Minimize CTx ¼ z

x, z
subject to Ax ¼ b, x � 0:

Here the given data are the m� n matrix A and
vectors b and c; the unknowns to be determined
are the objective scalar value z and the decision-
variable vector x. The simplex method solves a
linear program in a comprehensive sense; in par-
ticular, no conditions are imposed on the data
(A, b, c). Dantzig assessed a linear program as
the simplest optimization model with broad
applicability.

The study, solution, and application of linear
programs constitute the subject of linear program-
ming. The use of the words ‘programming’ and
‘program’ has changed somewhat over time. The
original idea was that ‘programming’ is the activ-
ity of deciding now upon a plan, called a program,

for some system that would be executed later in
time. The same meaning was subsequently
adopted in computer programming where the sys-
tem is a computer. (See linear programming.)

Early Life and Education

George Bernard Dantzig was born to Tobias
Dantzig and his wife, Anja Ourisson, in Portland
Oregon, on 8 November 1914. Tobias, a house-
painter and pedlar in his early years in the United
States, later held professional positions at John
Hopkins University (1919–1920) and the Univer-
sity of Maryland (1927–1946) where he chaired
the mathematics department from 1930 to 1941.
He is best known for his book Number, The Lan-
guage of Science, which is still in print (T. Dantzig
1930).

In 1936, George Dantzig both received an
A.B.. in Mathematics and Physics at the Univer-
sity of Maryland and married Anne Shmuner
(1917–2006), who at age 19 received an A.B.. in
French at Maryland. In 1938 Dantzig received an
MA in Mathematics at the University of Michi-
gan; he was a Horace Rackham Scholar. In
1937–1939 Dantzig worked at the U.S. Bureau
of Labor Statistics as a junior statistician. Inspired
by a paper of J. Neyman on which he had been
assigned to report, Dantzig wrote to Neyman, then
at University College London, asking if he could
study under his supervision. Neyman relocated to
the University of California at Berkeley, and
Dantzig became his student in 1939. As is now
folklore, one day Dantzig arrived late for one of
Neyman’s theoretical statistics classes and pro-
ceeded to copy two problems from the black-
board. In a few weeks time, with some effort,
Dantzig solved the problems and submitted his
homework, whereupon it was tossed onto a large
pile of papers on Neyman’s desk. Early one Sun-
day morning, about two weeks later, George and
Anne were awakened by a pounding on their
apartment door. There was Neyman waving
George’s homework. As it turned out, the
assumed homework problems were, in fact,
important unsolved problems. Furthermore,
Neyman continued, these solutions, suitably
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presented, would suffice for George’s Ph.D. dis-
sertation. A. Wald independently obtained one of
the same results, and the work was eventually
published jointly in Dantzig and Wald (1951).
Before Dantzig could complete his degree, Pearl
Harbor was attacked, and he took leave of absence
to work at the U.S. Air Force Comptroller’s
Office.

Dantzig in Washington, DC, 1941–1952

At the outbreak of the SecondWorldWar, Dantzig
began working at the War Department, again as a
junior statistician. By the war’s end, he was in
charge of the Combat Analysis Branch of the
Statistical Control Division of the United States
Air Force. His office collected and consolidated
data with hand-operated mechanical desk calcula-
tors about sorties flown, tons of bombs dropped,
planes lost, personnel attrition rates, and so on. By
end of the war, Dantzig had a personnel force of
300 reporting to him.

In 1946 Dantzig returned to Berkeley for one
semester to defend his thesis and complete his
minor thesis in dimension theory. Throughout
his life, Dantzig acknowledged a great debt to
J. Neyman, his mentor. Dantzig nonetheless
turned down a position in mathematics at UC
Berkeley for the greater financial security of a
position at the Pentagon. There he undertook the
challenge to ‘mechanize’ the planning process.
War planning required coordination of an entire
nation and yet was executed with desk calculators;
the need for mechanization was clear. To this end,
a group in the Air Force was organized under the
name Project SCOOP (Scientific Computation of
Optimum Programs) and headed by M.K. Wood.
Dantzig was a principal. Two movements
suggested that progress was possible: Leontief’s
(1936) work and the emergence of the computer;
indeed, Project SCOOP arranged for Pentagon
support of computer development (see
Dantzig 1947).

In early 1947, Dantzig formulated the general
statement of a linear program. In June of that year
he learned from T.C. Koopmans, who had been
studying transportation problems (Koopmans

1947) that economists had no algorithm for solv-
ing a linear program. By July Dantzig had
designed the simplex method, a name suggested
by Leo Hurwicz (see simplex method for solving
linear programs). Experiments with the simplex
method in the following year at the Pentagon were
encouraging. Linear programs were also solved
with the simplex method at the National Bureau of
Standards (NBS) in coordination with SCOOP. At
NBS a ‘large one’, the diet problem, was under-
taken by J. Laderman. It had been studied earlier
by Stigler (1945). The question was: what selec-
tion of 77 foods produces a diet meeting nine
nutritional criteria at the least cost? The problem
was solved by the simplex method with five sta-
tistical clerks using desk calculators. According to
(Dantzig 1963), ‘approximately 120 man-days
were required to obtain a solution’. The simplex
method was gaining acceptance. Air Force appli-
cations of linear programming in years following
included contract bidding, crew training, deploy-
ment scheduling, maintenance cycles, personnel
assignments, and airlift logistics.

From special cases as a triangular model to the
general algorithm, the simplex method was first
implemented on a computer in 1949 by
M. Mantalbano (NBS) on an IBM 602-A, in
1950 by C. Diehm on the SEAC, in 1951 by
A. Orden (Air Force) and A. Hoffman (NBS) on
the SEAC, and in 1952 by the Air Force for the
Univac. The next generation of codes, circa
1952–1956, which achieved commercial quality,
was developed by W. Orchard-Hays at the RAND
Corporation on a sequence of IBM machines. For
the matrix A of LP(A, b, c) of size 200 by 1000,
linear programs could be solved in five hours
(Orchard-Hays 1954). In years following, there
was a flood of computer implementations, both
by commercial vendors and in research institu-
tions. As of 2006, linear programs where both m
and n exceed hundreds of thousands are routinely
solved in hours by the simplex method on per-
sonal computers.

After describing and testing the simplex
method, Dantzig had an audience with J. von
Neumann at Princeton in 1947. Among world-
class mathematicians, von Neumann had the
broadest interests. Dantzig began his explanation
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of linear programming with the 30-min version
when von Neumann snapped ‘Get to the point’.
Dantzig began again, this time with his
one-minute version. Von Neumann responded,
‘Oh, that!’ He envisioned an analogy with matrix
games as developed in von Neumann and
Morgenstern (1944). Extrapolating from what he
knew about duality in matrix games, von Neu-
mann expounded on what was to become known
as duality in linear programming. As a by-product
of the meeting, it was evident that any matrix
game problem could be solved by a linear pro-
gram. Volume VI of John von Neumann: Col-
lected Works contains his previously
uncirculated manuscript dated 15–16 November
1947 on duality in linear programming (von Neu-
mann 1947). The following January, Dantzig
(1948a) wrote ‘A Theorem on Linear Inequal-
ities’. This memorandum clarified his understand-
ing of von Neumann’s duality monologue. Von
Neumann’s (1947) paper is regarded as the earli-
est on this subject; Dantzig’s memorandum is the
second. A.W. Tucker, also at Princeton, took an
interest in the relationship of linear programming
and game theory and involved his students,
D. Gale and H.W. Kuhn. These three subsequently
wrote the definitive account of duality in linear
programming (Gale, Kuhn and Tucker 1951).

First Linear Programming Conference, 1949
Koopmans organized a conference on ‘linear pro-
gramming’ and economics in Chicago at the
Cowles Commission for Research in Economics
in 1949. Koopmans and others (including
Dantzig) edited the conference proceedings vol-
ume Activity Analysis of Production and
Allocation (1951). Dantzig’s work was the focus
of the proceedings; of the 25 papers, Dantzig
co-authored a paper with M.K. Wood and
authored four others, including the two leading
papers which developed linear programming
for time-staged planning. Earlier versions of
these two papers appeared in Econometrica
(1949). Four of the 20 contributors to these
proceedings – K.J. Arrow, T.C. Koopmans,
P.A. Samuelson, and H.A. Simon – were later to
win Nobel Prizes. Hundreds of books on, or
inspired by, linear programming followed over

the years. Four of note are Dorfman, Samuelson
and Solow (1958), Arrow, Hurwicz and Uzawa
(1958), Dantzig (1963), and Schrijver (1986). The
terminology ‘linear programming’ was not in reg-
ular use at the time of this conference; Koopmans
had suggested it to Dantzig (1948b) in lieu of
expressions like ‘programming in a linear struc-
ture’. Even so, Koopmans (1951) observed, ‘To
many economists the term linearity is associated
with narrowness, restrictiveness, and inflexibility
of hypotheses’. R. Dorfman, at the Pentagon with
Dantzig, had suggested the broader expression of
‘mathematical programming’.

Nonlinear Programming, 1950
Following the early successes of linear program-
ming, there was a natural inclination to generalize
the model, the algorithm, and duality to results
beyond linear functions to a next layer of diffi-
culty such as differentiable, convex, quadratic, or
polynomial functions. This body of research has
become known as ‘nonlinear programming’. As
for optimality conditions and duality, the paper
‘Nonlinear Programming’ of Kuhn and Tucker
(1951) was pivotal at the time: their investigation
proceeded through the Lagrangian function and
saddle points thereof with the duality in linear
programming as a target. The Lagrangian had
been used in equality-constrained optimization,
and results obtained there were less general.
Kuhn and Tucker cited the fundamental paper of
John (1948), which includes inequality con-
straints. Some 25 years later, the master’s thesis
of Karush (1939) came to light in the mathemat-
ical programming community; Karush, as far as is
known, was the first to lay down optimality con-
ditions for a nonlinear (inequality constrained)
program. Rockafellar (1970) carried the convex
duality analysis to a new level. As for nonlinear
programming algorithms, tens, and eventually
hundreds, were forthcoming, many using ideas
from the simplex method in one way or another.

Dantzig at RAND, 1952–1960

Reorganization of the Air Force preceded
Dantzig’s taking a position at the RAND
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Corporation in Santa Monica, California, as a
research mathematician. Awareness of the power
of linear programming set the scene for a second
growth. For the next few years most theoretical
development of linear programming took place at
RAND and Princeton. Dantzig’s book Linear
Programming and Extensions (1963) records his
own (and collaborative) contributions during this
period.

Transportation and Network Optimization
Problems
The war years has seen interest in optimal trans-
portation research. Historically significant papers
from this period include Hitchcock (1941),
Kantorovich (1942), Koopmans (1947, 1949),
Kantorovich and Gavurin (1949), and Flood
(1956). Flood, through M. Shiffman, had come
upon the Kantorovich papers on translocation and
transportation; however, linear programming
launched the general analysis of optimal transpor-
tation. Dantzig made several contributions here,
starting with Dantzig (1951). Dantzig, Fulkerson
and Johnson (1954) is a seminal work on the
travelling salesman problem. Others are Dantzig
and Fulkerson (1954) on tanker routing, and
Dantzig and Fulkerson (1955) on maximizing
flow through a network. For networks with
non-negative arc distances, Dantzig (1960a)
stated an algorithm for shortest distances. Dijkstra
(1959) produced similar results at about the same
time. Flows in Networks by the RAND Corpora-
tion’s Ford and Fulkerson (1962) was then the
definitive work on the subject.

Large-Scale Methods and Decomposition
Dantzig and Orchard-Hays (1954) described the
‘revised simplex method’ as a more efficient ver-
sion of the simplex method. As linear program-
ming was applied to more applications and with a
broader scope, including time and alternate sce-
narios, the size of linear programs that needed to
be solved continued to grow. Dantzig was among
the first to observe that large linear programs
typically had two convenient features: sparsity
and structure. Sparsity refers to the fact that a
very small percentage, often less than one hun-
dredth of one per cent, of the A data matrix is

non-zero. Structure refers to the fact that the
non-zeros typically occur an orderly pattern of
submatrices of A. Dantzig (1955a) wrote the first
paper on methods for large-scale linear programs
addressing upper bounds, block triangular sys-
tems, and secondary constraints. Building on the
Dantzig, Orden and Wolfe (1955) paper on gen-
eralized linear program, Dantzig and Wolfe
(1960) devised a generalization of the simplex
method, called the decomposition principle, for
certain structured large-scale linear programs,
wherein the problem is decomposed allowing for
use for what is now called distributed
computation.

Quadratic Programming
A most natural first extension of a linear program
is a quadratic program, that is, a linear program
except that the objective is a quadratic function
such as xTQxþ qTx. A convex quadratic program
is one with a convex objective function to be
minimized. Following the success of linear pro-
gramming, there was a proliferation of studies on
convex quadratic programming and associated
algorithms.

Convex Programming
Convex programming is also a natural extension
of linear programming. Here a convex function is
minimized over a convex region; the latter is
specified by convex inequality constraints. If the
feasible region is bounded, the convex program
can be approximated as close as desired by a linear
program, and one can improve the approximation
as the simplex method runs. A special case of a
convex program is one having linear inequality
constraints and a separable objective function,
that is, a function that is the sum of univariate
convex functions. Charnes and Lemke (1954)
and Dantzig (1956) solved such problems with
linear programming approximations.

Stochastic Programming with Recourse
Linear programming offered a breakthrough for
mathematical approximation and solution of plan-
ning problems. Dantzig knew that to move to the
next level of approximation of planning, an
accommodation of uncertainty and of discrete
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variables was needed; he made inroads on each.
Linear programming has been extended in a num-
ber of directions to incorporate uncertainty. An
elementary example is a linear program where
the costs c ¼ c1, c2, . . . , cnð Þ are random variables
and the desire is to minimize the expected value.
In this case the problem is solved as the linear
program where the costs are simply taken as their
expected value. More interesting is theMarkowitz
(1956) portfolio selection where quadratic pro-
gramming is used to obtain at least a desired
level of expected return while minimizing risk.

Dantzig’s early work on stochastic program-
ming was stimulated by his work with A.R.
Ferguson on the assignment of aircraft to routes,
where a deterministic formulation proved insuffi-
cient, and so uncertain demand needed to be
considered (Ferguson and Dantzig 1955). Subse-
quently, Dantzig (1955b) applied linear program-
ming to solve multistage decision problems
sequenced amidst uncertainty; this topic is often
referred to as stochastic programming with
recourse. Such a multistage problem concerns
the optimization of a sequence of decisions in
time where each decision depends on random
events which in turn are dependent on previous
decisions. The vision in this paper was truly
extraordinary, and has been reprinted as one of
the ten most influential papers in management
science since the mid-1950s in Hopp (2004).

Integer Programming and Cuts
An integer program is a linear program except that
some, or all, of the variables x1, x2, . . ., xn are
required to take on integer values, as in xi ¼ 0, 1

, 2, . . . . Dantzig, Fulkerson and Johnson
(1954) took the first steps towards obtaining inte-
ger solutions for a large problem with the simplex
method. They addressed an instance of the travel-
ling salesman problem: find the shortest route, by
car, through major cities of the 48 states and
Washington, DC. Let a directed network represent
the available roads and let costs represent dis-
tances. The variables are flows on each link of
the network. Constrain for one unit of flow into
each capital, constrain for one unit of flow out of
each capital, constrain for conservation of flow at
other nodes, and find the minimum cost flow. The

linear programming solutions here, which yield
flows of 0 or 1, are deficient as a solution for the
travelling salesman problem in that isolated loops
of flowmay occur. To combat such loops, Dantzig
et al. sequentially and dynamically (as the simplex
method was stopped and continued) introduced
additional constraints, called cuts, which would
prohibit those loops which had occurred in a solu-
tion of the expanding linear program, without
constraining out desired solutions. The concept
of a cut or cutting planes was so conceived. In
addition, this study revealed the inherent difficulty
of the travelling salesman problem. Over the fol-
lowing decades, aspects of this matter would grow
to become a major issue in applied mathematics.
There is a vast difference between linear constraints
and linear inequality constraints (both with
unconstrained variables); there is an even larger
difference between real variables and integer vari-
ables. Subsequently, Gomory (1958), at Princeton,
began the design of several general purpose cutting
plane algorithms for solving integer programs, and
gave proofs for finite convergence. These algo-
rithms did not work well for a reason not under-
stood at the time namely, that general integer
programs are inherently hard to solve.

Other Edge Path Descent Algorithms
By 1955 the simplex method was regarded as the
algorithm for solving linear programs. Indeed, the
simplex method inspired dozens of related funda-
mental ideas for algorithms, and hundreds of var-
iations. In particular, there was steady research on
variations of edge path descent algorithms, that is,
those which accept the simplex method strategy
but strive to improve upon it. One target was to
reduce computation time by reducing the number
of pivots and the work per pivot. Example contri-
butions include: the dual simplex method of
Lemke (1954), the parametric method of
Orchard-Hays (1954), the primal-dual method of
Dantzig, Ford and Fulkerson (1956) and the para-
metric objective method of Gass and Saaty
(1955). In a slightly different direction were the
column generation and the decomposition method
of Dantzig andWolfe (1960, 1961). Essentially all
of these variants of the simplex method have
proved valuable for various specialized tasks
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related to linear programs, and sometimes non-
linear programs. For nonlinear programs the main
ideas of the simplex method have been adopted;
here one can think of solving linear or quadratic
programs that are approaching the nonlinear pro-
gram. It is interesting to note that as late as the
early 1970s an eminent speaker of a plenary ses-
sion of a national mathematical programming
conference said that the simplex method was the
best algorithm for linear programming and that it
always would be; the statement was accepted,
without objection.

Problem Reduction
The mathematical subject of computational
complexity aims to categorize problems by
their solution difficulty. Several of Dantzig’s
papers (1957, 1960b, 1968) contributed to the
foundation of this subject. A basic technique of
computational complexity is the reduction of
one class of problems to another. For the reduc-
tion of discrete problems, Dantzig focused on
problems in mixed binary form, MBP, and the
related relaxed form RMBP obtained by
replacing binary constraints with corresponding
interval constraints. MBP(A, b, c) is a linear
program LP(A, b, c) plus the discrete constraints
xi ¼ 0, 1 for i ¼ 1, . . . , k for some k � n .
RMBP(A, b, c) is the linear program LP(A, b, c)
plus the linear inequalities0 � xi � 1 for i ¼ 1, . . .
k . For emphasis, MBP(A, b, c) is not a linear
program whereas RMBP(A, b, c) is.

A few problem classes of form MBP can be
solved as the corresponding linear program
RMBP; that is if (x, z) is an extreme point solution,
as the simplex method would generate, of RMBP,
then (x, z) is a solution to MBP. Problem classes
MBP which can be so solved by RMBP include
the assignment problem, shortest route problems
with non-negative distances, and the tanker sched-
uling problem. Other problems, such as the empty
container problem, most scheduling problems,
fixed charge problems, and travelling salesman
problems, do not permit such solution; neverthe-
less, the corresponding RMBP can be most helpful
in solving or approximately solvingMBP. As time
and theory have revealed, general problems of
type MBP are difficult to solve.

Let C* be the convex hull of all feasible solu-
tions ofMBP and letC be the set of all solutions of
RMBP. Then C* is a subset of C, and all extreme
points of C* are extreme points of C; the issue is,
however, that there are extreme points of C that
are not in C*. Note that, if there is but one binary
variable, then MBP can be solved as two linear
programs, one with x1 ¼ 0 and one with x1 ¼ 1;
but for general k, this scheme requires the solution
of an exponential number 2k of linear programs.
For reducing problems to the MBP form, Dantzig
(1960b) illustrated a number of examples such as:
(a) dichotomies, (b) discrete variables, (c) piece-
wise linear objective functions, (d) conditional
constraints, and (e) the fixed charge problem.

Recognition of Earlier Work, 1958–1960
Towards the end of the 1950s, the mathematical
programming community became aware of three
relevant works from the past. The first two are
pertinent to the simplex method and the third rele-
vant to the formulation of real problems as linear
programs. Fourier (1826) had also written on the
idea of descending from vertex to adjacent vertex in
the polyhedron defined by linear inequalities for
minimizing a linear error over linear inequalities.
De la Vallée Poussin (1911), independently of
Fourier’s work, made a similar suggestion and
gave two examples. There appears to have been
no follow-up on their suggestions. Also, neither
Fourier nor de la Vallée Poussin described his
ideas fully enough to reveal any awareness of
degeneracy considerations and corresponding
non-convergence possibilities, much less any pro-
cedures for coping with the matter. Made aware of
Kantorovich’s transportation papers by Flood
(1956), Koopmans (1960) corresponded with
Kantorovich. In due course, an English translation
of Kantorovich’s remarkable 1939 paper was made
available to the West as ‘Mathematical Methods of
Organizing and Planning Production’ (Kantorovich
1960). Therein Kantorovich had formulated a col-
lection of problems as what we now call linear
programs. These problems were: machine utiliza-
tion, production planning, scrapmanagement, refin-
ery scheduling, fuel utilization, construction
planning, and arable land distribution. Using the
Minkowski separation theorem, Kantorovich
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proved in this work that optimal multipliers exist.
He suggested some ideas based on ‘resolving mul-
tipliers’ (essentially dual variables, or marginal
costs) towards an algorithm, but none has emerged
following this line of thought. According to Dantzig
(1963), ‘Kantorovich should be credited with being
the first to recognize that certain important broad
classes of production problems had well-defined
mathematical structures which, he believed, were
amenable to practical numerical evaluation and
could be numerically solved’. But although
Koopmans (1960) argued that, with a suitable trans-
formation, one of Kantorovich’s problems had the
generality ofDantzig’s linear program,Koopmans’s
conclusion was not justified as the argument did not
and could not cover the possibilities of infeasibility
and an unbounded objective, a point made by
Charnes and Cooper (1962). Koopmans’s argument
notwithstanding, the statement of a general linear
program belongs to Dantzig.

Dantzig Returns to UC Berkeley,
1960–1966

Dantzig left RAND to become a professor in the
industrial engineering department at the Univer-
sity of California at Berkeley. There, that year, he
established the Operations Research Center.
Operations research (OR) was a term that emerged
in the Second World War to describe the activity
of studying an operation (process, system, and so
on) with mathematical methods with the intent of
improving performance. In 1963 Dantzig com-
pleted his classic Linear Programming and Exten-
sions. The book was based on his research which
began at the Pentagon and continued through
RAND and UC Berkeley. By the time Dantzig
left UC Berkeley in 1966, he had produced
11 Ph.D. students, and written about 25 research
papers on the theory and practice of linear pro-
gramming and extensions (integer, nonlinear, sto-
chastic, and so on). As a mentor of Ph.D. students,
Dantzig was among the very best. Within a course
or two he could bring students to the frontier on
some aspect of linear programming. His new book
offered a full perspective of linear programming
right up to 1963. Dantzig supplied the time,

inspiration, guidance, knowledge, and example
that students needed. He lived and breathed
research.

Interest in the study of linear and nonlinear
complementarity problems, as such, began in the
early 1960s. Dantzig’s second student, Cottle
(1964), wrote on this topic, and his work was
extended in Cottle and Dantzig (1968). Problems
in this category can be viewed as abstractions of
optimality conditions or of (economic or physical)
equilibrium conditions. In a complementarity
problem, one has a mapping W of RN into itself
and seeks a solution z of the conditionsW zð Þ � 0,
z � 0, zTW zð Þ ¼ 0. In the linear complementarity
problem, the mapping would be of the formW zð Þ
¼ Mzþ q. The linear complementarity problem is
related to the minimization of zT Mzþ qð Þ subject
to the constraints Mzþ q � 0 and z � 0 . This
would be easy enough to solve as a quadratic
program, if the objective function were convex.
However, the excitement arose from the fact that
the problem could be solved, effectively, in the
absence of convexity. From the classic paper of
Lemke (1965) followed the computation of points
in the core of a balanced game and the computa-
tion of economic equilibria (Scarf 1967, 1973),
the computation of fixed points with piecewise
linear homotopies (Eaves 1972), and the compu-
tation with differentiable functions (Smale 1976).

Dantzig at Stanford University,
1966–1996

Dantzig joined the Stanford faculty in 1966, half-
time in the inter-departmental Operations
Research Program and half-time in Computer Sci-
ence. In 1967 the OR Program became the Depart-
ment of Operations Research in the School of
Engineering; this is where Dantzig conducted his
work. He was away for two years: in
1973–1974 at the International Institute for
Applied Systems Analysis in Austria, and in
1978–1979 at the Center for Advanced Study in
the Behavioral Sciences on the Stanford campus.
In 1973 he was appointed to the C.A. Criley Pro-
fessorship in Transportation Science. While at
Stanford, Dantzig produced 41 Ph.D. students
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and published about 115 research papers on the
theory and applications of mathematical program-
ming. Dantzig’s Ph.D. progeny, if Berkeley and
Stanford graduates and subsequent generations
are counted, as of 2006 exceeded 200. Dantzig
had long felt that the development of good soft-
ware was key to widespread usage of linear pro-
gramming in industry. This vision led him to
create the Systems Optimization Laboratory
(SOL) at Stanford for research and development
of numerical algorithms for mathematical pro-
gramming. Under the SOL banner were the
PILOT and planning under uncertainty programs
(see Dantzig et al. 1973; Gill et al. 2007).

Stochastic Programming with Recourse,
Continued, 1989–2005
Cognizant of the potentially enormous size of
multi-stage stochastic linear programs, Dantzig
andMadansky (1961) suggested the incorporation
of statistical sampling of uncertainties together
with approximating time-staged models to solve
the full problem. Following this avenue some
30 years later, Dantzig and Glynn (1990) brought
together decomposition, Monte Carlo sampling,
and multiprocessing to solve time-staged linear
programs (see also Infanger 1991; Dantzig and
Infanger 1992). In a series of papers, importance
sampling was used to estimate second-stage costs
and Benders cuts. Portfolio optimization and elec-
tric power planning were among the applications
envisioned; the latter problems, with 39 uncertain
parameters leading to 15 million scenarios, were
solved to high accuracy with a confidence level of
95%; in equivalent deterministic form, such prob-
lems would have more than four billion con-
straints. However, Dantzig, to the end, regarded
stochastic linear programming as a major
unresolved problem.

Computational Complexity, 1972–2006
Since its inception, the question of the number of
steps required by the simplex method for a given
linear program has been of interest. In the 1970s
the field of ‘computational complexity’ emerged;
a theory of problem difficulty which draws a sharp
distinction between categories of problems that
could be solved in polynomial time (number of

steps) in the size of their data, and those which
could not. How did linear programming fit into
this scheme? Klee and Minty (1972) produced a
worst case example of a simple linear program on
which the simplex method takes an exponential
number of iterations. But the expected number of
pivots of the simplex method over a random selec-
tion of problems was shown to be polynomial in
(m, n) (Smale 1983). This raised the question:
could a linear program be solved in polynomial
time? Khachiyan (1979) defined a polynomial
time algorithm for linear programs based on a
sequence of convergent ellipsoids; however,
unexpectedly according to computational com-
plexity, the algorithm was very slow, and certainly
no competitor of the simplex method. Later,
Karmarkar (1984) gave a polynomial time interior
point algorithm for linear programs which was
claimed to be superior to the simplex method in
the sense of solving linear programs much faster
on a computer; the method required the linear
program to be expressed in a special form with
an optimal objective value of zero and viewed
each iterate as being at the centre of a polyhedron
in a different coordinate system. The method typ-
ically required considerably fewer iterations than
the simplex method, but each iteration required
significantly more computations. The method was
patented by AT&T and published as a theoretical
result. There was considerable secrecy associated
with the particulars of its implementation; and,
thus, no independent verification was possible
regarding its claimed superiority in computational
speed over the simplex method. It was later shown
to be equivalent under the same special form to the
logarithmic barrier method, a method traceable
back to Frisch (1955) and Fiacco and McCormick
(1968). The logarithmic barrier method, however,
could be applied to a linear program in standard
form. The logarithmic barrier method was in the
public domain and so allowed researchers to focus
on computational improvements. Today, it is
known that there are problems for which the log-
arithmic barrier method is superior to the simplex
method; notable are those very large problems for
which AAT is sparse. For a survey of interior point
methods, see Todd (1996). It is also interesting to
note that most practical interior-point algorithms
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include an option to move the e-optimal interior
point solution to the nearest extreme point, a pro-
cedure requiring a significant number of simplex-
type pivots. A technique to do this was proposed
by Dantzig (1963, ch. 6, exercise 11). As of 2006,
the simplex method (and various realizations
thereof) remains the algorithm of choice for the
majority of linear programs.

Dantzig in Retirement, 1996–2005

Dantzig was retired from Stanford in stages, each
firmly resisted. He was formally retired from the
regular faculty at age 65 in 1980, but was recalled
until age 82 in 1996. Until that year he remained as
active as formal members of the faculty. After that
hemet at home with all whowished to consult him:
students, colleagues, and strangers. Whenever pre-
sented with an idea, Dantzig would respond, as
always, with something of value. Until around
2001 he continued to travel and present papers. At
his 90th birthday celebration, he attended a full day
of presentations followed by a banquet and addi-
tional talks. He was full of energy, enthusiasm,
keen observations, and wit. Dantzig’s mind was
razor-sharp up to the end.

In retirement, Dantzig’s principal project was
the writing of a multi-volume book on linear
programming and extensions. Dantzig had always
felt that software was a key element that would
contribute to the success of linear programming
usage. He wanted to write another book on linear
programming that incorporated software to aid
students in learning both the theory and the prac-
tice of linear programming, and in particular in
learning how to implement the simplex method
and other algorithms for commercial use. In 1985
he invited M.N. Thapa to coauthor such a book.
As work on the book progressed, it became appar-
ent to the authors that the amount of material
required a really huge book. One volume became
two, and two became four. In the end only two
volumes were completed (Dantzig and Thapa
1997, 2003). Dantzig continued to be fascinated
by interior point methods; von Neumann’s and
Karmarkar’s algorithms were reanalysed and
included in the second volume. According to

M. Thapa, Dantzig never tired of editing and
re-editing to improve proofs and readability. He
would say: ‘it is like polishing a stone; the more
you polish it, the more it will shine.’ Dantzig also
continued his work with G. Infanger on planning
under uncertainty. In addition to their research
together, Dantzig and Infanger consulted on finan-
cial portfolio design. They intended to edit a col-
lection of papers (including work of their own) on
planning under uncertainty. Dantzig was con-
vinced that the way to get further exposure for,
and research into, planning under uncertainty was
to set up an institute; to no avail, he tried at
Stanford, tried at EPRI, and finally tried to create
a stand-alone non-profit organization. In addition
to these projects, Dantzig reworked the text of a
science fiction novel he had begun in 1980.

Dantzig’s Honours

In 1975 L.V. Kantorovich and T.C. Koopmans
received the Nobel Prize in Economics for ‘their
contributions to the theory of optimum allocation
of resources’. Both mentioned Dantzig in their
Nobel Lectures. That Dantzig did not participate
in this prize came as a great shock and disappoint-
ment to those familiar with his contributions. Him-
self aside, Dantzig regarded Leontief, Kantorovich,
von Neumann, and Koopmans as the principal
early contributors to linear programming.

Dantzig, the man, and his contributions have
nevertheless been honoured extensively. His hon-
ours include distinguished memberships, prizes,
honorary doctorates, and dedications. He was
elected to membership in the National Academy
of Sciences, the National Academy of Arts and
Sciences, and the National Academy of Engineer-
ing. He was a fellow of the Econometric Society,
the Institute of Mathematical Statistics, the Asso-
ciation for the Advancement of Science, the Oper-
ations Research Society, IEEE, and the Omega
Rho Society. He was awarded the War Depart-
ment Exceptional Civilian Service Medal, the
National Medal of Science, the John von Neu-
mann Theory Prize, the NAS Award in Applied
Mathematics and Numerical Analysis, the Harvey
Prize (Technion), the Silver Medal of Operational
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Research Society (England), the Adolph Coors
American Ingenuity Award, the Special Recogni-
tion Award of Mathematical Programming Soci-
ety (MPS), the Harold Pender Award, and the
Harold Lardner Memorial Prize (Canada). He
received honorary doctorates from the Israel Insti-
tute of Technology (Technion), University of
Linkøping (Sweden), University of Maryland,
Yale University, Université Catholique de Lou-
vain (Belgium), Columbia University, the Univer-
sity of Zurich, and Carnegie-Mellon University.
Dantzig was also honoured as the dedicatee of a
symposium of MPS, in two volumes of Mathe-
matical Programming, in the first issue of the
Journal of Optimization of the Society for Indus-
trial and Applied Mathematics (SIAM), with the
joint MPS-SIAM Dantzig Prize, and with the
INFORMS Dantzig Prize for students. In 2006, a
fellowship in his name was established in the
Department of Management Science and Engi-
neering at Stanford University.
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Data Filters

Timothy Cogley

Abstract
Empirical economists often filter data prior to
analysis to remove features that are a nuisance
from the point of view of their theoretical
models. Examples include trends and
seasonals. This article describes how data fil-
ters work and the rationale that lies behind
them. It focuses on the Baxter–King and
Hodrick–Prescott filters, which are popular
for measuring business cycles.
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Economic models are by definition incomplete rep-
resentations of reality. Modellers typically abstract
from many features of the data in order to focus on
one or more components of interest. Similarly,
when confronting data, empirical economists must
somehow isolate features of interest and eliminate
elements that are a nuisance from the point of view
of the theoretical models they are studying. Data
filters are sometimes used to do that.

For example, Fig. 1 portrays the natural loga-
rithm of US GDP. Its dominant feature is
sustained growth, but business cycle modellers
often abstract from this feature in order to concen-
trate on the transient ups and downs. To relate
business cycle models to data, empirical macro-
economists frequently filter the data prior to anal-
ysis to remove the growth component. Until the
1980s, the most common way to do that was to
estimate and subtract a deterministic linear
trend. Linear de-trending is conceptually unattrac-
tive, however, because it presupposes that all
shocks are neutral in the long run. While some
disturbances – such as those to monetary
policy – probably are neutral in the long run,
others probably are not. For instance, a technical
innovation is likely to remain relevant for produc-
tion until it is superseded by another, later techni-
cal innovation.

The desire to model permanent shocks in mac-
roeconomic time series led to the development of
a variety of stochastic de-trending methods. For
example, Beveridge and Nelson (1981) define a
stochastic trend in terms of the level to which a
time series is expected to converge in the long run.
Blanchard and Quah (1989) adopt a more struc-
tural approach, enforcing identifying restrictions
in a vector autoregression that separate permanent
shocks that drive long-run movements from the
transitory disturbances which account for cyclical
fluctuations.
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Another popular way to measure business
cycles involves application of band-pass and
high-pass filters. Engle (1974) was one of the
first to introduce band-pass filters to economics.
In the business cycle literature, the work of
Hodrick and Prescott (1997) and Baxter and
King (1999) has been especially influential. Fig-
ure 2 illustrates measures of the business cycle
that emerge from the Baxter–King and
Hodrick–Prescott filters.

In this article, I describe how data filters work
and explain the theoretical rationale that lies
behind them. I focus on the problem of measuring
business cycles because that is one of the principal
areas of application. Many of the issues that arise
in this context are also relevant for discussions of
seasonal adjustment. For a review of that litera-
ture, see Fok et al. (2006).

How Data Filters Work

The starting point is the Cramer representation
theorem. Cramer’s theorem states that a covariance
stationary random variable xt can be expressed as

xt � mx ¼
ðp
�p

exp iotð ÞdZx oð Þ, (1)

where mx is the mean, t indexes time, i ¼ ffiffiffiffiffiffiffi�1
p

, o
represents frequency, and dZx (o) is a mean zero,
complex-valued random variable that is continu-
ous in o. The complex variate dZx (o) is
uncorrelated across frequencies, and at a given
frequency its variance is proportional to the spec-
tral density fxx (o). If we integrate the spectrum
across frequencies, we get the variance of xt,

s2x ¼
ðp
�p

f xx oð Þdo: (2)

This theorem provides a basis for decomposing xt
and its variance by frequency. It is perfectly sen-
sible to speak of long- and short-run variation by
identifying the long run with low-frequency com-
ponents and the short run with high-frequency
oscillations. High frequency means that many
complete cycles occur within a given time span,
while low frequency means the opposite.

Baxter and King (1999) define a business cycle
in terms of the periodic components dZx (o). They
partition xt into three pieces: a trend, a cycle, and
irregular fluctuations. Inspired by the NBER busi-
ness cycle chronology, they say the business cycle
consists of periodic components whose frequen-
cies lie between 1.5 and 8 years per cycle. Those
whose cycle length is longer than 8 years are
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identified with the trend, and the remainder are
consigned to the irregular component.

The units for o are radians per unit time.
A more intuitive measure of frequency is units of
time per cycle, which is given by the transforma-
tion l = 2p/o. Often we work with quarterly data.
To find theo corresponding to a cycle length of 1.5
years, just set lh = 6 quarters per cycle and solve
for oh = 2p/6 = p/3. Similarly, the frequency
corresponding to a cycle length of 8 years is
ol = 2p/32 = p/16. Baxter and King define the
interval [p/16, p/3] as ‘business cycle frequencies’.
The interval [0,p/16) corresponds to the trend, and
(p/3, p] defines irregular fluctuations. One nice
feature of the Baxter–King filter is that it can be
easily adjusted to accommodate data sampled
monthly or annually, just be resetting ol and oh.

To extract the business cycle component, we
need to weigh the components dZx(o) in accor-
dance with Baxter and King’s definition and inte-
grate across frequencies,

xBt ¼
ðp
�p

B oð Þexp iotð ÞdZx oð Þ, (3)

where

B oð Þ ¼ 1 for o� p=16, p=3½ � or �p=3, � p=16½ �,
¼ 0 otherwise:

(4)

In technical jargon, B(o) is an example of a
‘band-pass’ filter: the filter passes periodic com-
ponents that lie within a pre-specified frequency
band and eliminates everything else. The
Baxter–King filter suppresses all fluctuations
that are too long or short to be classified as
part of the business cycle and allows the
remaining elements to pass through without
alteration.

Many economists are more comfortable work-
ing in time domain, and for that purpose it is
helpful to express the cyclical component as a
two-sided moving average,

xBt ¼
X1
j¼�1

bj xtþj � mx
� �

: (5)

The lag coefficients can be found by solving

bj ¼
1

2p

ðp
�p

B oð Þexp iojð Þdo: (6)

The solution is

b0 ¼
oh � ol

p
,

bj ¼
sin ohjð Þ � sin oljð Þ

pj
for j 6¼ 0: ð7Þ

Notice that an ideal band-pass filter cannot be
implemented in actual data samples because it
involves infinitely many leads and lags. In prac-
tice, economists approximate xBt with finite-order
moving averages,

xBt _¼
Xn
j¼�n

~bj xtþj � mx
� �

: (8)

Baxter and King (1999) and Christiano and
Fitzgerald (2003) analyse how to choose the lag
weights ~bj in order to best approximate the ideal

measure for a given n.
For real-time applications, the two-sided

nature of the filter is a drawback because the
current output of the filter depends on future
values of xt + j, which are not yet available. Kaiser
and Maravall (2001) address this problem by
supplementing the filter with an auxiliary fore-
casting model such as a vector autoregression or
univariate ARIMA model, replacing future xt + j

with forecasted values. This substantially reduces
the approximation error near the end of samples.

That the filter is two-sided is also relevant for
models that require careful attention to the timing
of information. Economic hypotheses can often
be formulated as a statement that some variable zt
should be uncorrelated with any variable known
in period t� 1 or earlier. These hypotheses can be
examined by testing for absence of Granger cau-
sation from a collection of potential predictors to
zt. The output of a two-sided filter should never be
included among those predictors, however, for
that would put information about present and
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future conditions on the right-hand side of the
regression and bias the test towards a false finding
of Granger causation. Similar comments apply to
the choice of instruments in generalized-method-
of-moments problems. For applications like these,
one-sided filters are needed in order to respect the
integrity of the information flow.

While Baxter and King favour a three-part
decomposition, other economists prefer a
two-part classification in which the highest fre-
quencies also count as part of the business cycle.
The trend component is still defined in terms of
fluctuations lasting more than eight years, but the
cyclical component now consists of all oscilla-
tions lasting eight years or less. To construct this
measure, we define a new filter H(o) such that

H oð Þ ¼ 1 for o� p=16, p½ � or �p, � p=16½ �,
¼ 0 otherwise:

(9)

This is known as a ‘high-pass’ filter because it
passes all components at frequencies higher than
some pre-specified value and eliminates every-
thing else. If we use this filter in the Cramer
representation, we can extract a new measure of
the business cycle by computing

xHt ¼
ðp
�p

H oð Þ exp iotð ÞdZx oð Þ: (10)

Once again, this corresponds to a two-sided,
infinite-order moving average of the original
series xt,

xHt ¼
ð1
j¼�1

gj xtþj � mx
� �

, (11)

with lag coefficients g0 = 1 � ol/p and
gj = �sin (olj)/pj. As before, this involves infi-
nitely many leads and lags, so an approximation is
needed to make it work. The approximation
results of Baxter and King (1999) and Christiano
and Fitzgerald (2003) apply here as well.

Hodrick and Prescott (1997) also seek a
two-part decomposition of xt. They proceed heu-
ristically, identifying the trend tt and the cycle ct
by minimizing the variance of the cycle subject to

a penalty for variation in the second difference of
the trend,

min
ttf g

X1
t¼�1

xt � ttð Þ2 þ f ttþ1 � 2tt þ tt�1ð Þ2
h i( )

:

(12)

The Lagrange multiplier f controls the
smoothness of the trend component. After
experimenting with US data, Hodrick and Prescott
set f = 1600, a choice still used in most macro-
economic applications involving quarterly data.
After differentiating (12) with respect to tt and
rearranging the first-order condition, one finds
that ct can be expressed as an infinite-order,
two-sided moving average of xt,

ct ¼ HP Lð Þxt

¼ f 1� Lð Þ2 1� L�1
� �2

1þ f 1� Lð Þ2 1� L�1
� �2 xt, (13)

where L is the lag operator. Although Hodrick and
Prescott’s derivation is heuristic, King and Rebelo
(1993) demonstrate that HP(L) can be interpreted
rigorously as an approximation to a high-pass
filter with a cut-off frequency of eight years per
cycle. The close connection between the two fil-
ters is also apparent in Fig. 2, which shows that
high-pass and Hodrick–Prescott filtered GDP are
highly correlated.

Data Filters for Measuring of Business
Cycles?

While data filters are very popular, there is some
controversy about whether they represent appeal-
ing definitions of the business cycle. For one,
there is a disconnect between the theory and mac-
roeconomic applications, for the theory applies to
stationary random processes and applications
involve non-stationary variables. This is not crit-
ical, however, because the time-domain filters
b(L), g(L), and HP(L) all embed difference oper-
ators, so business cycle components are stationary
even if xt has a unit root.
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A more fundamental criticism concerns the
fact that the Baxter–King definition represents a
deterministic vision of the business cycle.
According to a theorem of Szego, Kolmogorov,
and Krein, the prediction error variance can be
expressed as

s2e ¼ 2p exp
1

2p

ðp
�p

logf BC oð Þdo
� �

, (14)

where fBC(o) is the spectrum for the business-
cycle component (see Granger and Newbold
1986, pp. 135–6). For an ideal band-pass filter,
the spectrum of xBt is

f BC oð Þ ¼ B oð Þj j2f xx oð Þ: (15)

Since B(o) = 0 outside of business cycle fre-
quencies, it follows that fBC(o) = 0 on a measur-
able interval of frequencies. But then Eq. (14)
implies s2e ¼ 0, which means that xBt is perfectly
predictable from its own past. The same is true
of measures based on ideal high-pass filters.
A variable that is perfectly predictable based on
its own history is said to be ‘linearly

deterministic’. Thus, according to the
Baxter–King definition, the business cycle is lin-
early deterministic.

In practice, of course, measured cycles are not
perfectly predictable because actual filters only
approximate the ideal. But this means that inno-
vations in measured cycles are due solely to
approximation errors in the filter, not to some-
thing intrinsic in the concept. The better the
approximation, the closer the measures are to
determinism.

How to square this deterministic vision with
stochastic general equilibrium models is not
obvious. Engle (1974); Sims (1993) and Hansen
and Sargent (1993) suggest one rationale. They
were interested in estimating models that are well
specified at some frequencies but mis-specified
at others. Engle studied linear regressions and
showed how to estimate parameters by band-
spectrum regression. This essentially amounts
to running regressions involving band-pass fil-
tered data, but band-pass filtering induces serial
correlation in the residuals, and Engle showed
how to adjust for this when calculating standard
errors and other test statistics. He also developed
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methods for diagnosing mis-specification on par-
ticular frequency bands.

Sims (1993) and Hansen and Sargent (1993)
are interested in fitting a rational-expectations
model of the business cycle to data that contain
seasonal fluctuations. They imagine that the
model abstracted from seasonal features, as is
common in practice, and they wonder whether
estimates could be improved by filtering the data
with a narrow band-pass filter centred on seasonal
frequencies. They find that seasonal filtering does
help, because otherwise parameters governing
business cycle features would be distorted to fit
unmodelled seasonal fluctuations. Filtering out
the seasonals lets the business cycle parameters
fit business cycle features.

Business cycle modellers also frequently
abstract from trends, and Hansen and Sargent
conjectured that the same rationale would apply
to trend filtering. Cogley (2001) studies this con-
jecture but finds disappointing results. The
double-filtering strategy common in business
cycle research (which applies the filter to both
the data and the model) has no effect on periodic
terms in a Gaussian log likelihood, so it is irrele-
vant for estimation. The seasonal analogy (which
filters the data but not the model) also fails, but for
a different reason. The key assumption underlying
the work of Engle, Sims, and Hansen and Sargent
is that specification errors are confined to a narrow
frequency band whose location is known a priori.
That is true of the seasonal problem but not of the
trend problem. Contrary to intuition, trend-
specification errors spread throughout the fre-
quency domain and are not quarantined to low
frequencies. That difference explains why the
promising results on seasonality do not carry
over to trend filtering.

Finally, some economists question whether
filter-based measures capture an important feature
of business cycles. Beveridge and Nelson (1981)
believe that trend reversion is a defining charac-
teristic of the business cycle. They say that
expected growth should be higher than average
at the trough of a recession because agents can
look forward to a period of catching up to com-
pensate for past output losses. By the same token,

expected growth should be lower than average at
the peak of an expansion. Cochrane (1994) con-
firms that this is a feature of US business cycles by
studying a vector autoregression for consumption
and GDP.

Cogley and Nason (1995) consider what would
happen if xt were a random walk with drift. For a
random walk, expected growth is constant regard-
less of whether the level is a local maximum or
minimum. Because it lacks the catching-up fea-
ture, many economists would say that a random
walk is acyclical. Nevertheless, when the
Hodrick–Prescott filter is applied to a random
walk, a large and persistent cycle emerges. Thus
the Hodrick–Prescott filter can create a business
cycle even if no trend reversion is present in the
original data. Cogley and Nason call this a spuri-
ous cycle. Furthermore, the problem is not unique
to the Hodrick–Prescott filter; Benati (2001);
Murray (2003) and Osborn (1995) document sim-
ilar results for band-pass filters and for other
approximations to high-pass filters.

Conclusion

Christiano and Fitzgerald remark that data filters
are not for everyone. They are certainly convenient
for constructing rough and ready measures of the
business cycle, and they produce nice pictures
when applied to US data. But some economists
worry about the spurious cycle problem, especially
in applications to business cycle models where the
existence and properties of business cycles are
points to be established. In much of that literature,
attention has shifted away from replicating proper-
ties of filtered data to matching the shape of
impulse response functions.

See Also

▶Business Cycle Measurement
▶ Seasonal Adjustment
▶ Spectral Analysis
▶ Structural Vector Autoregressions
▶Trend/Cycle Decomposition
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Data Mining

Clinton A. Greene

Abstract
Data mining is defined by presenting an exam-
ple contrasting the role of specification search in
economics to its role in experimental science.
Historical references are provided, along with a
short review of contemporary proposals to rem-
edy sources of and problems with data mining.

Keywords
Datamining;Model selection; Regression anal-
ysis; Specification problems in econometrics

JEL Classifications
B4

‘Data mining’ and the older word ‘fishing’ are
pejorative terms for illusory or distorted statistical
inference from an empirical regression model,
where the distortion results from explorations of
various models in a single sample of data. This
process usually involves adding or dropping vari-
ables, but may involve exploring a variety of
alternative nonlinear functional forms or data sub-
samples. Data mining properly applies as a derog-
atory term only when exploratory results are used
for inference within the sample used in exploration.
But the term is sometimes used to refer to the
exploratory process itself, as economists emphasize
inference over data exploration, and even use infer-
ence to discuss exploratory activities. Some take
data mining to be a more serious offence when
there is conscious effort to manipulate, although
data mining will distort results regardless of intent.

Importance and History

Some economists consider data mining to be per-
vasive in applied work. But the portion
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subscribing to this view is unclear, since those
who do so understandably retreat from applied
work into economic or econometric theory.
Leamer and Leonard (1983, p. 306) give voice
to the view that collective data mining renders
standard inference meaningless, and hence in gen-
eral ‘statistical analyses are either greatly
discounted or completely ignored’. This stance
may have reached a peak in the late 1970s, fuelled
by an explosion in the volume of regression stud-
ies. But contemporary suspicion is still quite com-
mon. Kennedy (2003, pp. 82–3) characterizes the
‘average economic regression’ as perpetrating
some of the worst data mining practices.

The issue was known to the originators of
econometrics. Ragnar Frisch (1934) advocated
methods to deal with the data mining issue
which were applied into the 1950s, then neglected
for two decades and reincarnated in modern form
by Leamer (1983). Because Frisch found that
differing but reasonable specifications could
yield disparate results, he came to believe
attempts at formal inference were illegitimate.
Malinvaud (1966, chs. 1 and 2) provides a won-
derful exposition of Frisch’s methods and of why
Frisch’s stance was replaced by contemporary
textbook assumptions. Even Haavelmo’s (1944,
ch. 7, sect. 17) founding statement of the contem-
porary inferential approach discusses data mining.

Econometrics textbooks quite properly warn
against data mining, yet it is difficult to avoid
and is pervasive in published work. This places
the new practitioner in a difficult position. It is
helpful to be armed with an understanding of the
consequences of data mining and why data min-
ing is difficult to avoid. Econometrics in the con-
temporary sense began when we decided that
economic data could be treated as equivalent to
sampling from an uncontrolled experiment
(Haavelmo 1944), borrowing from R.A. Fisher’s
methods for experimental data. The following
illustration clarifies these issues.

An Illustration

Suppose two students of the economy live in
parallel universes. Both are interested in a variable

y, believing the most important determinant of this
variable y to be another variable x1, but also sup-
posing that variables x2 and x3 may be relevant.
Their initial data-sets are identical, and they pro-
pose to model y via a linear regression model.
Both start out assuming that the errors of the
model (e) are independent and normally distrib-
uted with constant variance. Thus they propose
the model y = b1x1 + b2x2 + b3x3 + e, where the
coefficients ‘bi’ are to be estimated.

The first student lives in a universe in which
he can generate more data via experiments. The
second student must wait passively for the pas-
sage of time before she can see more data; data
generated by events she does not control. Thus,
the first student is confident of his science, while
the second student is in the actual universe of
economics.

Now suppose that in their initial regression
results for the coefficient on x1 they find the sign
is the opposite of what they expected. As in stan-
dard practice they take this to imply that they have
omitted an important variable. After fiddling with
their specifications they find that adding a variable
x4 yields a more sensible coefficient estimate for
the variable x1. Suppose also they find that, for the
coefficients on x2 and x3, the null hypothesis for
coefficients of zero would be accepted individu-
ally (leaving the other variable coefficient
unrestricted, as in a t-test). But suppose they find
the joint hypothesis (b2 = b3 = 0) would be
rejected. They find the fit of the regression is
penalized least by dropping the variable x3 and
do so. They have used a process of specification
search to arrive at a model for y as a function of x1,
x2 and x4.

The first student takes the results to his professor.
The professor commends the effort to learn from the
world, but corrects the student on one point. He
notes that, although the estimated standard error for
the coefficient on x3 included zero, it also included
(we will suppose) five, and if this coefficient is truly
so far from zero then (given expected variation in
x3) the variable x3 would have appreciable effects.
So the professor tells him to run another experiment
designed so that the resulting data- set is large
enough (and so standard errors of coefficient esti-
mates are small enough) to usefully distinguish
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between large and small values of b3. The student
does so, and publishes the results with the statistics
and standard critical values treated as valid ‘tests’.
This is not data mining.

Now the second student takes her results to her
professor. This professor says the first regression
result (employing x1, x2 and x3) can be treated as
possibly generating test statistics drawn from
standard distributions. However, in the final
model (x1, x2 and x4) some of the t-statistics
were created by design. Since one ‘fished’ or
fiddled with variables included in the model until
the coefficient on x1 had the correct sign, the
t-statistic was drawn from a distribution such
that there was 100 per cent probability it would
have the ‘correct’ sign. Likewise the student
explored specifications until the t-statistic for the
coefficient on x2 appeared to be significant. This
implies for the final specification that within the
interval bounded by the standard critical values
(approximately plus or minus 2) the probability of
the t-statistic for b2 falling within this standard
range must actually be zero, hardly a standard
t-distribution. This process of modifying the
model and re-estimating it using the same sample
used to suggest those modifications will also
affect in an unknown manner the distribution of
other test statistics, even those that were not direct
objects of exploration and design. These are data
mined results.

Note that the two professors agree that some-
thing was potentially learned in the exploratory
stage. Both students could use data exploration
to reveal aspects of the first sample, but the
results of exploration over this same sample
could not then provide a formal test. As in any
legitimate science, the first professor views tak-
ing inspiration from observation to be a process
separate from confirmation or testing. The sec-
ond student also hopes to have learned some-
thing from the sample, but her professor objects
to treating the statistics resulting from this explo-
ration as providing a test. The second student
treated each regression as though it was a sepa-
rate experiment, but regressions and their asso-
ciated statistics are mere calculations that
organize the data. Also note that, when these
students took the initial estimate of b1 as having

the ‘wrong sign’, they were applying strong prior
beliefs which led them to place little weight upon
this empirical result. Bayesian inference pro-
vides a formal treatment of such priors.

The second student continues the consultation
with her professor. The professor says these first
results are not publishable because economists
are interested in inference, and all she has shown
is that the first model did not make sense. The
professor may advise that she should first have
chosen a successful regression model from the
empirical literature, modifying it only slightly if
at all. If the student is alert, she will notice the
data available to her is identical to that in the
literature, except for a few more recent
observations.

So this alert student will go back to her professor
and tell him she already knows the regression
results will be the same as those already published,
except to the extent the new data observations have
some effect when averaged with the old. The test
statistics will not have the usual distributions;
instead, the distributions are a function of the pre-
vious results and the portion of new observations
relative to those used in the previously published
results. The student has discovered that, to the
extent data-sets overlap, taking guidance from the
regressions of other researchers is collective data
mining, even if one runs only one regression one-
self. Thus collective data mining is pervasive, and
the meaning of published test statistics is unclear.
Only if each data-set is entirely distinct can one
learn from the work of others while preserving
known statistic distributions.

Contemporary Practice and Remedies

Three partial remedies for data mining are prac-
tised in the current literature. One is to insist
upon seeing all the possible regression results a
reasonable researcher might propose, supple-
menting imperfect ‘tests’ with a range of results.
This is most associated with Leamer (1983), but
we have already mentioned the earlier work of
Frisch. Current practice is moving towards this
approach, more often presenting multiple
specifications.
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A second remedy is inspired by noting that it is
possible to calculate probabilities for statistics
resulting from specification search, if the process
begins with a model including a set of variables
large enough that the true model is reasonably
assumed nested within, and respecification deletes
and does not add variables. An example is the
general-to-specific approach. This approach is
now common when specifying lag-lengths of
time-series models, but in other contexts is con-
troversial. The statistical consequences of such an
approach fall under the heading of ‘pretest’ esti-
mators discussed in most econometrics textbooks,
but the best introductory discussion is found in
Campos et al. (2005, Introduction, sects. 3.3–3.4).
Interestingly, Hoover and Perez (1999) show that
when pretest distributions are not accounted for
this second remedy leads to an acceptable level of
distortion.

A third remedy reserves some of the available
data for ‘out-of-sample’ tests. Here one engages
in specification search in one portion of the data
and then tests in the reserved portion. We place
‘out-of-sample’ in quotes because this is not
confirmation in a new sample. This response
cannot avoid collective data mining because it
is likely that among many projects the more
satisfactory reserved-sample results will be
selected for publication, if not by individual
authors then through the collective filter of jour-
nal referees. But this remedy is useful to the
individual researcher.

The first two remedies focus on data explora-
tion, and only the third remedy adds the key
scientific step of confirmation in separate data.
Followers of the second remedy such as David
Hendry and others of the ‘London School’ are
often accused of data mining. Yet they have
been the strongest proponents and practitioners
of the third remedy, which provides the legiti-
mate test in separate data, even inventing new
out-of-sample tests such as for forecast
encompassing. A good introduction to the sec-
ond and third remedies is found in Charemza and
Deadman (1997).

As noted in our discussion of the third remedy,
universal adoption of these remedies cannot avoid

collective data mining. Collective data mining
would be avoided if upon accepting a paper the
journal offered an explicit or implicit contract to
accept a follow-up study. Formal and precise test-
ing would be performed in the subsequent study
employing only data not available for the initial
paper. This is yet to be practised by any journal, so
as a result the methodological issues remain trou-
blesome, leaving room for vague and inconsistent
norms across referees and journals. New practi-
tioners must develop their own approaches to
navigating these norms and practices, while
deciding how to preserve their own sense of
integrity.

See Also

▶Bayesian Statistics
▶Extreme Bounds Analysis
▶Model Selection
▶ Specification Problems in Econometrics
▶ Spurious Regressions
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Davanzati, Bernardo (1529–1606)
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Merchant, classical scholar, translator and econ-
omist, Davanzati was born in Florence where,
apart from a period of residence in Lyon as a
merchant, he worked until his death. His contri-
butions to economics are contained in Notizia
dei cambi (1582) which explains the operation
of the foreign exchanges, and Lezione delle
Monete (1588), translated into English in 1696
as A Discourse Upon Coin presumably because
of its relevance to the recoinage controversies.
Besides these economic writings, Davanzati
produced a history of the English Reformation
(1602) and a translation of Tacitus (1637) fre-
quently described as a masterpiece of Italian
literature.

Davanzati’s observations on the foreign
exchanges present a detailed discussion of the
origins and practice of this art classified by him
as the third type of mercantile transaction, the
others being barter (goods for goods) and trade
(goods for money). The analysis demonstrates
how exchange rates fluctuate between gold points
according to the supply and demand of bills, the
gold points being determined by a risk premium,
transport costs and interest lost while the funds are
in transit. His illustration of a foreign exchange
transaction by bills of exchange involving six
parties residing in Lyon and Florence (1582,
pp. 62–8) has been argued by De Roover (1963,
p. 113) to be so instructive that, had it been more
thoroughly studied by historians and economists,

‘fewer blunders in the history of banking’ would
have been made.

Davanzati’s lecture on coin is one of the earli-
est presentations of the metallist view of the origin
and nature of money. He stresses the advantages
of money over barter in facilitating both the divi-
sion of labour and trade of ‘superfluities’ between
cities and nations. In the metallist tradition,
money is defined as ‘Gold, Silver, or Copper,
coin’d by Publick Authority at pleasure, and by
the consent of Nations, made the Price and Mea-
sure of Things’ (1588, p. 12). Non-metallic and
nonconvertible money can only be made accept-
able to the public through coercion. Money is
therefore a human convention and its intrinsic
value is small relative to its value as means of
exchange. To explain this value, Davanzati pre-
sents an early quantity theory which relates the
value of stocks of commodities to the world’s
money stock. Although he is aware of the impor-
tance of monetary circulation (he compares it to
the importance of the circulation of blood in the
animal body), he does not develop a concept of its
velocity. The lecture on money concludes with a
forceful critique of the practice of debasing the
coinage, based on analysing its consequences and
illustrated with many examples of the practice.
Davanzati argues that this ‘evil’ can be avoided
only by making ‘Money pass according to its
Intrinsick Value’ (1588, p. 24). Davanzati’s lec-
ture has also been noted because of its hints at the
so-called ‘paradox of value’ and its references to
elements of scarcity and usefulness in the deter-
mination of commodity prices. This and other
aspects of his work were noted by Galiani
(1750). Earlier his views appear to have been
well received by Locke who owned, annotated
and may even have inspired the Toland translation
(Harrison and Laslett 1965, p. 120).

Selected Works

1582. Notizia de’Cambi a M. Giulio del Caccia.
In Scrittori classici Italiani di economia
politica. Parte Antica vol. 2, ed. Pietro
Custodi, Milan: G.G. Destefanis, 1804.
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as A Discourse Upon Coin, London: Awnsham
and Churchill, 1969.

1602. Scisma d’Inghilterra sino alla morta della
reina Maria ristretto in lingua propria
Fiorentina. Milan.

1637. Gli Annali di C. Cornelio Tacito ... con la
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Landini.
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Economist and administrator. Born in London,
eldest son of William Davenant, the playwright
and Poet Laureate, he was educated at Cheam
School, Surrey, and entered Balliol College,
Oxford, in 1671, going down in 1673 without a
degree to take over the management of his father’s
theatre. In 1675 he wrote a tragedy, Circe
(Davenant, 1677), but the theatre gained him little
financial success. He also obtained an LL.D from

Cambridge in 1675 and practised law for a short
period. From 1678 to 1689 he was Commissioner
of Excise. He sat as MP for St Ives from 1685 to
1688 and represented Great Bedwin in the Tory
interest following the elections of 1698 and 1700.
The financial consequences of his loss of office as
Excise Commissioner in 1689 and unsuccessful
attempts in 1692 and 1694 to obtain other posi-
tions in the revenue service appear to have
inspired a career as pamphleteer, starting in
1695. Until 1702, when he again obtained prefer-
ment by being appointed Secretary to the Com-
mission for negotiating the union between
England and Scotland, he produced a steady
flow of political and economic writings dealing
with aspects of taxation, public debt, monetary
and trade questions, foreign policy and criticisms
of Whig policy in general. In June 1703 he
obtained the post of Inspector-General of Exports
and Imports in the Customs Office, a position
he retained till his death in 1714. Most of his
political and commercial writings were collected
by C.E. Whitworth (1771) but two manuscript
works on money and credit (Davenant, 1695b
and 1696) were not published till 1942 (Evans
1942).

Davenant’s position in the history of econom-
ics rests on a variety of contributions. Initially,
his work was largely depicted as typically that of
an ‘adherent of the mercantile theory’ (Hughes
1894, p. 483), but ‘Tory free trader’ (Ashley
1900, p. 269) better describes his pronounce-
ments on foreign trade policy as he particularly
advocated the removal of trade restrictions, such
as those affecting woollen exports, which
benefited the landed interest by raising land
values (Davenant 1695a, pp. 16–17; 1697,
pp. 98–104). His free trade position is not unam-
biguous. Although Davenant’s remark that
‘Trade is by its nature free, finds its own channel,
and best directeth its own course.’ (1697, p. 98)
is often quoted, the contradictory view that ‘it is
the prudence of a state to see that [its] industry,
and stock, be not diverted from things profitable
to the whole, and turned upon objects unprofit-
able, and perhaps dangerous to the public’ (1697,
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p. 107) is less frequently noticed. Schumpeter’s
(1954, p. 196, n.4, and p. 242) depiction of
Davenant’s work as ‘comprehensive quasi-sys-
tem’ emphasizing the interdependence of eco-
nomic activity is also rather difficult to sustain,
though it is possible to quote isolated remarks
from Davenant’s works in support. For exam-
ple, Davenant’s statement that ‘all trades have
a mutual dependence one upon the other, and
one begets another, and the loss of one fre-
quently loses half the rest’ (1697, p. 97) cannot
really be described as the general theoretical
proposition it appears to be. Its only use is to
provide a basis for some special pleading on
behalf of the East India trade. Waddell’s con-
clusion (1958, p. 288) that Davenant was a
person neither of ‘exceptional ability, nor of
any great strength of character’ and ‘a compe-
tent publicist’ rather than ‘an original thinker’
or ‘practical man of affairs’ seems a more
appropriate assessment from an examination
of his economic writings.

Davenant’s plea for the importance of ‘polit-
ical arithmetic’ or ‘the art of reasoning by fig-
ures, upon things relating to government’
(1698, p. 128) provides a further claim to
fame, partly because it made more readily avail-
able the fairly sophisticated national income
and expenditure estimates of his friend Gregory
King (1696). Most of Davenant’s political
arithmetic application relates to taxation and
estimating the gains from trade in terms of bul-
lion, but he himself also made a useful contri-
bution to the collection of international trade
data as part of his duties as Inspector-General
of Exports and Imports.

The precise details of Davenant’s association
with Gregory King are not fully known, but their
names are also linked in another famous ‘statisti-
cal’ exercise, the so-called King–Davenant law
of demand, first noted by Thornton (1802)
and Lauderdale (1966), and later extensively
discussed by Jevons (1871, pp. 154–8), who on
the evidence available to him cautiously attributed
to Davenant the data on which the law is based
(but see Barnett 1936, pp. 6–7). However, apart

from providing these data, Davenant himself char-
acteristically drew no such analytical conclusions
from this information (1698, Part II, pp. 224–5;
see Creedy, 1986, for a detailed discussion).

Davenant’s contributions to the recoinage
debates (1695b; 1696) are less well known
because they were not included in Whitworth
(1771). Full recoinage was not necessary in
Davenant’s view when the inferior (because
clipped or worn) coins were still usefully
employed in small retail transactions. In addi-
tion, the detrimental effects on the exchange rate
and commodity prices of the deteriorating cur-
rency were greatly exaggerated. The rise in
prices, Davenant argues, could be attributed to
a great many other causes; the depreciated
exchange rate was more easily explained by the
substantial overseas remittances induced by the
European war and was therefore better remedied
by floating a public loan in Holland. Although in
these essays, Davenant’s exposition is not
always complete, Evans (1942, p. vi) regards
them as containing ‘all the essential elements
of the analysis of money and credit’ and inte-
grating ‘the entire problem of currency and pub-
lic finance’. Finally, Davenant’s contributions to
tax administration need to be recognized. They
have been described as ‘ translating into princi-
ples, and trying to provide a reasonable justifi-
cation for the practices that the more methodical
and innovating officials (such as Pepys at the
Navy Office and Admiralty, and Downing and
Lowndes at the Treasury ...) were adopting
and enforcing’ and that in these matters of
administrative thinking, unlike his economics,
‘Davenant’s viewpoint steadily became [domi-
nant] in the course of the next century or so’
(Hume 1974, p.477). His writings also remain a
useful source for much information on trade and
finance over the final decades of the Stuart
monarchy.

See Also
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Davenport was born on 10 August 1861, in Wil-
mington, Vermont, and died on 16 June 1931, in
New York City. He commenced a professorial
career at the age of 41 after having been a land
speculator (initially successful, but wiped out in
the Panic of 1893) and high school teacher and
principal. His academic work was at the Univer-
sity of South Dakota, Harvard Law School, Leip-
zig, Paris and Chicago (Ph.D., 1898). He taught at
Chicago (1902–8), Missouri (1908–16) and Cor-
nell (1916–29). He was President of the American
Economic Association in 1920.

A leading, albeit somewhat iconoclastic, eco-
nomic theorist of his day, he contributed to the
reformulation of microeconomics from absolutist
value theory to relativistic price theory. He
stressed that, while there were real forces at
work in the economy, identifying them as human
desires and productive capacities, price itself
reflected nothing more fundamental than a tempo-
rary equation of demand and supply. Prices are not
determined by the margins but at the margins.
Recognizing the limits imposed by a resultant
superficiality and simultaneity of determination,
he felt that economists qua economists need not
inquire into the formation of desires or institutions
but should study the pecuniary logic of phenom-
ena from the standpoint of price in a society dom-
inated by the private and acquisitive point of view.
His economics focused on entrepreneurial
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opportunity-cost adjustments and encompassed a
non-normative distribution theory based directly
on price theory.

While differing from his close friend
Thorstein Veblen on certain substantive issues,
Davenport’s work nonetheless reflected the
impact of Veblen’s critiques of traditional theory
and of the actual market economy. Emphasizing
positive economics and rejecting apologetics
(economic theory was not to be the monopoly
of reactionaries), Davenport was willing to rec-
ognize that the search for private gain did not
always conduce to social welfare, but this con-
clusion was not to be considered a part of eco-
nomic science per se.
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Born into a Jewish merchant family in Stockholm,
Davidson studied law and economics at Uppsala
University from 1871, became a docent in 1878,
professor extraordinarius from 1880 to 1889, and
then professor ordinarius for 30 years until he
retired in 1919. Frequently called on to serve on
parliamentary committees from 1891 to 1931,
Davidson’s influence was strongly felt on
Sweden’s monetary and tax policies, for instance
the ‘gold exclusion policy’ of 1916–1924.

In 1899 Davidson launched Sweden’s first eco-
nomic journal, Ekonomisk Tidskrift, to which he
contributed almost all his work over 40 years as its
owner and editor (in 1965 it was renamed The
Swedish Journal of Economics and issued in
English). This journal greatly stimulated eco-
nomic research in Sweden with numerous contri-
butions from, among others, Wicksell, Cassel,
Lindahl, Myrdal and Ohlin.

Unlike Wicksell and Cassel, who published
their works in German (later translated into
English), all of Davidson’s writings are in Swed-
ish, none of them translated. This, and the fact that
his work – five tracts 1878–1989, over 200 articles
in his journal on a variety of subjects, plus chap-
ters in several government reports – was never
systematized in treatise form, accounts for his
contributions to economics having been known,
until recently, only to Scandinavian academics.

In his dissertation, Bidrag till läran om de
ekonomiska lagarna för kapitalbildningen
(A Contribution to the Theory of Capital Forma-
tion), Davidson anticipated Böhm-Bawerk’s Pos-
itive Theory of Capital (1884). To Davidson,
capital was generated in the main by the unequal
distribution of income. To the wealthy, increases
in present goods have small and declining utility
relative to that of future goods. The latter are
obtained in greater quantity, variety and value by
investing savings for a return – interest – in pro-
duction of capital goods which, indirectly,
increase productivity. This perspective inverts
the first of Böhm-Bawerk’s famous ‘three
grounds’ for interest, and transforms the third to
a marginal productivity theory of waiting. In his
later work Davidson adopted the substance of
Wicksell’s amendments and reconstruction of
Böhm-Bawerk’s capital theory.

Davidson, David (1854–1942) 2603

D



Davidson’s monetary theory is best understood
from his response in articles of 1908–1925 to his
friend Wicksell’s path-breaking work in this area.
Inter alia, Davidson criticized Wicksell’s mone-
tary norm of price level stability as inappropriate
in conditions of ‘commodity shortage’. Eventu-
ally, by 1925 Wicksell was moved to amend his
norm to accommodate Davidson’s critique (Uhr
1960, chs. 10 and 11).

In his early tract Om beskattningsnormen vid
inkomstskatten (ATaxation Norm for the Income
Tax, 1889), Davidson urged the replacement of
Sweden’s several property taxes and most of its
excises by a progressive income tax with a
uniquely broad base. It base was to include ‘the
citizen’s potential consumption power’ by levy-
ing the tax (a) on any increment in his net worth
accrued (whether realized or not) between the
end and the beginning of the tax year; and (b)
also on his actual consumption spending during
the year. Net worth increments accrue to a per-
son as the value of his assets increases over that
of his liabilities, due to savings, capital gains,
bequests, and so on. Such gains confer potential
consumption power, which should be taxed
along with actual consumption spending out of
income.

Over the years, aware of difficulties his pro-
posed tax base would encounter as it called for
annual balance sheet and income–consumption
statements, Davidson conceded some simplifica-
tions on the tax declarations, and to taxing capital
gains only when realized by the sale of value-
appreciated assets. He also agreed that the tax
rates levied on net worth increments would have
to be lower than the rates levied on consumption
expenditures.

These concessions notwithstanding, Sweden’s
parliament in its first comprehensive income tax
of 1910 adopted only one part of Davidson’s
proposal. It passed a progressive tax on income
as usually defined (rather than on consumption
spending as such), and added to it a second title,
a tax on net worth increments at rates substantially
lower than on income. Largely due to Davidson,
this combination of an income and a net worth
increments tax has remained a standard feature in
Sweden’s tax system since 1910.

Selected Works
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De Finetti, Bruno (1906–1985)

Giancarlo Gandolfo

De Finetti was born in Innsbruck, Austria, and died
in Rome. After a degree in mathematics at Milan
University, he chose practical activities rather than
an academic career, and worked at the Istituto
Centrale di Statistica (1927–31) and then at the
Assicurazioni Generali (1931–46). Only later did
he turn to an academic career and win a chair in
Financial Mathematics at Trieste University (1939);
from 1954 to 1961 he held the chair in the same
subject at the University of Rome and from 1961 to
1976 the chair of Calculus of Probabilities at the
same university. He was a member of the
Accademia Nazionale dei Lincei and Fellow of the
International Institute of Mathematical Statistics.

De Finetti’s fame rests on his contributions to
probability and to decision theory, but he also
worked in descriptive statistics, mathematics and
economics.

Together with Ramsey and Savage, de Finetti
is one of the founders of the subjectivist approach
to probability theory. The first illustrations
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(in non-technical terms) of his conception are in
(1930a) and (1931b). He considers probability as
a purely subjective entity ‘as it is conceived by all
of us in everyday life’. The probability that a
person attributes to the occurrence of an event is
nothing more or less than the measure of the
person’s degree of confidence (hope, fear, . . .) in
this event actually taking place. This can be
interpreted as the amount (say, 0.72) that the per-
son deems it fair to pay (or receive) in order to
receive (or pay) the amount 1 if the event in
question occurs. The mathematical theory was
presented in his 1935 lectures at the Institut
Poincaré (1937); see also (1970) and (1972).

De Finetti also introduced the important concept
of exchangeability in probability (1929, 1930b,
1937, 1938) and proved the theorem on exchange-
able variables named after him. Exchangeability is
a weaker concept than independence and has been
receiving increasing attention in probability theory
(in fact, the natural assumption for a Bayesian is
not independence, but exchangeability). In his
1935 Poincaré lectures (1937) he also treated the
relations between the subjectivist point of view and
the concept of exchangeability, which in his vision
are at the basis of sound inductive reasoning and
behaviour and, hence, of (statistical) decision the-
ory (1959, 1961). It goes without saying that his
position on the subject of statistical inference is
fundamentally Bayesian.

In descriptive statistics he adhered to the func-
tional concept according to which a statistic is an
index selected on the basis of the single case (the
aspects that one wants to stress, the aim of the
statistical investigation, etc.); in (1931a) he
stressed the importance of means which have the
property of being associative.

Among his mathematical contributions the
(1949) paper is especially interesting for econo-
mists. Here de Finetti investigates the conditions
under which a concave function can be associated
with a given ‘convex stratification’ (i.e. a
one-parameter family of convex sets, one interior
to the other as the parameter varies). The author
also discusses the conditions for a quasi-concave
function to be transformed into a concave one by
means of an increasing function. This paper
started the literature on the ‘concavification’ of

quasi-concave functions. As the author pointed
out, these investigations also bear on consumer
theory – where the convex stratification is the
indifference map and the associated function is
the utility function.

De Finetti also wrote on economic problems,
where he stressed the importance of rigorous rea-
soning and verification, and emphasized the idea
that the scope of economics, freed from the tangle
of individual and corporative interests, should
always and only be that of realizing a collective
optimum (in Pareto’s sense) inspired by criteria of
equity (1969). An important initiative of his for
the diffusion and correct application of mathemat-
ical and econometric methods in economics was
the annual CIME (Centro Internazionale
Matematico Estivo) seminar that he organized
from 1965 to 1975; this enabled young Italian
economists to benefit from courses given by
Frisch, Koopmans, Malinvaud, Morishima,
Zellner, to mention only a few of the lecturers.

See Also

▶Bayesian Inference
▶Convexity
▶ Savage, Leonard J. (Jimmie) (1917–1971)
▶ Subjective Probability
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De Moivre, Abraham (1667–1754)

A. W. F. Edwards

De Moivre was born in Vitry-le-François on
26 May 1667, of French Protestant stock. Follow-
ing the revocation of the Edict of Nantes in 1685
he fled to London, where he earned a precarious

living as a mathematical author and tutor until his
death there on 27 November 1754.

De Moivre was the most important writer on
probability of his day, building on the work of
Pascal, Fermat, Huygens and James Bernoulli.
His De mensura sortis (On the measurement of
lots) appeared in the Philosophical Transactions
for 1711 and in ever-expanding form in English as
the Doctrine of Chances (1718, 1738, 1756). It
contained the first publication of the expression
for the binomial distribution for general chances.
The second edition (1738) included an English
translation of the privately-circulated Latin pam-
phlet of 1733 in which De Moivre gave his cele-
brated Normal approximation to the binomial
distribution ‘A method of approximating the Sum
of the Terms of the Binomial (a + b)n expanded
into a Series from whence are deduced some
practical Rules to estimate the Degree of Assent
which is to be given to Experiments.’ De Moivre
was fully seized of the importance of Bernoulli’s
limit theorem and its application to the problem of
estimating a binomial parameter; this work
replaced Bernoulli’s ‘very wide limits’ by an
approximation.

De Moivre also made important contributions
to the ‘Gambler’s Ruin’ problem, involving the
question of the duration of play, to the use of
generating functions, and to the study of
annuities.

De Quincey, Thomas (1785–1859)

F. Y. Edgeworth

The son of a prosperous merchant, De Quincey
was born in 1785, and, after a brilliant literary
career, died in 1859. That a genius of so high an
order of imagination found the abstract reasoning
of political economy ‘Not harsh and crabbed as
dull fools suppose’ is instructive. The fascination
which the severer aspect of the science had for De
Quincey is expressed in that passage of the Con-
fessions of an Opium Eater where the writer
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describes how he was aroused from lethargy by
the study of Ricardo’s Political Economy (1818).
The fruit of that study appeared in the Dialogues
of Three Templars (1824), a brilliant exposition
and defence of the Ricardian theory of value. The
paradox, for so De Quincey admits it to be in a
good sense, that real value is measured by quan-
tity of labour, that

a million men may produce double or treble the
amount of riches, of ‘necessaries, conveniences,
and amusements’, in one state of society that they
could in another, but will not on that account add
anything to value (Ricardo, Political Economy;
chapter on ‘Value and Riches’)

is expounded by the disciple even more fear-
lessly than by the master.

‘My thesis,’ says X, the Socrates of the dialogues,
who represents the author’s views, ‘is that no such
connection subsists between the two [the quantity
obtained and the value obtaining] as warrants any
inference that the real value is great because the
quantity it buys is great, or small because the quantity
it buys is small.’ ‘I have a barouche,’ says the objec-
tor, ‘which is worth about 600 guineas at this
moment. Now, if I should keep this barouche unused
in my coach-house for five years, and at the end of
this term it should happen from any cause that car-
riages had doubled in value, my understanding
would lead me to expect double the quantity of any
commodity for which I might then exchange it,
whether that weremoney, sugar, besoms, or anything
whatsoever. But you tell me no.’ . . . ‘You are in the
right,’ replies X, ‘I do tell you so . . . If A double its
value, it will not therefore command double the
former quantity of B’ [B representing any assignable
thing] (Fourth Dialogue).

The intelligent Bailey might well be stirred by
these startling deductions to attempt a reply (preface
to Critical Dissertation). In the later dialogues
Ricardo’s theory of value is defended against Mal-
thus. This controversy had been commenced in the
‘Measure of Value’, published in the London Mag-
azine for December 1823. An article on ‘Malthus’
in an earlier number of the same journal contains a
mild attack on the theory of population. Some of the
points are elucidated in a letter to Hazlitt which
appeared in the London Magazine, December
1823. To the same period belongs a sort of éloge
of Ricardo, which De Quincey, shortly after the
death of his revered master, contributed to the Lon-
don Magazine, March 1824.

De Quincey’s latest and greatest economical
work is the Logic of Political Economy (1844).
The more original portion of this book may be
described as a vindication of the part played by
utility in the determination of value. The cause is
just and the reasoning ingenious; yet the censure
with which J.S. Mill tempers his copious citation
from this discourse seems deserved (Political
Economy, bk. iii, chapter ii, §1, and §3 end).
Certainly De Quincey’s illustrations are perfect.
The rhinoceros which in the reign of Charles II
was sold for a figure far above the cost of impor-
tation; the Valdarfer copy of Boccaccio which
Lord Blandford bought for £2240 and afterwards,
when in pecuniary embarrassments, was sold by
auction and purchased for £750 by Lord Spencer,
whom he outbid at the first sale; Popish reliques
which had a high value, but no cost of production
(p. 60 et seq., 1844 edn); these and other ‘shining
instances’ throw light upon an obscure subject.
The ‘dry light’ of logic is intensified by a corus-
cation of wit. Sometimes, however, the doubt
occurs whether the writer was as competent to
point a moral as to adorn a tale. Thus, in the case
of the pearl-market, and the vividly pictured
slave-market (ibid. p. 77 et seq.) is it correctly
stated that for ‘the plebs amongst the slaves’,
and the ‘ordinary pearls’, value is determined by
cost of production, while ‘the natural aristocracy
amongst the slaves, like the rarer pearls, will be
valued on other principles’?

Even the famous parable of the musical snuff-
box (cited byMill, Political Economy, bk. iii, chap-
ter ii, § 1) is not rightly interpreted by its author. It is
not in general true of a bargain between two iso-
lated individuals that the price will be ‘racked up to
U’ (ibid. pp. 25–27)–the measure of the ‘intrinsic
worth of the article in your individual estimate for
your individual purposes’; in other words its total
utility to the purchaser (cp. Mill, §1 end). The
following passage seems more correct.

The purpose which any article answers and the cost
which it imposes must eternally form the two limits
within which the tennis-ball of price flies back-
wards and forwards. Five guineas being, upon the
particular article X, the maximum of teleologic
price, the utmost sacrifice to which you would
ever submit, under the fullest appreciation of the
natural purposes which X can fulfil, and then only
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under the known alternative of losing it if you refuse
the five guineas, this constitutes one pole, the aph-
elion, or remotest point to which the price for you
could ever ascend.

The other limit is fixed by the cost of reproduc-
tion. These are ‘the two limits between which the
price must always be held potentially to oscillate’
(ibid., pp. 105, 106). But even here it is not clearly
stated that, in the absence of competition, the
terms are indeterminate; the ‘tennis-ball’ may
fall anywhere between the extreme limits. It is
nowhere stated that in the presence of competition
the upper limit is formed, not by total, but final
degree of utility. De Quincey is far removed from
the recent theorists to whom he bears a superficial
resemblance by his not having attended to final
utility and cognate conceptions. The connection
between demand and value is denied by him on
the strength of exceptional though striking
instances (ibid., p. 331, quoted by Mill, bk. iii,
chapter iii, § 2). ‘A crazy maxim,’ he says, ‘has
got possession of the whole world: viz. that price is,
or can be, determined by the relation between
supply and demand.’ This imperfect conception
of supply and demand is the special object of
Mill’s severe remarks on De Quincey. Mill’s cen-
sure is endorsed by Sir Leslie Stephen in his article
on De Quincey in the Fortnightly Review (1871).
Mr. Shadworth Hodgson in one of his Outcast
Essays has traversed this unfavourable verdict.

Whatever be the fate of De Quincey’s cardinal
tenets, it is certain that his occasional suggestions,
the minor pearls of his discourse, enhanced as
they are by a setting of consummate literary per-
fection, will preserve a lasting worth. Some
important corrections of Ricardo’s expressions
deserve particular notice. De Quincey perceived,
just as clearly as more recent critics, that ‘the
current rate of profits, as a thing settled and
defined, must be a chimera’. He exposes

the puerility of that little receipt current among
economists, viz. unlimited competition for keeping
down profits to one uniform level. . . . Everybody
must see that it is a very elaborate problem to
ascertain even for one year, still more for a fair
average of years, what has been the rate of profits
upon the capital employed in any one trade (ibid.,
p. 237 et seq.).

What more could Cliffe Leslie say? De
Quincey complains much that Ricardo, while
insisting on the tendency towards the degradation
of soils (the law of diminishing returns) has not
sufficiently emphasized the counter-tendency
towards improvement in the arts of cultivation.
‘The land is travelling downwards, but always
the productive management of land is travelling
upwards’ (ibid., p. 239). De Quincey discerns
what a handle is afforded by Ricardo’s partial
statement to ‘the systematic enemies of property’
. . . ‘the policy of gloomy disorganising Jacobin-
ism’. Rent is referred by De Quincey not to the
‘indestructible’, but the differential powers of the
soil. Rent is defined as ‘that portion of the produce
from the soil (or from any agency of production)
which is paid to the landlord for the use of its
differential powers as measured by comparison
with those of similar agencies operating on the
same market.’

The parenthesis exemplifies the pregnancy of
De Quincey’s occasional suggestions. In pre-
senting the theory of rent, De Quincey employs
an admirable geometrical construction. As in the
construction which Prof. A. Marshall has made
familiar (Economics of Industry, bk. ii, ch. iii), the
ordinate in De Quincey’s diagram represents pro-
duce. But the abscissa represents not doses of
capital but qualities of soil. The two constructions
have been combined by the present writer in an
illustration of the abstract theory of rent, contrib-
uted to the British Association (Report, 1886).
Referring to the use of diagrams, De Quincey
well says:

A construction (i.e. a geometrical exhibition) of any
elaborate truth is not often practicable; but, wher-
ever it is so, prudence will not allow it to be
neglected. What is called evidentia, that sort of
demonstration which shows out . . . is by a natural
necessity more convincing to the learner. And, had
Ricardo relied on this constructive mode of illustra-
tion his chapters upon rent and upon wages, they
would not have tried the patience of his students in
the way they have done.

Had De Quincey pursued his mathematical
studies further, and applied the conceptions of
the infinitesimal calculus to the theory of value,
he would have escaped his capital error of having
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confused integral (or total), with differential
(or final) utility. If he had worked with dU, instead
of U, he might have anticipated Jevons.
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Dear Money

Susan Howson

The obverse of cheap money, ‘dear money’ is also
used to denote episodes in which central banks
have raised (short-term) interest rates deliberately
to bring about a contraction of money or credit,
often in order to preserve a fixed exchange rate.
The historical episodes are memorable for their
effects on economic activity and on subsequent
monetary theory and policy.

The major financial crises of the 19th century
were accompanied by the Bank of England’s
raising of its discount rate (Bank rate) to at least
5% (the maximum permitted under the usury
laws until 1833) in order to protect the gold
reserve from an internal or external drain. The
tradition as it developed after the Bank Charter
Act of 1844 was for the Bank to act as a lender of
last resort even when that involved an expansion
of the fixed fiduciary note issue imposed by the
Act, but at a penal rate. Hence Bank rate went to
8% in 1847, 10% in 1857 and again in 1866, 9%
in 1873, but only 6% in the Baring crisis of 1890,
the smooth handling of which was seen as a
success for the Bank’s methods (Hawtrey 1938,

chs 1 and 3; Morgan 1943, chs 7–9; Clapham
1944, Vol. 2, ch. 6; Sayers 1976, pp. 1–3). In the
early 20th century the events of the crisis of 1907
seemed to confirm the utility of central banks in
general and the efficacy of Bank rate in particu-
lar. When the American stock exchange boom
broke, Bank rate was quickly raised to 7% in
response to gold outflows from London. The
outflows were swiftly reversed while a banking
panic in the US turned into a severe though short-
lived slump. The outcome in the US was the
establishment of the National Monetary Com-
mission in 1908 and the Federal Reserve System
which it recommended, in 1914. In Britain, belief
in the power of interest rates to influence eco-
nomic activity was reinforced, and lasted for a
generation (Hawtrey 1938, pp. 115–18; Fried-
man and Schwartz 1963, pp. 156–74; Sayers
1957, pp. 62–4; Sayers 1976, pp. 54–60; Keynes
1930, Vol. I, ch. 13).

After World War I dear money was applied
again, vigorously but after some hesitation, in
both Britain and America to curb the postwar
boom: Bank rate went to 6% in November
1919, 7% in April 1920, the Federal Reserve
Bank of New York rediscount rate to 6% in
January 1920. In both countries the rises came
too late and were too strong: the restocking boom
was already breaking and the subsequent slump
was severe and (in the UK) prolonged (Friedman
and Schwartz 1963, pp. 221–39; Howson 1974,
1975, ch. 2). The Federal System continued to
experiment in the 1920s with the use of interest
rates to control the domestic economy (Chandler
1958; Friedman and Schwartz 1963, ch. 6), but
elsewhere, with many countries struggling to
return to or maintain the international gold stan-
dard, dear money, in the sense of high (short-
term) interest rates was frequently and widely
used for balance of payments reasons (Clarke
1967; Moggridge 1972). It was with consider-
able relief that countries falling off the gold stan-
dard in the 1930s took advantage of their
new-found monetary independence to promote
cheap money. The revival of monetary policy
on both sides of the Atlantic after 1951 did not
involve the use of dear money in traditional
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ways: concern with price stability was initially
tempered by the objective of ‘full employment’
and in Britain at least interest rate rises for the
sake of external balance were usually employed
only as one element in ‘packages’ of deflationary
measures; by the time the reduction of inflation
became an important objective dear money as a
target or as an indicator of monetary policy had
been replaced by the rate of growth of the money
supply (Dow 1964, ch. 3; OECD 1974; Blackaby
1978, chs 5 and 6).

See Also

▶Bank Rate
▶Cheap Money
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Débouchés, Théorie des

Henry Higgs

Generally regarded as themain original contribution
of J.B. Say to economic science, this theory of out-
lets or of vent affirms that a general glut or general
over-production is impossible. If all products could
be had for nothing, men would everywhere spring
into existence to consume them. Products are
bought with other products. Therefore each product
is more in demand as other products increase and
bid against it. In other words, as the same product
constitutes the producer’s demand and the con-
sumer’s supply, a general excess of supply over
the general demand is absurd. Moreover, human
desires expand indefinitely. So long as these are
unsatisfied there can be no over-production except
from lack of purchasing power arising from under-
production on the part of the would-be purchasers.

Hence it is concluded that to maximize produc-
tion is the interest of all; that industry is solidaire;
and that cosmopolitanism in commerce is true
wisdom, imports stimulating the sale of indige-
nous products. This theory, Say predicted, ‘will
change the politics of the world’ (Traité, 5th edn,
1826, I. ciii).

The theory was resisted by Malthus and Sis-
mondi, but was supported by James Mill and
Ricardo, whose friendship grew out of this
agreement, as we learn from J.S. Mill
(Principles, 1875 edn, III. xiv). The last-
mentioned writer’s examination of the theory,
though enforcing the strength of the main posi-
tion, leaves still something to be desired. Argu-
ments are used which take no account of the
relativity of demand to price, the imperfection
of the world market, or the element of time
necessary to create new habits of production or
consumption or to raise up a new generation of
consumers. The case is, however, conclusive
against those whose view involves the fallacy
of a general fall of values, or who mistake the
phenomenon of a commercial crisis, in times of
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contracting credit, for over-production. The
remedy, says J.S. Mill, for ‘what may be indis-
criminately called a glut of commodities or a
dearth of money, is not a diminution of supply,
but the restoration of confidence’.

Reprinted from Palgrave’s Dictionary of Polit-
ical Economy.

See Also

▶ Say’s Law

Debreu, Gerard (1921–2004)

Lawrence E. Blume

Abstract
This article surveys the life and work of Gerard
Debreu. Although his research was largely
confined to general equilibrium theory and
welfare economics, the influence of his work
can be seen throughout contemporary
economics.
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Life

Gerard Debreu, the son of a Calais lace manufac-
turer, was born on 4 July 1921. He took his
baccalauréat in 1939, just before the outbreak of
the SecondWorld War. Instead of entering univer-
sity, he then began an improvised mathematics
curriculum in Ambert and, later, in Grenoble. In
1941 he was admitted to the École normale supér-
ieure, where he studied with Henri Cartan and the
Bourbaki group. After D-Day he enlisted in the
French Army, and served in Algeria and Germany.
Returning to his studies, he completed the
agrégation de mathématiques in early 1946.
While pursuing his mathematical studies in
Paris, he was captivated by Maurice Allais’s
(1943) exposition of the Walrasian general equi-
librium analysis, which became the central pillar
of his research programme. It was the flip of a coin
which determined that he, rather than Edmond
Malinvaud, would receive a travelling fellowship
from the Rockefeller Foundation. This funded a
year at Harvard, Berkeley and the Cowles Com-
mission at Chicago, followed by studies at Upp-
sala and, with Ragnar Frisch, in Oslo. Debreu
returned to Chicago and the Cowles Commission,
and moved with it to Yale in 1955 with his wife of
ten years and his nine- and five-year-old daugh-
ters. A year at the Center for Advanced Study in
the Behavioral Sciences at Stanford gave the
Debreu family a taste for California, and in 1962
Debreu accepted a position at the University of
California at Berkeley. There he remained until
his retirement. Debreu became a US citizen in
1975, having been deeply moved by America’s
response to the Watergate affair.

Gerard Debreu received numerous honours
and awards. He was a Fellow of the American
Academy of Arts and Sciences (1970), vice pres-
ident and president of the Econometric Society
(1970, 1971), a Chevalier de la Légion d’honneur
(1976), a member of the National Academy of
Sciences (1977), a Distinguished Fellow of the
American Economic Association (1982) and its
president in 1990, a Foreign Associate of the
French Académie des sciences (1984) and a
Fellow of the American Association for the
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Advancement of Science (1984). He was awarded
honorary degrees from, among many, the Univer-
sity of Bonn, Université de Lausanne, Northwest-
ern University, Université des sciences sociales de
Toulouse, and Yale University. Most prominent of
all, in 1983 he was the recipient of the Bank of
Sweden Prize in Economic Sciences in Memory
of Alfred Nobel.

The elegance of Gerard Debreu’s work was
reflected in his personal style. He was also a
competitive bridge player, and perhaps his first
publication was a monograph on the game. In
contrast to his revealed preference for the spare
prose and clean, elegant arguments of the Theory
of Value (1959) was his love of A La Recherche du
Temps Perdu. ‘My appreciation of Proust’, he said
in a 1983 New York Times interview, ‘is in his
style, subtlety and taste. I prize conciseness very
much, and that is certainly something that you
cannot accuse Proust of. His compulsion, as you
know, eventually killed him. I’ll try to escape that
fate.’ Debreu was reserved in person, but
displayed a quick and subtle wit. I remember his
beginning a lecture on the computation of eco-
nomic equilibrium with the observation that the
existence of equilibrium had been established and
that now Herbert Scarf has taught us how to com-
pute the zeros of the excess demand function. It
only remains, he said, for the econometricians to
estimate it, and we would be done. Gerard Debreu
died in Paris on New Year’s Eve 2004. His ashes
were placed in a niche in the Père Lachaise cem-
etery, the final resting place of many of Frances’s
most eminent artists and intellectuals, including
Marcel Proust.

Work

The influence of Gerard Debreu’s work can be
seen throughout contemporary economics, but
his research output was largely confined to gen-
eral equilibrium theory and its requirements.

The Existence of Competitive Equilibrium
Gerard Debreu’s broad fame in the economics
community is due to his work on the existence
of competitive equilibrium. The complexity of

simultaneous price and quantity determination in
multiple markets of related and unrelated goods
stands in stark contrast to the cutting power of the
simpleMarshallian scissors of supply and demand
in a market with a single good. It is certainly not
obvious that a multi-market equilibrium should
exist. The existence problem, open since the pub-
lication of Léon Walras’s Éléments D’économie
Politique Pure (1874), was first given a broad and
general treatment by Arrow and Debreu (1954a).
As Arrow tells the story, in earlier work on the
problem, he and Debreu had each made a mistake
for which the other had a solution. It was
suggested that they collude, and the outcome
was displayed at the remarkable 1952 Winter
Meeting of the Econometric Society in Chicago
where both the Arrow and Debreu’s paper (1954a)
and McKenzie’s (1954) paper were presented.
The Arrow and Debreu ‘private ownership econ-
omy’ is today the standard reference for a general
competitive model. McKenzie’s treatment of tech-
nology is somewhat more special, although the
two models are not directly comparable. The
method of proof is to introduce a fictitious agent,
a Walrasian auctioneer, whose role is to choose
prices. Then the entire problem sets up like a
non-cooperative game, with the added wrinkle
that feasible strategies for one player may depend
upon the choices of the others. Fortunately,
Debreu (1952) had already established the exis-
tence of a kind of Nash equilibrium for these
games, which he called a ‘social equilibrium’.
This approach to the existence of equilibrium is
quite different from the approach through the
excess demand correspondence, which was
already developed in 1954 and appears in
Debreu’s (1959) essential masterwork, the Theory
of Value. The social equilibrium approach is par-
ticularly well-suited to economies in which it is
difficult to get one’s hands on excess demand
directly, such as economies with externalities,
public sector decision-making, non-convexities,
and incomplete and intransitive preferences.

Welfare Economics
The central question of economic analysis, the
workings of the invisible hand, is formulated
today as the achievement (or not) of an optimal
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allocation of resources. The characterization of
optimality by means of marginal rates of substitu-
tion was first completed by Oscar Lange (1942).
This characterization, however, is unsatisfactory
for several reasons, including the facts that mar-
ginal rates of substitution may fail to exist for
otherwise unremarkable preference orders, the
treatment of corners is complicated, and the
corresponding second-order conditions are suffi-
cient only for local optimality. At about the same
time on two different American coasts, Kenneth
Arrow (1952) andGerardDebreu (1951) proposed
an alternative analysis of the relationship between
equilibrium and optimality, making use of con-
vexity assumptions and, in particular, the separat-
ing hyperplane theorem instead of the calculus.
Debreu (1954b) extended his geometric analysis
from finite dimensional vector spaces to linear
topological vector spaces, that is, from finite to
an infinite number of commodities. This advance
is important for such diverse topics as financial
markets, uncertainty, dynamic modelling and
commodity differentiation. The first half of
Debreu (1951) establishes the classical welfare
theorems, relying only on convexity and topolog-
ical assumptions on preferences. The second half
of the paper introduces the coefficient of resource
utilization, a measure of deadweight loss. Debreu
(1954a) applied this measure to the deadweight
loss associated with tax-subsidy schemes, a mea-
sure that has been implemented empirically by
Farrell (1957) and Whalley (1976) to study pro-
ductive efficiency and the deadweight loss of
alternative tax schemes. A comparison of the
Debreu coefficient with other measures of dead-
weight loss, including that of his contemporary
M. Boiteux at the École normale supérieure, can
be found in Diewert (1981).

The Theory of Value
Debreu’s Theory of Value (1959) is not simply
about the existence and optimality of equilibrium.
It is a statement of method that has profoundly
changed the way economics is practised. For this
alone it is among the most original books of 20th-
century economic thought. Most economists iden-
tify Debreu with mathematics, manipulating for-
mulas and proving theorems. But for Debreu this,

although pleasurable, was the easy part of eco-
nomic theory. He once told me that it was harder
to be an economist than a mathematician.
A mathematician had to be correct and elegant;
but an economist had to be all that and also inter-
esting. The power of a model lies in the econo-
mist’s ability to interpret with it, and this is the
point of all the ‘elegance’ and clarity in Debreu’s
exposition. In the preface, he writes (1959, p. x),
‘Allegiance to rigor dictates the axiomatic form of
the analysis where the theory, in the strict sense, is
logically entirely disconnected from its interpre-
tations. . . . Such a dichotomy reveals all the
assumptions and the logical structure of the anal-
ysis.’ Debreu taught that the separation of logical
analysis from interpretation is crucial to good
theory. The logic of market equilibrium is inde-
pendent of what commodities actually are, except
in so far as what they are may suggest additional
structure on the primitives of the equilibrium
model. This is most clearly demonstrated in
Chapter 7. Here Debreu reinterprets the model
by appending to the description of commodities
the state of nature in which it is available. The use
of Arrow’s (1953) contingent commodities
‘allows one to obtain a theory of uncertainty free
from any probability concept and formally identi-
cal with the theory of certainty developed in the
preceding chapters’ (1959, p. 98). Three pages
later, Debreu observes that the convexity assump-
tions required by the theoretical analysis could be
understood as risk aversion. And although Debreu
stops here, it is not a big step to observe that
natural preference models, like Savage’s subjec-
tive expected utility model, lead to an additive
structure for preferences that may have implica-
tions for the nature of equilibrium.

Large Economies and the Core
Competitive equilibrium requires prices, and
prices in turn already require a sophisticated set
of market institutions. Nonetheless, ‘general’ is a
key word in the phrase general competitive equi-
librium. The principle behind the abstract treat-
ment of market equilibrium is that the workings of
supply and demand are more or less the same
whether the market under discussion is a modern
financial market in London or New York or a
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village market of farmers and petty traders in India
or East Africa. This is quite a claim. Support for
this idea comes from the fact that the Walrasian
outcome frommarkets with quoted prices can also
be supported by a seemingly more fundamental
equilibrium concept that makes no mention of
prices at all: the core.

The core comes from F.Y. Edgeworth’s Math-
ematical Psychics (1881), in which the contract
curve is first introduced, and which, remarkably,
undertakes a limit analysis of the economy with
two types of traders and two goods. Edgeworth
showed that the set of core allocations shrinks to
the set of competitive equilibria as the number of
agents becomes large. Debreu and Scarf
(1963) pick up this question and quickly dispatch
it for replica economies, which are generalizations
of the large population structures Edgeworth stud-
ied. Immediately thereafter came Aumann’s
(1964) equivalence theorem for the core and equi-
librium set of an economy with a continuum of
agents, which, among other things, launched the
subject of economies described by a measure
space of agents. These developments are impor-
tant because perfect competition is most naturally
expressed as a large economy (large number of
agents) phenomenon, and because empirical
descriptions of large markets may be best
described by distributions on the space of agent
characteristics.

Smooth Economies
It is often said that Gerard Debreu took the calcu-
lus out of economics with his topological equilib-
rium analysis of the 1950s and early 1960s. If so,
it returned with a vengeance in his 1970 and 1972
papers on economies with differentiable excess
demand. It has been clear since the Edgeworth
box that economies with multiple equilibria are
inescapable, a fundamental indeterminacy of the
analysis. One can easily construct exchange econ-
omies with a continuum of equilibria. But how far
does it extend? Is this the norm or are these econ-
omies pathological? In a path-breaking series of
papers Debreu drew the line between normal and
bizarre. He demonstrated that if individual
demand is differentiable, then the ‘generic’ case
is one in which there are only a finite number of

isolated equilibria; that is, equilibria are locally
unique. ‘Economies with a Finite Set of Equilib-
ria’, his 1970 paper, is particularly striking in its
simplicity. Once it is determined that an economy
is regular, the main result follows from the inverse
function theorem – surely a result known to any-
one who has taken a multivariate calculus course.
Only the deeper fact that regularity is generic
requires more advanced tools such as Sard’s the-
orem. Again, Debreu’s intuition was geometric. In
lectures this was explained with a simple diagram.
Subsequent work has used the tools of differential
topology to uncover the deeper structure of the
equilibrium manifold, the graph of the equilib-
rium correspondence. These tools are also of fun-
damental importance for economies with
incomplete markets. With incomplete markets
and financial assets rather than real assets, inde-
terminacy is no longer unusual, and this is of
critical importance for applications to macroeco-
nomics and finance. Some of this work is sur-
veyed in the monographs of Balasko (1988) and
Mas-Colell (1985).

Excess Demand
It is important to ask of any theory, ‘what can it
say?’ That is, what kinds of predictions will the
theory make, and what patterns in data will con-
tradict the theory? In general equilibrium theory
this question was first asked by Sonnenschein
(1972) in the following way: in exchange econ-
omies, the market excess demand function sat-
isfies the restrictions of continuity, homogeneity
andWalras’s Law. This and a boundary condition
is enough to prove the existence of equilibrium
prices. Sonnenschein asked if excess demand
functions had any additional structure beyond
these three requirements. Sonnenschein (1972),
Mantel (1974) and Debreu (1974), with an
important extension by (Mas-Colell 1977),
showed that the answer is ‘no’. Any function
defined for strictly positive prices and satisfying
these three conditions is identical up to boundary
behaviour with an excess demand function for an
exchange economy containing no more agents
than goods, each agent with continuous, strictly
convex and monotonic preferences. Thus the
hypothesis of utility maximization in exchange
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economies, with no additional assumptions
about agents’ characteristics, will place few
restrictions on comparative static results or on
the nature of the equilibrium price set.

These results are often incorrectly interpreted
to mean that general equilibrium theory is
empty, that it predicts nothing. This is entirely
incorrect. General equilibrium theory is not so
much a theory as a theoretical framework within
which theories can be built by making explicit
assumptions about the nature of tastes, technol-
ogies and endowments. To say that the frame-
work does not limit market behaviour without
any assumptions about its primitive objects is to
say that the framework is maximally expressive.
Its power to predict market behaviour comes
from assumptions about the population of agents
participating in the market. The so-called ‘any-
thing goes’ theorems simply imply that more
results will require more assumptions about the
preferences and endowments of agents. It had
been Debreu’s hope that restrictions on the dis-
tributions of agents’ characteristics would lead
to interesting conclusions: but progress has
been slow.

Other Contributions
Debreu has produced seminal papers in areas of
economic theory other than general equilibrium
analysis. Which preference orders have a contin-
uous utility representation? This question is
answered by (1954c). Which preferences have
additive separable representations? Debreu’s
(1958) answer to this very difficult question is
topological in nature, and quite distinct from the
algebraic answers found in the mathematical psy-
chology literature.

Debreu was exceptional in the classroom and
in seminar. His lectures were crystalline, ele-
gantly shaped, and parsimonious. Often they
were too clear; we students left the class con-
vinced we understood, only to discover on
problem sets how subtle were the arguments
that had seemed so obvious on the blackboard.
Debreu’s expository writings, especially his
Nobel Address (1984), are required for every-
one with a serious interest in contemporary
economics.

Conclusion

It is impossible to imagine modern economics
without the scholarship of Gerard Debreu. Debreu,
Kenneth Arrow and a few others who solved the
big open questions of general equilibrium theory in
the 1950s had an impact that reached far beyond
the confines of formal competitive analysis. They
were responsible for making formal modelling a
requirement for serious economic analysis of any
kind. Formal modelling is not merely a theoretical
discourse; the availability of formal models
requires a means for the models to confront data.
Modern econometrics is inconceivable without the
idea of formal modelling as a strategy of enquiry. It
is not by accident that, just as the general equilib-
rium theory was taking off at the Cowles Commis-
sion in the 1950s, so too wasmodern econometrics.
The contributions of the ‘mathematical econo-
mists’ launched a revolution that has touched on
every area of economic practice.
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Debt Mutualisation in the Ongoing
Eurozone Crisis –A Tale of the ‘North’
and the ‘South’

Ansgar Belke

This article builds upon a highly stylised but
widespread definition of the ‘Southern’ and
‘Northern’ views on debt mutualisation. It
explains both positions in the ongoing Eurozone
crisis and what both sides hope to achieve in
reshaping the governance of the euro. Both sides
agree on many things, such as the current threat to
the survival of the euro. But the ‘South’ sees the
main threat to the Eurozone as coming from the
fear and panic that can suddenly increase borrow-
ing costs and push countries into insolvency. The
‘North’, on the contrary, reckons that the principal
menace stems from removing this market pressure
too quickly, dampening the need to reform. Both
speak of the political backlash that the crisis cre-
ates. For the ‘South’ it is excessive austerity in
debtor nations that should be resisted; for the
‘North’ it is excessive liabilities in creditor states
that can cause resentment. The article concludes
that the debate about mutualisation of debt is not
just about the future of monetary union, but also
about the political future of the European Union.
Any successful deal must come up with a recipe of
how to (re-)create trust between European citizens
and their elected governments.

Introduction

The European summit that ended on 29 June 2012
declared that it was ‘imperative to break the
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vicious circle between banks and sovereigns’.
Markets revived in the hope that the political
leaders were finally ready to act to deal with the
threat to the euro, and then soon lost heart amid
the cacophony of rival interpretations about what
had been agreed. Still, the leaders had identified
the right issue: weak banks and weak sovereigns
are like two bad swimmers that are pulling each
other under water (Pisany-Ferry 2012).

But which one should be saved first? Propo-
nents of the ‘Southern view’, like, for instance,
Paul de Grauwe (2012) say we should start with
the sovereigns, by throwing them the lifejacket of
joint-issued debt. In effect, richer countries would
guarantee at least part of the debt of weaker ones.

Representatives of the ‘Northern’, and let’s say
especially the ‘German’ view, reckon instead that
it is better to start by saving the banks. This would
be done through stronger central supervision and
the mutualisation of some liabilities in the bank-
ing sector, for instance through a joint fund to
wind up failing banks and provide a Europe-
wide guarantee of bank deposits. In effect depos-
itors in solid banks would be guaranteeing the
savings of those in more fragile ones.

This article builds upon a highly stylised but
widespread definition of the ‘Southern’ and
‘Northern’ views. The former is usually held by
countries like Greece, Italy, Portugal and Spain
and, since François Hollande has taken office, also
France. The latter is often used synonymous with
the ‘German’ view and also includes countries
like Austria, Finland and the Netherlands and,
for some periods under French President Nicolas
Sarkozy, also France (Merler and Pisany-Ferry
2012; see also a recent statement by the French
Minister of Finance who points to the need for
common debt instruments: http://www.reuters.
com/article/2012/10/30/Eurozonefrance-germany-
idUSL5E8LU44020121030). Since the exact
characteristics of both views may still remain
unclear, the remainder of this article examines
them more deeply.

Both sides – the ‘North’ and the
‘South’ – agree on many things, such as the cur-
rent threat to the survival of the euro. They both
recognise the danger that debt mutualisation could
bring moral hazard and higher costs for creditor

countries. For representatives of the ‘Northern
view’ there is no getting around these problems.
For the ‘South’, though, these risks can be
removed, or at least mitigated through careful
design of the system. For instance, the Eurozone
could impose conditions on countries seeking the
benefit of jointly issued debt.

The ‘South’ sees the main threat to the
Eurozone as coming from the fear and panic that
can suddenly increase borrowing costs and push
countries into insolvency (Pisany-Ferry 2012).
The ‘North’, on the contrary, reckons that the
principal menace stems from removing this mar-
ket pressure too quickly, dampening the need to
reform (Sinn and Wollmershäuser 2012).

Both speak of the political backlash that the
crisis creates. For the ‘South’ it is excessive aus-
terity in debtor nations that should be resisted; for
the ‘North’ it is excessive liabilities in creditor
states that can cause resentment. In some ways,
though, they are not so far apart. The ‘North’
concedes that it is necessary to have some
mutualisation of debt, if only to recapitalise
banks (Belke 2012a). The ‘South’ accepts that
debt mutualisation must be limited to avoid
moral hazard (de Grauwe 2012).

Contrasting the ‘Southern’ and
‘Northern’ Views

In the following, the basic ingredients of the
‘Southern’ and the ‘Northern’ view are contrasted.

The ‘Southern’ View: Some Basics
The main argument of the ‘South’ runs as follows:
since the 1970s economists have warned that a
budgetary union would be a necessity for a sus-
tainable monetary union. But the founders of the
Eurozone had no ears for this warning. It is now
patently clear that they were mistaken and that the
governments of the euro area member countries
face the following hard choice today: either they
fix this design failure and move to a budgetary
union; or they do not fix it, which means that the
euro will have to be abandoned (Pisany-Ferry
2012). Although analysts such as Paul de Grauwe
were sceptical about the desirability of a monetary

Debt Mutualisation in the Ongoing Eurozone Crisis – A Tale of the ‘North’ and the ‘South’ 2617

D

http://www.reuters.com/article/2012/10/30/Eurozonefrance-germany-idUSL5E8LU44020121030
http://www.reuters.com/article/2012/10/30/Eurozonefrance-germany-idUSL5E8LU44020121030
http://www.reuters.com/article/2012/10/30/Eurozonefrance-germany-idUSL5E8LU44020121030


union during the 1990s (contrary to Gros and
Thygesen 1998), the same author now takes the
view that we cannot properly manage a decon-
struction of the Eurozone (de Grauwe 2012).
A disintegration of the Eurozone would produce
huge economic, social and political upheavals in
Europe. If the euro area governments want to
avoid these, they have to look for strategies that
move us closer towards a budgetary union.

A budgetary union, such as the US one,
appears to be so far off that there is no reasonable
prospect of achieving this in the Eurozone ‘during
our lifetimes’ (Henning and Kessler 2012). Does
that imply that the idea of establishing a budgetary
union and thus a ‘genuine’ EMU is a pure chi-
mera? De Grauwe (2012) argues that this drastic
assessment is not at all valid and that there is a
strategy of taking small steps that lead us in the
right direction. But before this strategy can be
outlined it is – according to the ‘Southern’
view – important to understand one of the main
design failures of the Eurozone, which will inform
the debate about what exactly has to be fixed.

The ‘Southern’ argument starts with the basic
insight that Eurozone governments issue debt in
euros, which is a currency they cannot control. As
a result, and in contrast to ‘standalone’ countries
like the UK, they endow bondholders with a guar-
antee that the cash to pay them at maturity will
always be available (Belke and Burghof 2010).

The fact that governments of the Eurozone are
not able to deliver such a guarantee to bond-
holders makes them vulnerable to upsurges of
distrust and fear in the bond markets. This can
trigger liquidity crises that in a self-fulfilling way
can drive countries towards default, forcing them
to apply austerity programmes that lead to deep
recessions and ultimately also to banking crises
(Claessens et al. 2012; de Grauwe 2011, 2012).
This is not to say that countries that have over-
spent in the past do not have to apply
austerity – they will have to (Pisany-Ferry
2012). It is rather that financial markets, when
they are driven by panic, force austerity on these
countries with an intensity that can trigger major
social and political backlashes that policymakers
may not be able to control. The effects are there to
see in a number of Southern European countries

(de Grauwe 2011, 2012; Freedman et al. 2009):
namely Greece, Italy, Spain and Portugal.

Their previous diagnosis of a design failure of
the Eurozone leads proponents of the ‘Southern’
view to the idea that some form of pooling of
government debt is necessary to overcome this
failure (Pisany-Ferry 2012). By pooling govern-
ment debt, the weakest in the union are shielded
from the destructive upsurges of fear and panic
that regularly arise in the financial markets of a
monetary union and that can hit any country.
‘Those that are strong today may become weak
tomorrow, and vice versa’ (de Grauwe 2012).

Representatives of the ‘South’ see the ‘moral
hazard’ risk that those that profit from the credit-
worthiness of the strong countries will exploit this
and lessen their efforts to reduce debts and defi-
cits. This moral hazard risk is the main obstacle to
pooling debt in the Eurozone. The second obstacle
is that inevitably the strongest countries will pay a
higher interest rate on their debts as they become
jointly liable for the debts of governments with
lower creditworthiness. Thus debt pooling must
be designed in such a way as to overcome these
obstacles (Claessens et al. 2012; Pisany-Ferry
2012).

Moderate proponents of the ‘Southern’ view
agree, apparently in line with theMerkel govern-
ment that there are three principles that should be
followed in designing the right type of debt
pooling (Claessens et al. 2012; de Grauwe 2012;
Pisany-Ferry 2012). First, it should be
partial – that is, a significant part of the debt
must remain the responsibility of the national
governments, so as to give them an ongoing
incentive to reduce debts and deficits. Several
proposals have been made to achieve this
(among them Delpla and Weizsäcker 2011, and
German Council of Economic Advisors 2012).
Second, an internal transfer mechanism between
the members of the pool must ensure that the less
creditworthy countries compensate (at least par-
tially) the more creditworthy ones (de Grauwe
2012). Third, a tight control mechanism on the
progress of national governments in achieving
sustainable debt levels must be an essential part
of debt pooling. The Padoa-Schioppa group has
recently proposed a gradual loss of control over
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their national budgetary process for the breakers
of budgetary rules (Padoa-Schioppa Group 2012).

Proponents of the ‘Southern’ view acknowl-
edge that the Eurozone is in the midst of an exis-
tential crisis that is slowly but inexorably
destroying its foundations. They immediately
conclude that the only way to stop this is to con-
vince the financial markets that the Eurozone is
here to stay (de Grauwe 2012; Pisany-Ferry
2012). Their main argument is that debt pooling,
which satisfies the principles outlined above,
would give a signal to the markets that the mem-
bers of the Eurozone are serious in their intention
to stick together. Without this signal, the markets
will not calm down and an end to the euro is
inevitable (Aizenman 2012; de Grauwe 2012). In
the words of the German Chancellor Angela
Merkel: these policies are without alternative.

Materially, the ‘Northern’ view sketched in the
following represents the accumulation of a multi-
tude of reactions of the ‘North’ to these much
more activist ‘Southern’ proposals of several
kinds of debt mutualisation which have been fre-
quently put forward since the onset of the euro
crisis (Claessens et al. 2012).

The ‘Northern’ View: Important Facets
One of the main priorities of the ‘Northern’ view
is that the mutualisation of the Eurozone’s debt to
bring about the convergence of interest rates, as
proposed within building block 2 of the Interim
Report, will not in the long run tackle the root of
the problems. Instead it has the potential to sow
the seeds of an even larger crisis in the future
(Sinn and Wollmershäuser 2012; Weidmann
2012). They allude to what happened in the early
years of the euro, when interest rates largely con-
verged. Paradoxically, perhaps, this paved the
way for a greater divergence of national fiscal
policies. A reckless lack of discipline in countries
such as Greece and Portugal – be they more
(Greece) or less (Portugal) insolvent – was
matched by the build-up of asset bubbles in
other member countries, such as Spain and Ire-
land, deemed merely illiquid. Structural reforms
were delayed, while wages outstripped productiv-
ity growth. The representatives of the ‘Northern’
view stress that the consequence was a huge loss

of competitiveness in the periphery, which will by
definition not be resolved by the mutualisation of
debt (Belke 2012a).

Debt mutualisation can take different forms
(Aizenman 2012). One is to mutualise
newsovereign debt through Eurobonds (Delpla
and von Weizsaecker 2010, develop one ofmore
than seven variants; Pisany-Ferry 2012). Another
is to merge part of the old debt, as advocated by
the German Council of Economic Advisors
(2012), with its proposal for a partly gold-backed
European Redemption Fund (Belke 2012b).
A third means is to activate the Eurozone’s ‘fire-
wall’ by using the rescue funds (either the tempo-
rary European Financial Stability Facility or the
permanent European Stability Mechanism) to buy
sovereign bonds on the secondary (or even pri-
mary) market, or to inject capital directly into
distressed banks. Indeed, the ECB is already
engaged in a hidden form of mutualisation – of
risk if not (yet) of actual debt – through its pro-
grammes of sovereign bond purchases (the Secu-
rities Market Programme, SMP, and the
announced conditional Outright Monetary Trans-
actions,OMTs) and its long-term refinancing
operations for banks.

The view of the ‘North’ is that almost all these
are bound to fail, either for economic or political
reasons, or both. The governments of even finan-
cially strong countries cannot agree to open-ended
commitments that could endanger their own
financial stability or, given that they are the main
guarantors, of the bailout funds. And the danger of
moral hazard is ever-present (Belke 2012a).

Proponents of the ‘Northern’ view point to the
fact that any form of mutualisation involves an
element of subsidy, which severely weakens fiscal
discipline: the interest rate premium on bonds of
fiscally weaker countries declines and the pre-
mium for stronger countries increases. Fiscally
solid countries are punished and less solid ones,
in turn, are rewarded for their lack of fiscal disci-
pline and excess private and public consumption.

If yields are too low there is no incentive for
private investors to buy sovereign bonds. The
countries risk becoming decoupled from the cap-
ital markets permanently and the debt problems
become increasingly structural (Belke 2012b).
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This is true also for the ECB’s bond-buying
announcements and activities. The credit risk is
thus just rolled over from the bonds of the weaker
countries to those of the stronger ones (depending
on the buyback price), and the ECB is made
responsible for its liability. Over time, the ECB’s
measures might even be inflationary. Having the
rescue funds buy bonds is little different, except
that they lack the lending capacity to be credible.
If they are given a banking licence, as demanded
by the ‘South’ (for instance, by French President
Hollande) it would be no different from having the
ECB buy bonds directly (Belke 2012b).

What about the European Redemption Fund
(ERP) from the ‘Northern’ perspective? This
type of fund could be of particular help to Italy,
which could unload half of its debt. But its part-
ners could not force Italy to tax its citizens to
ensure that it pays back the dormant debt. And
with the assumption of debt, the credit rating of
Germany might drop, due to the increase of the
German interest burden. The pressure on Italy
and Spain to consolidate their budgets sustain-
ably would be reduced. The problems of Greece,
Ireland and Portugal would not be resolved, since
these countries are unlikely to qualify for
the ERP.

In addition to moral hazard, there are political
obstacles, which would be most acute in the case
of Eurobonds. Germany demands political union
before Eurobonds can be considered. But this is
sometimes said to put the cart before the horse: a
political union would be created simply to justify
Eurobonds (Gros 2011). Advocates from the
Merkel government, like Finance Minister
Wolfgang Schäuble, say treaty changes and
high-level political agreements would be suffi-
cient to make sure that euro area member coun-
tries comply with all decisions taken at the euro
area level. This became clear when Wolfgang
Schäuble came up with a plan a plan drawn to
bolster the power of the EU’s economic and mon-
etary affairs commissioner (Daily Telegraph
2012). Even Mario Draghi, President of the Euro-
pean Central Bank, has supported this German
scheme to allow the EU to intervene in countries’
budgets and propose changes before they are
agreed in parliaments. But the experience with

Greece’s adjustment casts severe doubt on the
optimism expressed by such a proposal.

Even a quick glance at the World Bank’s
databank of ‘governance indicators’ shows that
differences between Eurozone members, on
everything from respect for the rule of law to
administrative capacity, are so great that political
union is unlikely to work, at least in the next
couple of years. It follows from the perspective
of the ‘North’ that the basis for Eurobonds is
extremely thin.

According to the ‘Northern’ or ‘German’ view,
the introduction of Eurobonds would in principle
have to be backed by tight oversight of national
fiscal and economic policies. But this view neglects
that there is no true enforcement as long as the
individual Eurozone members remain sovereign.

Intervening directly in the fiscal sovereignty of
member states would require a functioning
pan-European democratic legitimacy (Claessens
et al. 2012), but we are far from that. Voters in
Southern countries can reject the strong condi-
tionality demanded by Brussels at any time,
while those of Northern countries can refuse to
keep paying for the south. And either can choose
to exit the Eurozone (Gros 2011).

The emphasis on pushing through a fiscal
union as a precondition for debt mutualisation
means the debate, at least in Germany, has become
a question of ‘all or nothing’: either deeper polit-
ical union or deep chaos (Belke 2012a; de Grauwe
2011). This unnecessarily narrows the strategic
options for the players and causes the permanent
‘North—South’ divide described in this section,
which is severely hampering the realisation of
a ‘genuine’ monetary and economic union
(President of the European Council 2012).

However, I argue that there is in fact an alterna-
tive option to the notion of cooperative fiscal fed-
eralism involving bailouts and debt mutualisation:
competition-based fiscal federalism, of the sort
successfully operating in the USA, Canada and
Switzerland, among others. These countries have
largely avoided serious and sustained public debt
in their component states. The sub-federal entities,
faced with insolvency, have a great incentive to
take early corrective action – without having to
force the member states into a corset of centralised
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fiscal policy coordination (von Hagen 1993). This
approach seems to be a good compromise between
the ‘Southern’ and ‘Northern’ views.

To achieve this sort of federalism, it is neces-
sary to separate the fate of the banks from that of
the sovereigns. What is needed is not a fiscal
union in first instance, but a banking union. It
should be based on four elements: a European
bank with far-reaching powers to intervene;
reformed banking regulation with significantly
higher equity capital standards; a banking resolu-
tion fund; and a European deposit insurance
scheme. At least the first ingredients have also
been recognised and acknowledged by theMerkel
government.

A banking union – a less comprehensive,
more clearly delineated and rather technical
task – should be much more acceptable for the
‘North’ than the Europeanisation of fiscal policy
as a whole. This is exactly because it touches upon
only a small fraction of the fiscal policy areas
which have to be subordinated to central control
in a fiscal union.

Obviously, a central resolution authority has to
be endowed with the resources to wind up large
cross-border banks. Where does the money for
this come from? In the long run, the existence of
a resolution authority goes along with a deposit
insurance scheme for cross-border banks. This
should be – according to the ‘German’ view –
funded partly by the banking industry. But there
should also be a backstop by the euro area gov-
ernments provided through the EFSF or the ESM
in order to cope with situations of systemic bank
failure (Gros and Schoenmaker 2012).

As a temporary transition measure, however,
limited debt mutualisation may then be neces-
sary – but only to recapitalise banks that cannot
be sustained by their sovereigns. The amounts
required are much smaller than for, say Eurobonds
(Gros and Schoenmaker 2012).

With the banking system and the debt crisis
thus disentangled, banking sector losses will no
longer threaten to destroy the solvency of solid
sovereigns such as Ireland and Spain. Eurobonds
will then not be needed, and neither will the bail-
out of sovereigns. The debt of over-indebted states
could be restructured, which means that the

capital market could exert stronger discipline on
borrowers (Belke 2012a).

There are at least two questions left which have
yet to be covered in this article and which will be
answered in the next sections. If the banking sector is
really to be stabilised, a solution will surely have to
deal with the devalued sovereign debt that some are
holding.Would the banks not be better off holding at
least some Eurobonds instead of, say, Greek or
Spanish bonds? That said, ‘Southern’ economists
who advocate Eurobonds need to find a way of
making them politically acceptable. And how much
political union is feasible, or even desirable, just for
the sake of a single currency that many never loved?
And also, where does the burden end up?

Rebuttal – Banking Union and Other
Issues

For ‘Northern’ governments like the German one,
mutualisation of debt is just another form of sub-
sidy and bail-out that the markets clamour for, be it
the overt help given to Greece or the more discreet
liquidity provided by the European Central Bank.

The fact that there is a loud chorus demanding
subsidies does not, in Germany’s view, make it
right (Belke 2012a). The Merkel government
argues that assistance does not help countries
make the necessary macroeconomic adjustment
in either public or private borrowing. Safeguards
and conditions as standalone measures will not
work. Anything that puts off the rebalancing of
the current account deficit only builds up the
forces for the disintegration of the Eurozone.
Watching the ‘South’ borrow and spend them-
selves into bankruptcy and then bailing them out
is called both immoral and irresponsible.

In their rebuttal, ‘Southern’ governments target
what they regard as the contradiction in the
‘North’s’ position, rejecting debt mutualisation
while supporting a joint Eurozone backstop for
the banking sector (de Grauwe 2012). Are banks
any more trustworthy than sovereigns?

The ‘South’ usually argues, moreover, that
mutualisation of banking liabilities will inevitably
be followed by the pooling of debt. Banking union
on its own, for instance, de Grauwe (2012) notes,
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would protect the sovereigns from banking crises.
But it would not protect banks from sovereign debt
crises. If banking union must be followed by the
fiscal sort, it would be best to do it at the same time,
the ‘South’ argues.

Many questions remain unresolved. Some Ger-
man politicians identify the tendency of the single
currency to push the economies of its members
apart (Belke 2012a). If each country is to fend for
itself, as some proponents of the ‘German’ view
say, would they not be better off restoring their
own national currencies so that macroeconomic
adjustment can take place more painlessly? As a
blogger in The Economist Online put it, ‘The
south will end up having to leave the euro to
save what’s left of its economy’. (https://www.
economist.com/users/turbatothomas/comments?
page=1).

Closing – Debt Mutualisation Versus
Fiscal Federalism

‘South’: A Monetary Union Cannot Last
Without Debt Mutualisation to Avoid
Deflation
The key issue is this: can a monetary union last
without some form of fiscal union? Economists
have been debating this issue for decades. It
seems, at least to the ‘South’, that the consensus
among them is that a monetary union without
some form of fiscal union will not last.

What kind of fiscal union is necessary to sus-
tain a monetary union? ‘Southern’ governments
tend to argue that such a fiscal union must have
two components. First, it must have some insur-
ance component, i.e. there must be some transfer
mechanism from regions (countries) that experi-
ence good economic times to regions (countries)
that experience bad times. (The Interim Report
alternatively proposes a central budget with a
similar function; see President of the European
Council 2012). According to the ‘South’, the
USA is often seen as a successful monetary
union, partly because the federal government’s
budget performs this role of insurance (Henning
and Kessler 2012). Also ‘Southern’ governments
are eager to point out that the opponents will not

cease to stress that such an insurance mechanism
creates moral hazard issues. But that is the case
with all insurance mechanisms. Representatives
of the ‘Southern’ view argue as an analogy that
one generally also does not conclude that people
should not have fire insurance because such insur-
ance creates moral hazard, i.e. it will lead to more
fires.

The second component of a fiscal union is
some degree of debt pooling. Economists
defending the ‘Southern’ view have argued that
this is necessary because, in becoming members
of a monetary union, countries have to issue debt
in a ‘foreign’ currency and therefore becomemore
vulnerable to upsurges of distrust and fear in
financial markets. These can in a self-fulfilling
way push countries into a bad equilibrium that
makes it more difficult for them to adjust to imbal-
ances (de Grauwe 2012). Of course, debt pooling
does not solve these fundamental problems
(as ‘Northern’ governments suggest that the
‘South’ believes), but it avoids pushing countries,
like Spain today, into a deflationary spiral that
makes their debt problems worse, not better.

Thus monetary union and fiscal union
(including some degree of debt mutualisation)
are the opposite sides of the same coin. As has
become clear in the previous sections, the pro-
ponents of the ‘Northern’ view like to refer to
history. The ‘Southern’ economists do this also.
According to them, there are no successful mon-
etary unions that are not embedded in a fiscal
union that includes debt mutualisation.

Some economists, especially in Northern
Europe, continue to argue that one can have a
monetary union without a fiscal union. Paul de
Grauwe (2012), for instance, reduces the ‘North-
ern’ view to something like ‘all we need is disci-
pline (a fiscal compact?), including a credible
no-bail-out clause. If we allow governments to
default, financial markets will do their work in
disciplining these governments’. According to
the ‘South’ and the Interim Report by the Presi-
dent of the European Council (2012) as well, this
view can certainly not be taken seriously anymore
(de Grauwe 2012). This is because financial mar-
kets are entirely incapable of applying the right
discipline on governments. When markets are
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euphoric, as they were during the 10 years before
the crisis, they intensify indiscipline by giving
incentives to borrowers and lenders alike to create
excessive debt and credit. Since the crisis erupted,
financial markets have been in a continuous state
of fear and panic, leading them to apply excessive
discipline that has improved nothing and could
not prevent increasing debt burdens (de Grauwe
2012).

When this debate will have been settled it
will – according to the ‘Southern’ view – be
clear that the greatest obstacle to debt
mutualisation and to the continuing existence of
the Eurozone is a lack of trust (Belke 2012c; de
Grauwe 2011). Northern European countries dis-
trust southern European countries and have prop-
agated the myth that the North is morally superior
compared with the corrupt regimes in the South.
In Northern mythology, southern European coun-
tries are seen as completely incapable of setting
their house in order. Lending money to these
countries is pouring the ‘hard-earned money of
virtuous German savers’ into a bottomless pit.

‘North’: Towards a Concept of Competition-
Based Fiscal Federalism in the Eurozone
The most important components of a competition-
based fiscal federalism that would make Euro-
bonds unnecessary were set out earlier in this
article. This is not because banking union is
equivalent to Eurobonds (as claimed by de
Grauwe 2012) but because it would disentangle
a banking and a sovereign-debt crisis. With a
solid banking system in place, banking sector
losses would no longer threaten the solvency of
solid sovereigns (such as Ireland and Spain), and
the bail-out of less reliable sovereigns would no
longer be necessary. That means there would be a
lower chance that fundamentally sound sover-
eigns would suffer from a confidence crisis and
rocketing risk premiums.

Proponents of the ‘Northern’ view do not
accept the argument of the ‘South’, coined for
instance by de Grauwe (2012), that a banking
union does not protect the banks from sovereign
failures. In a banking union, the capital market
could exert its disciplining influence more effec-
tively than it does now. Debt restructuring for

insolvent states would become more probable.
The debtor state would lose its strongest asset
(the claim that default would cause huge damage
to the entire financial system) and creditors could
not rely on taxpayers to get their money back.
This, in turn, would put governments with
unsound finances under pressure to curb their
deficits.

Instead they hint at a wide array of econometric
studies showing a systematic relationship of sov-
ereign bond yields and the anticipated sustainabil-
ity of a country’s public debt – at least in the
medium term. They leave it to the Banca d’Italia’s
research department to come up with convertibil-
ity risk (measured by google-nomics, counting
google searches for ‘euro area breakup’) as an
explanatory variable of Southern sovereign bond
yield spreads over the German one (Di Cesare
et al. 2012). Only recently, the spread on Spanish
bonds moved up after Mariano Rajoy, the Spanish
prime minister, announced that he intended to
relax Spain’s deficit-adjustment path; the same
was true when Italy decelerated its pace of
reforms. Hence proponents of the ‘Northern’
view can sleep quite well with the idea that ‘cap-
ital markets will take care of the rest’.

To get rid of the fragility of the banking sys-
tem, we need to establish a temporary or even
permanent European Resolution Authority
(ERA), whose task would be to sort out fragile
banks across Europe, regardless of size. Weaker
banks would receive a one-time injection of cap-
ital or be wound down, wholly or partly. This
body should have the power to turn bank debt
into equity capital. Creditors of ailing
banks – but not the taxpayers, as de Grauwe
(2012) assumes – should as far as possible be
made liable for their risky investments. In contrast
with Eurobonds, which tend to cover a lot of bad
risks, a European deposit scheme based on
funding from the banks themselves (in order to
avoid the taxpayers bearing the risk) would in the
end embrace only stronger banks (Gros and
Schoenmaker 2012).

The ‘North’ admits to the ‘South’ that is right
to argue that the lack of a budgetary union, akin to
the American system, is a design failure of the
Eurozone. Proponents of the ‘Northern’ view also
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strongly support the ‘South’s’ view that a proper
application of the American system would pre-
vent a costly disintegration – but most probably
for different reasons. Since the US system pre-
vents central bank loans from being more attrac-
tive than market loans, it avoids permanent
balance-of-payment imbalances between member
states. In America, neither the individual state nor
the private sector has access to the printing press
to finance itself and can also default. If the inhab-
itants of a state need to finance their current
account deficits, they have to offer attractive inter-
est rates and provide sufficient collateral to private
lenders from other American states (Henning and
Kessler 2012; Belke 2012a).

Yet the ‘South’ argues, essentially, that the
main problem of Eurozone countries is that they
do not have direct access to the printing press
(de Grauwe 2012). According to the ‘North’, it
is thus following the strange behaviour of rating
agencies, which penalise members of the
Eurozone simply for being part of the single cur-
rency. For too long the agencies rated countries
too generously, pricing in a potential bail-out
rather than basing ratings purely on macroeco-
nomic fundamentals. This pattern made possible
riskless profits from riskless speculation against
sometimes hopelessly noncompetitive member
states. The ‘South’ reinterprets this as a question
of ‘panicked financial markets’ in its mother of all
arguments for debt pooling (de Grauwe 2012).

Especially according to the ‘Northern’ view,
the members of the Eurozone are intentionally
kept away from the ECB to avoid them activating
the inflation tax to finance themselves. The scope
for an individual country to incur government
debt is simply lower within a currency union
than outside. This scope cannot be extended
through debt pooling without risking the disinte-
gration of the Eurozone (Belke 2012a).

But the ‘Northern’ view contains a lot more. As
a rule, the burden on bank balance sheets should
be borne by the country of domicile and not – as in
the case of Eurobonds – be passed on to other
countries. However, it is not clear whether and to
what extent over-indebted countries will be

capable of doing this. Using the rescue funds
would make sense as a fiscal backstop. Subject
to negotiation, a temporary debt mutualisation to
cover the cost of bank recapitalisation would
make sense, to avoid a larger and permanent
mutualisation of sovereign debt. But only after a
proper pan-European banking oversight has been
worked out and implemented (Belke 2012a).

Remarkably, the “South” on some occasions
outlines hard budget constraints to accompany
debt pooling (Pisany-Ferry 2012; de Grauwe
2012). Its representatives propose binding mech-
anisms of compensating the more creditworthy
countries and controlling the behaviour of those
that are less so. But, according to the “Northern”
view, historical experience gives reason to doubt
that this will work – for several reasons.

One is that, for instance, Spanish foreign debt
is currently among the greatest risks for the euro
zone, and it is essentially private. As long as the
private sector has access to the ECB system at
interest rates that are below the market rate, the
correction of external imbalances through real
internal devaluations will not take place or if it
does, at least not in sufficient quantities. The
“South’s” approach would require not only public
debt limits but also private debt barriers to bring
about such a correction, the “North” claims, but
that would be an absurd endeavour.

According to the “North”, the “South” should
draw some lessons from the current conduct of
monetary policy. The latter already uses debt
pooling, of a sort. The quality of the collateral
that the ECB accepts varies considerably from
country to country. In the case of the ECB’s lend-
ing to Greek banks, it consists of doubtful private
Greek assets and Greek government debt whose
value depends on election results, as has been
recently observed. Thus the ECB acts as a central
counterparty for crossborder lending which incurs
risks along national lines (Gros et al. 2012). Risk
mutualisation could well, if things go wrong, turn
into full debt mutualisation, and lead to conflicts
between member states. It provides an advance
warning of how debt pooling could lead to the
disintegration of the eurozone.
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Conclusion – The Pre-eminent Role
of Trust

Throughout the Eurozone’s debt crisis, many
Europeans have looked across the Atlantic for
lessons on how to run a successful monetary
union. The European Commission boasts that,
taken together, the Eurozone’s fiscal deficit and
debt are lower than America’s. Yet the euro faces
an existential crisis while the dollar, despite the
troubles of the American economy, still remains a
shelter.

So, how much banking and fiscal integration
does the Eurozone need in order to restore sta-
bility? And how much political unity does it
need to maintain checks and balances, and dem-
ocratic legitimacy? Looking at the USA,
‘Southern’ and ‘Northern’ economists and pol-
iticians more or less agree on the need for some
kind of federalised system to recapitalise,
restructure or wind down ailing banks. That is
where the ‘North’ thinks integration should
stop – in contrast to the Interim Report
(President of the EU Council 2012). The key
lesson from the USA is, in its view, that it pays
to enhance market discipline on the states: as
long as the banking system is stabilised at min-
imal cost to the taxpayer, over-indebted states
can be allowed to go bust (Henning and Kessler
2012). But proponents of the ‘South’ think that
this deals with only half of the vicious circle
between weak banks and weak sovereigns. So it
cannot work in the long run. What makes Amer-
ica and other monetary unions stable is a system
of joint bonds and other forms of mutual insur-
ance, and internal transfers to redress economic
imbalances (de Grauwe 2012).

So the debate about mutualisation of debt is
not just about the future of monetary union, but
also about the political future of the European
Union. Leaders usually try to avoid such
questions about the end point, known as the
finalité politique. Any successful deal must
come up with a recipe of how to (re-)create
trust between European citizens and their
elected governments.
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inefficient because markets are incomplete and
public goodsmay be neglected. Intermediate sys-
tems can overcome these difficulties to the extent
that planning mechanisms can mimic the market
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level, and incentives to report and behave faith-
fully and to avoid free riding can be secured.
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The main question to be answered by the theory of
resource allocation, or by the theory of economic
organization, concerns the performances of alter-
native systems characterized by different degrees
of centralization of decision taking. A fully cen-
tralized system runs the risk of being inefficient
because it does not create proper economic incen-
tives and the centre is poorly informed. A pure
market system with its high degree of decentrali-
zation runs the risk of bringing inequitable results
and being inefficient because markets can never
be complete, externalities exist and public wants
tend to be neglected. Can these risks be avoided
within the two opposite extremes of pure central-
ization or full decentralization? Can intermediate
systems better resolve the difficulties? And if so,
how?

Basic to the discussion are two features: the
nature of the information held by various agents,
and the incentives that should lead them to behave
in conformity with collective requirements. These
features and the issue of decentralization do not only
appear for full economic systems, which this entry
will consider, but also for the internal organization
of firms or communities. They are stylized in the
principal–agent problem: which rules should deter-
mine how to share the proceeds of an activity
between the principal owner and his better-informed
agent? (Ross 1973; Grossman and Hart 1983).

For the clarification of the complex issues
involved, theory starts from a model of the condi-
tions of economic activity. It makes assumptions
such that, independently of economic organiza-
tion, there exists a best outcome, or at least a set of
‘optimal’ outcomes. It then asks how well alter-
native forms of organization succeed in finding,
implementing or at least approaching this best
outcome or set of optimal outcomes.

By so doing, the theory discussed here neglects
two related questions: how to determine what
should be considered as ‘the best’ outcome in a
society with many individuals, and which non-
economic considerations interfere with the issue
of decentralization? The theory of social choice
shows the fundamental difficulty of the first ques-
tion (Arrow 1951), which is avoided when opti-
mality is identified with Pareto efficiency. As for
the second, philosophers may find in human

nature or in the aims pursued by human societies
reasons that favour some organization, beyond its
economic performance; in particular, the right of
individuals to autonomy appears fundamental in
Western culture and is an important justification of
decentralization, and even of the market system
for such economists as Hayek (1944).

Formal Concepts and Preliminaries

The following conceptual apparatus, although not
yet common, is well suited to the purpose (see
Hurwicz 1960; Mount and Reiter 1974).

An economic environment is defined by a set of
commodities and their possible uses, by a list of
agents and their characteristics (technology,
endowments, preferences, and so on), and by an
initial information structure (what each agent
knows). The feasible set of economic environ-
ments defines ‘the economy’.

An important property of an economy is its
higher or lower degree of decomposability,
which concerns agents’ characteristics and the
information structure. The highest decomposabil-
ity is assumed in competitive equilibrium theory,
where all consumption is private, no external
effect exists and a private information structure
prevails (each agent perfectly knows its own char-
acteristics and the situation on all markets, but
nothing else). But models with public goods, for
instance, usually admit some decomposability,
which matters for the validity of the results.

An optimality correspondence P:E! A defines
which vectors of actions simultaneously taken by
the various agents are optimal when the economic
environment is e, i.e. optimal vectors belong to
P(e) (clearly, E is the set of feasible e, that is ‘the
economy’, while A is the set of feasible vectors a,
each one of them defining the actions taken by all
the agents). For instance P(e) may be the set of
Pareto efficient vectors. But in the theory discussed
here, it is often more narrowly defined so as to take
equity considerations into account: a social utility
functionmay have to bemaximized or a rule on the
consumers ‘income distribution’ satisfied.

A resource allocation mechanism f: E ! A
should select one a = f(e) for each environment
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e (in some cases fmay bemultivalued, i.e. become a
correspondence). The best formalized mechanism
is the competitive equilibrium of a ‘private owner-
ship economy’. A study of decentralization requires
a careful specification of the mechanism, which is
typically viewed as operating in two stages: first, an
iterative exchange ofmessages, usually between the
agents and a centre, resulting in a message corre-
spondence g: E ! M (the message m = g(e)
specifies what information about e has been col-
lected at the centre), second an outcome function h:
M !! A. For instance, the competitive mechanism
is often specified as resulting from the t̂atonnement
process, in which an auctioneer learns which
demands and supplies are announced at various
proposed vectors of prices, and searches for the
equilibrium prices; once these prices are found, the
outcome function gives the equilibrium exchanges,
hence productions and consumptions.

The performances of alternative mechanisms
of course concern the final result: one must know
whether the outcome f(e) belongs to the optimal
set P(e) for all environments in E, or at least for a
precise subset of E, and how close it is to P(e)
otherwise. But interesting performances also con-
cern intermediate features of the mechanism,
which usually is iterative. At step t the previously
collected message mt – 1 is enriched according to
mt = gt (mt – 1, e) and, if necessary, the process
could end by a = ht. (mt). In a finite procedure it
does end at Twith m = mT and h(m)= hT(mT); but
most mechanisms assume an infinite sequence of
mt for t = 1, 2 . . . ad infinitum. One must then
know whether and how ht.(mt) approaches P(e),
monotonically or otherwise. Since the transmission
of information is costly, the nature and size of the
message space Mt. to which mt belongs are also
important characteristics (Mount and Reiter 1974).

The Planning Problem

Early in this century many economists objected to
socialist planning programmes that could not be
implemented, because they unrealistically
assumed that a central administration could have
the knowledge and computing power required for

an efficient control of economic activity. The lead-
ing figure was L. von Mises (1920 in particular);
but Hayek (1935) was first to emphasize the prob-
lems raised by the decentralization of information.
Socialist economists answered that decentralized
mechanisms could operate, either mimicking the
market system while being free of its deficiencies
(Lange 1936) or using different well conceived
modes of information gathering (Taylor 1929).
The debate was, in the interwar years, the subject
of the ‘economic theory of socialism’. (For a well-
documented survey, see Bergson 1948).

The problem was again taken up during the
1960s, in particular because the logic of efficient
planning was discussed in Eastern and Western
Europe (Arrow and Hurwicz 1960; Kornai 1967;
Malinvaud 1967; Heal 1973). Many planning pro-
cedures were rigorously studied as resource allo-
cation mechanisms. Their definition implied an
iterative exchange of information between a Cen-
tral Planning Board and firms, sometimes also
representative consumers. The additional mes-
sages provided by the function gt at step t then
consisted of prospective indices announced by the
Board, for instance prices for the various com-
modities, and replies called proposals sent to the
Board by firms and other agents, for instance
preferred techniques of production and their
input requirements, or supplies and demands.

In this discussion it is common to distinguish
between price-guided procedures, in which the
Board announces price vectors, and other proce-
dures, in which quantity indices or targets worked
out at the centre play a more or less important role.
The nature and properties of the environment are
then found to be crucial for the determination of
the relative performances of alternative proce-
dures, in particular of price-guided against
quantity-guided procedures (Weitzman 1974).

The analytical study of various procedures usu-
ally assumes that decentralized agents exactly fol-
low specified rules for the determination of their
proposals and so faithfully reveal part of their pri-
vate information. Some procedures are then found
to be efficient and to permit achievement of distrib-
utive objectives. But efficiency is typically easier
precisely in those environments that are also
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favourable to the efficiency of free competition.
Besides the possibility of incorrect reporting, the
main difficulty concerning the relevance of this
literature is to know whether its models provide
an approximate representation of procedures that
are actually used, or at least administratively feasi-
ble. Manove (1976) has made this claim for his
representation of Soviet planning.

The Public Good Problem

Themost relevant field of applicationmay very well
be the theory of public goods. Decisions concerning
the provision of public services and their financing
cannot be fully decentralized; but the knowledge
required is dispersed and must be gathered in a
proper way.Hence even the positive theory of public
goods was often formulated along lines that look
like those of planning procedures (Malinvaud
1971). The same remark applies to decisions
concerning public projects with large fixed costs,
even if their output is privately consumed.

Considered as a planning procedure, the search
for the best decision is often viewed as involving
‘prospective indices’ that define amounts of service
to be provided, ask for corresponding individual
marginal utilities and look whether the sum of the
latter would cover the cost of additional service.
This is compatible with the dual arrangement for
private goods, prices being announced, supplies and
demands being the replies. The procedure is then
quantity-guided for public goods and price-guided
for private goods (Drèze and Vallée Poussin 1971).

The collective consumption of many types of
public goods is not really national but limited to
local communities (primary education, city trans-
ports, and so on). Administrative science sees the
decentralization issue as being to know at which
level should decisions be taken: at the national
level, so as to distribute fairly these services
among communities, or at the local level, so as
to permit better adaptation to local needs and
wishes. Economists do not seem to have contrib-
uted to this issue; their discussion of local public
goods assumes full administrative decentraliza-
tion (Tiebout 1956).

Incentive Compatibility

The study of a decentralized system has to con-
sider whether the actual reports and behaviour of
individual agents do not deviate from what they
are supposed to report and do; in case of devia-
tions, how are the performances of the system
affected? The problem is serious: once the rules
of organization and decisions are known, individ-
ual agents may benefit from misreporting their
private information or from behaving in a way
that, although deviant, does not clearly appear to
be so. In other words, they may act as players in a
game, rather than as members of a team, and this
may be more or less detrimental for the optimality
of the final result.

The problem has long been known for orga-
nizations in which some agents do not individu-
ally benefit from what is achieved and therefore
lack the incentive to do their best. Monopolistic
or other non-competitive behaviour is often
interpreted as a breach of the normal rules of
resource allocation. In the theory of public good
the ‘free rider problem’ occurs as soon as some
individuals, having a high marginal utility for the
public good, would benefit from hiding this fact
so as to contribute little to the financing of
the good.

Study of the problem has been active during
the past two decades (Green and Laffont 1979).
The fundamental difficulty has been exhibited by
such results as the following one: in the classical
model of an exchange economy with a finite
number of consumers, no procedure can be
found that would necessarily lead to a Pareto
efficient result in which individuals, acting as
players in a non-cooperative game, would faith-
fully report (Hurwicz 1972). However, mis-
reporting may not prevent a procedure from
eventually leading to an optimum, as was proved
in a number of cases.

Experiments moreover show that the game-
theoretic approach to the incentive problem may
be misleading because it neglects non-economic
motivations that individuals may find for
accepting a team-like behaviour and therefore
for faithfully reporting (Smith 1980).
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Decision Theory

H. M. Polemarchakis

To decide is to choose from sets of alternatives.
Decision theory is concerned with rationality in
choice.

1. An individual faces a set of alternatives, C.
Over the set of alternatives, the individual has
preferences described by a binary relation R: c
is preferred or indifferent to (at least as good
as) c0 if and only if cRc0. The following postu-
late then characterizes rationality.

Postulate

The preference relation R is complete and
transitive.

If cRc0 and c00Rc0; c00Rc for any c0 and c, either
c0Rc or cRc0. Rationality in this simple framework
is thus a consistency requirement.

From A � C the individual chooses d (A) � A,
not necessarily a singleton, the set of elements of
Awhich are maximal for R: d (A) = {c � A: cRc0

for all c0 �A}; the definition of the choice corre-
spondence d is sometimes considered an addi-
tional aspect of rationality.

Note as an example that, if C is the consump-
tion set, R is the individual’s preference relation
over commodity bundles, prices and income gen-
erate budget sets A, and d is the demand
correspondence.
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We are often interested in the following aspects:

Representability

A function u defined on the set of alternatives
C represents the preference relations on R, if
u(c) � u(c0) if and only if cRc0. When such a
function exists, it is the objective function of the
individual; in the special case of the consumer, it
is referred to as the utility function. Note that if a
function u represents the relation R, so does any
monotonically increasing transformation of u; the
representation is thus ordinal. The classical theo-
rem on representability is due to Debreu (1954):
A transitive and complete preference relation R on
a set C is representable by a (continuous) objec-
tive function as long as the set of alternatives C is
a connected, separable topological space, and
the relation R is continuous: for all c � C, the
sets {c0 � C: c0Rc} and {c0 � C: cRc0} are closed.
Debreu also gave an example of a relation which
fails to be representable: Let C be the
non-negative orthant of two-dimensional Euclid-
ean space, and let the relation R be defined
as follows: c ¼ c1, c2ð ÞRc0 ¼ c01, c

0
2

� �
if c1 > c01

or (c1 ¼ c01 and c2 > c02 ) ; this is known as the
lexicographic relation. A straight-forward argu-
ment shows that the representability of R (not
necessarily by a continuous function) would
imply that the set of real numbers is countable, a
contradiction. Representability is thus a strictly
stronger requirement than rationality. Beyond
representability and rationality, one may investi-
gate the correspondence between qualitive prop-
erties of the relation R and the functional form of
some representation u. Additive separability turns
out to be of interest, as we shall see when we
impose more structure; and the main result is
due again to Debreu (1959): Let N = {1,. . ., n},
n > 2, and let C ¼ Q

j�NCj be a connected and
separable topological space. A transitive,
complete and continuous relation R on C has an
additively separable representation u cð Þ ¼ P

j�N

uj cj
� �

if and only if for every J � N and cJ ¼
cj
� �

j� J
the induced relation RcJ on

CN=J ¼
Q

j�N=JCj is independent of cJ, and at

least three factors j� N are essential: a factor j�
N is essential if not all elements of CN/j are
mutually (preferred or) indifferent under the
induced relation Rj. The case of only two essential
factors can be treated separately.

Observability and Recoverability

The preference relation R is an unobservable char-
acteristic of the individual. What is, in principle at
least, observable is the choice correspondence
d on a class A of subsets of C. Samuelson (1938)
first, in the context of consumer theory, gave a
definition of rationality in terms of the observable
characteristics of the consumer. Elaborating on
Samuelson, Richter (1966) defined a consumption
bundle, c, to be directly revealed preferred to
another bundle, c0, cVc0, if, for some budget set
A, c � d(A) while c0 � A.A bundle c is indirectly
revealed preferred to another, c0, cWc0, if there
exists a finite sequence of bundles, c1, . . ., cn,
such that c = c1Vc2,. . .,Vcn�1Vcn = c', The con-
sumer is congruous if, for all c, c0 � C and all
budget sets A, whenever c � d(A), c0 � A and,
cWc0, c0 � d(A). Richter proceeded to show that
congruence, which characterizes the observable
choice correspondence, is equivalent to the earlier
definition of rationality: A consumer satisfies the
congruence axiom if and only if he is rational. Sen
(1971) extended the argument beyond consumer
theory, to general choice situations. Closely
related to observability is the issue of recoverabil-
ity. Even when the choice correspondence is
known to be generated from the maximization of
some underlying complete and transitive prefer-
ence relation, knowledge of d need not suffice to
identify unambiguously and recover R; the gener-
ating binary relation need not be unique.
Mas-Colell (1977), in the context of consumer
theory, showed that recoverability is indeed pos-
sible under mild regularity assumptions. Ques-
tions of prediction require recoverability based
on the observation of the choice correspondence
on a restricted domain, for which further qualita-
tive assumptions on the underlying binary relation
are necessary.

Decision Theory 2631

D



Existence and Computability

For an arbitrary A � C no maximal element for
the relation R needs to exist. The choice corre-
spondence is then defined on a restricted class A of
subsets of the set of alternatives. Even if maximal
elements can be shown to exist for A � C, there
remains the issue of computability.

2. Under uncertainty, the objects of choice are not
what ultimately determines the welfare of the
individual. We follow the formalization of Sav-
age (1954). States of the world are s � S; a
state of the world is an exhaustive and exclu-
sive description of the environment. Conse-
quences are c � C; a consequence is what
ultimately determines the welfare of the indi-
vidual. Acts are f � F, an act is a function
f: S ! C, which associates consequences to
states. The set F is the set of all possible acts;
elements of the set F are the objects of choice
of the individual. An event is a subset B � S:
an event is said to occur if it contains the true or
actual state of the world; for an event B, its
complement is B = S/B. Certainty is the limit-
ing case in which S is a singleton and the sets of
acts. F, and of consequences, C, coincide.

A series of postulates which characterize ratio-
nality under uncertainty imply that the individ-
ual’s preferences over acts, described by the
preference relation R, have an expected utility
representation Epu, where E is the expectation
operator, p is a probability measure on the set of
states of the world S, and u is a cardinal utility
index on the set of consequences C, unique up to
monotonically increasing, linear transformations.
Note that the existence of such a probability mea-
sure is not taken for granted.

Postulate (I)

The preference relation R over acts is transitive
and complete.

This is the exact analogue of the postulate of
rationality under certainty. Thus, under the addi-
tional technical assumptions of the representation

theorem of Debreu (1954), the preference
relation R is representable by an objective func-
tion v : v fð Þ � v f 0ð Þ if and only if fRf 0.

The set of consequences C can be identified
with the subset of constant acts, the acts which
yield the same consequence at all states. It follows
that implicit in the preference relation over acts is
a preference relation over consequences.

Postulate (II)

For facts f,f 0, g and g0 and an event B, of f ¼ f 0

and g = g0on B, while f = g and f 0 ¼ g0 on B, f
Rg if and only if f 0 Rg 0.

Preferences over acts do not depend on the
consequences they yield on states at which their
consequences coincide; this is known as the sure
thing principle and it corresponds, when probabi-
listic beliefs are taken as given, to the strong
independence axiom. The sure thing principle
guarantees the additive separability of the objec-
tive function across states; up to technical condi-
tions, additive separability follows from the
theorem of Debreu (1959) on additively separable
representations. The sure thing principle is tenable
as an aspect of rationality as long as states are
exhaustive and exclusive descriptions of the envi-
ronment. It has been challenged, however, on the
ground that it is frequently violated in experimen-
tal set ups. The most famous such refutation is due
to Allais (1953):

Let S = {s1, s2, s3} and C = [0, 1), and con-
sider the following acts:

f ¼
s1 ! 1

s2 ! 1;

s3 ! 1

264 g ¼
s1 ! 0

s2 ! 5;

s3 ! 1

264
f 0 ¼

s1 ! 0

s2 ! 1;

s3 ! 1

264 g0 ¼
s1 ! 0

s2 ! 5:

s3 ! 0

264
According to the sure thing principle (B = {s1,

s2}, ~ B = {s3}) f Rg if and only if f 0 Rg 0. It is
most often the case, however, that with payoffs
(consequences) dominated in units of $1,000,000
and the probability of occurrence of the states
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known to be (0.01, 0.1, 0.89), individuals state
their preferences as f Rg and g 0 Rf 0. Machina
(1982) has argued that the sure thing principle
can be understood as characteristic of an approx-
imation to a general preference relation.

With postulate (ii), conditional preferences are
well defined: For an event B, f RBg if and only if
there exist acts f 0 and g0 such that f 0 Rg 0 and
f coincides with g on B while, on B, f 0 coincides
with g0. Knowledge of the restriction of f and g on
B determines unambiguously the individual’s pref-
erences between f and g conditional on B; it suffices
to complete fB and gB so that they coincide on B.

An event B is null if and only if f RBg for any
acts f, g � F.

Postulate (III)

For any constant acts f and g and any non-null
event B, f RBg if and only if f Rg.

This excludes state-dependent preferences. For
any s, s0 � S the representations vs and vs’ of the
conditional preferences Rs and Rs’, must be
ordinally equivalent. It may seem that one can
introduce state dependence by replacing the set
of consequences C by the product C* = C� S;
this allows for state dependence since states of the
world are now part of the specification of the
consequences of an act. This may, however, be
just empty formalism; the construction would
oblige the individual to contemplate acts
assigning to, say, states s the consequence (c, s0),
while s and s0 are mutually exclusive states of the
world. For postulate (iii) to be tenable it is neces-
sary to keep clear the distinction between acts and
consequences.

Postulate (IV)

For consequences c, c0, d and d0 � C, acts f, f 0, g
and g0 � , and events A and B

c0Rc, f ¼ c on A
c0 on � A0

�
g ¼ c on B

d0 on � B0

�
and

d0Rd, f 0 ¼ d on A
d0 on � A0

�
g0 ¼ d on B

d0 on � B

�
then f Rg if and only if f 0 Rg 0.

The individual has consistent probability
beliefs. In addition to yielding a probability mea-
sure on the set of states, S, postulate (iv) will imply
that the conditional objective functions vs, s � S,
are not simply ordinally equivalent, but differ only
by a monotonically increasing linear transforma-
tion; vs = ps u.

With postulate (iv), it makes sense to speak of
one event B being at least as probable as another
event B0: BR* B0 if there exist acts f and g and
consequences c and c’ such that

c0Rc, f ¼ c on B
c0 on � B0

�
g ¼ c on B0

c0 on � B0

�
and gRf.

Postulate (V)

There exists at least a pair of consequences c and
c0 such that cRc0 but not c0Rc.

This is simply to avoid the case of a preference
relation which leaves the individual indifferent
between any two acts. Such a preference relation
could not be used to elicit the individual’s proba-
bility beliefs which, by definition, must assign
higher probability to some events than others.

We now proceed to outline the argument first
for the derivation of a probability measure and
then for the expected utility representation.

It is straightforward to check that the binary
relation R* over events is indeed a qualitative
probability; that is, a complete and transitive rela-
tion which in addition satisfies the conditions that
BR*B’ if and only if B [ B00ð ÞR	 B0 [ B00ð Þ when-
ever B \ B00ð Þ ¼ f,BR	f , and SR*f but not
fR*S. A probability measure p on S is a positive
function such that p B [ B0ð Þ ¼ p Bð Þ þ p Bð Þ
whenever B \ B0 ¼ f and p(S) = 1. If S carries
a probability measure p and a qualitative proba-
bility R* such that p Bð Þ � p B0ð Þ if and only if
BR* B, p agrees with (represents) R*. Even for
finite S, however, there exist qualitative
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probabilities for which no agreeing probability
measure can be found. A probability measure
p which agrees with R* exists as long as an addi-
tional continuity condition is satisfied. We shall
assume that this condition holds; thus p exists and
is unique. Note that the definition of probability
requires finite and not countable additivity; thus
we avoid the need to specify the s on which the
measure is defined. The continuity assumption
which we employ to guarantee that a probability
measure exists implies that this probability mea-
sure satisfies a certain non-atomicity property; it
excludes finite and even countable state spaces; to
relax the condition is, however, cumbersome.
Finally, observe that the representation of qualita-
tive probability by a probability measure extends
to conditional probability; indeed, we obtain
Bayes’ rule for every non-null event B0p B0ð Þ ¼
p B \ B0ð Þ.

With the probability measure p on S, every
action f � F induces a probability measure mf on
the set of consequences C: forA � C,mf Að Þ ¼
p s� S : f sð Þ�Af g:A probability measure is sim-
ple if it has finite support: acts which induce simple
measures are gambles. Let M* be the subset of the
set M of all probability measures on C of simple
measures. Observe thatM* is a mixture set: to each
a � [0, 1] and each pair of elementsm,m0 �M	 there
corresponds unambiguously an element
am þ 1 � að Þm0 such that 1 m þ 0 m0 ¼ m, am
þ 1 � að Þm0 ¼ 1 � að Þm0 þ am and
a a0m þ½ 1 � a0ð Þm0� þ 1 � að Þm0 ¼ aa0 m
þ 1ð � aa0Þm0. It follows from the postulates, and
this is the key step in the construction, that acts
are evaluated by the individual only with respect
to the measures which they induce on the set of
preferences. Equivalently, the preference relation
R on F induces unambiguously a complete and
transitive binary relation on M*, which we
also denote by R : mRm0 if m ¼ mf ,m

0 ¼ mf , and
fRf 0. Furthermore, form,m0, m00 �M	 and a � [0,1],
mRm0 if and only if am þ 1� að Þm00½ �
R am0 þ 1� að Þm00½ � , while for m,m0,m00 �M	

with mRm 0 Rm00, there exists a unique a m0; m,m00ð Þ
� 0, 1½ � such that am þ 1 � að Þm00½ �Rm0 and m0R
am þ½ 1 � að Þm00�. The cardinal utility index u on

C such that, restricted to the subset F* � F of
gambles, v = Epu is constructed as follows: For
a given pair of consequences c and c with cRc, let
u cð Þ ¼ 1, u cð Þ ¼ 0; for c such that cRcRc, let u cð Þ
¼ a mc; uc, uc

� �
; the extension of u to all of C is

straightforward. Evidently, the cardinal utility
index is unique up to monotonically increasing
linear transformations. Under additional technical
restrictions which involve the boundedness of
the cardinal utility index (or, equivalently, the
continuity of the preference relation with respect
to the appropriate topology on the set of probability
measures over consequences) the expected utility
representation can be extended to acts which are
not necessarily gambles. The Savage postulates do
not allow for state dependence of the cardinal utility
index u. Additional structure is required, as in
Dreze (1984), for state dependence to be introduced
and for probability beliefs to be distinguished from
state dependence.

3. Choice may occur sequentially.We revert to a
framework of certainty. The set of alternatives
over which the individual has preferences and
among which he chooses is C: for simplicity,
we take it to be finite. The individual is char-
acterized by his preference relation R and C,
which is transitive and complete. Let C be the
power set of all subsets, A, of C. The prefer-
ence relation R on C induces unambiguously a
preference relation R on C, which inherits its
transitivity and completeness: ARA0 if and
only if cRc0 for some c � A and all c0 � A0.
Note that the definition of R embodies the
principle of backward induction: Faced with
the choice between sets of alternatives A and
A0, the individual prefers A if a subsequent
choice among the elements of A is at least as
good as any possible choice among the ele-
ments of A0.

The problem of (time) consistency arises,
as Strotz (1955–56) has noticed, when the
individual’s preferences over C change
between the point at which he chooses
among sets of alternatives and the subsequent
point at which he chooses among alternatives
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in the set he chose earlier: Let R2 be the final
preference relation over C and let R1 be the
preference relation over C when he chooses
over C. Two preference relations on C can be
induced by the pair (R1, R2). The naive pref-
erence: ARN A0 if and only if cRc0 for some
c � A and all c'� A'; in this case the individ-
ual ignores the subsequent change of prefer-
ences which he may be able to foresee. The
sophisticated preference: ARs A' if and only if
cR1c' for some c � A and some c'� A' such
that cR2c" and c' R2C" for all c000 � A and all
c000 � A0, respectively; in this case, the indi-
vidual foresees his subsequent change of pref-
erences and attempts to commit himself to the
extent that the choice out of A which will be
made according to R2 is as good as possible
according to the current ranking, R1. Again,
the use of backward induction is evident. The
individual is consistent if R1 and R2 and hence
RN and RS coincide.

The resolution of uncertainty may occur
sequentially. States of the world, acts, and con-
sequences are as before. The individual’s pref-
erences over acts are represented by the
objective function v. Let S be a partition of S.

For S0 �S, let F0 be the set of all acts f 0 : S0

! C . The question follows whether there
exists an objective function on F0 which is
naturally induced by v. When the objective
function v has an expected utility representa-
tion, the answer is straightforward: it suffices
to replace the probability measure p by the
conditional probability measure p0 = p|S0,
thus obtaining v0 = Ep0u. Formally, the
domain of v0 is F, not F0;yet no ambiguity
arises, since, for any act f � Fv0 (f) depends
only on the restriction of f to S0. SupposeC and
hence F are well as linear spaces (addition and
scalar multiplication are well defined). If the
individual has taken act f �F before S0 is
realized, he ranks elements f 0 �F0 according
to v0 f þ f 0

� �
, where f0 is the unambiguous

extension of f0 to F which takes the value
zero on S/S0. When the objective function
v does not have an expected utility

representation, the argument breaks down. It
is formally possible to ignore the resolution of
uncertainty and rank acts f 0 �F0 according to

v0 f þ f 0
� � ¼ v f þ f 0

� �
. But this is contrived:

it amounts to considering as ‘occurring’ states
of the world s� S=S0 when they are known not
to have occurred.

4. We have concentrated on individual behaviour.
Alternatively, it may be only aggregate behav-
iour which is observable or of interest. Suppose
that the set of alternatives is a linear space: Let
h = 1, . . ., H be a collection of individuals,
and let Q = (. . ., Qh, . . .) be a distribution
scheme: to any subset A � C in a class A, it
assigns a vector of subsets (. . ., Ah � C,. . .)
such that A1 + . . . + Ah + . . . AH = A. Let d be
the aggregate choice correspondence restricted
to A. Two questions follow: Under what con-
ditions do there exist individual preference
relations R1, . . ., Rh, . . ., RH such that the
aggregate correspondence coincide with d?
Note that the question is well posed only with
reference to a distribution scheme Q. Alterna-
tively, under what conditions on the individual
preference relations R1, . . ., Rh, . . ., RH and the
distribution schemeQ can the aggregate choice
correspondence be derived from the optimiza-
tion of a representative preference relation? In
the context of consumer theory both questions
have been studied extensively. Sonnenschein
(1972) first suggested that as long as the num-
ber of individuals is large relative to the num-
ber of commodities, the income distribution
scheme is derived from an arbitrary but fixed
distribution of initial endowments, and only
the excess demand of individuals is observed
as prices vary, homogeneity with respect to
prices and the budget constraint (Walras’
Law) are the only constraints which aggregate
behaviour must display; individual rationality
fails to have observable implications in the
aggregate. Alternatively, as Gorman (1953)
has shown, if individual preference are identi-
cal and homothetic (cRc' if and only if (lc)
R(lc0M), (l > 0) as well, the aggregate
behaves like a single, rational individual.
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Note that a qualitative restriction on the pref-
erence relation is employed for individual
rationality to have observable implications in
the aggregate.

5. Throughout, the alternative which obtained
was determined unambiguously by the deci-
sion of the individual and the resolution of
exogenous uncertainty.We have ignored issues
of feasibility, equilibrium and strategy.

See Also

▶Arrow–Debreu Model of General Equilibrium
▶Exchange
▶Organization Theory
▶ Statistical Decision Theory
▶Uncertainty
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Abstract
The decision-theoretic approach to statistics
and econometrics explicitly specifies a set of
models under consideration, a set of actions
that can be taken, and a loss function that
quantifies the value to the decision-maker of
applying a particular action when a particular
model holds. Decision rules, or procedures,
map data into actions, and can be ordered
according to their Bayes, minmax, or minmax
regret risks. Large sample approximations can
be used to approximate complicated decision
problems with simpler ones that are easier to
solve. Some examples of applications of deci-
sion theory in econometrics are discussed.
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The decision-theoretic approach to statistics and
econometrics explicitly specifies a set of models
under consideration, a set of actions available to
the analyst, and a loss function (or, equivalently, a
utility function) that quantifies the value to the
decision-maker of applying a particular action
when a particular model holds. Decision rules, or
procedures, map data into actions, and can be
evaluated on the basis of their expected loss.

AbrahamWald, in a series of papers beginning
with Wald (1939) and culminating in the mono-
graph (Wald 1950), developed statistical decision
theory as an extension of the Neyman–Pearson
theory of testing. It has since played a major role
in statistical theory for point estimation, hypothe-
sis testing, and forecasting, especially in the con-
struction of ‘optimal’ procedures. Some textbooks
such as Ferguson (1967) and Berger (1985)
emphasize statistical decision theory as a founda-
tion for statistics. But the decision theory frame-
work is sufficiently flexible that it can be used for
many empirical applications that do not fit neatly
into the usual statistical set-ups. Some examples
are discussed below.

Like the Neyman–Pearson theory, Wald’s
approach emphasizes evaluating the performance
of a decision rule under various possible
parameter values. There does not always exist a
single rule that dominates all others uniformly
over the parameter space, just as there does not
always exist a uniformly most powerful test in the
special case of hypothesis testing. Wald, who also
made contributions to game theory, proposed to
evaluate a procedure by its minmax risk – the
worst-case expected loss over the parameter
space. Savage (1951) discusses the minmax prin-
ciple and suggests an alternative, the minmax-
regret principle. Alternatively, one can place a
probability measure on the parameter space, and
evaluate rules by their weighted average
(Bayes) risk.

Basic Framework

In Wald’s basic framework, we start with a set of
actions A , and a parameter space Y, which

characterizes the set of models under consider-
ation. A loss function L(y, a) gives the loss or
disutility suffered from taking action a�A
when the parameter is y � Y. The decision
maker observes some random variable Z, distrib-
uted according to a probability measure Pywhen y
is the ‘true’ parameter. Here, the parameter space
Y could be finite-dimensional (corresponding to a
parametric family of distributions) or infinite-
dimensional (corresponding to semiparametric
and nonparametric models). The observed ran-
dom variable Z could be a vector, as for example
in the situation of observing a random sample of
size n from some distribution. Often, the set of
possible probability measures {Py : y � Y} is
called a statistical experiment.

A decision rule or procedure d(z) maps obser-
vations on Z into actions. In some cases, it is
useful to allow for randomization over the actions.
A randomized decision rule is a mapping from
observations into probability measures over the
action space. A simpler, usually equivalent for-
mulation is to consider rules d(z, u) which are
allowed to depend on the observed value z and
the value u of a random variable U, distributed
standard uniform independently of Z. The risk, or
expected loss, of a decision rule d under y is
defined as

R y, dð Þ ¼ Ey L y, d Z,Uð Þð Þ½ �

¼
Z 1

0

Z
L y, d z, uð Þð ÞdPy zð Þdu:

A rule d is admissible if there exists no other
rule d0 with

R y, d0ð Þ � R y, dð Þ,8y�Y,

And

R y, d0ð Þ < y, dð Þ for some y:

Ordering Decision Rules

In general, there are many admissible decision
rules, which may do well in different parts of the
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parameter space. Thus, while the admissibility
criterion eliminates obviously inferior rules, it
may not provide concrete guidance on how to
‘solve’ the decision problem. Additional criteria
can help by providing a sharper partial ordering of
decision rules.

One way to rank decision rules is to average
their risk over the parameter space. Let P be a
probability measure on Y. The Bayes risk of a
decision rule d is

r P, dð Þ ¼
Z

R y, dð ÞdP yð Þ:

A rule is a Bayes rule if it minimizes this
weighted average risk. Let the probabilities Py

have densities py with respect to some dominat-
ing measure, and let the prior P have density p.
Typically, a Bayes rule can be implemented by
choosing, for any given observed data z, the
action that minimizes the posterior expected
loss Z

L y, að ÞdP yj zð Þ,

where P(y|z) is the posterior distribution with
density

p yj zð Þ ¼ p yð Þpy zð ÞÐ
py zð ÞdP yð Þ :

There is a close connection between the admis-
sible rules and the Bayes rules. If the parameter set
is finite, a Bayes rule for a prior that places posi-
tive probability on every element of Y is admis-
sible. Furthermore, ‘complete class theorems’
give results in the opposite direction. In particular,
if the parameter set is finite, any admissible rule is
Bayes for some prior distribution. If Y is not
finite, some care needs to be taken to make a
precise statement of the relationship between the
admissible and Bayes rules; see for example
Ferguson (1967).

An alternative ordering is based on the worst-
case risk sup R y, dð Þ

y�Y
. A minmax rule dm satisfies

supR y, dmð Þ
y�Y

¼ inf
d

sup
y�Y

R y, dð Þ:

In general, a minmax rule need not be
admissible.

A closely related criterion is the minmax regret
criterion. The regret loss of a rule is the difference
between its loss and the loss of the best possible
action under y:

Lr y, að Þ ¼ L y, að Þ � inf
a�A

L y, að Þ:

We can then define regret risk as Rr(y, d)
= Ey(Lr(y, d(Z, U)). The minmax regret rule
minimizes the worst-case regret risk. This rule
was suggested by Savage (1951) as an alternative
to the minmax criterion. He argued that in cases
where the minmax criterion is unduly conserva-
tive, minmax regret rules can be reasonable.

Savage (1954) showed that a decision-maker
who satisfied certain axioms of coherent behaviour
would act as if she placed a prior on the parameter
space and minimized posterior expected loss.
Gilboa and Schmeidler (1989) showed that, under
a different set of axioms, a decision-maker would
follow the minmax principle.

Calculation of Bayes and minmax rules can be
difficult in many applications. Bayesian posterior
distributions can be calculated directly when the
prior and likelihood have a conjugate form. One
way to solve for a minmax rule is to guess the
form of a ‘least favourable’ prior and solve for the
associated Bayes rule. If the risk function of the
Bayes rule is everywhere less than the Bayes risk,
then the rule is minmax. A related method is to
construct a least favourable sequence of prior
distributions, and calculate the limit of the Bayes
risks. If a particular rule has worst-case risk lower
than the limit of Bayes risks, then the rule is
minmax. Another useful technique for obtaining
minmax rules makes use of invariance properties
of the decision problem. If the model and loss are
invariant with respect to a group of transforma-
tions, and that group satisfies a condition called
amenability, then the best equivariant procedure is
minmax by the Hunt–Stein theorem. These
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techniques are discussed in Ferguson (1967) and
Berger (1985).

If Bayes and minmax rules cannot be obtained
analytically, computational methods can some-
times be useful. Recently developed simulation
methods such as Markov chain Monte Carlo have
greatly expanded the range of settings where Bayes
rules can be numerically computed. Chamberlain
(2000) develops algorithms for computingminmax
rules, and applies them to an estimation problem
for a dynamic panel data model.

Asymptotic Statistical Decision Theory

Despite advances in computational methods,
many statistical decision problems remain intrac-
table. In such cases, large-sample approximations
may be used to show that certain rules are approx-
imately optimal. Le Cam (1972, 1986) proposed
to approximate complex statistical decision prob-
lems by simpler ones, in which optimal decision
rules can be calculated relatively easily. One then
finds sequences of rules in the original problem
that approach the optimal rule in the limiting
version of the problem.

As an example, suppose we observe n i.i.d.
draws from a distribution Py, where y � Y 
 ℝk

and the probability measures {Py} satisfy conven-
tional regularity conditions with non-singular
Fisher information Iy. We can think of this as
defining a sequence of experiments, where the
nth experiment consists of observing an
ndimensional random vector distributed
according to Pn

y, the n-fold product of Py. Since,
in the limit, y can be determined exactly, we fix a
centring value y0, and reparametrize the model in
terms of local alternatives y0 þ h=

ffiffiffi
n

p
, forh�ℝk:

This sequence of experiments has as its ‘limit
experiment’ the experiment consisting of observ-
ing a single draw Z � N h, I�1

y0

� �
, and we say that

the original sequence of experiments satisfies
local asymptotic normality (LAN). More pre-
cisely, according to an asymptotic representation
theorem (see van der Vaart 1991), for any
sequence of procedures dn in the original

experiments that converge in distribution under
every local parameter h, these limit distributions
are matched by the distributions associated with
some randomized procedure d(Z) in the limit
experiment. Thus, the limit experiment character-
izes the set of attainable limit distributions of pro-
cedures in the original sequence of experiments.
Solving the decision problem in the limit experi-
ment leads to bounds on the best possible asymp-
totic behaviour of procedures in the original
problem, and often suggests the form of asymp-
totically optimal procedures.

Le Cam’s theory underlies the classic result
that in regular parametric models, Bayes and max-
imum likelihood point estimators of y are ‘asymp-
totically efficient’. In the LAN limit experiment

Z � N h, I�1
y0

� �
, a natural estimator for the param-

eter h is d(Z) = Z. This can be shown to be
minmax and best equivariant for ‘bowl-shaped’
loss functions. Both the Bayes and MLE estima-
tors in the original problem are matched asymp-
totically by this optimal estimator, so they are
locally asymptotically minmax and best
equivariant. The ideas have been extended to
models with an infinite-dimensional parameter
space (see Bickel et al. (1993) and van der Vaart
1991, among others), to obtain semiparametric
efficiency bounds for finite-dimensional sub-
parameters. More recently, a body of work has
developed limit experiment theory for nonparamet-
ric problems such as nonparametric regression and
nonparametric density estimation (see Brown and
Low 1996, and Nussbaum 1996, among others).
These results show that nonparametric regression
and density estimation are asymptotically equiva-
lent to a white-noise model with drift, for which a
number of optimality results are available.

Applications in Economics

Portfolio Choice
A number of authors have used statistical decision
theory to study portfolio allocation when the dis-
tribution of returns is uncertain. Some examples
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include Klein and Bawa (1976), Kandel and
Stambaugh (1996), and Barberis (2000), who
develop Bayes rules for portfolio choice
problems.

Treatment Choice
Another econometric application of statistical
decision theory is to treatment assignment prob-
lems, in which a social planner wishes to assign
individuals to different treatments (for example,
different job training programmes) to maximize
some measure of social welfare. Manski (2004)
develops minmax-regret results for the treatment
assignment problem, Dehejia (2005) develops
Bayesian rules, and Hirano and Porter (2005)
obtain asymptotic minmax regret-risk bounds
and show that certain simple rules are optimal
according to this criterion.

Model Uncertainty andMacroeconomic Policy
Brainard (1967) studied a macroeconomic policy
problem, in which a parameter describing the
effect of a policy instrument on a macroeco-
nomic outcome is not known with certainty
but is given a distribution. The policymaker has
a utility function over outcomes and chooses the
policy that makes expected utility. More recently,
a number of authors have continued this line
of work, extending the analysis to more general
forms of model uncertainty and developing
both Bayesian and minmax solutions. Some
examples include Hansen and Sargent (2001),
Rudebusch (2001), Onatski and Stock (2002),
Giannoni (2002), and Brock, Durlauf and
West (2003).

Instrumental Variables Models
Decision-theoretic ideas underlie recent work on
the linear instrumental variables model in econo-
metrics. Chamberlain (2005) develops minmax
optimal point estimators in the IV model using
invariance arguments. Andrews, Moreira and
Stock (2004) have developed tests in the IV
model that are optimal under an invariance restric-
tion, and Chioda and Jansson (2004) have devel-
oped optimal conditional tests.

Time Series Models
Asymptotic statistical decision theory has been
useful in studying certain time series models
which do not satisfy standard regularity condi-
tions. Jeganathan (1995) shows that a number of
models for econometric time series have limit
experiments that are not of the standard LAN
form, but are locally asymptotically mixed normal
(LAMN) or locally asymptotically quadratic
(LAQ). Ploberger (2004) obtains a complete
class theorem for hypothesis tests in the LAQ
case, which nests the LAMN and LAN cases.

Auction and Search Models
Some parametric auction and search models, in
which the support of the data depends on some of
the model parameters, do not satisfy the LAN
regularity conditions. For such models, Hirano
and Porter (2003) showed that the maximum like-
lihood point estimator is not generally optimal in
the local asymptotic minmax sense, but that Bayes
estimators are asymptotically efficient.

See Also

▶Bayesian Econometrics
▶Markov Chain Monte Carlo Methods
▶Maximum Likelihood
▶ Savage, Leonard J. (Jimmie) (1917–1971)
▶Wald, Abraham (1902–1950)
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Declining Industries

Lester C. Thurow

Logically, there are two meanings to the term
declining industries. Industries can decline
because their products have been replaced by
new and better products, or industries can decline
because what used to be most cheaply produced in
country A is now most cheaply produced in coun-
try B and exported to country A. In the first case,
the word processor replaces the typewriter. In the
second case, steel production moves from the
United States to Brazil and American needs are
met with imports from Brazil.

In economic discussions the term declining
industries is almost always used in conjunction
with the shift of industries from one country to
another. This occurs because there is little public
controversy about the first type of decline and
much public controversy about the second.

With a shift from one product to another it is
immediately obvious to everyone that to prevent
such declines is to hold one’s standard of living
below where it otherwise would be. New products
and the better jobs that go with them have to be
held back to maintain a market for old products
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and old jobs. To do so is to retard progress and no
one seriously proposes such actions.

It is equally true that to prevent the second type
of decline is to hold one’s standard of living below
where it might otherwise be, but this conclusion is
not as immediately obvious. Everyone can see in
the first type of decline that additional new jobs
serve as a counterbalance to the loss of old jobs
and that the consumer get a better product. In the
second type of decline the lost jobs are politically
visible at home and the new jobs are politically
invisible abroad. The home gain in real income
comes via lower costs for consumers who replace
expensive domestic products with cheap foreign
products.

Most often the producers who lose their jobs
suffer large immediate reductions in their incomes
but are small in number, while the consumers are
large in number but reap only small gains in their
real incomes. The aggregate gains exceed the
aggregate loss but the losses are highly visible
while the gains are so small on a per capita basis
as to be almost invisible politically. Combine this
with a world where producer interests almost
always have more political clout than consumer
interests, and you have the political ingredients for
policies to protect declining industries despite the
fact that a country lowers its rate of growth by so
doing.

Almost all countries protect their declining
industries to some extent. Steel, for example, ben-
efits from various forms of protection in Europe,
the United States and Japan since none of them is
today the low cost producer for basic steel prod-
ucts. The more extensive the protection, however,
the more harm a country does to its economic
future.

The pattern of events is well known. Given
protection in the home market, cheap foreign pro-
ducers first drive the home industry out of its
unprotected export markets. After World War II,
the American steel industry first lost its export
markets. Without those export markets home pro-
duction falls. The home producers of unsophisti-
cated metal products then find that they cannot
compete against foreign producers who can buy
cheap foreign steel while they have to buy expen-
sive domestic steel. Products such as nails and

wire start to be produced abroad and imported
into the United States. Home production again
falls. Eventually, foreign producers of sophisti-
cated metal-using products such as cars find that
their lower cost of materials is one of their advan-
tages in competing against the American auto
industry with its high material costs. The steel
that is not exported as steel is exported as cars.
As the case of steel indicates, protection can serve
to slow down the rate of decline, but it is almost
never possible to stop it.

To protect a declining industry is to weaken
related industries and set in motion spreading
waves of decline and protection. As a result, pro-
tecting declining industries is much like poking a
balloon: for every successful indentation there is
an equal expansion somewhere else.

While it is clear that a country should not seek
to delay declines in industries where comparative
advantage has shifted abroad, it is often not clear
as to whether comparative advantage really has
shifted. This occurs since currency values have
not moved smoothly to maintain national balances
between exports and imports as they should have
done if they had operated as expected from text-
book models. They have often in the past 15 years
given very misleading signals – and very rapidly
changing signals – as to where a country’s real
comparative advantage lies.

Thus in February 1985 the value of the dollar
was so high that foreign wheat could be sold for
less in the United States than American wheat; yet
it is clear that the United States still has a compar-
ative advantage in the production of wheat. It just
does not seem to be so because of the temporarily
high value of the dollar and the markets, such as
the Common Market, that have rules and regula-
tions essentially closing them to American
exports.

Since the transition costs of closing an industry
when the value of the dollar is high and reopening
the industry when the dollar falls are very large, it
may not make sense to allow the market to operate
as it would without government interference. The
question then becomes one of whether the right
solution is protection or subsidies for the affected
domestic industries, or international actions to
moderate the movements between major
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currencies and to open closed foreign markets.
Given that protection once in place is difficult to
remove politically, international actions to mod-
erate currency movements and open markets
would seem to be the preferable solution.

When one analyses a declining industry, one
seldom finds an industry in total decline without
competitively viable parts. In the steel industry,
for example, there are parts – mini-steel mills
using electric furnaces and low cost scrap iron,
speciality high-tech alloy steels – that could be
competitively operated in the United States given
a value of the dollar that would balance exports
and imports. To say that an industry is a declining
industry is not to say that it will disappear.

A declining industry also need not lead to
declining firms. While it is certainly true that
modern industrial economies need less steel per
unit of GNP produced, it is also true that there is a
new growing high-tech industry in new
materials – powdered metals, composites, pressed
graphite – that is the new steel industry of tomor-
row. Today’s declining steel firms could be tomor-
row’s expanding new material firms. But most
often they are not.

If one asks why not, it is clear that firms find it
very difficult to develop new products that will
destroy large old markets that they dominate. The
firm has a large vested interest in the old markets
and entrenched forces within the firm make it very
difficult for it to move into these new areas
quickly. Thus IBM, the dominant force in the
office typewriter business, was slow to develop a
word processor despite the fact that it was the
world’s leader in computers. At General Electric,
the dominant vacuum tube division sat on the
transistor and prevented General Electric from
becoming a leader in transistors. The classic
example is of course the railroads, which saw
themselves as railroads rather than as transporta-
tion companies.

While decline is the flip side of progress, real
costs are involved. Most of these costs come in the
form of human resources that are not easily trans-
ferred to new areas. An unemployed 55-year-old
Pennsylvania steel worker is not apt to be
retrained to be a California computer assembler.
Such an individual faces a large cut in expected

income over the remainder of his working life and
society may well find itself burdened with higher
social welfare costs.

Economic theory has little to say about these
transition problems and costs since it assumes
that mobility is easy and that transition costs
either do not exist or are very marginal. With its
concept of equilibrium, wage workers forced out
of work in old industries quickly find jobs in new
industries with closely comparable wages. In
contrast, those who have actually followed
workers forced out of work in declining indus-
tries in the United States find that most of them
find work only with a long time lag and then only
with much lower wages. The losses in real
incomes are not the marginal ones assumed by
economic theory.

As a result there is a real issue in how a nation
manages decline. A nation cannot and should not
prevent declining industries from shrinking, but it
still has to face the issue of how it manages the
transition of human resources from old sunset
industries to new sunrise industries and what it
does about those human resources that are essen-
tially junked in the transition.

See Also

▶Manufacturing and De-industrialization
▶Verdoorn’s Law
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Declining Population

Robin Barlow

Population decline is much less common than pop-
ulation growth. Looking at the geographical areas
occupied by present-day nations, or by their admin-
istrative subdivisions, one sees that over the last
millenium the number of years when the human
population declined is almost always much
exceeded by the number when it grew. Reflecting
this fact, economics has devoted much more atten-
tion to the growth of population than to its decline.
The preoccupation with growth, however, may be
ending as more countries experience lengthy
periods of reduced fertility.

Many of the economists writing on the growth
of population, from Malthus to the Club of Rome,
are notorious for their bleak view of the future. If
population growth is a bad thing, one might be
excused for thinking that its decline might be
beneficial. But much of the writing on decline is
equally alarmist. Does this indicate a general ten-
dency towards pessimism in demographic com-
mentary? Or is the model used for analysing the
consequences of population change genuinely
asymmetrical, in the sense that increases and
decreases of population do not produce opposite
effects? Or are different models being used for
growth and decline?

Before considering the consequences of popu-
lation decline, it is desirable first to consider the
causes, because in many respects the conse-
quences are conditioned by the causes. The pop-
ulation of a given geographical area can decrease
because of a reduction in fertility, an increase in
mortality or an increase in net emigration. Of
these three factors, fertility reduction has had the
least importance as a historical cause of depopu-
lation. Most areas in the world have indeed expe-
rienced prolonged periods of fertility decline,
particularly within the past 200 years, but these
declines have normally been accompanied by sig-
nificant reductions in mortality, and indeed many
would argue that the fall in fertility has been partly
a consequence of the fall in mortality, particularly
infant mortality. The result has been that
populations have continued to grow even when
the total fertility rate (the number of live child-
births per woman during the childbearing period,
assuming age-specific birth rates to stay at their
current levels) has been reduced by as much as
75 per cent, from a ‘traditional’ level of about
eight to a ‘modern’ level of about two.

Of course, when the total fertility rate falls
below the long-run replacement level, which in
modern conditions of mortality is about 2.1 chil-
dren per woman, the population must eventually
diminish, in the absence of net immigration. How-
ever, some decades may elapse between the
decline of the total fertility rate below this critical
level and the subsequent decline of the popula-
tion, because a pyramidal age-structure inherited
from earlier regimes of high fertility can sustain
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the absolute number of births at a high level for
several years even while age-specific birth rates
are falling. In the United States, for example, the
total fertility rate has been below 2.1 since 1972,
but in 1984 the annual number of births was still
80 per cent greater than the number of deaths.

Increases in death rates, on the other hand,
have often been so extreme and abrupt as to pro-
duce an immediate decline in population. Histor-
ically there have been three main causes of sudden
increases in mortality: famine, disease and war.
The three causes are not unrelated to each other.
War has often caused famine, for example, and
famine has caused disease. Famine, besides some-
times resulting from war and other political disor-
der, has been the product of natural disasters like
drought and floods. Cases when disease has
caused sudden increases in mortality include epi-
demics, like the bubonic plague in medieval
Europe, and the importing of new infections into
populations without immunity. A classic example
of the latter is the decline of American Indian
populations after their encounter with the measles,
influenza, tuberculosis and other diseases brought
by Europeans.

Regarding the future likelihood of these cata-
strophic causes of population decline, it is not
easy to be optimistic, because our own 20th cen-
tury provides numerous examples of such catas-
trophe. There have been large-scale famines
leading to extensive depopulation. Probably the
worst was the Chinese famine of 1959–61, caused
by natural disasters and the dislocations of the
Great Leap Forward. It is thought that in those
years, 30 million deaths took place because of
starvation (Banister and Kincannon 1984). In the
1980s certain regions in Ethiopia and the African
Sahel have been depopulated for similar reasons.
As for disease, some 20th-century epidemics have
reached vast proportions, in particular the influ-
enza epidemic of 1918–19, which took 20 million
lives worldwide. War and armed conflict have had
even more serious depopulating effects in this
century than earlier, as warring states and factions
have increasingly resorted to the mass extermina-
tion of civilians. Large areas of Russia and Poland
suffered population declines for this reason
between 1941 and 1945, and similar declines are

alleged to have occurred elsewhere during the
century (Cambodia, Armenia, Uganda, Punjab).

The third cause of population decline, net emi-
gration, is frequently encountered, but unlike
mortality increases, it can often be regarded as
benign. Emigration occurs in response to ‘push’
factors or ‘pull’ factors. In any individual case it is
often difficult to tell whether ‘push’ or ‘pull’ is
stronger, but it is certainly safe to say that in many
instances, the decision to emigrate should be seen
as a hopeful determination to explore new oppor-
tunities rather than as an escape from distress.
Indeed, in a dynamic, expanding economy, it is
to be expected that changes in demand and tech-
nology will shift the comparative advantages and
disadvantages of particular regions, and that some
regions will lose population to others as labour
markets respond to these shifts.

At the regional or sub-national level, net emi-
gration is often substantial enough to produce an
actual decline in population. For example, in the
United States between 1980 and 1983, four of the
50 states lost population, even though in all states
the number of deaths during that period was less
than the number of births. At the national level,
net emigration is less commonly a cause of depop-
ulation, largely because of the legal and other
obstacles to international migration.

We turn now to the consequences of population
decline, which, as noted above, will be found to
vary according to the cause of the decline. The
consequences of decline have been investigated
with particular thoroughness in France, where the
subject has been a matter of active political and
academic discussion since the defeat of France by
a more populous Germany in the war of 1870–71.
In general, the tendency of the French population
to stagnate has been deplored. A typical statement
is found in the preamble to the Family Code of
1939, a set of pro-natalist measures adopted by the
Daladier government on the eve of World War II
(cited by Tomlinson et al. 1985):

Our military and economic forces are in danger of
wasting away; the country is ruining itself little by
little; by contrast, the individual tax burden is
increasing the whole time; each citizen is having
to pay more to support the social welfare system;
industry is gradually deprived of its market; land
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remains untilled; overseas expansion loses its
momentum; and beyond our frontiers, our intellec-
tual and artistic prestige is extinguished.

There are three themes in this bleak picture
which have remained important in demographic
analysis and which deserve further comment
here: the increased burden of dependency said
to result from a declining population, the weak-
ening of military forces and the fall in aggregate
demand.

The burden-of-dependency argument contends
that in a declining population there is an increase
in the ratio of dependants to workers. This causes
heavier burdens on workers, both because of the
increased taxes they must pay to finance public
services provided to the dependent part of the
population, and because of the increased levels
of private consumption they must support. A fall
in the rate of saving is the probable result. But
there are some qualifications which should be
made to this argument. First, if the population
decline is due to the emigation of young adult
males – a not untypical situation – there may
well be an increase in the ratio of dependants to
non-emigrant workers, but no corresponding
additional burden on nonemigrants, since the
dependants of emigrants will be supported in
part by remittances.

Second, if the population decline is caused by
a reduction in fertility, the rising fraction of
elderly in the population will be at least partly
offset by a diminishing fraction of children, with
little change occurring in the ratio between all
dependants and all workers (except in the very
long run). The American case is illustrative.
Between 1960, near the start of the current fer-
tility decline in the United States, and 1983, the
fraction of the population aged 65 or over rose
from 9 per cent to 12 per cent, but the fraction
aged under 18 fell from 36 per cent to 27 per cent,
so that the fraction aged 18–64 actually rose from
55 per cent to 61 per cent. These numbers may
even understate the real reduction in dependency
burdens occurring during this period, since the
fertility decline facilitated an increase in labour-
force participation rates among females, reduc-
ing still further the number of dependants per
worker.

While fertility declines like those occurring in
the United States may not lead to much change in
the ratio between all dependants and all workers,
they certainly produce changes in the structure of
dependency. Whether these structural changes
lead to an additional fiscal burden on workers
depends on the relative costs of public services
for the elderly (pensions, health care) and those
for children (education).

A third qualification which should be made to
the burden-of-dependency argument is as follows:
to the extent that the elderly finance their own
consumption out of earlier saving, undertaken
through a funded pension scheme or otherwise,
their presence does not constitute an economic
burden. For this reason and others, there is much
complexity in the ‘economics of aging
populations’, which has become an area of active
enquiry in Europe and elsewhere as anxieties have
developed on such issues as the future financing
of social security.

The military implications of population decline
do not seem very clear, despite what French strat-
egists have argued. A country can gain the upper
hand over a more populous adversary by
conscripting a larger fraction of its population,
by possessing more advanced weaponry, by
receiving assistance from allies, or by any of
several other methods. In the 20th century there
is no shortage of examples of smaller countries
defeating larger (Japan against Russia in 1904,
Germany against Russia in 1917, Japan against
China in 1937, Israel against Egypt in 1967, Viet-
nam against the United States in 1975).

The aggregate-demand argument is Keynesian
in nature, and suggests that in a declining popula-
tion, there will be large reductions in demand for
certain kinds of investment goods and consumption
goods (e.g. housing and children’s clothing). Weak
demand in these markets could lead to a deficiency
of aggregate demand and to an equilibrium with
considerable unemployment. However, if there is a
Keynesian problem of this nature, a Keynesian
solution could also exist. Expansionary fiscal and
monetarymeasures could in principle restore aggre-
gate demand to its full-employment level.

There are other elements in the case against a
declining population, a case developed in recent

2646 Declining Population



years with particular vigour by Alfred Sauvy and
Julian Simon (see, for example, Dumont and
Sauvy 1984; Simon 1981). Many of these ele-
ments are difficult to evaluate, since they concern
the allegedly deleterious effects of depopulation
on certain intangible characteristics of a society
that are not easily measured – such as the dyna-
mism of its artists, or its spirit of adventure, or its
readiness to innovate. Also difficult to evaluate is
the ‘Beethoven–Einstein’ argument, which says
that a smaller population has a smaller probability
of producing a great genius. (If that is true, per-
haps such a population is also less likely to pro-
duce an evil genius on the scale of Hitler.)

Generally absent from the alarmist views on
population decline is the admission that decline
does have some beneficial tendencies. These may
indeed be swamped by the undoubted negative
tendencies, but not necessarily so. Perhaps the
most powerful benefit of population decline is its
immediately favourable effect on the ratio
between physical resources and the labour force.
In the short run, the stock of natural resources and
capital is fixed, and so any reduction in labour
inputs will raise the ratio of natural resources to
labour, the ratio of capital to labour, the marginal
product of labour, and most probably the wage
rate. In the longer run, what happens to the
capital–labour ratio when the labour force is
diminishing is more difficult to say: the outcome
depends among other things on what is happening
to dependency burdens and the rate of saving. But
even in the longer run, the stock of many types of
utilized natural resources will be practically inde-
pendent of the size of the labour force, and to that
extent a smaller labour force is likely to mean a
higher income per capita. To make this point, it
suffices to look at the economies of Kuwait and
Nigeria, which in recent years have produced
roughly the same substantial volume of crude
oil. But Kuwait’s population is only two per cent
of Nigeria’s, and largely in consequence, its per
capita income is about 20 times higher.

The reasoning here is the same as that
employed in standard neoclassical models of
migration. It is assumed that higher wages in one
area will attract migrants; this movement will
lower the marginal product of labour in the area

of destination and raise it in the area of origin, thus
narrowing wage differentials and leading to an
equilibrium rate of migration. The point of interest
in the present context is that declines in the labour
force tend to raise output per worker, certainly in
the short run and perhaps in the long run as well.

Closely related to these economic benefits
from depopulation are some environmental bene-
fits. The increase in natural resources per capita
which tends to raise income per capita also tends
to alleviate problems like air and water pollution,
the rapid depletion of mineral resources, urban
congestion and excessive use of recreational
space. The environmental advantages of smaller
populations have been one of the main themes of
contemporary anti-natalist movements like Zero
Population Growth.

In sum, it is not difficult to think of benefits as
well as costs of population decline. In many of the
countries now facing population decline as a result
of their recent fertility history, the benefits and costs
are regarded as fairly evenly balanced, or at least,
‘the sense of urgency over population decline is
still far from acute’ (McIntosh 1981). According to
the World Bank (1984), there were 22 countries
which in 1982 had a total fertility rate less than 2.1.
Seventeen of these were high-incomeOECD coun-
tries, three were East European (East Germany,
Hungary and Yugoslavia), and the others were
Cuba and Singapore. In some of these countries,
like France and Hungary, there is considerable
anxiety about depopulation. But in others, many
people seem to feel that ‘smaller is better’.

See Also

▶Ageing Populations
▶Demographic Transition
▶ Social Security
▶ Stagnation
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Default and Enforcement Constraints

Fabrizio Perri

Abstract
This article illustrates when limited enforce-
ment of contracts induces enforcement con-
straints (limits to intertemporal exchange) or
default (the breaking of intertemporal promises
with the associated punishment), and sheds
light on how enforcement policies should be
related to the observed frequency of default.
When limited enforcement is the only friction
equilibrium default is never observed, yet
tightening enforcement of contracts is socially
beneficial. When limited enforcement coexists
with other frictions, default occurs in equilib-
rium but tightening enforcement might be
socially undesirable. The reason is that equi-
librium default, although detrimental to
intertemporal exchange, might lead to
improved allocation of resources across states.

Keywords
Arrow–Debreu promises; Default; Enforce-
ment constraints; Intertemporal exchange;
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contracts with default; Limited enforcement of
contracts without default; Risk sharing
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Intertemporal exchange, that is the exchange of
resources today for a promise of resources at a
later date in a given state, is key for promoting
economic efficiency. For example, to finance an
investment, a government borrows capital abroad
in exchange for a promise of repayment once the
investment has paid off. Or, to finance consump-
tion, an individual who loses her job borrows
resources in exchange for the promise of repay-
ment once she gets a new job. If the enforcement
of promises is limited, the extent of intertemporal
exchange can be reduced by so-called enforce-
ment constraints and, under some conditions,
default, that is, the breaking of promises, can
arise. This article presents a simple general equi-
librium set-up to analyse these issues and provide
some direction for the design of enforcement pol-
icies. Key references for the theory of limited
enforcement without default are Kehoe and
Levine (1993), Kocherlakota (1996) and Alvarez
and Jermann (2000), while for limited enforce-
ment with default see Zame (1993) and Dubey
et al. (2005).

The Set-Up

The goal of this set-up is to capture the need for
intertemporal exchange, as described in the exam-
ples above. There are two agents which live for two
periods and consume a single good. Agent 1, the
borrower, owns a technology such that, if k units of
the good are invested in period 1, AKa, 0 < a < 1,
units are produced in period 2, where A is a random
variable realized in period 2, with positive support
and distribution F(A) known to both agents. Agent
2, the lender, is endowed with e units of the con-
sumption good in period 1. Consumption alloca-
tions of agent i are consumption at date 1, ci1 and
the function ci2(A)whichassignsperiod 2 consump-
tion for each possible realization of A. Borrower’s
utility is given by u c11ð Þ þ Ð

u c12 Að Þð ÞdF Að Þ
where u is a concave utility function satisfying
Inada conditions. The lender has linear utility
given by c21 þ

Ð
c22 Að ÞdF Að Þ . Linear utility

implies that lender’s equilibrium utility is constant
across different market structures so that borrower’s
utility is the only statistic needed to Pareto-rank
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equilibria. In all the economies described below the
following resource constraints hold

c11 þ c21 þ k ¼ ec12 Að Þ ¼ Aka foreveryA

A Frictionless Benchmark

Assume agents can trade a complete set of
Arrow–Debreu promises which are fully and cost-
lessly enforceable. The budget constraints of the
borrower are

c11 þ k ¼
ð
p Að ÞdF Að Þ (1)

c12 Að Þ ¼ Aka � p Að Þ foreveryA (2)

where p(A) denotes the amount that the borrower
promises to repay in state A. Equilibrium alloca-
tions display complete risk sharing, that is, the
ratio of marginal value of consumption of the
two agents is constant across dates and states of
the world.We denote with cAD the constant, across
dates and states, level of consumption of the bor-
rower in this economy.

Limited Enforcement

This section describes an economy denoted as
ADLE (Arrow–Debreu Limited Enforcement)
and shows that limited enforcement prevents full
risk sharing, reduces investment and welfare.
Assume that in period 2 the borrower can walk
away from any promise made to the lender by
suffering a default deadweight cost proportional
to its output and equal to dAka where d > 0 is a
parameter that measures the strength of enforce-
ment. This implies that any Arrow–Debreu prom-
ise p Að Þ > dAka will not be honoured by the
borrower and thus will not be purchased by the
lender. Also, promises satisfying p Að Þ � dAka

will be fully honoured and priced as in the fric-
tionless economy. So limited enforcement limits
the use of state-contingent promises but does not
induce default. A convenient way of capturing
this, following Alvarez and Jermann (2000), is to
assume that the borrower faces constraints on the

sales of each promise so as to guarantee no
default. These enforcement constraints have the
form

p Að Þ � dAka for every A (3)

as the borrower can sell each promise only up to
the point where the cost of keeping it is equal to
the cost of defaulting on it. Equilibrium alloca-
tions can be characterized by substituting budget
constraints (1) and (2) into the borrower’s utility
and taking first-order conditions with respect to k
and p(A) subject to constraints (3). This yields

u0 c11ð Þ ¼
ð

Aaka�1u0 c12 Að Þð Þ þ Aak
a�1

dm Að Þ
h i

dF Að Þ
(4)

where

m Að Þ ¼ u0 c11ð Þ � u0 c12 Að Þð Þ

are the Lagrange multipliers on the enforcement
constraints. If the cost of default d is sufficiently
small and the distribution of A is sufficiently
spread out, c11 ¼ c Að Þ ¼ cAD is not a solution of
(4) as enforcement constraints on the high
A promises would be violated. The solution is
then characterized by a level of productivity A*
such that for all A > A* enforcement cons-
traints are binding and c Að Þ ¼ 1� dð ÞAka > c11.
For A � A	 enforcement constraints are not bind-
ing and c Að Þ ¼ c11 < cAD. Complete risk sharing
involves the borrower selling promises to repay in
states with high A, in order to finance consump-
tion today (when she has no output) and consump-
tion tomorrow in states with low A. But if the
distribution of A is spread out, complete risk shar-
ing calls for promises of a large transfer of
resources from the borrower to the lender in
the states with high A. When enforcement is lim-
ited (d is low) the lender, in period 1, correctly
anticipates that these transfers will not be made
and buys a smaller amount of the promises. So,
relative to complete risk sharing, the borrower has
fewer resources in period 1 and in the period
2 states with low A, but consumes more in period
2 states high A. This allocation of consumption
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increases the marginal value of resources in period
1 relative to the expected marginal value of
resources in period 2 and thus reduces k relative
to the full enforcement case. Finally, equilibria in
economies with strong enforcement (high d)
Pareto-dominate equilibria with weak enforce-
ment (low d). To see this, note that, for the bor-
rower, the equilibrium allocation in the weak
enforcement economy is budget-feasible in the
strong enforcement economy, so, if it is not cho-
sen, it must yield her lower utility.

ADLE economies have been used exten-
sively in a variety of applications such as asset
pricing (Alvarez and Jermann 2000), interna-
tional business cycles (Kehoe and Perri 2002)
and consumption inequality (Krueger and Perri
2006). All these studies show that limited
enforcement prevents complete risk sharing,
and for this reason it provides a much better fit
with the data than standard Arrow–Debreu
economies. This environment, though, cannot
be used to understand equilibrium default (that
is, the actual break of a promise and the suffer-
ing of the associated cost) as the trade in con-
tingent promises makes incurring the default
cost unnecessary. In order to understand when
default arises and what its consequences are, the
next section considers an economy in which
contingent promises cannot be traded, either
because markets are exogenously missing or
because the borrower has private information
about realizations of A.

Limited Enforcement and Non-
contingent Promises

The borrower finances consumption and invest-
ment only by selling a non-contingent promise
pwhich can be defaulted on in state A by suffering
the default cost dAka. Since the cost of repaying
the promise does not vary with the state while the
default cost is increasing with A, if there is equi-
librium default it will happen in the low A states.
In particular, if the borrower invests k and sells a
promise p, she will default in all the states such
that A � p

dka.

As a consequence, the equilibrium price of the
promise is given by

q p, kð Þ ¼ 1� F
p

dka
� �

: (5)

The problem of the borrower is then

max
p, k

u q p, kð Þp� kð Þ þ
ð p

dka

0

u 1� dð ÞAkað ÞdF Að Þ

þ
ð1

p
dka

u Aka � pð ÞdF Að Þ: ð6Þ

The equilibrium is characterized by a couple p,
k which solve (5) and (6). It can be immediately
shown that equilibria in this economy are, gener-
ically, Pareto-inferior to equilibria in the
corresponding ADLE economy. Also, for many
parameter values equilibria in this set-up differ
from those in the ADLE economy along two
important dimensions: (a) there is a positive mea-
sure of states for which default occurs and
(b) there is a positive measure of values for d for
which welfare is decreasing in the strength of
enforcement. As a simple example, consider the
case in which A can take only two values: a high
value Ah with probability p and a low value Al

with probability 1 ¼ p, with p > Al=Ah . In this
case there is a range of values for d for which the
equilibrium promise and capital satisfy

dAlk
a < p < dAhk

a; (7)

so that default happens only when state Al is
realized and consequently q p, kð Þ ¼ p. Now con-
sider the effect of a marginal reduction in d.
Equation (7) shows that, if the borrower kept
k and p unchanged in response to the change in
d, default patterns, and hence q(p, k), would not
change; however reducing d increases the returns
of borrower in the default state so its utility would
increase relative to the initial equilibrium. Here
weakening enforcement allows the borrower to
implicitly transfer, through default, more
resources to the low A state and thus to achieve a
better allocation of risk across states. In the ADLE
economy this transfer was achieved through the
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Arrow–Debreu promises so default was not nec-
essary. When promises cannot be made state-
contingent, increasing payoffs in the default states
is the only way of obtaining this transfer.

In this simple example weakening enforcement
does not affect default frequency, but in more
general set-ups it does and as a consequence
increases equilibrium interest rates and hampers
intertemporal exchange. This effect is detrimental
for welfare. But the example above suggests that
the detrimental effect can be offset by the positive
effect of the better risk allocation across states.
Note that this result does not rely on the two-state
assumption, and it can be shown to hold, for
example, also when A is log-normally distributed.

Summary

Limiting contract enforcement in otherwise fric-
tionless environments constrains intertemporal
exchange and hampers risk sharing, investment
and welfare, but does not induce default. When
additional frictions, such as incomplete markets
or private information, limit the span of tradable
promises, then limited enforcement can play a
positive role by inducing equilibrium default,
which can be used as a (costly) way of providing
better allocation of risk across states. The analy-
sis sheds light on how enforcement policies
should be related to the observed frequency of
default.

When limited enforcement is the only friction,
default is never observed, yet tightening enforce-
ment is socially beneficial. When limited enforce-
ment coexists with other frictions, default happens
in equilibrium but this does not necessarily mean
that enforcement should be tightened. Indeed,
tightening enforcement without ameliorating the
additional friction might reduce default but also
risk sharing and welfare.

See Also

▶Risk Sharing
▶ Sovereign Debt
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Defence Economics

Keith Hartley and Martin C. McGuire

Abstract
Defence economics is a new field of econom-
ics. Its development and research agenda have
reflected current events. Examples include the
superpower arms race of the cold war, disar-
mament following the end of the cold war,
international terrorism, peacekeeping and con-
flict. A brief history is presented; the field is
defined and the facts of world military spend-
ing are outlined; the defence economics prob-
lem, namely, the need for difficult choices, is
considered; and conflict and terrorism are used
to illustrate some of the new developments in
the field.

Keywords
Arms races; Arms trade; Cost-plus contracts;
Crowding out; Defence economics; Disarma-
ment costs; Economic theories of military alli-
ances; Ethnicity; European Security and
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Free rider problem; Game theory; Military
employment contract; Military outsourcing;
Military wage differential; Military–industrial
complex; Nationalism; One-shot games;
Principal and agent; Private finance initiatives;
Procurement; Public–private partnerships;
Purchasing power parity; Religion; Repeated
games; Research and development; Strategic
behaviour; Substitution effect; Substitution
principle; Technology; Terrorism, economics
of; Tit for tat; Two world wars, economics of
the; Voting paradoxes; War and economics
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Defence economics is a relatively new part of the
discipline of economics. One of the first special-
ist contributions in the field was by C. Hitch and
R. McKean, The Economics of Defense in the
Nuclear Age (Hitch and McKean 1960). This
book applied basic economic principles of scar-
city and choice to national security. It focused on
the quantity of resources available for defence
and the efficiency with which such resources
were used by the military. For example, defence
consumes scarce resources that are therefore not
available for social welfare spending (for exam-
ple, missiles versus education and health trade-
offs). Once resources are allocated to defence,
military commanders have to use them effi-
ciently, combining their limited quantities of
arms, personnel and bases to ‘produce’ security
and protection.Within such a military production
function, there are opportunities for substitution.
For example, capital (weapons) can replace (and
have replaced) military personnel; imported arms
can replace nationally produced weapons; and
nuclear forces have replaced large standing
armies. Defence economics is about the applica-
tion of economic theory to defence-related
issues.

The development of defence economics and its
research agenda reflected current events. For
example, during the cold war there was a focus
on the superpower arms races, alliances (NATO

and the Warsaw Pact), nuclear weapons and
‘mutually assured destruction’. The end of the
cold war resulted in research into disarmament,
the challenges of conversion and the availability
of a peace dividend. Since the end of the cold war,
the world remains a dangerous place with regional
and ethnic conflicts (for example, Bosnia,
Kosovo, Iraq), threats from international terrorism
(for example, terrorist attacks on USA on
11 September 2001), rogue states and weapons
of mass destruction (that is, biological, chemical
and nuclear weapons). NATO has accepted new
members (for example, former Warsaw Pact
states) and has developed new missions, and the
European Union has developed a European Secu-
rity and Defence Policy. Changing threats and
new technology require the armed forces and
defence industries to adjust to change and new
challenges. Peacekeeping has become a major
mission for armed forces and is an example of
the trend towards globalization.

The modern era of globalization involves more
international transactions in goods, services, tech-
nology and factors of production, which brings
new security challenges for both nation states and
the international community. Defence firms have
become international companies with interna-
tional supply networks. Globalization also high-
lights the importance of international collective
action to respond to new threats such as interna-
tional terrorism and to maintain world peace (for
example, through international peacekeeping mis-
sions under UN, NATO or EU control). But inter-
national collective action experiences the standard
problems of burden-sharing and free riding.

This article outlines the development of defence
economics; it defines the field and describes the
‘stylized facts’ of world military expenditure; the
defence economics problem is considered; and a
case study of conflict and terrorism illustrates some
of the new developments in the field.

A Brief History

Defence issues have existed throughout history as
nations have been involved in armed conflict of
various forms and durations (for example, the
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Hundred Years War). Great powers have used
military force to dominate regions and parts of
the world (for example, Alexander the Great;
Roman legions; Genghis Khan; Ottoman Turks;
Nazi Germany), with such powers rising and fall-
ing (Kennedy 1988). Conflict has also been char-
acterized by major technical changes ranging
from bows and arrows to cannons and machine
guns, from sailing ships to iron and steel warships
and nuclear- powered vessels, from horse cavalry
to tanks, from flag communications to radios and
satellite communications and from balloons to
aircraft, missiles, nuclear weapons and space sys-
tems. Historically, the economic base for conflict
was first an agricultural society, then an industrial
society followed by a knowledge economy.

Some of the classical economists studied war
and conflict (for example, Smith, Ricardo, Mal-
thus, J. S. Mill: see Goodwin 1991, chapter 2).
For these economists, war departed frommuch of
their conventional thinking: it involved chaos
and disorder rather than market equilibrium,
and it required government action rather than
private market behaviour. Yet it remains surpris-
ing that, with a long history of wars, including
two world wars and the superpower arms race of
the Cold War, relatively few economists have
been attracted to the field. A review of the eco-
nomics literature on conflict concludes that ‘We
were surprised at the relative absence of applied
economics studies of actual conflicts’ (Sandler
and Hartley 2003, p. xl). There are various pos-
sible explanations for the relative absence of
economists studying war and conflict. These
include data and security problems, the difficulty
of applying conventional market analysis to the
chaos and disequilibrium of conflict, a traditional
reluctance to analyse the public sector (with
defence assumed to be exogenous), and the feel-
ing that defence and security issues are not as
important as other social welfare issues, with war
viewed as an immoral and unethical subject.
Furthermore, security issues have not been as
an attractive career path for economists
(compared with issues such as inflation, unem-
ployment, growth and developing countries),
and conflicts are usually of short duration so
that they offer only limited research prospects

before peace returns to remove war-related prob-
lems (Goodwin 1991, pp. 1–2).

Definitions

Defence economics studies all aspects of war and
peace and embraces defence, disarmament and
conversion. This definition includes studies of
both conventional and non-conventional conflict
such as civil wars, revolutions and terrorism. It
involves studies of the armed forces and defence
industries and the efficiency with which these
sectors use scarce resources in providing defence
output in the form of peace, protection and secu-
rity. Reductions in defence spending (such as those
following the end of the cold war) result in disar-
mament, which involves reallocating resources
from the defence to the civilian sector. This raises
questions about the impact of disarmament on the
employment and unemployment of both military
personnel and defence industry workers; the possi-
bilities for converting military bases and arms
industries to civil uses (the Biblical swords to
ploughshares); and the role of public policies in
assisting the transition and reallocation of resources.

The coverage of the subject is extensive and
involves economic theory, empirical testing and
policy-related issues, including applications of
public choice analysis. Both defence and peace
have distinctive economic characteristics in that
they are public goods which are non-rival and
non-excludable. There are large literatures dealing
with the determinants of military expenditure,
including economic theories of military alliances
and arms races (that is, threats) and the impact of
defence spending on economic growth and devel-
opment. Armed forces are major buyers of both
equipment (arms/weapons) and military person-
nel, and such procurement choices affect defence
industries and both local and national labour mar-
kets. For example, government procurement of
weapons involves choices between competition
and preferential purchasing and between various
types of contracts (for example, fixed-price, cost-
plus), each with different implications for contrac-
tor efficiency and profitability. There is a related
literature on industrial and alliance policies
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comparing the economics of supporting a national
defence industrial base with alternative industrial
policies such as international collaboration,
licensed production or importing foreign equip-
ment. Imports also involve the international arms
trade, its economic impacts on both buyers and
suppliers, and policy initiatives to regulate such
trade. More generally, there is an extensive litera-
ture on arms control and disarmament, the adjust-
ment costs of disarmament, the economics of
conversion and the contribution of public policy
to minimizing such adjustment costs. Finally,
there have been some new developments involv-
ing the application of economics to the study of
conflict, civil wars, revolutions and terrorism
(Brauer 2003; Hegre and Sandler 2002; Sandler
and Hartley 1995, 2007).

Defence economics became established in the
1960s with the publication of a number of
pioneering contributions, mostly by US econo-
mists. These contributions applied economics to
some novel areas and included economic models
of alliances (Olson and Zeckhauser 1966), the
economics of arms races (Richardson 1960;
Schelling 1966), the procurement of weapons
and military personnel (Peck and Scherer 1962;
Oi 1967), and the impact of military spending on
economic development (Benoit 1973). A further
development confirming the emergence of
defence economics as an accepted part of the
discipline of economics was the launch in 1990
of a field journal, Defence Economics, later
renamed Defence and Peace Economics
(initially it was published four times per year,
but in 2000 it was expanded to six issues per year).

Inevitably, defence economics generates con-
troversy reflected in myths and emotion. Critics
point to the ‘wastes’ of defence spending and its
‘crowding-out’ of ‘valuable’ civil expenditure.
Classic examples include the sacrifice of schools
and hospitals associated with major weapons pro-
jects such as modern combat aircraft and aircraft
carriers (for example, the US F-22 aircraft and the
European Typhoon). Peace economists are simi-
larly critical of defence economics and military
spending: they focus on peace topics such as
disarmament and the maintenance of peace, arms
control and international security, conflict

analysis and management, and crises and war
studies. Defence economists are not, however,
‘warmongers’: they are instead interested in
understanding the economics of the military–in-
dustrial–political complex and all aspects of
defence whereby a proper understanding of these
issues will contribute to a more peaceful world.
A starting point in showing how economists ana-
lyse defence is to review the ‘stylized facts’ of
world military spending.

The Stylized Facts of World Military
Spending

What is known about military spending, and
where are the gaps in the data? Good quality
data exist on world military spending, the world’s
armed forces and the arms trade. Cross-section
and time-series data are available at the country
level; some examples are shown in Table 1. The
data on world military expenditure show aggre-
gate spending by the USA accounting for 45% of
total world military spending and NATO account-
ing for some 70%. Similarly, in 2004 the USA
dominated defence R&D spending, accounting
for some 75% of the world total and 31% of
world arms exports.

Table 1 shows examples of defence shares of
GDP to illustrate the burdens of defence spending,
especially for developing nations such as Eritrea,
India and Pakistan (an arms race situation) and for
the Middle East (a conflict region). Burundi and
Sudan have defence burdens similar to or greater
than those of the UK and Germany. Table 1 also
shows other measures of the economic burdens of
defence for the world’s poorer nations (that is,
nations which cannot feed, house or educate
their populations and which have poor health
records). Developing nations accounted for 70%
of the world total of 21.3 million military person-
nel, and such totals further show the importance of
military manpower economics. Similarly, devel-
oping nations are major importers of arms, while
the developed nations are the major arms
exporters. Such data provide an introduction to
some of the major themes of defence economics,
namely, the determinants of military expenditure,
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arms races, alliances, the relationship between
defence spending and economic development,
the arms trade and the economics of military
personnel.

Micro-level data are more limited but there are
some useful sources especially on defence con-
tractors and defence industries. Table 2 provides
examples of such micro-level data based on the
100 largest arms-producing companies (SIPRI
2005) and employment in national defence indus-
tries (BICC 2005). Again, these data are available
on a cross-section and time-series basis, and the
company data include total sales, total profits and
aggregate employment. From Table 2 it can be
seen that the USA has six of the world’s top ten
arms companies and that the American firms have
a substantial scale advantage over their European
rivals: the average size of a US firm from the top
ten is almost twice the corresponding average of
the European companies. These data are the basis
for research questions about the determinants of
firm size, the impact of economies of scale, scope
and learning, and the determinants of performance
in terms of labour productivity and profitability.

Table 2 also shows data on defence industry
employment. The industrialized nations
accounted for 63% of total employment in the
world’s defence industries, with the developing
countries accounting for the remaining 37%. The
USA, China and Russia have the largest defence
industries by employment, accounting for 75% of

Defence Economics, Table 1 World military spending
and armed forces, various years

World military
expenditure

US$ billion, 2004

NATO 722

USA 467

France 52

Germany 38

UK 54

China 37

Russia 23

World total 1,035

Defence share of GDP %a

USA 3.9

France 2.6

Germany 1.4

UK 2.3

Eritrea 19.4

Burundi 5.9

Sudan 2.4

India 2.1

Pakistan 4.4

Israel 9.1

Jordan 8.9

Oman 12.2

Defence research and
developmentb

US$ billion, 2004 (2001
prices and PPP rates)

USA 67.5

Russia 6.1

UK 4.7

USA and EU total 80.9

Estimated world total
of defence R&D

90.0+

World armed forces Number of military
personnel, 1999 (‘000s)

Developed nations 6,550

Developing nations 14,700

NATO 4,580

USA 1,490

UK 218

Eritrea 215

China 2,400

World 21,300

World arms trade US$ million, 2000–2004
(1990 prices)

Major importers

China 11,677

India 8,526

Greece 5,263

UK 3,395

(continued)

Defence Economics, Table 1 (continued)

Turkey 3,298

World total 84,490

Major exporters

Russia 26,925

USA 25,930

France 6,358

Germany 4,878

UK 4,450

World total 84,490

Sources: US DoS (2002), NATO (2005), OECD (2004),
SIPRI (2005)
PPP purchasing power parity
aDefence share data for USA, France, Germany and UK are
for 2004; all other data are for 2003
bDefence R&D data are for government-funded defence
R&D
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the world total. Overall, the world military–in-
dustrial complex employed almost 29 million per-
sonnel in the armed forces and defence industries,
reinforcing its role as a major employer of labour,
including some highly qualified R&D staff and
other highly skilled workers. Such scarce labour
has alternative uses in the civilian sector, raising
questions as to whether defence spending ‘crowds
out’ valuable civil investment and diverts scien-
tific manpower from civil research projects.

Despite the available data, there remain signifi-
cant gaps in our knowledge of the world’s military
sector. Typically, new defence projects are
surrounded by secrecy; there are problems in iden-
tifying some defence goods (for example, dual use
goods, such as civil airliners which can be used as
military transport aircraft); there is a lack of good-

quality data on defence R&D, including employ-
ment in defence R&D; and little is known about
China, especially its defence R&D programmes
(Hartley 2006a). International comparisons of mil-
itary expenditure data are also sensitive to the
choice of exchange rate adjustments, with country
rankings sensitive to the use of market exchange
rates or purchasing power parity rates (SIPRI
2005). At the firm and industry levels, analysis of
the military business in terms of defence output,
employment and profitability is complicated
because the typical output comprises a mix of
military and civil components, making it difficult
to compare the performance of defence contractors
and civil firms. Further gaps exist in our knowledge
of the world regional distribution of military bases
and defence plants, so that it is difficult to assess the
economic dependence of various regions on
defence spending. Little is known about defence
industry supply chains both within countries and
within the global economy. Finally, there is a need
for more reliable data on the international trade
(including illegal transactions) in small arms
(these are often the main weapons used in many
regional conflicts, such as in Bosnia).

The Defence Economics Problem

This is the standard choice problem of economics,
but applied to defence. Typically, following the
end of the cold war defence budgets have been
either constant or falling in real terms; and these
limited budgets are faced with rising input costs of
both capital and labour. Equipment costs have
been rising by some 10% per annum in real
terms, which means a long-run reduction in the
numbers of weapons acquired for the armed
forces (for example, the US Air Force’s original
requirement for F-22 combat aircraft for 750 units
was later reduced to some 180 aircraft). Similarly,
with an all-volunteer force, the costs of military
personnel have to rise faster than wage increases
in the civil sector. This wage differential is
required to attract and retain military personnel
by compensating them for the net disadvantages
of military life. Here, the military employment
contract is unique in that armed forces personnel

Defence Economics, Table 2 Defence companies and
industries

Major defence
companies

Arms sales, 2003 (US$
million)

Lockheed Martin
(USA)

24,910

Boeing (USA) 24,370

Northrop Grumman
(USA)

22,720

BAE Systems (UK) 15,760

Raytheon (USA) 15,450

General Dynamics
(USA)

13,100

Thales (France) 8,350

EADS (Europe) 8,010

United Technologies
(USA)

6,210

Finmeccanica (Italy) 5,290

Major defence
industries

Employment numbers, 2003
(‘000 s)

Industrialized
countries

4,710

Developing countries 2,769

NATO 3,452

EU 645

USA 2,700

China 2,100

Russia 780

France 240

UK 200

World total 7,479

Source: BICC (2005) and SIPRI (2005)
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are subject to military discipline; they are required
to deploy to any part of the world at short notice;
they could remain overseas indefinitely; and some
might never return (that is, death and injury are a
feature of this contract). This combination of con-
stant or falling defence budgets and rising input
costs means that governments and defence
policymakers cannot avoid the need for difficult
choices in a world of uncertainty (that is, where
the future is unknown and unknowable, and no
one can accurately predict the future).

Faced with this defence choice problem, gov-
ernments have adopted various solutions. They
can adopt a policy of ‘equal misery’ whereby
each of the services is subject to budget cuts (for
example, reduced training, cancelling some new
equipment projects and delaying others); or they
can undertake a major revision of a nation’s
defence commitments (for example, a defence
review such as the UK’s 1998 Strategic Defence
Review); or they can seek to improve efficiency in
the armed forces and defence industries (for
example, via a competitive equipment procure-
ment policy and military outsourcing). Other pol-
icy options include joining a military alliance
(such as NATO; EU) or avoiding the defence
choice problem by increasing the defence budget
(as in the USA since 11 September 2001); but then
choices are needed between defence and social
welfare spending.

Economics offers three broad policy principles
for formulating an efficient defence policy,
namely, final outputs, substitution and competi-
tion. Take first the principle of final outputs. Mea-
suring defence output is notoriously difficult, but
it can be expressed in such general terms as peace,
security and threat reduction. The UK has solved
the problem by committing (and funding) its
armed forces to having the capacity to fight simul-
taneously three small to medium conflicts (for
example, Bosnia, Kosovo, Sierra Leone) or one
large-scale conflict as part of an international coa-
lition (for example, the Gulf War, Iraq). This
approach is a departure from the traditional
focus onmeasuring inputs in terms of the numbers
of infantry regiments, warships, tanks and combat
aircraft. Such a focus fails to address the key issue
of the contribution of these inputs to final defence

output in the form of peace and protection.
A focus on inputs also fails to address the mar-
ginal contribution of each of the armed forces:
what would be the implications for defence output
if, say, the air force were expanded by 5–10%, or
the navy was reduced by 5–10%?

The second economic principle is that of sub-
stitution. There are alternative methods of achiev-
ing protection, each with different cost
implications. Possible examples of partial substi-
tutes include reserves replacing regular personnel,
civilians replacing regulars (for example, police in
Northern Ireland replacing army personnel),
attack helicopters replacing tanks, ballistic and
cruise missiles and unmanned combat air vehicles
replacing manned strike and bomber aircraft, air
power replacing land forces, and imported equip-
ment replacing nationally produced equipment.
Some of these substitutions might alter the tradi-
tional monopoly property rights of each of the
armed forces. For example, surface-to-air missiles
operated by the army might replace manned
fighter aircraft operated by the air force, and mar-
itime anti-submarine aircraft operated by the air
force might replace frigates supplied by the navy.

The third economic principle is that of compe-
tition as a means of achieving efficiency. Standard
economic theory predicts that, compared with
monopoly, competition results in lower prices,
higher efficiency, and competitively determined
profits and innovation in both products and indus-
trial structure. For equipment procurement, com-
petition means allowing foreign firms to bid for
national defence contracts and awarding fixed-
price contracts rather than cost-plus contracts; it
also means ending any ‘cosy’ relationship
between the defence ministry and its national
champions and any preferential purchasing and
guaranteed home markets.

Competition can be extended to activities
undertaken by the armed forces. Here, there is a
public sector monopoly problem whereby the
armed forces have traditionally undertaken a
range of activities ‘in house’ without being subject
to any rivalry. Military outsourcing allows private
contractors to bid for and undertake such activities.
Examples include accommodation, catering, main-
tenance, repair, training, transport andmanagement
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tasks (for example, managing stores or depots and
firing ranges). In some cases, outsourcing involves
private finance initiatives whereby the private sec-
tor finances the activity (for example, new build-
ings or an aircrew simulator training facility) and
then enters into a long-term contract with the
defence ministry to provide services to the armed
forces in return for rental payments. Another vari-
ant is a public–private partnership whereby the
private sector finances an activity or asset in return
for rental payments from the defence ministry, but
the contractor is allowed to sell any peacetime
spare capacity to other users (for example, tanker
aircraft capacity which when not needed in peace-
time can be rented to other users).

Application of the policy guidelines to an effi-
cient defence policy requires that individuals and
groups in the military–industrial–political com-
plex are provided with sufficient incentives to
behave efficiently. There are the inevitable
principal–agent problems where agents have con-
siderable opportunities to pursue their own inter-
ests which may conflict with those of their
principals (for example, leading a quiet life rather
than bearing the costs of change). Individuals and
groups in the armed forces and defence ministries
will be reluctant to apply the substitution principle
if there are no personal or group incentives and
rewards for achieving efficient substitution (that
is, interest groups can be barriers to change).
Compare the private sector, where there are mar-
ket and institutional arrangements promoting effi-
ciency in the form of rivalry between suppliers,
the profit motive and the capital market as a
‘policing and monitoring’ mechanism through
the threats of takeover and bankruptcy. Such mar-
ket arrangements are absent in the armed forces
(and elsewhere in the public sector).

There is also the challenge of achieving ‘top
level’ efficiency in defence provision. Economic
theory solves this challenge as a standard optimiza-
tion problem involving themaximization of a social
welfare function subject to resource or budget con-
straints (where welfare is dependent on civil goods
and security, with security provided by defence).
Operationalizing this apparently simple optimiza-
tion rule is much more difficult. Individual prefer-
ences for defence are subject to its public good

characteristics and free riding problems and the
continued difficulty of defining defence output. In
democracies, society’s preferences are usually
expressed through voting at elections. However,
elections are limited as a means of obtaining an
accurate indication of society’s preferences for
defence and its willingness to pay. Elections occur
infrequently; they are usually for a range of policies
of which defence is only one element in the package
(which includes policies on, for example, educa-
tion, health, transport, the environment, foreign pol-
icy and taxation); and the ‘voting paradox’ shows
the difficulty of deriving a society’s preferences
using the voting system. Nor do voters have reliable
information on the output of defence spending.

Defence economics explains military spending
using a demand model of the form:

ME ¼ M P,Y,T,A,Pol, S, Zð Þ

where ME = real military spending; P = relative
prices of military and civil goods and services; Y=
real national income; T= threats in the form of the
military expenditure of a rival nation (arms race
models); A = membership of a military alliance
and the real military expenditure of the allies (such
as NATO); Pol = variable for the political compo-
sition of the government (for example, left- or
right-wing, with the latter favouring ‘strong
defences’); S= a variable representing the security
and strategic environment (such as the end of the
cold war; conflicts such as Korea, Vietnam, the
Gulf War and Iraq); and Z = other relevant influ-
ences (for example, land mass to be protected).
Estimation of the demand model usually proceeds
without a price variable, mainly because most
nations do not provide relative price data. This
omission can be justified if the price of military
goods and services has inflated at the same rate as
civil goods and services; but such an assumption is
not always realistic. A survey of empirical results is
presented in Sandler and Hartley (1995, 2007).

Conflict and Terrorism

The demand model for military expenditure rec-
ognized the relevance of threats such as terrorism
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and conflict as determinants of defence spending.
Traditionally, conflict and terrorism have been the
preserve of disciplines other than economics. For
example, debates and decisions about war involve
political, military, moral and legal judgements. But
conflict has an economic dimension, namely, its
costs. Wars are not costless: they can involve mas-
sive costs (for example, the Second World War).
Economics has also made further contributions in
analysing the causes of conflict and in identifying
potential targets during conflict (for example, the
Second World War selection of aircraft factories,
dams, submarine yards and oil fields as targets for
Allied bombing raids on Germany).

Economic models start by analysing conflict as
the use of military force to achieve a reallocation
of resources within and between nations (that is,
civil wars and international conflict). Nations
invade to capture or steal another nation’s prop-
erty rights over its resources (such as land, min-
erals, oil, population, water). Conflict has a
distinctive feature: it destroys goods and factors
of production, and it is easier to destroy than to
create. In peacetime, civilian economies aim to
create more goods and services through growth
and expanding a nation’s production possibility
frontier. Conflict uses military force and destruc-
tive power to enable a nation to acquire resources
from another state, so expanding its production
boundary through military force (Vahabi 2004).

Conflict and terrorism provide opportunities
for applying game theory. They involve strategic
behaviour, interactions and interdependence
between adversaries ranging from small groups
of terrorists, rebels and guerrillas to nation states.
Strategic interaction means that conflict can be
analysed as games of bluff, chicken and ‘tit-for-
tat’ with first-mover advantage and possibilities
of one-shot or repeated games. For example,
first-mover advantage might indicate a pre-
emptive strike (for example, Pearl Harbour in
1941; Kuwait in 1990). However, there are
other, noneconomic explanations of conflict.
These include religion, ethnicity and grievance
(for example, Germany after the First World
War); the desire for a nation state (such as Pales-
tine); the absence of democracy; and mistakes
and misjudgement.

The costs of war are a relatively neglected
dimension of conflict. War involves both one-off
and continuing costs. One-off costs are those of the
actual conflict, while continuing costs are any post-
conflict costs including those of occupation and
peacekeeping. A further distinction is necessary
between military and civilian costs. In principle,
the military costs of conflict are the marginal
resource costs arising from the conflict (that is,
those costs which would not otherwise have been
incurred). Examples include the costs of prepara-
tion and deployment prior to a conflict; the costs of
the conflict, including the costs of basing forces
overseas and the use of ammunition, missiles and
equipment, including human capital and equip-
ment losses in combat; the post-conflict occupation
and peacekeeping missions and the costs of
returning armed forces to their home nation.

There are further costs of conflict in the form of
impacts on the civilian economies of the nations
involved in the war. For example, the US and UK
involvement in the Iraq war that began in 2003
had possible short- and long-term impacts for both
economies. There were possible impacts on oil
prices, share prices, the airline business, tourism,
defence industries, private contractors, aggregate
demand and future public spending plans. Further
substantial costs were imposed on the Iraq econ-
omy in the form of deaths and injuries of military
and civilian personnel, together with the damage
and destruction of physical assets. Table 3 shows
some examples of the costs of various conflicts for
the UK and USA. The general point remains that
wars are costly and require scarce resources which
have alternative uses (that is, wars involve the
sacrifice of hospitals, schools and social welfare
programmes). Questions also arise as to whether
the benefits of conflict exceed its costs.

Defence economists have also contributed to the
analysis of terrorism using both choice-theoretic
and game-theoretic models. Terrorism shows that
non-conventional conflict is also costly. The
attacks of 11 September 2001 on the USA resulted
in almost 3,000 deaths and economic losses of
$80–90 billion (Barros et al. 2005). Other
terrorist-related costs include nations spending on
homeland security measures, on terrorist-related
intelligence, on security measures in airports, the
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lost time waiting at airports to clear security, the
losses of liberty and freedoms and the war on terror
(for example, in Afghanistan and Iraq).

Choice-theoretic models of terrorism apply
standard consumer choice theory with terrorists
maximizing a utility function subject to budget
constraints. The utility function can be specific,
such as a choice between attack modes, say, sky-
jackings and bombings, or more generally involve
a choice between terrorist and peaceful activities.
The approach offers some valuable insights into
terrorist behaviour and possible policy solutions.
Themodel shows that terrorist behaviour and activ-
ities can be influenced by governments acting to
reduce terrorist funds (that is, an income effect), by
changing relative prices (that is, promoting a sub-
stitution effect), and by efforts to change terrorist

preferences towards more peaceful activities (for
example, Northern Ireland). The substitution effect
is an especially powerful insight showing that pol-
icies which increase the relative price of one attack
mode, such as skyjackings, will encourage terror-
ists to substitute an alternative and lower-cost
method of attack (for example, assassinations,
bombings, or kidnappings: Frey and Luechinger
2003; Anderton and Carter 2005).

Conclusion

Defence economics is now established as a repu-
table sub-discipline of economics. It shows how
economic theory and methods can be applied to
the defence sector embracing the armed forces,
defence industries and the political–institutional
arrangements for making defence choices. But
this is only the beginning. Massive opportunities
remain for further research in the field. Changes in
threats, new technology and continued budget
constraints will require further adjustments in the
armed forces and defence industries, and will
generate a new set of research problems. Exam-
ples include space warfare, the economics of
nuclear weapons policy, assessing the efficiency
of armed forces, improving the efficiency of mil-
itary alliances and developing more efficient
approaches to international governance and inter-
national collective action.

See Also

▶Arms Races
▶Arms Trade
▶Terrorism, Economics Of
▶War and Economics
▶World Wars, Economics Of

Bibliography

Anderton, C., and J. Carter. 2005. On rational choice
theory and the study of terrorism. Defence and Peace
Economics 16: 275–282.

Barros, C., C. Kollisa, and T. Sandler. 2005. Security
challenges and threats in a post-9/11 world. Defence
and Peace Economics 16: 327–329.

Defence Economics, Table 3 Costs of conflict

UK: Conflict Military costs to UK (US$
billion, 2005 prices)

World War I 357

World War II 1,175

Gulf War 6.0

Bosnia 0.7

Kosovo 1.7

Iraq 6.0 +

USA: Conflict Military costs to USA (US$
billions, 2005 prices)

World War I 208

World War II 3,148

Korea 365

Vietnam 537

Gulf War 83

Iraq 440

Estimated civilian
costs:

Civilian costs (US$ billion,
2005 prices)

Iraq war

Costs to US economya

from Iraq war
557

Costs to world
economyb from Iraq
war

1,183

Iraq war: costs to Iraq US$ billion (2005 prices)

Reconstruction costs 20–60

Source: Hartley (2006b)
aUS civilian costs are of lost GDP for the period
2003–2010
bCost to world economy is lost GDP for the period
2003–2010

2660 Defence Economics

https://doi.org/10.1057/978-1-349-95189-5_396
https://doi.org/10.1057/978-1-349-95189-5_1955
https://doi.org/10.1057/978-1-349-95189-5_2107
https://doi.org/10.1057/978-1-349-95189-5_2024
https://doi.org/10.1057/978-1-349-95189-5_2607


Benoit, E. 1973. Defense and economic growth in devel-
oping countries. Boston: DC Heath.

BICC (Bonn International Centre for Conversion). 2005.
Conversion survey 2005. Baden-Baden: Nomos
Verlagsgellschaft.

Brauer, J. 2003. Economics of conflict, war and peace in
historical perspective. Special Issue, Defence and
Peace Economics 14: 151–236.

Frey, B., and S. Luechinger. 2003. How to fight terrorism:
Alternatives to deterrence. Defence and Peace Eco-
nomics 14: 237–249.

Goodwin, C., ed. 1991. The economics of national security.
Durham: Duke University Press.

Hartley, K. 2006a. Defence R&D: Data issues. Defence
and Peace Economics 17 (3): 1–10.

Hartley, K. 2006b. The economics of conflict. In The Elgar
companion to public economics: Empirical public
economics, ed. A. Ott and R. Cebula. Cheltenham:
Edward Elgar.

Hegre, H., and T. Sandler. 2002. Economic analysis of civil
wars. Special Issue of Defence and Peace Economics
13: 429–496.

Hitch, C., and R. McKean. 1960. The economics of defense
in the nuclear age. Cambridge, MA: Harvard Univer-
sity Press.

Kennedy, P. 1988. The rise and fall of the great powers.
London: Fontana Press.

NATO. 2005.NATO – Russia compendium of financial and
economic data relating to defence. Brussels: NATO.

OECD. 2004. Main science and technology indicators.
Paris: OECD.

Oi, W. 1967. The economic cost of the draft. American
Economic Review 57 (2): 39–62.

Olson, M., and R. Zeckhauser. 1966. An economic theory
of alliances. The Review of Economics and Statistics
48: 266–279.

Peck, M., and F. Scherer. 1962. The weapons acquisition
process. Boston: Harvard University Press.

Richardson, L. 1960. Arms and insecurity: A mathematical
study of the causes and origins of war. Pittsburgh:
Homewood.

Sandler, T., and K. Hartley. 1995. The economics of
defense, Cambridge Surveys of Economic Literature.
Cambridge: Cambridge University Press.

Sandler, T., and K. Hartley, eds. 2003. The economics of
conflict, 3 vols. Cheltenham: Edward Elgar.

Sandler, T., and K. Hartley, eds. 2007.Handbook of defence
economics. Vol. 2. Amsterdam: North-Holland.

Schelling, T. 1966. Arms and influence. New Haven: Yale
University Press.

SIPRI (Stockholm International Peace Research Institute).
2005. SIPRI yearbook 2005. Oxford: Oxford Univer-
sity Press.

US DoS (US Department of State). 2002. World military
expenditures and arms transfers, 1999–2000.
Washington, DC: Bureau of Verification and Compli-
ance, US Department of State.

Vahabi, M. 2004. The political economy of destructive
power. Cheltenham: Edward Elgar.

Deficit Financing

George L. Perry

Government budget deficits directly affect both
the level of aggregate demand and its composi-
tion. Less directly, by influencing the amount of
national saving and investment, they also influ-
ence the growth rate of real income in the longer
run. The expected size and predictability of each
of these effects is the subject of continuing empir-
ical investigation. Because revenues and some
transfer payments automatically rise and fall
with cyclical movements in the economy, it is
important at the outset to distinguish between
actual deficits and structural deficits. The latter
are calculated as the deficits that would prevail at
some trend level of GNP, while actual deficits
grow as the economy falls below this trend and
shrink as the economy rises above it. In the rest of
this discussion, deficits will mean structural defi-
cits defined in this way, so that changes in the
deficit refer to shifts in the deficit that would
exist at a given utilization rate of economic
resources.

The effects of deficits on the level of aggregate
demand, commonly referred to as fiscal policy,
became an important focus of governments’ bud-
get planning after Keynesian stabilization analysis
became absorbed into policy-making. We first
consider the basic relationship developed in
Keynesian analysis before considering complica-
tions that may diffuse it. In the basic case, effects
of larger or smaller deficits are symmetric and
come about through changes in either government
expenditures or tax revenues at given levels of
income. Higher levels of government purchases
raise demand directly while higher transfers or
lower taxes raise incomes, which lead to higher
levels of private demand. Whether an expansion
of demand results entirely in higher real output or
shows up partly in the price level depends on other
considerations, such as how much slack exists in
the economy and need not concern us at this level
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of exposition. For now we assume at least part of
any change in GNP is a change in real GNP.

Because higher aggregate demand leads to
higher levels of employment and incomes, any
initial effects of deficits on demand are amplified
through subsequent induced increases in spending
out of the induced higher levels of income. So
long as these increments to spending are a fraction
less than 1.0 of the increments to gross national
product, this process converges to a higher equi-
librium level of aggregate income and output. The
ratio of the eventual higher level of GNP to the
initial fiscal stimulus is known as the multiplier.
Thus if the multiplier on government purchases is
2.0, an initial $1 billion increase in the deficit
resulting from $1 billion more in government
purchases leads to a level of GNP $2 billion
higher than the initial level. An equivalent way
of expressing these effects is to note that an initial
expansion of the deficit is a reduction in govern-
ment, and therefore national, saving. In response,
GNP expands to the point where national saving
again equals investment.

We may now consider the main qualifications
to this basic fiscal policy model. They are all
possible reasons why offsets may occur to the
apparent increments to demand coming from a
fiscal action.

The first issue has to do with monetary policy
and is partly definitional. Pure fiscal policy
effects, which we are discussing here, should
mean the effects that occur when the budget def-
icit shifts but monetary policy is unchanged.
Depending on the definition of unchanged mone-
tary policy that is used, a portion of the fiscal
effects on demand may be offset by higher interest
rates. The most common notion of unchanged
monetary policy is an unchanged money supply.
If the GNP were determined simply as a propor-
tion of the money supply, then on this definition of
unchanged monetary policy, whatever added
demands came from the budget deficit would nec-
essarily be offset by reduced demands elsewhere.
This ‘crowding out’ would occur as a result of a
rise in interest rates that directly reduced domestic
interest-sensitive demands such as housing or
business investment or that reduced the foreign
trade balance by appreciating the exchange rate.

However, both theory and empirical evidence
reject this model of a fixed relation between
money and GNP. The interest rate increase that
would reduce some private demands will also lead
to economizing on money balances, thus breaking
the fixed link between GNP and money demand.
Nonetheless, to the extent that a fixed money
supply forces interest rates to change in response
to a fiscal change, a fixed money supply will
reduce the effect on GNP that we attribute to a
pure fiscal impact. Some private demands will
change in response to the change in interest
rates, offsetting part of effect on total GNP of the
fiscal change.

Under alternative definitions of an unchanged
monetary policy, we arrive at different assess-
ments of what is here called the pure fiscal impact.
Other candidates for defining an unchanged mon-
etary policy include unchanged levels of bank
reserves or borrowed reserves. Because the supply
of money is itself elastic with respect to interest
rate changes, the rise in interest rates that accom-
panies a change in fiscal policy is somewhat
smaller under this definition than if the money
supply is assumed fixed. As a consequence, a
greater impact on demand is attributed to pure
fiscal policy. Finally, if we define unchangedmon-
etary policy as an unchanged real interest rate,
fiscal policy would have the full impact on GNP
described in the basic model above. Although
such a policy would be unsustainable with over-
full employment, it is not logically inferior to a
constant money supply definition. Furthermore,
targeting interest rates corresponds to the way
monetary policy has often been conducted.

The next set of qualifications to the basic fiscal
policy model concerns the behavioural response
of private sector agents. One issue concerns the
possible difference in consumers’ response to
temporary and permanent fiscal changes. The per-
manent income hypothesis relates current con-
sumption to consumers’ expected permanent
income. A fiscal change that is known to be tem-
porary will therefore have a much smaller effect
on current consumption than would the same size
fiscal change if it were taken to be permanent.
However, if many consumers are constrained in
their spending by a lack of liquidity, because they
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cannot freely borrow at near market interest rates
against their future incomes, consumption will not
be governed by permanent income. In this case,
by relieving the binding liquidity constraint, tem-
porary fiscal changes could have nearly the same
effect on current spending as permanent ones.

Although the issue is unsettled because if is
difficult to model consumers’ expectations of
future income, the balance of the evidence sug-
gests that personal tax reductions that are known
to be temporary, such as one-time tax rebates,
have a smaller effect on spending than do other
types of fiscal changes. But this is not a general
result for all types of temporary tax change, some
of which may have exceptionally large effects. An
enlargement of investment tax credits for a limited
period of time may have such an exceptionally
large effect by shifting investment projects for-
ward in time to take advantage of the temporary
tax incentive. The reverse effect could occur from
a temporary suspension of a tax credit. Such tem-
porary changes have been used for stabilization by
various governments in the past. However such
special inducements that shift demand through
time only alter demand now at the expense of
demand later.

A more extreme argument against fiscal
changes affecting GNP is the so-called Ricardian
equivalence hypothesis, which asserts that deficits
directly bring forth an offsetting change in private
saving. This idea, which has been associated in
modern times with Robert Barro, presumes that
consumption decisions are based on an optimizing
strategy over an infinitely long time horizon so
that people today adjust their own consumption
and saving in response to the after-tax incomes
they expect to flow to themselves and their heirs
over the indefinite future. Because in this model
added deficits today will require higher taxes in
the future, consumers fully offset increased gov-
ernment deficits with increased personal saving,
thereby eliminating any effect of deficits on GNP.

Although it has renewed interest in modelling
fiscal effects more carefully, there is little empiri-
cal support for this extreme proposition. However
whether deficits, which directly change total
national saving, induce some partial offest in sav-
ing in other sectors remains an unsettled empirical

question. Such direct offsets appear to be more
likely in response to some sources of change in
deficits than others. Quite apart from the Barro-
like effects just discussed, conventional consump-
tion functions predict that a minor fraction of
changes in disposable income will be saved, so
that a shift in the deficit coming from personal tax
reductions would induce a small rise in personal
saving. A shift in the deficit coming from reduced
business taxation could produce a shift in net
business saving depending on how much the tax
change affects business investment. In part, how
important such effects are will depend on the time
horizon in question. For example, some tax
changes may have significant effects on invest-
ment in the first instance as business adjusts to a
different desired capital stock. But once the new
desired stock is achieved, investment demand will
be changed much less. Further time lags may be
involved as firms adjusted dividend payouts and
individuals adjust their consumption. But leaving
aside such transitory complications, in a steady
state the directly induced effects of deficits on
private saving appear to be small. Therefore shifts
in deficits do shift total saving, total demand
and GNP.

We turn next to the effects of a shift in the
deficit with the level of GNP held constant. This
case is relevant for analysis of the medium run,
when departures of real GNP from its trend are
averaged out. It is also relevant whenever mone-
tary policy or real limits on expansion are
assumed to constrain total real GNP. As before,
the shift in the deficit represents a shift in govern-
ment saving; but since GNP cannot change, this
shift must be offset by a corresponding shift in
saving net of investment of one or more other
sectors.

Much of the adjustment to deficits appears to
take place through induced changes in interest
rates rather than directly. Higher interest rates
reduce business investment, residential construc-
tion and spending on consumer durables. They
may also affect personal saving, and therefore
consumption more generally, although there is
little evidence that such effects are large enough
to be important. In some circumstances, a major
part of a shift in the deficit may be offset by a
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decline in net foreign investment or, equivalently,
a decline in the current account balance. Such an
effect was an important part of the adjustment to
the historically large US budget deficits of the
1980s.

The offsets to a deficit will not generally
remain unchanged through time. At first, a modest
rise in interest rates may induce an appreciation of
the currency and a decline in the current account
balance. This minimizes the effect of the deficit on
domestic investment. But as foreigners’ holdings
of the deficit country’s assets continue to increase,
it may take ever-higher interest rates to maintain
the currency at its appreciated level; and this, in
turn, will reduce domestic investment further, thus
shifting more of the adjustment to the deficit onto
domestic sectors.

Because, in general, larger deficits lead to
higher interest rates at any level of GNP, they
reduce the share of GNP devoted to investment
and increase the share devoted to consumption
and government spending. To the extent that
investment is crowded out by higher interest
rates, the future capital stock will be smaller,
thus reducing future real incomes and consump-
tion. Even if domestic investment is sustained by
increased net investment by foreigners, the earn-
ings on this investment will accrue to foreigners,
so again real domestic incomes will be reduced. If
the deficit is increased as a consequence of higher
government investment or other growth-inducing
expenditure such as research and education,
growth might not suffer absolutely. It would still
be reduced relative to a budget that financed such
outlays with higher taxes that suppressed present
consumption.

These outcomes do not imply that a zero deficit,
or any particular level of surplus or deficit, is opti-
mal at all times or even, on average, in the long run.
Sustained deficits can be too large in the sense that
they lead to an explosive growth in the ratio of debt
to GNP. But apart from such a limiting case, the
appropriate deficit to GNP ratio will depend on the
prevailing ratio of private saving toGNP and on the
desired ratio of foreign investment or disinvest-
ment to GNP. These ratios have varied substan-
tially across countries for reasons that have to do
with the generosity of public retirement

programmes, established lending practices and pol-
icies for homeownership and other factors that
determine private saving propensities and foreign
investment schedules. In part they reflect different
states ofmaturity in economies thatmake the return
to saving and investment higher in some than in
others. But whatever these fundamental character-
istics of economies may be, within a range, varying
deficits can be used to alter the ratio of national
saving and investment to GNP.

See Also

▶Burden of the Debt
▶Crowding Out
▶Demand Management
▶ Fine Tuning
▶ Public Debt
▶Ricardian Equivalence Theorem

Deficit Spending

M. J. Artis

Interest in the economics of deficit finance began
to all intents and purposes with the absorption of
the economics of theGeneral Theory. Before that,
though with a few exceptions, the economic dis-
cussion of the public finances was based on the
assumption of a fully employed economy and the
notion of using deficit finance to stimulate output
was accordingly not at issue.

Despite the fact that the economics of deficit
finance begin with the Keynesian Revolution, it
has been conclusively established by Kregel
(1985) that Keynes himself ‘did not ever directly
recommend government deficits as a tool of sta-
bilization policy’ (Kregel, p. 32). Keynes played a
conservative political hand and viewed budget
deficits with a ‘clearly enunciated lack of enthusi-
asm’. Although Kregel’s discovery is both true
and startling, the founder of the Keynesian theory
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of public finance, Abba Lerner, described what he
termed the concept of functional finance as ‘first
put forward in complete form by J.M. Keynes in
England’ (Lerner 1943). This seems to be, there-
fore, another example of Keynes himself being
unaware of the full implications of his own theory
or, alternatively, of Keynes himself being aware of
political reasons why it would be inappropriate to
declare publicly the full implications of his theory
for the public finances. (It remains unclear which
of these propositions has the greater part of the
truth.)

The doctrine of functional finance says that the
balance of spending and taxation in the budget
should be manipulated so as to produce the
desired result for output and employment and
not in the interests of realizing a balance or surplus
(or deficit) per se. This is entirely in tune with the
income–expenditure analysis of the determination
of income which became the central interpretation
of the General Theory; since output is driven by
demand, output can be altered by government
action to raise or lower its own expenditures and
to raise or lower, via taxation, the spending of the
private sector. It is in this (simple and straightfor-
ward) sense that deficit finance and Keynesian
economics are closely and correctly linked
together. Strictly speaking (and this was fully
recognized by Lerner), the objective is not output
per se but ‘internal balance’; this is important,
because in conditions of full employment, poten-
tial excess demand and inflation the doctrine may
indicate that a budget surplus is more appropriate
than a deficit. The suggestion that Keynesian eco-
nomics leads to excessive budget deficits does not
therefore seem at all correct, although it is one to
be encountered in the writings of some critics.

The deficit in the budget per se is of course an
endogenous item, in the sense that tax revenues
and some components of expenditures depend
directly upon the level of output and economic
activity. In order to obtain measures of deficit
finance which are free of this endogeneity, it has
become customary to estimate the ‘structural’ def-
icit, or the deficit at a normalized level of activity.
Measures of the structural budget deficit are stan-
dard fare as summary measures of the stance of
fiscal policy.

In recent years, the dominance of the principles
of functional finance has declined and arguments
have been erected (or resurrected) to show that
deficit finance may not have the properties
ascribed to it in the principles of functional
finance; in particular, it has been argued that def-
icit finance is no different from deferred taxation
and deferred taxation no different from current
taxation. Hence the case for deficit finance has to
be made on some different ground. This argu-
ment, perversely referred to as the ‘Ricardian
equivalence’ doctrine (perverse because Ricardo,
having entertained it, rejected it) takes its point of
departure in a perfect foresight, full information
(and fully employed) economy. In such an econ-
omy, if individuals are infinitely lived (or care
about the welfare of their heirs), a current deficit
financed by the issue of bonds creates the expec-
tation of corresponding tax liabilities in the future.
The wealth embodied in the bonds (equal to the
present discounted value of the flow of coupons
and repayment of principal) is precisely offset by
the present discounted value of the stream of extra
taxes required to service the coupons and repay-
ment of principal. The two are equivalent and
cancel out. The bond issue might as well be can-
celled in favour of an increase in taxes since
private sector savings must rise to meet the obli-
gation to pay future taxes in any case. This argu-
ment against deficit finance, put forward most
forcefully by Barro (1974) must be regarded as
unacceptably extreme. A number of objections
may be made to it, as a doctrine of real world
relevance; a break in the chain of inheritance,
lack of information, imperfect capital markets,
less than full employment states are all objections.
It is right to qualify these objections by pointing
out that it is not in every particular case that the
validity of the objection restores the assumptions
of the functional finance income–expenditure
model as the alternative correct model. Although
the Ricardian equivalence theorem appears to be
unacceptably extreme it is of interest to note that if
it is accepted, a case for loan finance may still
exist if only taxes are not lump sum. For if they are
not and as usually assumed, welfare losses rise
proportionately with the tax rate, then there is a
presumption in favour of smoothing tax rates;
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hence if expenditures or the tax base are erratic, a
case for deficit finance reappears.

In practice, however, it is other considerations
which have reduced the dominance of functional
finance priciples and resurrected arguments for
being concerned about deficit finance. Two, in
particular, may be mentioned: first, the connec-
tion, real or presumed, between fiscal deficits and
monetary growth in periods when monetary
targeting has become a central policy objective;
second, the structural problem raised by the decel-
eration of economic growth. Overlying these con-
siderations is the point that with better information
flows and increased financial integration, asset
markets dominated by forward looking expecta-
tions have considerable power to check a fiscal
policy that seems adventurous. In particular, if
deficit finance is conducted on so large a scale as
to raise doubts about its substainability, the market
may conclude that rather than change the policy,
the result will be explosive growth in the money
supply. As a result, bond prices fall currently, and
the exchange rate plummets. Scenarios of this
type are responsible for an increasing emphasis
being placed on targets for the ratio of public
sector debit to GNP, an integral control version
of deficit/GNP ratios. In contrast to the
destabilizing character of the latter, however, tar-
gets for the ratio of debt to potential GDP allow
the stabilizers to be ‘turned on’ as output deviated
from potential and provide a compromise between
the flexibility and complete discretion and the
potentially destabilizing rigidity of deficit
targeting. Whether the compromise is the best
that can be achieved remains to be discovered.
All that is really required is that the market should
trust the government, in following the principles
of functional finance, not abuse them. To suppose
that this trust can be inspired by adopting a target
which implies a large degree of sacrifice of these
principles may be wrong.

See Also

▶Deficit Financing
▶Demand Management
▶ Finance
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Defoe, Daniel (1660–1731)

K. Tribe

Born Daniel Foe in 1660, son of a London trades-
man and Nonconformist, Defoe's early life was
that of a merchant with a diversity of interests and
ambitions. After his support for the Monmouth
rebellion of 1685 he welcomed the accession of
the Prince of Orange in 1688, later being given
employment by the government. A financially
advantageous marriage followed, and then his
fortunes reversed with the collapse of his ventures
in 1692 owing £17,000. His efforts at clearing his
debts first turned him towards journalism, and this
was to be his major occupation for the remainder
of his life. In the early years of the 17th century he
met with some literary success, but in 1702 he was
imprisoned for libel. His release in 1704 was
conditional on his undertaking to establish an
intelligence network for the Government, and in
the succeeding years he travelled widely, gather-
ing information and assessing popular opinion. In
1713 he was imprisoned once more, this time for
anti-Jacobite writings; pardoned in 1715, he
returned to literary work and in the period until
his death in 1731 produced the majority of the
works for which he is known today.

Defoe published a number of tracts upon
directly economic issues, chief among them his
Plan of the English Commerce which argued that
the employment of labour on the working-up of
domestic produce (in particular, wool) was the
true path to prosperity. He is perhaps best known
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for his novel Robinson Crusoe and his two
accounts of English society, Journal of the Plague
Year and Tour through the whole Island of Great
Britain. The first of these was published anony-
mously in 1719 and was, until Defoe admitted
authorship, thought to be a true account of the
life of a castaway. In his defence, Defoe suggested
that he had included much of his own experience,
and it is shown today that the work is based on the
experience of Alexander Selkirk. This blending of
‘fiction’ and ‘fact’ is typical of the other two
works; for while they are based upon Defoe's
observations, the form in which they are cast is
fictional. The Journal records events that occurred
when Defoe was five and the Tour, published in
1724–6, is in fact a compilation drawing in part on
the travels of Defoe some 20 years previously. For
all this, they are no less valuable as accounts of
contemporary society, and were regarded as
models by later observers.
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Degree of Monopoly

Kurt W. Rothschild

If the term ‘monopoly’ is taken in its literal mean-
ing, then there is no room for such a thing as a
‘degree of monopoly’. For ‘monopoly’
means – taking into account the Greek origins of
the term – a single seller; and there cannot be any
‘degrees’ of singleness. In fact, all through the
19th and well into the 20th century, economic
thinking tended to look at monopoly in this way.
Monopoly referred to the market form with a
single seller as opposed to Competition, where
several firms appear on the market. When the
two market forms and their consequences were
analysed it was soon realized that the two types

were not quite sufficient to cover all decisive
elements, and some in-between forms were
taken into account as, for instance, in Cournot’s
duopoly analysis or in Marshall’s insights into
imperfect competition. But all the time monopoly
remained more or less unscathed as a clearly
defined juxtaposition to competitive market
forms.

This situation became undermined from two
different sides: rather gradually from a practical–-
political angle, when at the turn of the century a
growing concern with big-business practice led to
demands for anti-monopolistic legislation,
and – later on – more dramatically in the theoret-
ical sphere when the almost simultaneous appear-
ance of Joan Robinson’s (1933) and Edward
H. Chamberlin’s (1933) treatises on monopolistic
competition provided a new perspective for mar-
ket form analysis. In practical affairs it had soon
become obvious that exclusive control of supplies
of a certain commodity by a single firm was rather
an exception, but that all the suspected evils of
monopoly – high prices, displacement of actual or
potential competitors, curtailment of production
etc. – could also be detected when big firms or
cartels dominate amarket, even if there are numer-
ous smaller competitors. Monopolistic power thus
became connected with the question of concentra-
tion, and varying degrees of concentration could
be seen as expressions of varying degrees of
monopoly. This led to various proposals of a
descriptive–statistical nature to measure degrees
of monopolistic domination.

On the theoretical plane the development orig-
inated from a growing sophistication in the anal-
ysis of ‘pure’ market forms. On the one hand it
became clear that there cannot be such a thing as a
completely isolated monopolist free from compet-
itive pressures, because there always exist sub-
stitutes which limit his room for manoeuvring;
and on the other hand the heterogeneity of
goods, location, and availabilities so departmen-
talizes competitive markets that the individual
firm can have a certain amount of monopoly-like
freedom for price-setting which could not exist on
perfectly competitive markets. The classical jux-
taposition of monopoly and competition had lost
its simplicity; the ‘pure’ cases turned out to be
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limiting concepts in a world characterized by an
intermixture of monopolistic and competitive ele-
ments. Thus the ‘monopolistic competition revo-
lution’ gave rise to a series of attempts to find a
suitable theoretical tool for measuring the ‘degree
of monopoly’ with the main stress being put on
the conceptual and analytical basis while the ques-
tion of quantitative expression was largely
neglected or remained unsolved.

Before giving a short presentation of the more
important indices used for measuring the ‘degree
of monopoly’ it is necessary to enumerate some of
the formidable difficulties that beset any attempt
to find a suitable (single) expression which could
provide a unique and comprehensive index. First
of all there is the firm–industry problem. As long
as a monopoly is conceived in its narrowest
sense – a single supplier of a certain commodity –
the problem does not arise: the monopolistic firm
coincides with the entire industrial branch. But
once we allow for degrees of monopoly in multi-
firm industries and for heterogeneous goods, all
indices which try to measure monopolistic power
within an industry come up against the problem of
where to draw the lines for a meaningful group. If
we want to estimate the monopolistic position of
firms in the motor-car industry, are we to take as
the decisive industrial group all motor-cars, or
motor-cars of a certain size, motor-cars of a cer-
tain type, or what? Obviously one wants to draw
the line where products cease to be serious sub-
stitutes for the commodity in question. But this
involves necessarily a somewhat arbitrary deci-
sion and the results will be affected by it. Some
writers, following Triffin (1940), have argued that
in a world of heterogeneous goods and inter-
industrial competition the concept of industry
should be dropped altogether and the degree of
monopoly of a firm should be measured exclu-
sively vis-à-vis single other firms with the aid of
cross-elasticities of demand. These would be zero
in the case of complete monopolistic indepen-
dence. But this approach would lead to an enor-
mous number of cross-elasticities for every firm,
and it neglects the fact that we do deal with indus-
trial groups and problems in practice.

A further problem arises from the fact that
indices of relative size within an industrial group

do not tell us sufficiently how far other
factors – like regional dispersion, marketing activ-
ities etc. – influence the monopolistic status of big
and small firms. Measures which rely on realized
prices and profits can only tell us something about
actual, but not about potential monopoly power.
Finally, there is always – in view of business
secrecy and incomplete statistics – a serious data
and estimation problem when it comes to quanti-
tative judgements.

But the most important reason for coexistence
of various degree of monopoly indices is that the
monopoly problem has different aspects which
require different measuring rods. Thus, the prob-
lem of monopoly power may be seen as a problem
of relative market power within an industry, that is
the problem of big firms versus small firms. This
aspect plays an important role in anti-trust and
fair-competition legislation. From the point of
view of traditional economic theory, the question
of monopolistic price formation with its effects on
optimal allocation and economic welfare is the
dominant one. Others – as for instance Marx or
Kalecki – have stressed the distributional aspects
of monopoly power, particularly with regard to
the wage–profit relation. Finally, a politica-
l–economic viewpoint looks at the problem of
the influence of monopolies on the state in the
age of ‘Monopoly Capitalism’.

The search for suitable indices originated in
connection with political concerns over the grow-
ing concentration in certain industries. This gave
rise to a demand for descriptive–statistical mea-
sures to be used as diagnostic instruments.
A widely used index of long standing is the
so-called ‘concentration ratio’ which measures
the weight of the biggest enterprises in an industry
on the basis of the percentage share of the biggest
firms in total output, or sales, or employment, or
capital assets.

The advantages of this index are obvious: the
required data are usually available and its mean-
ing is easily appreciated. It can certainly act as a
rough indicator of levels and changes in monop-
olistic positions in individual industries. If shares
of the biggest firms in total manufacturing output
(employment etc.) are measured, we obtain hints
with regard to the Monopoly–State problem. The
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main disadvantage of the concentration ratio is
that it completely disregards information about
the number and size of firms beyond the few
leading firms. But their structure can influence
the monopolistic context. As an alternative
(or complement) to the concentration ratio we,
therefore, find suggestions to measure the degree
of monopoly with the aid of distributional indices
like the Lorenz curve or the Herfindahl index
which measure overall inequalities of distribu-
tion – greater inequalities (in output etc.) to be
taken as higher degrees of monopoly. This is,
however, hardly satisfactory because it does not
give sufficient weight to concentration at the
upper end (biggest firms) which is decisive for
the monopoly problem.

When we turn to the theoretically oriented
indices of degree of monopoly we meet a greater
variety. Most of the proposals were born in the
two decades after the publication of Chamberlin’s
and Robinson’s books; since then the interest in
further developments has died down. The
pioneering study appeared in 1934 when Lerner
(1934) proposed an index based on the theoretical
idea that pure competition should be taken as the
benchmark. Taking into account that in pure com-
petition equilibrium prices will equal marginal
costs he took as his indicator of degree of monop-
oly the excess of price over marginal cost relative
to price (i.e. (p-c)/p, with p = price and
c = marginal cost). This index equals zero in
case of pure competition and can rise to a maxi-
mum of one when marginal costs are zero. What it
measures is the deviation of a firm’s price from the
competitive ideal, with consequences for alloca-
tion and welfare. But since the index is
(in equilibrium, with marginal revenue equal to
marginal costs) equivalent to the reciprocal value
of the price elasticity of demand, it does not take
into account cost and supply considerations. The
main advantage of the Lerner index is that it does
not require the definition of an industry group.
The same is true for Weintraub’s (1949) sugges-
tion of an index which measures the ratio between
the actual output of a firm and the output it would
produce under pure competition. This index
equals one in the fully competitive case and
becomes smaller with growing monopolistic

deviations. Difficulties arise with regard to
suitable data.

Also based on the individual firm and avoiding
the ambiguous industry concept is an index by
Bain (1941) which starts from the commonly
acknowledged idea that monopoly power is
acquired in order to obtain higher profits. Bain,
therefore, proposes to use the ratio between a
firm’s profit rate and a ‘normal’ competitive profit
rate as a degree of monopoly indicator. Since
actuarial profit data do not meet theoretical
requirements this approach also runs into estima-
tion problems. To lay stress on profits is an advan-
tage, but the index cannot distinguish monopoly-
caused profits from other types (demand shifts,
windfalls, etc.).

Some other indices take into account the (intra-
industrial) interdependence of firms. Rothschild
(1942), referring back to Chamberlin’s ‘two
demand curves’ facing a firm – a special one,
when it alone varies the price, and a general one,
when all firms together change their price – takes
as his index the ratio of the slopes of the special
and the general demand curve. In full competition
the slope of the special curve and the index are
equal to zero, and the index rises to one in pure
monopoly when both curves coincide. Estimation
problems are as formidable as before. Morgan
(1946) and Papandreou (1949) both build on Tri-
ffin’s idea of making cross-elasticities of demand
a decisive criterion, but expand his ideas. Morgan
makes monopoly power vis-à-vis other firms a
function of the firm’s share in their combined
output and of the heterogeneity of goods
(measured by cross-elasticities). Both enter posi-
tively into the index. Papandreou, in a combina-
tion of two complex indices, takes into account
not only the crosselasticities of demand (which
determine the degree of ‘insulation’ when other
prices are changed) but also output capacities
(which determine the power of ‘penetration’ into
other markets when demand is increased).

A special word must be said about Kalecki’s
(1938) ‘degree of monopoly’ which has become
the most important specimen in theoretical litera-
ture. Formally it is similar to Lerner’s but the
theoretical underpinnings and uses are quite differ-
ent. In contrast to Lerner, Kalecki starts from a
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(manufacturing) world in which oligopoly and
imperfect competition are the rule. Pure competi-
tion cannot be the standard. All firms work below
capacity; their marginal production costs tend to be
constant and equal to average production costs.
Prices are ‘administered’ by a mark-up on average
production costs. The higher the mark-up the
greater the difference between price and average
cost (=marginal cost) and the higher, therefore, the
‘degree of monopoly’ in the definition of Lerner.
Since the mark-up determines gross profits one
obtains a theoretical framework where the ‘degree
ofmonopoly’ is a decisive factor in determining the
income distribution between production workers’
wages and gross profits. But it is important to
realize that in this setting (general under-utilization
of capacity) the ‘degree of monopoly’ has a very
wide meaning: in addition to monopoly power in
the narrower sense and the higher profits that go
with it, it also covers other non-wage items such as
salaries and depreciation.

In more recent years Cowling (1978) and
others have taken up Lerner’s and Kalecki’s indi-
ces in modified form to study postwar develop-
ments in welfare losses and distributional effects
of growing monopolization and oligopolization.
The fact of growing management influence which
can transform monopoly profits into ‘costs’ and
managerial advantages is taken into account and
the index of the degree of monopoly is
supplemented by an index of the degree of man-
agerial discretion. The greater the latter, the
smaller will be the apparent degree of monopoly
as measured by reported profits.

The various conceptual and statistical attempts
to find a suitable index for the ‘degree of monop-
oly’ have contributed to a better understanding of
the issues involved. While most of them can shed
some light on the monopoly problem, this is far
too complex and many-sided to be compressed
into one single index or to be fully describable in
purely quantitative terms.

See Also
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Degree of Utility

P. H. Wicksteed

This phrase was first made current by Jevons in his
Theory of Political Economy, 1871. Its precise
significance will be best elucidated by an analogy.
‘Degree of utility’ stands in the same relation to
‘total utility’ as ‘velocity’ to ‘space traversed’.
Suppose we have a body projected vertically
upwards from rest, at a given speed. We may
inquire first at what height the body will be found
at any moment after its projection, and second at
what rate it will be moving at any point of its
course, and clearly the rate of its movement is the
rate at which its height is increasing (whether
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positively as it rises, or negatively as it falls). This
ratemay bemeasured in feet per second, or inmiles
per hour, or in any other suitable unit, but in any
case it varies from point to point and does not
continue the same during any period, however
short.

We must now extend the idea of measurement
to such economic conceptions as ‘satisfaction’
and ‘utility’. Measurement consists essentially in
determining the ratio of the magnitude investi-
gated to some other magnitude adopted as a stan-
dard; and a ‘satisfaction’ would accordingly be
measured if we could determine its ratio to some
standard satisfaction, or, which amounts to the same
thing, some standard dissatisfaction. Thus if I wish
to measure the satisfaction derived by a hungry man
from the consumption of a certain quantity of bread,
I may inquire how much labour he would perform,
under stated conditions, rather than go without it; or
what he would pay for it sooner than go without if
an unscrupulous monopolist exacted from him the
extreme famine price. Thus if we take any standard
we choose we can, ideally at least, conceive of any
concrete ‘utility’ or ‘satisfaction’ being measured in
it. But we must remember that such measurements
are based on the relative magnitudes of different
satisfactions, etc., to one and the same person, and
do not profess to give us means of comparing a
satisfaction experienced by one mind with a satis-
faction experienced by another; for no one can say
that the standard unit of satisfaction selected means
the same thing to two different men. Nor shall we
find that any such absolute measurement is needed
for the purpose in hand.

Having premised so much, we may now work
out the economic analogue of the projected body.
Suppose we take such a commodity as bread sup-
plied to a hungry man. Firstly, we may inquire what
amount of satisfaction the man has derived from the
consumption of any given quantity of bread; in
which case we shall be investigating the ‘total util-
ity’ or ‘value in use’ of that quantity of bread, to that
man, under those conditions. Secondly, we may
inquire at what rate (per ounce, per pound, etc.)
the consumption of the bread is conferring satisfac-
tion upon the man at any point in the course of his
meal; and in that case we shall be investigating the
‘degree of utility’ of the bread. This ‘degree of
utility’ will of course vary from point to point.
When the man was at his hungriest he would be
deriving relatively great satisfaction per ounce of
bread consumed, and towards the end of his meal,
when nearly satisfied, his satisfaction per ounce
would be relatively small; and, theoretically, it will
not remain constant during any period, however
short. Now this ‘degree of utility’ is obviously the
rate at which the ‘total utility’ is increasing; just as
the velocity of a rising or falling body is the rate at
which ‘space traversed’ or ‘height’ is increasing
(Fig. 1).

The precise relation of velocity to space tra-
versed, and of degree of utility to total utility, is
expressed mathematically by saying that the former
are the ‘differential coefficients’, ‘first-derived func-
tions’, or ‘fluxions’ of the latter; and, graphically, if
the latter are expressed by areas the former will be
expressed by lines. In the figure, if we imagine the
line cdmoving fromO in the direction of the arrow-
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head, at a uniform rate, to represent the lapse of time,
and if we imagine the area aOcd, to represent the
space traversed by the projected body in theOc, then
the intercept cdwill be the differential coefficient of
aOcd and will represent the velocity of the body, or
the rate at which it is rising, at the point of time
represented by c. Perhaps this will be sufficiently
obvious to the non-mathematical reader if he reflects
that velocity represents the rate at which height is
increasing, as time lapses, and observes that the
length of the intercept cd likewise determines the
rate at which the area aOcd increases as the vertical
line moves in the direction of the arrow-head.

Now let the movement of the vertical from
O represent the consumption of the bread, so that
Oc represents the amount consumed up to any given
point of the meal; and let aOcd represent the total
satisfaction derived from the consumption up to the
point reached, then cd will still be the differential
coefficient of aOcd, and will represent the rate per
unit (ounce, etc.) at which the consumption of the
bread is now increasing the total satisfaction reaped
by the consumer. That is to say cd represents the
degree of utility of bread at the point c, the amount
represented by Oc having already been consumed.

It should be observed, however, that when we
are dealing with economic quantities, the line ad
will probably never be a straight line, but always a
curve of more or less complexity; and it will
seldom or never be possible to determine its actual
form with any precision.

The main interest naturally attaches to the
degree of utility of that increment of a commodity
which the consumer expects to obtain next, or
which he may have to relinquish, that is to say
the last increment he has secured or the next he
hopes to secure. This is called by Jevons the ‘final
degree of utility’. The analogy of the moving body
insisted on above was developed by Professor
Léon Walras of Lausanne, and was first suggested
by his father, A.A. Walras.

See Also

▶ Final Degree of Utility

Del Mar, Alexander (1836–1926)

Joseph Aschheim and George S. Tavlas

Born in New York City and educated as a mining
engineer at New York University, Del Mar formu-
lated views on monetary economics on the basis
of numerous empirical investigations which he
undertook both on his own during the Civil War,
and while serving as the first director of the US
Bureau of Statistics.

Del Mar anticipated modern monetary anal-
ysis along a broad front. While an exponent of
the long-run neutrality of money, he argued that
in the short-run money is non-neutral. Specifi-
cally, he placed emphasis on evaluating the
impact of monetary changes in the context of
dynamic analysis and developed a broad mone-
tary transmission mechanism (termed the ‘pre-
cession of prices’) which depended upon the
marketability of assets (1864). Since he per-
ceived that labour was the least marketable of
assets, its price was the last to respond to a
monetary change. The perceived tendency of
wages to lag behind prices, the observed pro-
cyclical nature of velocity, due to the effect of
price expectations, and Del Mar’s link-up
between anticipations of price changes and var-
iations in nominal interest rates, allowed him to
formulate such concepts as self-generating
expectations and money illusion (Tavlas and
Aschheim 1985).

From the 1860s to the 1880s, Del Mar under-
took perhaps the first attempts in the US literature
to estimate both the value of velocity and the
annual rate of increase of national wealth. Based
on his estimates, in The Science of Money
(1885) he advocated as a policy-guide the first
numerical monetary growth-rate rule in the pro-
fessional literature. His work, however, was
largely overlooked by the profession, except for
Irving Fisher. Fisher cited Del Mar over the course
of nearly 40 years.
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Demand for Money: Empirical
Studies

Stephen M. Goldfeld

The relation between the demand for money bal-
ances and its determinants is a fundamental build-
ing block in most theories of macroeconomic
behaviour and is a critical component in the for-
mulation of monetary policy. Indeed, a stable
demand function for money has long been per-
ceived as a prerequisite for the use of monetary
aggregates in the conduct of policy. Not surpris-
ingly, then, the demand for money has been sub-
jected to extensive empirical scrutiny.

Several broad factors have shaped the evolu-
tion of this research. First, there is the evolving
nature of theories of the demand for money. The
simple versions of the so-called quantity theory
were followed by the Keynesian theory of liquid-
ity preference and then by more modern variants.

As theory evolved, so did empirical research.
A second factor is the growing arsenal of econo-
metric techniques that has permitted more sophis-
ticated examinations of dynamics, functional
forms, and expectations. These techniques have
also provided researchers with a wide variety of
diagnostic tests to evaluate the adequacy of par-
ticular specifications.

Finally, and perhaps most importantly, research
has been spurred by the apparent breakdown of
existing empirical models in the face of newly
emerging data. These difficulties have been partic-
ularly evident since the mid-1970s. In many coun-
tries this period has been marked by unusual
economic conditions including severe bouts of
inflation, record-high interest rates, and deep reces-
sions. This period also coincided with the wide-
spread adoption of floating exchange rates and, in a
number of major industrial countries, with substan-
tial institutional changes brought about by financial
innovation and financial deregulation. The period
since 1974 thus provided a very severe test of
empirical money demand relationships. As we
shall see, this period succeeded in exposing a num-
ber of shortcomings in existing specifications of
money demand functions. Where institutional
change was particularly marked, it also led to a
change in what we think of as ‘money’.

It is perhaps ironic that the emergence of these
shortcomings roughly coincided with the adop-
tion by a number of central banks of policies
aimed at targeting monetary aggregates. Some
have argued that this association is more than
mere coincidence. In any event, given the vested
interest of policy-makers in the existence of a
reliably stable money demand function, it is
hardly surprising that employees of central banks
were among the most active contributors to the
most recent literature on money demand. The
Federal Reserve System of the United States,
with its dominant market share of monetary econ-
omists, was particularly active in this regard.

As noted, appreciation of empirical research on
money demand requires a bit of background on
monetary theory and it is with this that we begin
our discussion. We next consider some
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measurement issues and then turn to the early
empirical results. After briefly documenting the
emerging difficulties with these results, we finally
consider recent reformulations of the demand for
money.

Theoretical Overview

One of the earliest approaches to the demand for
money, the quantity theory of money starts with
the equation of exchange. One version of the
equation can be written.

MV�PT (1)

whereM is the quantity of money, V is the velocity
of circulation, P is the price level, and T is the
volume of transactions. While M, P and T are
directly measurable, V is implicitly defined by
(1) so (1) is merely an identity. However, if we
add the key assumption that velocity, V, is deter-
mined by technological and/or institutional fac-
tors and is therefore relatively constant, one can
recast (1) as a demand function for money in
which the demand for real balances, M/P, is pro-
portional to T.

This simple demand for money function was
modified by Keynes’s (1936) analysis which
introduced the speculative motive for holding
money along with the transactions motive embod-
ied in (1). The speculative motive views money
and bonds as alternative assets with bond holding,
in turn, viewed as depending on the rate of return
on bonds. This introduction of the interest rate
into the demand for money, where it joined the
transactions variable suggested by the quantity
theory is the main empirical legacy of Keynes.
Once the interest rate is introduced, there is no
presumption that velocity will be constant from
period to period.

Post-Keynesian developments moved in sev-
eral different directions. One is represented by
Friedman (1956), whose restatement of the quan-
tity theory dispensed with the individual motives
posited by Keynes and treated money like any
other asset yielding a flow of services. This view
emphasized the level of wealth as one of the major

determinants of money demand. Friedman also
suggested that a quite broad range of opportunity
cost variables including the expected rate of infla-
tion have theoretical relevance in a money
demand function. (Given this emphasis, it is ironic
that Friedman’s early empirical results (Friedman
1959) seemed to suggest that interest rates were
unimportant in explaining velocity movements.)

While Friedman’s approach sidestepped the
explicit role of money in the transactions process,
other influential post-Keynesian developments
reconsidered and expanded on the transactions
motive. William Baumol (1952) and James
Tobin (1956) both applied inventory-theoretic
considerations to the transactions demand for
money. This led to the so-called square-root law
with average money holdings given by

M ¼ 2bT=rð Þ1=2 (2)

where r is the interest rate on bonds and b is the
brokerage charge or transactions cost for
converting bonds into cash. Dividing both sides
of equation (2) by the price level, makes the real
transactions demand for money depend on ‘the’
interest rate, real brokerage charges and the level
of real transactions. Miller and Orr (1966)
extended this analysis to allow for uncertainty in
cash flows, providing the insight that a firm’s
average money holdings depends on the variance
of its cash flow viewed as a measure of the uncer-
tainty of the flow of receipts and expenditures.

Keynes’s speculative motive has also been
reformulated – largely in terms of portfolio theory
(Tobin 1958). However, given the menu of assets
available in most countries, this approach actually
undermines the speculative demand for money.
The reason is that if there is a riskless asset
(e.g. a savings deposit) paying a higher rate of
return than money (presumed to be zero in most
models), then money is a dominated asset and will
not be held. One can resurrect an asset demand for
money by combining the portfolio approach with
transaction costs but this has yet to be done in a
fully general way. One partial attempt in this
direction (Ando and Shell 1975) demonstrates
that in a world with a riskless and a risky asset
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the demand for money will not depend on the rate
of return on the risky asset. This approach sug-
gests using only a small number of interest rates,
pertaining to riskless assets, in empirical work.

Some Measurement Issues

Empirical estimation of a money demand function
requires choosing explicit variables measuring
both money and its determinants. Even if guided
by a particular theory, such choices are often less
than clear-cut. Given the diversity of theories, the
range of possible variables is wider yet. This is
immediately evident when one considers how to
measure ‘money’; the sharp distinction between
money and other assets turns out to be a figment of
the textbook. Moreover, what passes for money
can be readily altered by changing financial
institutions.

In general, theories based on the transactions
motive provide the most guidance and lead to a
so-called narrow definition of money that includes
currency and deposits transferable by cheque (also
called checkable deposits). In some institutional
settings a plausible measure of checkable deposits
is readily apparent. In the United States, for exam-
ple, for many years only demand deposits at
commerical banks were checkable. In other set-
tings, there may well be a spectrum of checkable
assets without any clear-cut dividing line. For
example, a deposit account may limit the number
of cheques per month or may have a minimum
cheque size. Other accounts may permit third-
party transfers only if regular periodic payments
are involved or may permit cheque writing only
with substantial service charges.When such deposit
accounts should be included in a transaction-based
definition of money is not obvious.

Furthermore, even in a world in which the def-
inition of checkable deposits is relatively unambig-
uous, it is not clear that currency and checkable
deposits should be regarded as perfect substitutes, a
view that is implicit in simply adding them together
to produce a measure of money. Currency and
checkable deposits may differ in transactions
costs, risk of loss, and ease of concealment of
illegal or tax-evading activities. It may thus be

preferable to estimate separate demand functions
for currency and checkable deposits.

Once one moves away from a transactions
view of the world, the appropriate empirical def-
inition of money is even less clear. A theory that
simply posits that money yields some unspecified
flow of services must confront the fact that many
assets may yield these services in varying degrees.
Such theories have typically relied on a relatively
broad definition of money but the definitions
utilized are inevitably somewhat arbitrary.
(This issue is taken up again in section “Recent
Reformulations”.)

As with the definition of money, alternative
theories have different implications for the rele-
vant set of explanatory variables. As we have
seen, the most prominent variables suggested by
theory include the level of transactions, wealth,
the opportunity cost of holding money, and trans-
action costs. Each of these involves measurement
problems, even in a world of certainty. When
uncertainty is allowed for, and expectational
issues therefore arise, matters are even worse.

The level of transactions (T in equation (2)) is
typically measured by the level of income or gross
national product (GNP). While the term ‘gross’ in
GNP makes it sound comprehensive, GNP is
much less inclusive than a general measure of
transactions. In particular, it excludes all sales of
intermediate goods, purchases of existing goods,
and financial transactions, all of which may con-
tribute to a demand for money. The empirical use
of GNP as a proxy for T therefore presumes that
GNP and T move in a proportionate way. Unfor-
tunately, this key assumption is extremely difficult
to test because reliable data on T are nonexistent.
(Moreover, it is not the case that all transactions
are equally ‘money intensive’. To cope with this
empirically might require separately introducing
the various components of T or, as an approxima-
tion, of GNP.)

As an alternative to GNP, some researchers
have used permanent income, typically measured
as an exponentially weighted average of current
and past-values of GNP. This is generally done in
the spirit of the modern quantity theory where
permanent income is a proxy for wealth. As an
empirical matter, given the high correlation of
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GNP and permanent income, a permanent income
variable could easily ‘work’ even if money
demand is dominated by transactions consider-
ations. One can, of course, use a measure of
wealth directly (only non-human wealth is readily
available). This is certainly consistent with the
quantity theory view and, given that financial
transactions may generate a demand for money,
can fit into a transactions view.

Before leaving measures of transactions, we
should note one further problem that arises
because of issues of aggregation. Most theories
of the demand for money apply to an individual
behavioural unit but are generally estimated with
aggregate data without much attention to the
details of aggregation. This failure may lead to
the omission of potentially important variables.
For example, in the context of a transactions var-
iable, aggregation may suggest that the distribu-
tion of income, as well as the level of income,
matters. However, with a few exceptions
discussed below, we shall not focus on problems
of aggregation.

Another set of measurement issues is presented
by the opportunity cost of holding money. We
consider in turn the two parts to this story: the
rate of return on assets alternative to money; and
the own rate of return on money. Under the trans-
actions view, the relevant alternative is a ‘bond’
that is used as a temporary repository of funds
soon to be disbursed. As a practical matter this
has led to the use of one or more of the following
rates: the yield on short-term government securi-
ties; the yield on short-term commercial paper;
and the yield on time or savings deposits. As we
have seen, the relevant set of alternatives under
the modern quantity theory is much broader and
empirical research in this spirit has also used long-
term bond rates, either government or corporate.
Indeed, a few studies have attempted to use prox-
ies for the entire term structure of interest rates. In
addition, some investigators use the rate of return
on corporate equities and/or the expected rate of
inflation.

The own rate of return on money obviously
depends on the concept of money chosen for
analysis. The seemingly simplest case occurs
with a narrow definition of money that bears an

explicit zero rate of return. In such cases, most
investigators have treated the own rate of return as
zero. This, however, is not precisely correct since
holders of deposits may earn an implicit rate of
return, either because they receive services or
because service charges may be foregone as the
level of deposits rises. Measuring this implicit
return is no easy matter. Matters are considerably
more complicated when broader definitions of
money are used and some components of money
bear explicit interest, especially when there are
several components each carrying a different rate
of return. The aggregate own rate of return would
then be a complex function of the interest rates,
shares, and elasticities of each of the components.
For the most part, researchers have not faced this
issue squarely. However, the advent of interest-
bearing checkable deposits that exist alongside
zero-return demand deposits means that even
those using narrow definitions of money must
address this issue.

A final variable that appears prominently in
equation (2) is the transactions cost, b. This is
sometimes interpreted as the brokerage charge
for selling ‘bonds’ or as the ‘shoe-leather’ cost
of going to the bank. Whatever the interpretation,
however, such variables have generally been con-
spicuous by their absence from empirical work.
Researchers have thus implicitly assumed that real
transactions costs are constant. The validity of this
assumption has grown increasingly questionable
as innovation and technical change have spread
through the financial sector. Unfortunately, there
are only highly imperfect proxies available to
measure b. The consequences of this are exam-
ined below.

Empirical Findings: The Early Results

Before considering empirical results, a word
needs to be said about the types of data that have
been used. While there have been some cross-
section studies using data at a variety of levels of
aggregation, the vast majority of available studies
employ highly aggregated time series data. Ini-
tially these were confined to annual observations,
but increasingly the focus has been on shorter
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periods such as quarterly, monthly, or even
weekly data. In part this shift stems from the
availability of short-period data but, more impor-
tantly, from the related perception that the quar-
terly or monthly time frame is more useful for
guiding monetary policy.

The earliest empirical work in monetary eco-
nomics primarily involved producing estimates of
velocity, characterizing its behaviour over time
and identifying the institutional factors responsi-
ble for longer-run movements in velocity. (For a
discussion of this literature, see Selden 1956.)
Modern empirical studies of money demand first
appeared a few years after the publication of
Keynes’s General Theory in 1936. Not surpris-
ingly, these studies focused on testing the predic-
tion of the hypothesis of liquidity preference that
there was an inverse relationship between the
demand for money and the interest rate. One
approach to this problem was to establish a posi-
tive correlation between interest rates and
velocity.

A second approach involved distinguishing
between ‘active’ and ‘idle’ balances and then
relating idle balances to the interest rate. Concep-
tually this amounted to positing a demand func-
tion for money of the form

M=P ¼ kyþ f rð Þ (3)

where g is income or GNP. With k assumed
known, idle balances, given by (M/P – ky), can
then be related to r. Tobin (1947), using data from
1922 to 1945, calculated k by assuming idle bal-
ances were zero in 1929 and found a relatively
close relationship between idle balances and r of a
roughly hyberbolic shape. Of course, as was rec-
ognized at the time, there is an element of arbi-
trariness in the definition of idle balances, and it is
a short step to estimate equation (3) directly, obvi-
ating the necessity of distinguishing between
active and idle balances. Indeed, this approach
had already been suggested in 1939 by
A. J. Brown who estimated a variant of (3).
(Brown’s paper, which is surprisingly modern,
both conceptually and statistically, is also note-
worthy for the inclusion of the rate of inflation in
the demand for money.)

Initially at least, typical estimates of the
demand-for-money function were based on
annual data and used a log-linear specification,
which has constant elasticities. Thus, a typical
equation used in empirical work was of the form

ln Mt=Ptð Þ � ln Mt�1=Pt�1ð Þ
¼ g M	

t
Pt

� �
� ln Mt�1=Pt�1ð Þ

h i
(4)

As before, g is a scale variable such as income
or wealth and r represents the interest rate. Some-
times several scale variables or interest rates were
used; additional variables were also included on
occasion. From the late 1950s on many studies
estimated equations like (4) for a number of coun-
tries. These studies differed in terms of the sample
period (sometimes going back as far as the late
1800s) and the specific choice of dependent and
independent variables. While these studies hardly
produced identical conclusions, at least through
the early 1970s a number of common findings did
emerge. For the United States (see Laidler 1977):
(1) Various interest rates – sometimes several at
once – proved to be of statistical significance in
(4) with elasticities of short-term and long-term
rates generally ranging from – 0.1 to – 0.2
and – 0.2 to – 0.8, respectively. (2) Income, either
measured or permanent, and non-human wealth
all achieved statistical significance, although typ-
ically only when these variables were included
one at a time. Some studies viewed the matter as
a contest between these several variables, the win-
ner often depending on the sample period, the
definition of M, and econometric details. Esti-
mated scale elasticities ranged from about 1

2
to

nearly 2, but most estimates were in the lower end
of the range. (3) As judged by a variety of pro-
cedures, both formal and informal, the demand
function for money exhibited a reasonable amount
of stability over time.

While many of the early studies using annual
data tended to ignore dynamic aspects of the spec-
ification, a number did address this issue, most
frequently by the simple device of including a
lagged dependent variable in the money demand
equation. One rationale for this is the partial
adjustment model, which posits the existence of
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a ‘desired’ level of real money balancesM*/P, and
further assumes that the actual level of money
balances adjusts in each period only part of the
way toward its desired level. This idea is captured
in the logarithmic adjustment equation

ln Mt=Ptð Þ � ln Mt�1=Pt�1ð Þ
¼ g ln M	

t
Pt

� �
� ln Mt�1=Pt�1ð Þ

h i
(5)

where Mt/Pt denotes the actual value of real
money balances. The parameter g governs the
speed of adjustment; g = 1 corresponds to com-
plete adjustment in one period (i.e. Mt ¼ M	

t
).

Implementation of (5) is achieved by expressing
M	

t
=Pt as a function of yt and rt as in (4) and

substituting into (5). The resulting equation
gives Mt/Pt as a function of yt, rt, and Mt–1/Pt–1.
As we shall see below, the partial adjustment
model is not without its shortcomings.

Not surprisingly, allowance for dynamics pro-
ved of particular importance once investigators
began using quarterly data. Dynamics aside,
results obtained with quarterly data generally con-
firmed the findings with annual data. Quarterly
data did suggest it was preferable to work with
narrow definitions of the money stock. Indeed,
some studies suggested there was a further payoff
to disaggregating the narrow money stock, either
into its components (i.e. currency and checkable
deposits) or by type of holder (e.g. household
vs. business). On the whole, however, these
refinements were not necessary to yield a service-
able quarterly money demand function. A simple
specification in which real narrow money bal-
ances depended on GNP, a short-term market
interest rate, a savings deposit rate, and lagged
money balances appeared to be adequate for
most purposes (Goldfeld 1973).

As the 1970s unfolded, however, this happy
state of affairs unravelled. Difficulties were par-
ticularly pronounced with United States data, but
instabilities appeared with equations for other
countries as well (Boughton 1981; Goldfeld
1976). In the United States these difficulties first
surfaced around 1974. Had past behaviour held
up, the behaviour of real GNP and interest rates
from the end of 1973 to the end of 1975 should

have produced a mild decline in money demand in
1974 followed by a recovery in 1975. Instead, real
money balances steadily declined, falling by
about 7 per cent during this period. The economy
seemed to be making do with less money. Or put
another way, conventional money demand func-
tions made sizeable and unprecedented overpre-
diction errors. From 1974 to 1976 the cumulative
drift was about 9 per cent. Another indication of
the difficulty emerged when the post-1973 data
were added to the estimation sample. Inclusion of
the recent data tended to change the parameter
estimates in the conventional money demand
function, generally yielding quite unsatisfactory
estimates. For example, the parameter g tended to
hover close to zero, implying implausibly long
adjustment lags. These same difficulties were
picked up by formal econometric tests that
rejected the hypothesis that the structure of the
money demand function had remained constant.
Prior to 1974 these tests had given no indication of
instability.

Stimulated by these difficulties, the last decade
has witnessed a veritable outpouring of research
on money demand. The primary emphasis has
been on ‘fixing’ matters by improving the speci-
fication and/or using more appropriate economet-
ric techniques. While progress has been made,
even improved specifications have not proved
immune from episodes of apparent instability.

Recent Reformulations

A substantial part of recent research has focused
on the United States, but the issues are of general
relevance for other countries. It should be noted
that open-economy considerations, which have
received only limited attention in the literature
on the United States, would be more relevant for
many other countries. On the other hand, the
emphasis on financial innovation and deregula-
tion in the case of the United States is probably
of lesser importance for many countries.

The idea that financial innovation contributed
to the instability of money demand in the United
States stemmed from two observations: (1) the
errant behaviour of money demand in the
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mid-1970s appeared to be concentrated in busi-
ness holdings of checkable deposits; and
(2) marked improvements were evident in busi-
ness cash management techniques. These
improvements, including such arcane-sounding
devices as cash concentration accounts, lockboxes
and zero balance accounts, altered the nature of
the transactions process and permitted firms to
economize on the need for transactions balances.
These improvements stemmed both from exo-
geneous technological innovations (e.g. in tele-
communications) and from endogenous
decisions whereby firms, stimulated by the high
opportunity cost of holding cash, invested in new
transactions technologies. In the context of the
Baumol–Tobin inventory-theoretic model of
money demand, those changes can be modelled
as a reduction in transactions costs, b, while in the
Miller–Orr variant one can view these innovations
as reducing the uncertainty of receipts and expen-
ditures. While early innovations in the United
States appeared concentrated in the business sec-
tor, more recent innovations – such as money
market mutual funds – and financial deregulation
have affected households as well. (As an aside, it
should be noted that the constraints of regulation
stimulated financial innovation that in turn forced
deregulation. To the extent that innovation and
deregulation contributed to instability in money
demand, regulation, which was in part aimed at
improving the workings of monetary policy,
sowed the seeds of later difficulties for policy.)

Explicit consideration of financial innovation
in an econometric specification has, however, pro-
ved extremely difficult. The basic problem is that
there are no reliable direct data on transactions
costs. What indirect evidence there is stems from
the use of time trends to capture exogenous tech-
nical change or of some function of previous peak
interest rates as a proxy for endogenous reduc-
tions in transactions costs. The idea behind the
latter variable is that high interest rates create an
incentive to incur the fixed costs necessary to
introduce a new technology but that once interest
rates decline the technology remains in place. The
use of a previous peak variable is meant to capture
this irreversibility and researchers using such a
variable have found that it improves the fit of

money demand functions. Unfortunately, how-
ever, the resulting estimates do not appear very
robust, either to small changes in specification or
to the use of additional data. Some economists
have played down the potential importance of
financial innovations, pointing to the fact that
high interest rates did not appear to stimulate the
same degree of innovation in other countries.
Nevertheless, most empirical researchers remain
quite uneasy with their inability to capture ade-
quately relevant changes in transactions costs
since it raises the possibility of a continuing
source of specification error.

Of course, financial innovation is not the only
conceivable source of specification error, and
when money demand functions began mis-
behaving, other elements of the conventional
specification were re-examined. In particular,
researchers again considered the use of alternative
measures of transactions, wealth, and interest
rates. They also relaxed the assumption of a con-
stant elasticity implicit in equation (4) and
re-examined the benefits of disaggregating
money holdings by type of holder (e.g. business
vs. households). In contrast with earlier work,
these efforts suggested a greater role for wealth
and some evidence on the importance of allowing
for a nonconstant interest elasticity and for intro-
ducing a measure of the own rate of return on
money. They also reconfirmed that there are
gains to disaggregation by types of holder. Nev-
ertheless, these improvements still left un-
explained much of the aberrant behaviour of
money demand.

Another approach was to reconsider the defi-
nition of money. Since a substantial volume of
monetary data is available, economists who are
unhappy with the official definitions are free to
construct their own. Research along these lines
has been in two diametrically opposed directions.
The first has regarded the official definitions of
even ‘narrow’ money as too broad, at least from a
purely transactions point of view. This concern
has led some to suggest using a disaggregated
approach in which separate empirical demand
functions are estimated for each monetary asset.
This sidesteps the definitional issue and at the
same time permits the use of econometric
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techniques that take account of the interrelated
nature of the demand functions. In practice, how-
ever, the application of this approach has been
complicated by the appearance of new financial
instruments brought about by deregulation, and
such efforts have not been fully successful.

The second approach, noting that the line
between transactions and other motives has
become empirically murky, has considered
whether relatively broad definitions of money
could yield a stable demand function. However,
conventional broad monetary aggregates obtained
by simply adding together quantities of different
assets are subject to the criticism that they com-
bine components that offer differing degrees of
monetary services. Consequently, most recent
research along these lines has involved the
weighting of the various components of a broad
measure of money by the degree of ‘moneyness’
or ‘liquidity’ of each component. Although, the
way in which this is done is inevitably somewhat
arbitrary, in recent years some progress has been
made in applying index-number theory to this
issue (Barnett 1982). Indeed, the Federal Reserve
now regularly publishes a number of such
weighted money measures, sometimes called
Divisia indexes. Thus far, this research seems to
suggest that only the broadest of such monetary
measures appear to yield a stable demand func-
tion. Even this result, however, is not without its
difficulties. For one, a complete understanding of
this result requires an economic explanation of the
behaviour of the weights used to construct the
measures. (Especially where the weights are
based on relative velocity or turnover data, there
appears to be some circularity in the construction
of the measures that will give the appearance of
stability.) Second, it is important for the results to
be useful in formulating policy that these weights
be forecastable. On the whole, while promising,
the verdict on the Divisia approach is still out,
either as an explanation of instability or for use
in the policy process.

Yet another feature of money demand that has
received recent attention is the dynamics of the
adjustment process. As noted above, the so-called
real partial adjustment model of equation (5)

formed the basis of much early work. However,
this model has come in for a wide variety of
criticism. One aspect of this can be seen by rewrit-
ing (5) as follows:

lnMt � lnMt�1

¼ g ln M	
t
=Pt

� �
� ln Mt�1=Pt�1ð Þ

h i
þDlnPt:

(6)

As (6) shows, since the coefficient of D ln Pt is
unity, the specification presumes as immediate
adjustment to changes in the price level. As this
assumption seems unwarranted, more recent
research has used the so-called nominal adjust-
ment model given by

lnMt � lnMt�1 ¼ g lnM	
t
� ln Mt�1ð Þ

� �
: (7)

Estimation of (7) is quite similar to (5) except
that the variable Mt�1/Pt replaces the variable
Mt�1/Pt�1. A variety of empirical tests suggest
that the nominal model is to be preferred, but
also indicate clearly that this change does not
repair the money demand function.

Other re-examinations of dynamics have
suggested that the simple partial adjustment
model, either nominal or real, is more fundamen-
tally flawed. Some writers point to the fact that the
Miller–Orr transactions model predicts that
money holders, facing a fixed cost of adjusting,
will either make no adjustment or a complete
adjustment. Partial adjustment would not be
observed for an individual money holder. How-
ever, the applicability of this feature of the
Miller–Orr model to aggregate data is not fully
clear. Other attempts to derive an adjustment
model from an optimizing framework have
suggested models with a variable speed of adjust-
ment with the speed parameter g depending on
income or interest rates. However, there has been
only limited empirical work with such models.

Considerably more empirical work has been
done with models where the speed of response
of money holdings to some shock depends on
which variable is producing the change in desired
money holdings. This would accommodate the
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suggestion that changes in real income, especially
when such changes are paid in the form of money,
should yield quicker adjustments of money hold-
ings than changes in interest rates. To allow for
these effects, one must relax the rigid geometri-
cally distributed lag implicit in (5) or (7) and use
instead a more general distributed lag specifica-
tion. Data for the United States do seem to provide
some support for this more general adjustment
model but, as with other suggested improvements,
this change is not sufficient to yield a single
acceptable function that fits the post-World War
II data.

A final attack on the partial adjustment model
involves a more general reconsideration of the
adjustment process. The point can be seen most
clearly if we assume that the monetary authorities
exogenously fix the nominal money supply. In
such a world the desired nominal stock of money
must adjust to the given stock, presumably by
adjustments to variables influencing desired hold-
ings. A particularly simple version of this idea
would dispense with the partial adjustment
model of (7) and replace it with an adjustment
equation for prices as in

lnPt � lnPt�1 ¼ l lnMt � lnM	
t

� �
(8)

While this obviates the need for a short-run
money demand function, long-run money demand
appears in (8) via M	

t
.

A variant of this approach would estimate the
money demand function by imposing the assump-
tion of rationality on price expectations. For
example, one could begin with (4) or even (7)
and use it to solve for the price level. Then, via
the Fisher equation expressing the nominal rate of
interest as the sum of the real rate and the expected
rate of inflation, one can use the hypothesis of
rational expectations to express the actual price
level (or the rate of inflation) as a function of
income, the money stock, and the real rate of
interest. If we further posit the stochastic process
for income, for the money stock (e.g. via a money
supply rule) and for the real rate (e.g. the real rate
is constant), we can use the resulting equation to

estimate the parameters of the money demand
function.

The estimation of money demand via (8) or its
rational expectations variant is, however, not
without its difficulties. One problem is that this
approach implies that the inflation rate reacts
quickly to changes in output or the money sup-
ply. Put another way, it assumes that the rate of
inflation moves like an asset price determined in
financial markets. This approach conflicts with
the evidence of the stickiness of prices in
response to shocks of various sorts. One way
around this difficulty is to posit that the adjust-
ments to ‘disequilibrium’ in the money market
are effected in interest rates and/or output. (See
Laidler and Bentley (1983), for a small model
with these features.)

A second difficulty is the assumption that the
money supply is exogenously set. For the United
States, at least, the assumption seems most rele-
vant for the period October 1979 to October
1982, the three years during which the Federal
Reserve officially adopted monetary targeting.
However, stated official policy notwithstanding,
some have argued that the Federal Reserve never
really pursued a policy of monetary targeting
while others have suggested that such a policy
began well before October 1979. This suggests
that it is not always easy to identify changing
monetary regimes. Nevertheless, it is clear that
changes in the rules governing monetary policy
can have implications for the proper specification
and estimation of a money demand function.
That is, conventional specifications may work
in some circumstances but not others. Indeed, it
has been suggested that failure to allow for this
accounts for at least part of the apparent instabil-
ity of conventional money demand functions
(Gordon 1984).

While it is undoubtedly important to view the
money demand function as part of a more com-
plete system, to date this has not been empirically
done in a satisfactory way. Part of the problem
stems from the need to specify the money supply
process in some detail; a task made difficult by
changing policy strategies and deregulation.
Moreover, there is yet another complication, the
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question of the time unit of the analysis. Practi-
tioners of monetary policy tend to have a rela-
tively short decision-making horizon so that
capturing the money supply process may require
weekly or monthly data. In contrast, most money
demand estimation has used quarterly or annual
data. Put another way, proper attention to the
dynamics of the monetary sector may require
more care in the choice of the time unit of analy-
sis. It may also require some sophisticated econo-
metric techniques to perform estimation in the
face of changing monetary regimes.

Conclusion

The current state of affairs finds the empirical
money demand function to be in a bit of disarray,
especially if one judges success by our ability to
specify a single function that appears stable over
the postwar period. To be sure, there are ample
potential explanations – perhaps embarrassingly
many – for the observed difficulties with conven-
tional models. However, data inadequacies or
econometric problems mean that it is not always
easy to incorporate these explanations into an
empirical demand function for money. Some
have concluded from this that greater instability
in money demand is a fact, not to be repaired in
any simple way. It is the challenge of future
research to overcome these difficulties. Given
progress to date, it seems likely that further
research will yield a more satisfactory statistical
explanation of money demand. However, the
flimsy nature of past apparent successes and the
theoretical and empirical difficulties alluded to
above alert us to the need for substantial scrutiny
in evaluating new models. Ultimately, of course,
such models need to stand the forward-looking
test of time; that is, they need to continue to hold
outside the period of estimation.

See Also

▶Quantity Theory of Money
▶Rational Expectations
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Demand for Money: Theoretical
Studies

Bennett T. McCallum and Marvin S. Goodfriend

In any discussion of the demand for money it is
important to be clear about the concept of money
that is being utilized; otherwise, misunderstand-
ings can arise because of the various possible
meanings that readers could have in mind. Here
the term will be taken to refer to an economy’s
medium of exchange: that is, to a tangible asset
that is generally accepted in payment for any
commodity. Money thus conceived will also
serve as a store of value, of course, but may be
of minor importance to the economy in that capac-
ity. The monetary asset will usually also serve as
the economy’s medium of account – that is, prices
will be quoted in terms of money – since addi-
tional accounting costs would be incurred if the
unit of account were a quantity of some asset other
than money. The medium-of-account role is, how-
ever, not logically tied to the medium of exchange
(Wicksell 1906; Niehans 1978).

Throughout much of Western history, most
economies have adopted as their principal
medium of exchange a commodity that would be
valuable even if it were not used as money.
Recently, however, fiat money – intrinsically
worthless tokens made of paper or some other
cheap material – has come to predominate.
Under a commodity money arrangement, the
exchange value of money will depend upon the
demand for the monetary commodity in its
non-monetary as well as its monetary uses. But
in a discussion of money demand, as distinct from
a discussion of the price level, any possible
non-monetary demand for the medium of
exchange – which will be absent anyhow in fiat
money system – can legitimately be ignored.

The quantity of money demanded in any
economy – indeed, the set of assets that have
monetary status – will be dependent upon pre-
vailing institutions, regulations and technology.

Technical progress in the payments industry will,
for instance, tend to alter the quantity of money
demanded for given values of determinants such
as income. This dependence does not, however,
imply that the demand for money is a nebulous or
unusable concept, any more than the existence of
technical progress and regulatory change in the
transportation industry does so for the demand for
automobiles. In practice, some lack of clarity per-
tains to the operational measurement of the money
stock, as it does to the stock of automobiles or
other commodities. But in an economy with a
well-established national currency, the principle
is relatively clear: assets are part of the money
stock if and only if they constitute claims to cur-
rency, unrestricted legal claims that can be
promptly and cheaply exercised (at par). This
principle rationalizes the common practice of
including demand deposits in the money stock of
the United States, while excluding time deposits
and various other assets.

The rapid development during the 1960s and
1970s of computer and telecommunications tech-
nologies has led some writers (e.g. Fama 1980) to
contemplate economies – anticipated by Wicksell
(1906) – in which virtually all purchases are
effected not by the transfer of a tangible medium
of exchange, but bymeans of signals to an account-
ing network, signals that result in appropriate
debits and credits to the wealth accounts of buyers
and sellers. If there were literally no medium of
exchange, the wealth accounts being claims to
some specified bundle of commodities, the econ-
omy in question would be properly regarded and
analysed as a non-monetary economy, albeit one
that avoids the inefficiencies of crude barter. If, by
contrast, the accounting network’s credits were
claims to quantities of a fiat or commodity medium
of exchange, then individuals’ credit balances
would appropriately be included as part of the
money stock (McCallum 1985).

Basic Principles

An overview of the basic principles of money
demand theory can be obtained by considering a
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hypothetical household that seeks at time t to
maximize

u ct, ltð Þ þ bu ctþ1, ltþ1ð Þ þ b2u ctþ2, ltþ2ð Þ
þ . . . (1)

where ct and lt are the household’s consumption
and leisure during t and where, b = 1/(1 + d),
with d > 0 the rate of time preference. The
within-period utility function, u(�,�) is taken to be
well behaved so that unique positive values will
be chosen for ct and lt. The household has access
to a productive technology described by a produc-
tion function that is homogeneous of degree one
in capital and labour inputs. But for simplicity we
assume that labour is supplied inelastically, so this
function can be written as yt = f(kt-1), where yt is
production during t and kt – 1 is the stock of capital
held at the end of period t – 1. The function f (�) is
well behaved, so a unique positive value of kt will
be chosen for the upcoming period. Capital is
unconsumed output, so its price is the same as
that of the consumption good and its rate of return
between t and t + 1 is f0 (kt).

Although this set-up explicitly recognizes the
existence of only one good, it is intended to serve
a simplified representation – one formally justified
by the analysis of Lucas (1980) – of an economy
in which the household sells its specialized output
and makes purchases (at constant relative prices)
of a large number of distinct consumption goods.
Carrying out these purchases requires shopping
time, st, which subtracts from leisure: lt = 1 – st,
where units are chosen so that there is 1 unit of
time per period available for shopping and leisure
together. (If labour were elastically supplied, then
labour time would have to be included in the
expression.) In a monetary economy, however,
the amount of shopping time required for a given
amount of consumption will depend negatively
upon the quantity of real money balances held
by the household (up to some satiation level).
For concreteness, we assume that

st ¼ c ct ,mtð Þ (2)

where c(�,�) has partial derivatives c1 > 0 and
c2 � 0. In (2), mt = Mt/Pt, where Mt is the

nominal stock of money held at the end of t and
Pt is the money price of a consumption bundle.
(A variant with Mt denoting the start-of-period
money stock will be mentioned below.) The trans-
action variable is here specified as ct rather than
ct + Dkt to reflect the idea that only a few distinct
capital goods will be utilized, so that the transac-
tion cost to expenditure ratio will be much lower
than for consumption goods.

Besides capital and money, there is a third
asset available to the household. This asset is a
nominal bond; i.e., a one-period security that
may be purchased at the price 1/(1 + Rt) in
period t and redeemed for one unit of money in
t + 1. The symbol Bt will be used to denote the
number (possibly negative) of these securities
purchased by the household in period t, while
bt = Bt/Pt.

In the setting described, the household’s bud-
get constraint for period t may be written as
follows:

f kt�1ð Þ þ vt � ct þ kt � kt�1 þ mt

� 1þ ptð Þ�1mt�1

þ 1þ Rtð Þ�1bt

� 1þ ptð Þ�1bt�1 (3)

Here vt is the real value of lump-sum transfers
(net of taxes) from the government, while pt is the
inflation rate, pt = (Pt – Pt–1)/Pt–1. Given the
objective of maximizing (1), first-order conditions
necessary for optimality of the household’s
choices include the following, in which ’t and lt
are Lagrangian multipliers associated with the
constraints (2) and (3), respectively:

u1 c1, 1� stð Þ � ftc1 ct,mtð Þ � lt ¼ 0 (4)

�u2 ct, 1� stð Þ þ ft ¼ 0 (5)

�ftc2 ct,mtð Þ � l1 þ bltþ1 1þ ptþ1ð Þ�1

¼ 0 (6)

�lt þ bltþ1 f
0 ktð Þ þ 1½ � ¼ 0 (7)

�lt 1þ Rtð Þ�1 þ bltþ1 1þ ptþ1ð Þ�1 ¼ 0 (8)
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These conditions, together with the constraints
(2) and (3), determine current and planned
values of ct, st, mt, kt, bt, ’t, and lt for given time
paths of vt, Rt, and pt (which are exogenous to the
household) and the predetermined values of kt – 1,
mt – 1, and bt – 1. (There is also a relevant trans-
versality condition, but it can be ignored for the
issues at hand.) Also lt values can be obtained
from lt = 1 – st and, with Pt – 1 given, Pt, Mt,
and Bt values are implied by the pt, mt, and bt
sequences.

The household’s optimizing choice of mt can be
described in terms of two distinct concepts of a
money-demand function. The first of these is a
proper demand function; that is, a relationship giv-
ing the chosen quantity as a function of variables
that are either predetermined or exogenous to the
economic unit in question. In the present context,
the money-demand function of that type will be of
the form:

mt

¼ m kt�1,mt�1, bt�1, vt, vtþ1, . . . ,ð
Rt,Rtþ1, . . . , pt, ptþ1, . . .Þ (9)

where the variables dated t + 1, t + 2, . . .must be
understood as anticipated values. Now, it will be
obvious that this relationship does not closely
resemble those normally described in the litera-
ture as ‘money demand functions’. There is a
second type of relationship implied by the
model, however, that does have such a resem-
blance. To obtain this second expression, one
can eliminate bl

t +1(
1+ pt +1)

�1 between equations
(6) and (8), then eliminate lt and finally ’t from
the resultant by using (4) and (5). These steps
yield the following:

�u ct, 1� stð Þc2 ct,mtð Þ
¼ u1 ct, 1� stð Þ � u2 ct, 1� stð Þc1 ct,mtð Þ½ �
� 1� 1þ Rtð Þ�1
h i

:

(10)

Thenc (ct,mt) can be used in place of st, and the
result is a relationship that involves only mt, ct, and
Rt. Consequently, (10) can be expressed in the form:

f mt, ct,Rtð Þ ¼ 0 (11)

and if the latter is solvable for mt one can obtain:

Mt =Pt ¼ L ct,Rtð Þ: (12)

Thus the model at hand yields a portfolio-
balance relationship between real money-
balances demanded, a variable measuring the vol-
ume of transactions conducted, and the nominal
interest rate (which reflects the cost of holding
money rather than bonds). It can be shown,
moreover, that for reasonable specifications of
the utility and shopping-time functions, will be
increasing in its first argument and decreasing in
the second. L (�,�)

There are, of course, two problems in moving
from a demand function (of either type) for an
individual household to one that pertains to the
economy as a whole. The first of these involves
the usual problem of aggregating over households
that may have different tastes and/or levels of
wealth. It is well known that the conditions per-
mitting such aggregation are extremely stringent
in the context of any sort of behavioural relation;
but for many theoretical purposes it is sensible to
pretend that they are satisfied. The second prob-
lem concerns the existence of economic units
other than households – ‘firms’ being the most
obvious example. To construct a model analogous
to that above for a firm, one would presumably
posit maximization of the present value of real net
receipts rather than (1), and the constraints would
be different. In particular, the shopping-time func-
tion (2) would need to be replaced with a more
general relationship depicting resources used in
conducting transactions as a function of their vol-
ume and the real quantity of money held. The
transaction measure would not be ct for firms or,
therefore, for the economy as a whole. But the
general aspects of the analysis would be similar,
so we shall proceed under the presumption that the
crucial issues are adequately represented in a set-
ting that recognizes only economic units like the
‘households’ described above.

The distinction between the proper money-
demand function (9) and the more standard
portfolio-balance relation (12) is important in the
context of certain issues. As an example, consider
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the issue of whether wealth or income should
appear as a ‘scale variable’ (Meltzer 1963).
From the foregoing, it is clear that wealth is an
important determinant of money demand in the
sense that kt – 1, mt – 1, and bt – 1 are arguments of
the demand function (9). Nevertheless, formula-
tion (12) indicates that there is no separate role for
wealth in a portfolio-balance relation if appropri-
ate transaction and opportunity-cost variables are
included.

An issue that naturally arises concerns the
foregoing discussion’s neglect of randomness.
How would the analysis be affected if it were
recognized that future values of variables cannot
possibly be known with certainty? In answer, let
us suppose that the household knows current
values of all relevant variables including Pt, Rt,
and vt when making decisions on mt and ct, but
that its views concerning variables dated t + 1,
t + 2,. . . are held in the form of non-degenerate
probability distributions. Suppose also that there
is uncertainty in production, so that the marginal
product of capital in t +1, f0(kt), is viewed as
random. Then the household’s problem becomes
one of maximizing the expectation of (1), with
u (�,�) a von Neumann-Morgenstern utility func-
tion, given information available in period t. Con-
sequently, the first-order conditions (4), (5), (6),
(7), and (8) must be replaced with ones that
involve conditional expectations. For example,
equation (7) would be replaced with:

�lt þ bEt ltþ1 f
0 ktð Þ þ 1½ �f g ¼ 0 (70)

where Et (�) denotes the expectation of the indi-
cated variable conditional upon known values of
Pt, Rt, vt, and so on. With this modification, the
nature of the proper demand function becomes
much more complex – indeed, for most specifica-
tions no closed form solution analogous to (9) will
exist. Nevertheless, the portfolio–balance relation
(12) will continue to hold exactly as before, for the
steps described in its derivation above remain the
same except that it is Et[blt+1(1+ pt+1)

�1] that is
eliminated between equations corresponding to
(6) and (8). From this result it follows that,
according to our model, the relationship of Mt/Pt

to the transaction and opportunity–cost variables
is invariant to changes in the probability distribu-
tion of future variables.

Another specification variant that should be
mentioned reflects the assumption that it is
money held at the start of a period, not its end,
that facilitates transactions conducted during the
period. If that change in specification were made
and the foregoing analysis repeated, it would be
found that the household’s concern in period
t would be to have the appropriate level of real
money balances at the start of period t + 1. The
portfolio–balance relation analogous to (12)
that would be obtained in the deterministic
case would relate mt + 1 to ct + 1 and Rt, where
mt + 1 = Mt + 1/Pt + 1 withMt + 1 reflecting money
holdings at the end of period t. Consequently,
Mt + 1/Pt would be related to Rt, planned ct + 1,
and Pt/Pt + 1. Thus the theory does not work out
as cleanly as in the case considered above even in
the absence of randomness, and is complicated
further by the recognition of the latter. The fun-
damental nature of the relationships are, how-
ever, the same as above.

Another point deserving of mention is that if
labour is supplied elastically, the portfolio-
balance relation analogous to (12) will include
the real wage-rate as an additional argument.
This has been noted by Karni (1973) and Dutton
and Gramm (1973). More generally, the existence
of other relevant margins of substitution can bring
in other variables. If stocks of commodities held
by households affect shopping-time requirements,
for example, the inflation rate will appear sepa-
rately in the counterpart of (12) (see Feige and
Parkin 1971).

Finally, it must be recognised that the simplic-
ity of the portfolio-balance relation (12) would be
lost if the intertemporal utility function (1) were
not time-separable. If, for example, the function
u(ct, lt) in (1) were replaced with u(ct, lt, lt – 1) or
u(ct, ct – 1, lt), as has been suggested in the busi-
ness cycle literature, then the dynamic aspect of
the household’s choices would be more complex
and a relation like (12) – i.e. one that includes
only contemporaneous variables – could not be
derived.
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Historical Development

The approach to money-demand analysis outlined
above, which features intertemporal optimization
choices by individual economic agents whose
transactions are facilitated by their holdings of
money, has evolved gradually over time. In this
section we briefly review that evolution.

While the earlier literature on the quantity the-
ory of money contained many important insights,
its emphasis was on the comparison of market
equilibria rather than individual choice; that is,
on ‘market experiments’ rather than ‘individual
experiments’, in the language of Patinkin (1956).
Consequently, there was little explicit consider-
ation of money-demand behaviour in pre-1900
writings in the quantity theory tradition. Indeed,
there was little emphasis on money demand per se
even in the classic contributions of Mill (1848),
Wicksell (1906) and Fisher (1911), despite the
clear recognition by those analysts that some par-
ticular quantity of real money holdings would be
desired by the inhabitants of an economy under
any specified set of circumstances. Notable excep-
tions, discussed by Patinkin (1956, pp. 386–417),
were provided by Walras and Schlesinger.

In the English language literature, the notion of
money demand came forth more strongly in the
‘cash balance’ approach of Cambridge econo-
mists, an approach that featured analysis orga-
nized around the concepts of money demand and
supply. This organizing principle was present in
the early (c 1871) but unpublished writings of
Marshall (see Whitaker 1975, p. 165–8) and was
laid out with great explicitness by Pigou (1917).
The Cambridge approach presumed that the quan-
tity of money demanded would depend primarily
on the volume of transactions to be undertaken,
but emphasized volition on the part of money-
holders and recognized (sporadically) that the
ratio of real balances to transaction volume
would be affected by foregone ‘investment
income’ (i.e., interest earnings). In this regard
Cannan (1921), a non-Cambridge economist
who was influenced by Marshall, noted that the
quantity of money demanded should be nega-
tively related to anticipated inflation – an insight

previously expressed byMarshall in his testimony
of 1886 for the Royal Commission on the Depres-
sion of Trade and Industry (Marshall 1926). In
addition, Cannan developed very clearly the
point that the relevant concept is the demand for
a stock of money.

Although the aforementioned theorists devel-
oped several important constituents of a satisfac-
tory money-demand theory, none of them
unambiguously cast his explanation in terms of
marginal analysis. Thus a significant advance was
provided by Lavington (1921, p. 30), in a chapter
entitled ‘The Demand for Money’, who attempted
a statement of the marginal conditions that must
be satisfied for optimality by an individual who
consumes, holds money, and holds interest-
bearing securities. But despite the merits of his
attempt, Lavington confused – as Patinkin (1956,
p. 418) points out – the subjective sacrifice of
permanently adding a dollar to cash balances
with that of adding it for only one period. Thus it
was left for Fisher (1930, p. 216) to provide a
related but correct statement. The discussions of
both Lavington and Fisher are notable for identi-
fying the interest rate as a key determinant of the
marginal opportunity cost of holding money.

In a justly famous article, Hicks (1935) argued
persuasively that progress in the theory of money
would require the treatment of money demand as a
problem of individual choice at the margin. Build-
ing upon some insightful but unclear suggestions
in Keynes’s Treatise on Money (1930), Hicks
investigated an agent’s decision concerning the
relative amounts of money and securities to be
held at a point in time. He emphasized the need
to explain why individuals willingly hold money
when its return is exceeded by those available
from other assets and – following Lavington and
Fisher – concluded that money provides a service
yield not offered by other assts. Hicks also noted
that the positive transaction cost of investing in
securities makes it unprofitable to undertake such
investments for very short periods. Besides iden-
tifying the key aspects of marginal analysis of
money demand. Hicks (1935) pointed out that an
individual’s total wealth will influence his
demand for money. All of these points were
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developed further in chapters 13 and 19 of Hicks’s
Value and Capital (1939). The analysis in the
latter is, some misleading statements about the
nature of interest notwithstanding, substantively
very close to that outlined in the previous section
of this article. Hicks did not, however, provide
formal conditions relating to money demand in
his mathematical appendix.

The period between 1935 and 1939 witnessed,
of course, the publication of Keynes’s General
Theory (1936). That work emphasized the impor-
tance for macroeconomic analysis of the interest-
sensitivity of money demand – ‘liquidity prefer-
ence’, in Keynes’s terminology– and was in that
respect, as in many others, enormously influential.
Its treatment of money demand per se was not
highly original, however, in terms of fundamen-
tals. (This statement ignores some peculiarities
resulting from a presumably inadvertent attribu-
tion of money illusion; on this topic, again see
Patinkin 1956, pp. 173–4.)

The importance of several items mentioned
above – payments practices, foregone interest
and transaction costs – was explicitly depicted
in the formal optimization models developed
several years later by Baumol (1952) and Tobin
(1956). These models, which were suggested by
mathematical inventory theory, assume the pres-
ence of two assets (money and an interest-
bearing security), a fixed cost of making transfers
between money and the security, and a lack of
synchronization between (exogenously given)
receipt and expenditure streams. In addition,
they assume that all payments are made with
money. Economic units are depicted as choosing
the optimal frequency for money-security trans-
fers so as to maximize interest earnings net of
transaction costs.

In Baumol’s treatment, which ignores integer
constraints on the number of transactions per
period, the income and interest-rate elasticities of
real money demand are found to be ½ and – ½,
respectively. Thus the model implies ‘economies
of scale’ in making transactions. Tobin’s (1956)
analysis takes account of integer constraints, by
contrast, and thus implies that individuals respond
in a discontinuous fashion to alternative values of
the interest rate. In his model it appears entirely

possible for individual economic units to choose
corner solutions in which none of the interest-
bearing security is held. A number of extensions
of the Baumol–Tobin approach have been made
by various authors; for an insightful survey the
reader is referred to Barro and Fischer (1976).

Miller and Orr (1966) pioneered the inventory
approach to money demand theory in a stochastic
context. Specifically, in their analysis a firm’s net
cash inflow is generated as a randomwalk, and the
firm chooses a policy to minimize the sum of
transaction and foregone-interest costs. The opti-
mal decision rule is of the (S, s) type: when money
balances reach zero or a ceiling, S, the firm makes
transactions to return the balance to the level s. In
this setting there are again predicted economies of
scale, while the interest-rate elasticity is – 1/3. For
extensions the reader is again referred to Barro
and Fisher (1976).

The various inventory models of money
demand possess the desirable feature of providing
an explicit depiction of the source of money’s
service yield to an individual holder. It has been
noted (e.g. by Friedman and Schwartz 1970) that
the type of transaction demand described by these
models is unable to account for more than a frac-
tion of the transaction balances held in actual
economies. Furthermore, their treatment of
expenditure and receipt streams as exogenous is
unfortunate and they do not generalize easily to
fully dynamic settings. These points imply, how-
ever, only that the inventory models should not be
interpreted too literally. In terms of fundamentals
they are closely related to the basic model outlined
in the previous section.

A quite different approach was put forth by
Tobin (1958), in a paper that views the demand
for money as arising from a portfolio allocation
decision made under conditions of uncertainty.
In the more influential of the paper’s models, the
individual wealth-holder must allocate his port-
folio between a riskless asset, identified as
money, and an asset with an uncertain return
whose expected value exceeds that of money.
Tobin shows how the optimal portfolio mix
depends, under the assumption of expected util-
ity maximization, on the individual’s degree of
risk aversion, his wealth, and the mean-variance
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characteristics of the risky asset’s return distri-
bution. The analysis implies a negative interest
sensitivity of money demand, thereby satisfying
Tobin’s desire to provide an additional rational-
ization of Keynes’s (1936) liquidity-preference
hypothesis. The approach has, however, two
shortcomings. First, in actuality money does not
have a yield that is riskless in real terms, which is
the relevant concept for rational individuals. Sec-
ond, and more seriously, in many actual econo-
mies there exist assets ‘that have precisely the
same risk characteristics as money and yield
higher returns’ (Barro and Fischer 1976,
p. 139). Under such conditions, the model
implies that no money will be held.

Another influential item from this period was
provided by Friedman’s well-known ‘restate-
ment’ of the quantity theory (1956). In that
paper, as in Tobin’s, the principal role of money
is as a form of wealth. Friedman’s analysis empha-
sized margins of substitution between money and
assets other than bonds (e.g. durable consumption
goods and equities). The main contribution of the
paper was to help rekindle interest in monetary
analysis from amacroeconomic perspective, how-
ever, rather than to advance the formal theory of
money demand.

A model that may be viewed as a formalization
of Hicks’s (1935, 1939) approach was outlined by
Sidrauski (1967). The main purpose of
Sidrauski’s paper was to study the interaction of
inflation and capital accumulation in a dynamic
context, but his analysis gives rise to optimality
conditions much like those of equations (4), (5),
(6), (7), and (8) of the present article and thus
implies money-demand functions like (9) and
(12). The main difference between Sidrauski’s
model and ours is merely due to our use of the
‘shopping time’ specification, which was
suggested by Saving (1971). That feature makes
real balances an argument of each individual’s
utility function only indirectly, rather than
directly, and indicates the type of phenomenon
that advocates of the direct approach presumably
have in mind. Thus Sidrauski’s implied money-
demand model is the basis for the one presented
above, while a stochastic version of the latter,
being fundamentally similar to inventory or direct

utility-yield specifications, is broadly representa-
tive of current mainstream views.

Ongoing Controversies

Having outlined the current mainstream approach
to money-demand analysis and its evolution, we
now turn to matters that continue to be controver-
sial. The first of these concerns the role of uncer-
tainty. In that regard, one point has already been
developed; i.e., that rate-of-return uncertainty on
other assets cannot be used to explain why indi-
viduals hold money in economies – such as that of
the US – in which there exist very short-term
assets that yield positive interest and are essen-
tially riskless in nominal terms. But this does not
imply that uncertainty is unimportant for money
demand in a more general sense, for there are
various ways in which it can affect the analysis.
In the basic model outlined above, uncertainty
appears explicitly only by way of the assumption
that households view asset returns as random. In
that case, if money demand and consumption
decisions for a period are made simultaneously
then the portfolio-balance relation (12) will
be – as shown above – invariant to changes in
the return distributions. But the same is not true
for the proper demand function (9). And the argu-
ments ct and Rt of (12) will themselves be affected
by the extent of uncertainty, for it will affect
households’ saving, as well as portfolio, deci-
sions. The former, of course, impact not only on
ct but also on the economy’s capital stock and
thus, via the equilibrium real return on capital,
on Rt. In addition, because Rt is set in nominal
terms, its level will include a risk differential for
inflation uncertainty (Fama and Farber 1979).

Furthermore, the invariance of (12) to uncer-
tainty breaks down if money must be held at the
start of a period to yield its transaction services
during that period. In this case, the money demand
decision temporally precedes the related con-
sumption decision so the marginal service yield
of money is random, with moments that depend
on the covariance matrix of forecast errors for
consumption and the price level. Thus the extent
of uncertainty, as reflected in this covariance
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matrix, influences the quantity of real balances
demanded in relation to Rt and plans for ct + 1.

There is, moreover, another type of uncertainty
that is even more fundamental than rate-of-return
randomness. In particular, the existence of uncer-
tainty regarding exchange opportunities available
at an extremely fine level of temporal and spatial
disaggregation – uncertainties regarding the ‘dou-
ble coincidence of wants’ in meetings with poten-
tial exchange partners – provides the basic raison
d’être for a medium of exchange. In addition, the
ready verifiability of money enhances the effi-
ciency of the exchange process by permitting
individuals to economize on the production of
information when there is uncertainty about the
reputation of potential trading partners. Thus
uncertainty is crucial in explaining why it is that
money holdings help to facilitate transactions – to
save ‘shopping time’ in our formalization. In this
way randomness is critically involved, even when
it does not appear explicitly in the analysis.
(Alternative treatments of uncertainty in the
exchange process have been provided by Patinkin
1956; Brunner and Meltzer 1971; King and
Plosser 1986).

An important concern of macroeconomists in
recent years has been to specify models in terms of
genuinely structural relationships; that is, ones
that are invariant to policy changes. This desire
has led to increased emphasis on explicit analysis
of individuals’ dynamic optimization problems,
with these expressed in terms of basic taste and
technology parameters. Analysis of that type is
especially problematical in the area of money
demand, however, because of the difficulty of
specifying rigorously the precise way – at a
‘deeper’ level than (2), for example – in which
money facilitates the exchange process. One
prominent attempt to surmount this difficulty has
featured the application of a class of overlapping-
generations models – i.e. dynamic equilibrium
models that emphasize the differing perspectives
on saving of young and old individuals – to a
variety of problems in monetary economics. The
particular class of overlapping-generations
models in question is one in which, while there
is an analytical entity termed ‘fiat money’, the
specification deliberately excludes any shopping-

time or related feature that would represent the
transaction-facilitating aspect of money. Thus this
approach, promoted most prominently in the work
of Wallace (1980), tries to surmount the difficulty
of modelling the medium-of-exchange function of
money by simply ignoring it, emphasizing instead
the asset’s function as a store of value.

Models developed under this overlapping-
generations approach typically possess highly dis-
tinctive implications, of which the particularly
striking examples will be mentioned. First, if the
monetary authority causes the stock of money to
grow at a rate in excess of the economy’s rate of
output growth, no money will be demanded and
the price level will be infinite. Second, steady-
state equilibria in which money is valued will be
Pareto optimal if and only if the growth rate of the
money stock is non-positive. Third, open-market
changes in the money stock will have no effect on
the price level. It has been shown, however, that
these implications result from the models’ neglect
of the medium-of-exchange function of money.
Specifically. McCallum (1983) demonstrates that
all three implications vanish if this neglect is
remedied by recognition of shopping-time consid-
erations as above. That conclusion suggests that
the class of overlapping-generations models
under discussion provides a seriously misleading
framework for the analysis of monetary issues.
This weakness, it should be added, results not
from the generational structure of these models,
but from the overly restrictive application of the
principle that assets are valued solely on the basis
of the returns that they yield; in particular, the
models fail to reflect the non-pecuniary return
provided by holdings of the medium of exchange.
On these points see also Tobin (1980).

Recognizing this problem but desiring to avoid
specifications like (2), some researchers have
been attracted to the use of models incorporating
a cash-in-advance constraint (e.g. Lucas 1980;
Svensson 1985). In these models, it is assumed
that an individual’s purchases in any period can-
not exceed the quantity of money brought into that
period. Clearly, imposition of this type of con-
straint gives a medium-of-exchange role to the
model’s monetary asset and thereby avoids the
problems of the Wallace-style overlapping-
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generations models. Whether it does so in a satis-
factory manner is, however, more doubtful. In
particular, the cash-in-advance formulation
implies that start-of-period money holdings place
a strict upper limit on purchase during the period.
This is a considerably more stringent notion than
that implied by (2), which is that such purchases
are possible but increasingly expensive in terms of
time and/or other resources. Thus the demand for
money will tend to be less sensitive to interest-rate
changes with the cash-in-advance specification
than with one that ties consumption and money
holding together less rigidly. More generally, the
cash-in-advance specification can be viewed as an
extreme special case of the shopping-time func-
tion described in (2), in much the same way as a
fixed-coefficient production function is a special
case of a more general neoclassical technology.
For some issues, use of the special case specifica-
tion will be convenient and not misleading, but
care must be exerted to avoid inappropriate appli-
cations. It seems entirely unwarranted, moreover,
to opt for the cash-in-advance specification in the
hope that it will be more nearly structural and less
open to the Lucas critique (1976) than relations
such as (2). Both of these specificational
devices – and probably any that will be analyti-
cally tractable in a macroeconomic context –
should be viewed not as literal depictions of tech-
nological or social constraints, but as potentially
useful metaphors that permit the analyst to recog-
nize in a rough way the benefits of monetary
exchange. (On the general topic, see Fischer
1974).

A final controversy that deserves brief mention
pertains to an aspect of money demand theory that
has not been formally discussed above, but which
is of considerable importance in practical applica-
tions. Typically, econometric estimates of money-
demand functions combine ‘long run’ specifica-
tions such as (12) with a partial adjustment pro-
cess that relates actual money-holdings to the
implied ‘long run’ values. Operationally, this
approach often results in a regression equation
that includes a lagged value of the money stock
as an explanatory variable. (Distributed-lag for-
mulations are analytically similar.) Adoption of
the partial adjustments mechanism is justified by

appeal to portfolio-adjustment costs. Specifically,
some authors argue that money balances serve as a
‘buffer stock’ that temporarily accommodates
unexpected variations in income, while others
attribute sluggish adjustments to search costs.

From the theoretical perspective, however, the
foregoing interpretation for the role of lagged-
money balances (or distributed lags) appears
weak. If is difficult to believe that tangible adjust-
ment costs are significant, and in their absence
there is no role for lagged money balances, in
formulations as such as (12) when appropriate
transaction and opportunity-cost variables are
included. Furthermore, typical estimates suggest
adjustment speeds that are too slow to be
plausible.

These points have been stressed by Goodfriend
(1985), who offers an alternative explanation for
the relevant empirical findings. A model in which
there is full contemporaneous adjustment of
money-holding to transaction and opportunity-
cost variables is shown to imply a positive coeffi-
cient on lagged money when these determinants
are positively autocorrelated and contaminated
with measurement error. Under this interpretation,
the lagged variable is devoid of behavioural sig-
nificance; it enters the regression only because it
helps to explain the dependent variable in a mon-
grel equation that mixes together relations
pertaining to money-demand and other aspects
of behaviour. (This particular conclusion is shared
with the ‘buffer stock’ approach described by
Laidler (1984), which interprets the conventional
regression as a confounding of money-demand
with sluggish price-adjustment behaviour.) Fur-
thermore, the measurement error hypothesis can
account for positive auto-correlation of residuals
in the conventional regression and, if measure-
ment errors are serially correlated, the magnitude
of the lagged-money coefficient typically found in
practice.

See Also

▶Liquidity Preference
▶Quantity Theory of Money
▶Velocity of Circulation
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Demand Management

G. D. N. Worswick

The expression ‘demand management’ came into
general use after World War II. The idea has its
roots in theGeneral Theory of Employment, Inter-
est and Money (1936), in which Keynes had
argued that in capitalist economies the aggregate
demand for goods and services could fall short of
the capacity of the economy to produce, with
resultant unemployment. A deficiency of demand
could be made good by governments increasing
their expenditure or lowering taxes, or by the
monetary authorities lowering interest rates to
stimulate investment. Contrariwise, if there was
excess demand, fiscal and monetary policy could
be used in a restrictive manner. In the United
States, ‘demand management’ never wholly
displaced the term ‘stabilization policy’.

Demand management presupposes that the
working of the economy is sufficiently well
understood for reasonable assessments to be
made of the likely evolution of such variables as
private and public consumption and investment,
exports and imports and the level of prices. If the
assessment indicated an ‘inflationary gap’
between total expenditure and available supplies,
that would call for higher taxes or lower public
expenditure. In the case of demand deficiency, the
task was to estimate the additional demand needed
to bring the economy to capacity output at full
employment. Demand management was not
intended to influence capacity output itself,
which would be determined by such longer-term
factors as the growth of the labour force, technical
progress and the stock of capital equipment: it was
aimed at correcting shorter-term deviations of
output from its sustainable trend. The feasibility
of policy intervention depends on the successive
periods of time elapsing between the recognition
of the need for action, taking the decision to act,
the making of the policy change and the effect on
the targeted variable. The effectiveness of demand

management depends on the accuracy of fore-
casts: it also depends on the political constitution,
which determines the speed and frequency with
which policy interventions, such as tax changes,
can be made. In Britain the annual Budget was
initially the main pillar of demand management,
tax changes rather than alterations in expenditure
being the main instruments; later on, adjustments
between Budgets became more frequent. When
restraint was called for, fiscal policy was
supplemented by the control of consumer credit
and by regulating the investment programme of
the public sector. Monetary policy was directed
towards the balance of payments. During the
1950s and 1960s most European countries
followed policies of active demand-management,
though there were differences in the mix of fiscal
and monetary policy; the United States did not
embark on fiscal expansion until the 1960s.

In the quarter-century following World War II,
the average annual growth of output was histori-
cally high, the rate of unemployment very low and
the amplitude of fluctuations about the trend of
output also historically low. Some would argue
that the contribution of demand management to
high activity and reduced instability can only be
tested with the aid of macroeconometric models,
and these, with the appropriate data series, are not
available for most of the period in question. But a
number of more limited studies have been made.
Commenting on these, three members of the
OECD Secretariat (Llewellyn et al. 1985) con-
cluded that, in general, policy was stabilizing.
They also endorsed the observation of Matthews
(1968) that because economic agents and entre-
preneurs believed that the authorities would use
policy to control activity, the private sector
invested on a scale and with a smoothness which
contributed to the stability of the whole economy.
Throughout the 1950s and 1960s there were in
nearly all advanced countries regular annual rises
in nominal wages and prices, but at rates which
would be considered moderate by subsequent
standards, price increases averaging less than
2 per cent a year in some countries and not more
than 5 per cent a year in any. These increases were
seen not so much as symptoms of excess demand
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as evidence of wage–price and wage–wage spi-
rals, and a number of countries operated formal or
informal ‘incomes policies’ designed to contain
the rise in the general wage level. Despite occa-
sional misgivings, the wage inflation was reck-
oned acceptable, and monetary policy was
accommodatory.

The postwar ‘golden age’ came to an end in the
early 1970s. After 1973 there was a sharp slow-
down in productivity growth in all advanced
countries, accompanied in most cases by rising
unemployment and rising inflation. The ‘stagfla-
tion’ of the 1970s was followed by world reces-
sion in the early 1980s, when output in the OECD
countries as a whole almost stopped rising alto-
gether and unemployment reached levels not seen
since the 1930s. On the face of it, this was a time
when the thrust of demand management might
have been expected to be expansionary. In fact,
with some notable exceptions, both fiscal and
monetary policy became increasingly restrictive.
How can this paradox be explained?

Two factors may be singled out as contribut-
ing to the doubling of the average rate of infla-
tion in OECD countries in the 1970s: a change
into a higher gear of wage inflation in a number
of countries at the end of the 1960s, and the
fourfold increase in the price of oil of OPEC
1 in 1973–4. The latter was of particular signif-
icance since it boosted cost inflation while at
the same time acting to reduce demand in
oil-importing countries. While the typical infla-
tion of the 1960s might have been acceptable, the
higher rate was not, and notwithstanding the
recession of output and employment in the
mid-1970s, governments began to direct demand
management towards reducing inflation. An ele-
ment of the expansionist mode of demand man-
agement can still be seen in the outcome of the
Bonn Summit meeting of the major powers in
1978, whereby those countries with low inflation
and balance of payments surpluses, notably Ger-
many and Japan, were to engineer a modest
domestic expansion and act as ‘locomotives’ to
pull up the rest of the world, but this initiative
was swiftly overtaken by OPEC 2, re-igniting
inflation and renewing the determination of
major countries to pursue restrictive policies.

This intensified the recession until the United
States broke ranks in 1982.

So long as the response to cost inflation is
restrictive fiscal and monetary policy, then clearly
demand management is not available to combat
unemployment. However, there has also been a
theoretical reappraisal of the potential role of
demand management. The theme of the ‘monetar-
ist’ reaction launched by Friedman in 1968 was
that there was no lasting trade-off between unem-
ployment and inflation. In his view, if unemploy-
ment was pushed below a certain ‘natural’ rate,
determined by the characteristics of the real econ-
omy, there would be not merely higher, but accel-
erating, inflation. In addition, the numerous and
uncertain time-lags between the diagnosis of the
need for action and the effects on the economy of
the appropriate policy change rendered discretion-
ary demand-management hazardous. Accord-
ingly, Friedman recommended the adoption of a
simple rule governing the growth of the money
supply. Monetarism was influential in leading
some countries to adopt monetary targets; in par-
ticular, the monetary aggregate ‘Sterling M3’ was
the focal point of the Medium Term Financial
Strategy adopted by the British government in
1980. Inflation did come down, though it brought
monetarism down with it, for the chosen measure
of money supply rose quite out of line with the
price level, and the target was officially aban-
doned five years later. A more radical critique of
demand management emerged from the ‘rational
expectations’ analysis being developed at the end
of the 1970s. This analysis raises important ques-
tions in economic theory and in econometric
modelling, but it is the marriage of the rational
expectations hypothesis with the ‘natural rate’ in
the ‘New Classical Economics’ which has the
most serious consequences for demand manage-
ment, for it leads to the denial of any possible
influence on the real economy of any systematic
policies of this kind. This, however, is a result for
a theoretical economy in which all markets clear
all the time. It does not apply to a ‘disequilibrium’
economy in which important markets, such as the
labour market, do not clear.

Though by no means conclusive, these cri-
tiques have raised important questions about the
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scope and limitations of demand management.
Economists in the Keynesian tradition argue that
its potential to influence real output and employ-
ment still remains; in their view what happened in
the 1970s and 1980s was a change of the objective
of demand management towards reducing infla-
tion. If it is to be restored to its original role, an
alternative means of restraining inflation is
required, and that means a viable incomes policy.
Others advocate switching the target of demand
management from real output to the stabilization
of the growth of the nominal value of GDP. By
itself, this is not unlike what monetarism hoped to
achieve, but New Keynesians, such as Meade, go
a step further and also invoke incomes policy. But
their idea is that wage settlements should be
targeted on maximizing employment, whereas
conventional incomes policy is conceived as
restraining nominal incomes.

The risk of renewed inflation if demand man-
agement was given back its old role of reducing
unemployment appears to be less in some coun-
tries than others, but in a number of countries this
restoration is unlikely unless a viable incomes
policy can be put in place. An equally powerful
inhibition is the fear of exchange-rate deprecia-
tion. Those who advocated floating exchange
rates had argued that the abandonment of fixed
rates would allow countries to follow their own
domestic policies of demand management with-
out balance of payments crises cutting them short.
But it seems to have been a case of jumping out of
the frying pan into the fire. Countries attempting
to expand out of recession unilaterally have
quickly experienced a sharp fall in their exchange
rate: only the dominant United States economy
has so far been able to combine internal expansion
with stability of the external value of its currency.
Joint action among other countries seems to be
required to counter the destabilizing effects of
excessive currency fluctuations. Some tentative
moves in this direction began to appear in the
mid-1980s. In retrospect, the Bretton Woods
arrangements are seen to have constituted a high
peak of international economic cooperation, and
some advocate the creation of a ‘new Bretton
Woods’ on a world-wide basis. Others pin their
faith on the strengthening of regional groupings,

such as the European Community. In any case, the
prospects for demand management resuming its
role as an instrument for expansion and high
employment are bound up with the extent to
which major countries can contrive to coordinate
their separate national policies.

See Also

▶Deficit spending
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Demand Price

John K. Whitaker

JEL Classifications
D1

Earlier economic literature doubtless contains
casual usages of the phrase ‘demand price’, but
its appropriation as a technical term appears to
date from Alfred Marshall’s Principles of Eco-
nomics (Marshall, 1890: see Marshall, 1920,
pp. 95–101). Marshall applied the term in the
contexts of both individual and market demand.
Starting with a commodity (tea) purchasable in
integral units of a pound’s weight, an individual’s
demand price for the xth pound is the price he is
just willing to pay for it given that he has already
acquired x – 1 pounds. The basic assumption is
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that this demand price is lower the larger is x.
A schedule of demand prices for all possible
quantities (values of x) defines the consumer’s
demand schedule. Its graph is naturally drawn
with quantity on the horizontal axis. In the case
of a perfectly divisible commodity, the demand
price of quantity x must be redefined as the price
per unit which the consumer would be willing to
pay for a tiny increment, given that he already
possesses amount x. The demand schedule then
graphs as a continuous negatively sloped demand
curve showing demand price in this sense as a
function of x.

If the individual is free to buy any quantity at a
fixed price, his ‘marginal demand price’ is the
demand price for that quantity ‘which lies at the
margin or terminus or end of his purchases’
(Marshall, 1920, p. 95). For a perfectly divisible
commodity, marginal demand price must equal
market price. For a commodity purchasable in
integral units only, market price may lie anywhere
below marginal demand price, but not so low as to
make the next unit marginal.

Marshall’s discussion of consumer behaviour
is based on two general assumptions, although
these are informally relaxed at various points.
The first is that the utility obtained from consum-
ing a commodity depends only on the amount of
that commodity. The second is that the marginal
utility of ‘money’, or expenditure on all other
goods, remains approximately constant with
respect to variation in the expenditure on any
particular commodity – the presumption being
that the latter expenditure is only a small fraction
of total expenditure. These assumptions have con-
venient consequences for the concept of demand
price. If u(x) denotes the utility a consumer
obtains from consuming quantity x of a given
good in a specified period, while l is the constant
marginal utility of money to him, then demand
price for quantity x is (du/dx)/l in the case of
divisible quantity and [u(x) –u(x – 1)]/l in the
case when only integral quantities are feasible.
In either case, given the value of l, demand
price depends on x alone and is proportional to
marginal utility. The hypothesis of diminishing
demand price is tantamount to that of diminishing

marginal utility. A further advantage is that the
demand price for quantity x is independent of the
pecuniary terms on which the earlier units were, or
are to be, acquired, as these terms will not change
the marginal utility of money.

Although demand price is, on the above
assumptions, proportional to marginal utility it
has the great advantage of being measured in
operational money units. This permits a monetary
measure of the net benefit or consumer surplus
obtained from the option of buying the commod-
ity in question on specified monetary terms, rather
than having to divert the expenditure to other
goods. The distinction between demand price
and market price is an operational version of the
classical distinction between value in use and
value in exchange.

The concept of demand price features promi-
nently in Marshall’s analysis of the market for a
single commodity sold at a fixed price which is
uniform to all buyers. Demand price is now
interpreted as the maximum uniform price at
which any specified aggregate quantity of the
commodity can be sold on the market during a
given period. The negatively sloped market
demand curve is simply a lateral addition of the
individual demand curves and expresses the com-
mon demand price as a function of the aggregated
quantity. Marshall recognized (1920, p. 457n) that
it would be more natural when dealing with mar-
ket demand to view quantity as a function of price,
as Cournot (1838, pp. 44–55) had done, but chose
the converse approach to maintain symmetry with
his treatment of supply. Believing in the impor-
tance of scale economies in production, he
deemed it generally impossible to treat quantity
supplied per unit of time as a single-valued func-
tion of market price. Instead, adopting what he
took to be the businessman’s perspective, he intro-
duced the concept of ‘supply price’; the minimum
uniform price at which any given quantity will be
supplied to the market.

Market equilibrium occurs at any quantity
whose demand price and supply price are equal,
so that the market demand curve intersects the
market supply curve – the latter the graph of
supply price as a function of aggregate quantity
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supplied, a lateral sum of individual supply
curves. Equilibrium is locally stable if the demand
curve cuts the supply curve from above at the
equilibrium quantity. This result is justified by
the argument that the rate of supply will increase
if the current market price (always determined by
demand price) exceeds supply price at the current
quantity, so that additional production offers
excess profit, decreasing in the opposite case
(Marshall, 1920, pp. 345–7). The resulting
dynamic process is usually referred to as the
Marshallian adjustment process.

It is probably due to Marshall’s influence that
English-speaking economists still graph demand
and supply curves with quantity on the horizontal
axis even though adopting a more Walrasian per-
spective which treats quantities demanded and
supplied as functions of market price.

Marshall’s conception of the demand price of a
lone commodity, segregated from other commod-
ities by an assumed constancy of the marginal
utility of money, does not feature prominently in
modern theoretical work. Instead, a multi-
commodity formulation of utility and demand is
typically adopted. Consider a consumer maximiz-
ing the utility function u(x1, x2, . . ., xn) subject to
the budget pixi constraint

X
pixi

¼ M. (Here the xi

are quantities and the pi prices of the
n commodities andM is a preset total expenditure
level. The utility function, u, is assumed strictly
increasing, strictly quasi-concave, and differentia-
ble.) This maximization implies the consumer’s
direct demand functions xi = di(p1/M, p2/M, . . .,
pn/M), i = 1,2, . . ., n, sometimes (but with dubi-
ous justification) referred to as Marshallian
demand functions to distinguish them from
Hicksian compensated or constant-utility demand
functions.

These demand functions can usually be inverted
to yield the indirect or inverse demand functions pi/
M = gi(x1, x2, . . ., xn), i = 1, 2, . . ., n. However,
these can be obtained more immediately from
the budget constraint and the first-order condi-
tions @u/@xi = lpi, i = 1, 2,. . ., n (where l is
the Lagrange multiplier associated with the bud-
get constraint). We have, for i = 1, 2, . . ., n,

pi
M

¼ @u=@xi
lM

¼ @u=@xiX
lpjxj

¼ @u=@xiX
xj @u=@xj
� � � gi x1, x2: . . . , xnð Þ (1)

(The gi are clearly unaffected by a monotone
increasing transformation of u and reduce to
(@u/@xi)/u if u is homogeneous of degree one.)
The indirect demand functions (1) are the natural
generalization of Marshall’s demand-price con-
cept at the individual level, defining an n-vector
of normalized prices at which a given n-vector of
commodities will be demanded.

Indirect demand functions may be useful in
the contexts of central planning or rationing,
where they can indicate the prices planners
should choose to clear markets given the quan-
tities available, or the notional prices at which
ration allotments would just be freely purchases
(see Pearce, 1964, pp. 57–64). But unfortu-
nately, although indirect demand functions are
readily obtained for the individual, they are not
as easily aggregated to the market level as are
direct demand functions. The asymmetry arises
from the fact that individuals face identical
prices but do not make identical quantity
choices. Thus, market-level indirect demand
functions must generally be obtained by first
aggregating the individual direct demand func-
tions and then inverting the resulting market
functions.

The modern duality approach to consumer
behaviour has revealed fundamental symmetries
in the roles of prices and quantities. The alterna-
tives of viewing quantity demanded as a function
of price or demand price as a function of quantity
can now be seen as only one of a variety of dual
alternatives which considerably enrich theoretical
and econometric analysis. (See Gorman, 1976, for
a simple treatment.)

See Also

▶Marshall, Alfred (1842–1924)
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Demand Theory

Volker Böhm and Hans Haller

Abstract
Demand theory describes and explains individ-
ual choice of consumption bundles. Traditional
theory considers optimizing behaviour when
the consumer’s choice is restricted to con-
sumption bundles that satisfy a budget con-
straint. The budget constraint is determined
by price–income pairs. A demand correspon-
dence assigns to each price–income pair a non-
empty set of optimal consumption bundles.
A demand function assigns to each
price–income pair a unique optimal consump-
tion bundle. Optimality of consumption bun-
dles is based on a preference relation. The
theory derives existence and properties of
demand correspondences (demand functions)
from assumptions on preference relations and,
if applicable, their utility representations.

Keywords
Budget sets; Cardinal utility; Completeness;
Consumption plans; Consumption sets;
Contingent commodities; Continuity; Contin-
uous preference orders; Convexity; Demand
correspondences; Demand functions; Demand
sets; Demand theory; Expenditure functions;
Giffen goods; Hicksian (income-compensated)

demand function; Inferior goods; Integrability
of demand; Inverse demand function;
Lebesgue measure approach; Normal goods;
Ordinal utility; Preference maximization; Pref-
erence orders; Quasi-concavity; Reflexivity;
Representability of preferences; Revealed
preference theory; Separability; Slutsky
matrix; Slutsky, E.; Transitivity; Utility maxi-
mization; Walras, L.

JEL Classifications
D11

The main purpose of demand theory is to describe
and explain observed consumer choices of com-
modity bundles. Market parameters, typically
prices and income, determine constraints on com-
modity bundles. Given a combination of market
parameters, a commodity bundle or a non-empty
set of commodity bundles, which satisfies the
corresponding constraints, is called a demand vec-
tor or a demand set. The mapping which assigns to
every admissible combination of market parame-
ters a unique demand vector (or a non-empty
demand set) is called a demand function (or a
demand correspondence, respectively). Tradi-
tional demand theory considers the demand func-
tion (or correspondence) as the outcome of some
optimizing behaviour of the consumer. Its primary
goal is to determine how alternative assumptions
on the constraints, objectives and behavioural
rules of the consumer affect his observed demands
for commodities. The traditional model of the
consumer postulates preferences over alternative
commodity bundles to describe the objectives of
the consumer. Its behavioural rule consists in
maximizing these preferences on the set of feasi-
ble commodity bundles which satisfy the budget
constraint imposed by the market parameters. If
there is a unique preference maximizer under each
budget constraint, then preference maximization
determines a demand function. If there is at least
one preference maximizer under each budget con-
straint, then preference maximization determines
a demand correspondence.

Once the traditional view is adopted, the occur-
rence of demand correspondences cannot be
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avoided. Compatibility of observed demand,
which is always unique, with some demand cor-
respondence poses a minor problem in general.
However, the correspondence should be obtained
through preference maximization. The last
requirement leads to the main issues of modern
demand theory: Which demand correspondences
are compatible with preference maximization?
Given any conditions necessary for demand cor-
respondences to be compatible with preference
maximization, are they sufficient? Which demand
correspondences are compatible with a special
class of preferences? What type of preferences
yields a particular class of demand correspon-
dences? When addressing these issues, modern
demand theory attempts to link two concepts:
preferences and demand.

Historically, the important concept was utility
rather than preference. Before Fisher (1892) and
Pareto (1896), utility was conceived as cardinal:
that is, it was assumed to be a measurable scale
for the degree of satisfaction of the consumer.
Fisher and Pareto were the first to observe that an
arbitrary increasing transformation of the utility
function has no effect on demand. Edgeworth
(1881) had already written utility as a general
function of quantities of all commodities and
had employed indifference curves. It is now
widely accepted in demand theory that only ordi-
nal utility matters. That is, a utility function
serves merely as a convenient device to represent
a preference relation, and any increasing trans-
formation of the utility function will serve this
purpose as well.

Representability by utility functions imposes
some restrictions on preferences. The problem of
representability of a preference relation by a
numerical function was solved by Debreu (1954,
1959, 1964) based on work by Eilenberg (1941),
and by Rader (1963) and Bowen (1968). While
still assuming cardinal utility, Walras (1874)
developed the first ‘theory of demand’. His
demand was a function of all prices and the
endowment bundle, obtained through utility max-
imization. Slutsky (1915) finally assumed an ordi-
nal utility function with enough restrictions to
yield a maximum under any budget constraint
and testable properties of the resulting demand

functions. In particular, he obtained negativity of
diagonal elements and symmetry of the ‘Slutsky
matrix’.

Antonelli (1886) was the first to go the opposite
way: construct indifference curves and a utility
function from the so-called inverse demand func-
tion. Pareto (1906) took the same route. Katzner
(1970) reports on recent results in this direction.
The construction of preference relations from
demand functions was achieved in two ways:

1. Samuelson (1947) and Houthakker (1950)
introduced the concept of revealed preference
into demand theory. Considerable progress in
relating utility and demand in terms of revealed
preference was achieved by Uzawa (1960), fur-
ther refinements being due to Richter (1966).

2. Hurwicz and Uzawa (1971) contributed to the
following so-called integrability problem: con-
struct a twice continuously differentiable util-
ity representation from a continuously
differentiable demand function which satisfies
certain integrability conditions (including
symmetry and negative semi-definiteness of
the Slutsky matrix).

Kihlstrom et al. (1976) unified the two
approaches by relating the axioms of revealed
preference to properties of the Slutsky matrix.

Since there exists a sizable literature on demand
theory, many of the concepts and results are well
established and well-known. These have become
so much part of standard knowledge in economic
theory that they are included in any contemporary
microeconomic textbook and other surveys. It
would substantially reduce the space available for
a presentation of the new results of recent decades
if an extended introductory account of demand
theory were to be included here as well.

Commodities and Prices

Consumers purchase or sell commodities, which
can be divided into goods and services. Each
commodity is specified by its physical quality,
its location, and the date of its availability. In the
case of uncertainty, the state of nature in which the
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commodity is available may be added to the spec-
ification of a commodity. This leads to the notion
of a contingent commodity (see Arrow 1953;
Debreu 1959). We assume as in traditional theory
that there exists a finite number l of such com-
modities. Quantities of each commodity are mea-
sured in real numbers. A commodity bundle is an
l-dimensional vector x = (x1,. . .,xl). The set of all
l-dimensional vectors x = (x1,. . .,xl) is the
l-dimensional Euclidean space ℝl which we inter-
pret as the commodity space. |xh| indicates the
quantity of commodity h = 1,. . .,l. Commodities
are assumed to be perfectly divisible, so that their
quantity may be expressed as any (non-negative)
real number. The standard sign convention for
consumers assigns positive numbers for commod-
ities made available to the consumer (inputs) and
negative numbers for commodities made avail-
able by the consumer (outputs). Hence, a priori
any commodity bundle x � ℝl is conceivable.

The price ph of a commodity h, h= 1,. . .,l, is a
real number which is the amount in units of
account that has to be paid in exchange for one
unit of the commodity. For the consumer, ph is
given and has to be paid now for the delivery of
commodity h under the circumstances (location,
date, state) specified for commodity h. A price
system or price vector is a vector p = (p1,. . .,pl)
in ℝl and contains the prices for all commodities.
The value of a commodity bundle x given the
price vector p is px ¼ Pl

h¼1 phxh . This means
that commodity bundles are priced linearly.

Consumption Sets and Budget Sets

Typically, some commodity bundles cannot be con-
sumed by a consumer for physical reasons. Those
consumption bundles which can be consumed
form the consumer’s consumption set. This is a
non-empty subset X of the commodity space ℝl.
A consumer must choose a bundle x from his con-
sumption set X in order to subsist. Traditionally,
inputs in consumption are described by positive
quantities and outputs by negative quantities. So
in particular, the labour components of a consump-
tion bundle x are all non-positive, unless labour is

hired for a service. One usually assumes that the
consumption set X is closed, convex, and bounded
below. Vectors x � X are sometimes called con-
sumption plans.

Given the sign convention on inputs and out-
puts and a price vector p, the value px of a
consumption plan x defines the net outlay of x,
that is the value of all purchases (inputs) minus
the value of all sales (outputs) for the bundle x.
Trading the bundle x in a market at prices
p implies payments and receipts for that bundle.
Therefore, the value of the consumption plan
should not exceed the initial wealth (or income)
of the consumer which is a given real number w.
If the consumer owns a vector of initial resources
o and the price vector p is given, then w may be
determined by w = po. The consumer may have
other sources of wealth: savings and pensions,
bequests, profit shares, taxes, or other liabilities.
Given p and w, the set of possible consumption
bundles whose value does not exceed the initial
wealth of the consumer is called the budget set
and is defined formally by

b p,wð Þ ¼ x�Xj px � wf g:

The ultimate decision of a consumer is to choose a
consumption plan from his budget set. Those vec-
tors in b(p,w) which the consumer eventually
chooses form his demand set f(p,w).

Preferences and Demand

The choice of the consumer depends on his tastes
and desires. These are represented by his prefer-
ence relation ≿ which is a binary relation on X.
For any two bundles x, y � X, x ≿ y means that
x is at least as good as y. If the consumer always
chooses a most preferred bundle in his budget set,
then his demand set is defined by

f p,wð Þ ¼ x�b p,wð Þjx0
�b p,wð Þ implies x≿x

0
or notx

0
≿x

n o
:

Three basic axioms are usually imposed on the
preference relation ≿ which are taken as a defini-
tion of a rational consumer:
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Axiom 1 (reflexivity). If x � X, then x≿ x, that is,
any bundle is as good as itself.

Axiom 2 (transitivity). If x, y, z � X such that x≿ y
and y ≿ z, then x ≿ z.

Axiom 3 (completeness). If x, y � X, then x≿ y or
y ≿ x.

A preference relation ≿ which satisfies these
three axioms is a complete preordering or weak
order on X and will be called a preference order.
Already Axioms 2 and 3 define a preference order,
since Axiom 3 implies Axiom 1. A preference
relation ≿ on X induces two other relations on X,
the relation of strict preference,
, and the relation
of indifference, ~.

Definition Let ≿ be a preference relation on the
consumption set X. A bundle x is said to be strictly
preferred to a bundle y, that is x
 y, if and only if
x ≿ y and not y ≿ x. A bundle x is said to be
indifferent to a bundle y, that is x ~ y, if and only if
x ≿ y and y ≿ x.

Lemma Suppose ≿ is reflexive and transitive.
Then

(i) 
 is irreflexive, that is, not x 
 x, and
transitive;

(ii) ~ is an equivalence relation on X, which
means that ~ is reflexive, transitive, and sym-
metric: that is, x ~ y if and only if y ~ x.

For Z � X, x � Z, x is called maximal in Z, if
for all z � Z: not z 
 x. x is called a best element
of Z ormost preferred in Z, if for all z � Z : x≿ z.
Best elements are maximal; maximal elements
are not necessarily best elements. If ≿ is com-
plete, then best and maximal elements coincide.
Obviously for any price vector p and initial
wealth w,

f p,wð Þ ¼ x� b p,wð Þj x is maximal in b p,wð Þf g:

Axioms 1–3 are not qsted in most of consumer
theory. However, transitivity and completeness
may be violated by observed behaviour. Recent
developments in the theory of consumer demand

indicate that some weaker axioms suffice to
describe and derive consistent demand behav-
iour (see, for example, Sonnenschein 1971;
Katzner 1971; Shafer 1974; Kihlstrom et al.
1976; Kim and Richter 1986). In an alternative
approach, one could start from a strict preference
relation as the primitive concept. This may
sometimes be convenient. However, the weak
relation ≿ seems to be the more natural concept.
If the consumer chooses x, although y was a
possible choice as well, then his choice can
only be interpreted in the sense of x ≿ y, but
not as x 
 y.

For the remainder of this section, let us fix a
preference order≿ on X and a non-empty subset
B of ℝl+1 such that for every (p,w) � B, there
is a unique ≿-best element in b(p,w): that is,
maximization of ≿ defines a demand function
f:B ! X such that f(p,w) = {f(p,w)} for all
(p,w) � B.

Let x, x0 � X, x 6¼ x0. We call x revealed
preferred to x0 and write xRx0, if there is (p,w)
� B such that x = f(p,w) and px0 � px. xRx0

implies that both x and x0 belong to the budget
set b(p,w) and x is chosen. Since f is derived from
≿-maximization, xRx0 implies x 
 x0. We call x
indirectly revealed preferred to x0 and write xR* x0,
if there exists a finite sequence x0 = x, x1,. . ., xn
= x0 in X such that x0Rx1,. . ., xn�1Rx0. Obviously,
R* is transitive. Since
 is transitive, xR*x0 implies
x 
 x0. Consequently, the following must hold
(otherwise x 
 x!):

SARPð Þ xR	x0 ) not x0R	xð Þ:
SARPð Þ implies

WARPð Þ xRx0 ) not x0R	xð Þ:

(SARP) is the strong axiom of revealed prefer-
ence; (WARP) is the weak axiom. Hence
≿-maximization implies the strong axiom and a
fortiori the weak axiom. For the inverse implica-
tion, see Chipman et al. (1971, chs. 1, 2, 3 and 5).
For l � 3, there exist demand functions which
satisfy (WARP) but not (SARP), whereas for
l = 2, (WARP) and (SARP) are equivalent; see
Section 3.J of Mas-Colell et al. (1995) and
Kihlstrom et al. (1976, p. 977).
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Continuous Preference Orders and
Utility Functions

Axioms 1–3 have intuitive appeal. This is less so
with the topological requirements of the following
Axiom 4.

Axiom 4 (continuity). For every x � X, the sets
{y � X|y ≿ x} and {y � X|x ≿ y} are closed
relative to X.

If ≿ is a preference order, then Axiom 4 is equiv-
alent to: For every x � X, the sets {y � X|y 
 x}
and {y � X|x 
 y} are open in X.

Closedness of {y � X|y ≿ x} requires that for
any sequence yn, n � ℕ, in X such that yn con-
verges to y � X and yn≿ x for all n, the limit y also
satisfies y≿ x. Openness of {y � X|y
 x} means
that if y 
 x, then y0 
 x for any y0 close enough
to y.

The sets {y � X|y ≿ x} are called upper con-
tour sets of the relation ≿ and the sets {y � X|x
≿ y} are called lower contour sets of ≿. For
x � X, the set I(x) := {y � X|y ~ x} is called the
indifference class of x with respect to ≿ or the
≿-indifference surface through x or the
≿-indifference curve through x. In the case ≿ is
reflexive and transitive, I(x) is the equivalence class
of x with respect to the equivalence relation ~.

There is a preference order ≿ on ℝl, l � 2,
which does not satisfy Axiom 4, namely the lexi-
cographic order defined by (x1,. . ., xl)≿ (y1,. . ., yl)
if and only if x = y or there exists k � {1,. . .,l}
such that: xj= yj for j< k and xk> yk. Few studies
of the relationship between the order properties of
Axioms 1–3 and the topological property of
Axiom 4 have been made. We emphasize the
following result.

Theorem (Schmeidler 1971). Let ≿ denote a
transitive binary relation on a connected topolog-
ical space X. Assume that there exists at least one
pair x, y�X such that x 
 y. If for every x � X,
(i) {y � X|y ≿ x} and {y � X|x ≿ y} are closed
and (ii) {y � X|y 
 x} and {y � X|x 
 y} are
open, then ≿ is complete.

Definition Let X be a set and ≿ be a preference
relation on X. Then a function u from X into the
real line ℝ is a (utility) representation or a utility
function for ≿, if for all x; y � X : u(x) � u(y) if
and only if x ≿ y. Clearly, if u is a utility repre-
sentation for ≿ and f : ℝ ! ℝ is an increasing
transformation, then the composition f! u is also
a representation of≿. If u : X!ℝ is any function,
then≿, defined by x≿ y if and only if u(x)� u(y)
for x, y � X, is a preference order on X and u is a
utility representation for ≿.

Most utility functions used in consumer theory
are continuous. If u is continuous and ≿ is
represented by u, then by necessity ≿ is a contin-
uous preference order. In our case where X � ℝl,
the opposite implication also holds: If ≿ is a
continuous preference order, then it has a contin-
uous utility representation.

Theorem (Debreu, Eilenberg, Rader) Let X be
a topological space with a countable base of open
sets (or a connected, separable topological space)
and ≿ be a continuous preference order on X.
Then ≿ has a continuous utility representation.

In our context of Euclidean commodity spaces,
explicit constructions of continuous utility repre-
sentations for continuous and monotonic prefer-
ence orders are available. See Arrow and Hahn
(1971) for the ‘Euclidean distance approach’
and Neuefeind (1972) for the ‘Lebesgue measure
approach’. For topological spaces X with a
countable base of open sets, it has further been
shown by Rader (1963) and Bosi and Mehta
(2002) that an upper semi-continuous preference
order on X has an upper semi-continuous utility
representation.

As an immediate consequence of the represen-
tation theorem for preference relations, one
obtains one of the standard results on the non-
emptiness of the demand set f(p,w), since any
continuous function attains its maximum on a
compact set (Weierstrass’s th), though a direct
proof is also possible.

Corollary Let X � ℝl be bounded below and

closed, ≿ be a continuous preference order on X,
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p�Rl
þþ (that is, p � 0) and w � ℝ. Then

b(p, w) 6¼ ∅ implies f(p, w) 6¼ ∅.
There has been a recent shift from proving

existence to a more systematic study of the non-
existence of utility representations. Needless to
say that there are many preference orders on ℝl

or on subsets thereof with continuous utility
representations. There are also total orders ≿
(that is, preference orders ≿ with x ~ y , x = y)
on ℝl, l� 2, which admit utility representations,
since there exist bijections u :ℝl!ℝ. However,
for l � 2, there is no total order on ℝl,ℝl

þ or
[0,1]l which has a continuous utility representa-
tion; see Candeal and Induráin (1993). More-
over, a preference order ≿ on X, which is not
continuous, need not have a utility representa-
tion. For instance, the lexicographic order on
ℝl, l � 2, a total order first discussed by Debreu
(1954), does not have a utility representation,
nor even a discontinuous one. Beardon et al.
(2002) provide a classification of total orders
which do not admit a utility representation.
Estévez Toranzo and Hervés Beloso (1995)
show that, if X is a non-separable metric space,
then there exists a continuous preference order
on X which cannot be represented by a utility
function.

Some Properties of Preferences and
Utility Functions

Some of the frequent assumptions on preference
relations correspond almost by definition to anal-
ogous properties of utility functions, while other
analogies need demonstration. We discuss the
assumptions most commonly used.

Monotonicity A preference order≿ on X�ℝl is
monotonic, if x, y � X , x� y, x 6¼ y implies x
 y.

This property means desirability of all com-
modities. If a monotonic preference order has a
utility representation u, then u is an increasing
function (in all arguments). Inversely, if ≿ is
represented by an increasing function, then ≿ is
monotonic.

Non-satiation Let ≿ be the preference relation
of a consumer over consumption bundles in X and
let x � X.

(i) x is a satiation point for ≿ if x ≿ y for all
y � X: that is, x is a best element in X.

(ii) The preference relation is locally not satiated
at x, if for every neighbourhood U of x there
exists z � U such that z 
 x.

Consider a utility representation u for ≿. Then
x � X is a satiation point if and only if u has a
global maximum at x. ≿ is locally not satiated at
x if and only if u does not attain a local maximum
at x. Local non-satiation rules out that u is constant
in a neighbourhood of x. If ≿ is locally not sati-
ated at all x, then≿ cannot have thick indifference
classes or satiation points.

Convexity A preference relation ≿ on X � ℝl is
called

(i) convex, if the set {y � X |y ≿ x} is convex
for all x � X;

(ii) strictly convex, if X is convex and
lx + (1 � l)x0 
 x0 for any two bundles x,
x0 � X such that x 6¼ x0; x ≿ x0 and for any l
such that 0 < l < 1;

(iii) strongly convex, if X is convex and
lx + (1 � l)x0 
 x00 for any three bundles
x; x0; x00 � X such that x 6¼ x0, x≿ x00, x0 ≿ x00

and for any l such that 0 < l < 1.

Quasi-Concavity A function u : X!ℝ is called

(i) quasi-concave, if u(lx + (1 � l)y) � min
{u(x), u(y)} for all x, y � X and any
l � [0,1];

(ii) strictly quasi-concave, if u(lx + (1 � l)y)
> min {u(x), u(y)} for all x, y � X with
x 6¼ y and any l � (0,1).

Let u be a representation of the preference
order ≿. Then u is (strictly) quasi-concave if and
only if ≿ is (strictly) convex. Quasi-concavity is
preserved under increasing transformations: that
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is, it is an ordinal property. In contrast, concavity
is a cardinal property which can be lost under
increasing transformations. With respect to the
difficult problem to characterize those preference
orders which have a concave representation, we
refer to Kannai (1977). Clearly, if ≿ is locally not
satiated at all x, then ≿ does not have a satiation
point. In general, the inverse implication is false.
If, however, ≿ is strictly convex and does not
have a satiation point, then ≿ is locally not sati-
ated at all x. Moreover, if h is strictly convex, then
it has at most one satiation point. An immediate
implication is the following lemma.

Lemma Let X � ℝl be bounded below, convex,
and closed. Let≿ be a strictly convex, continuous

preference order onX, p�Rl
þþ, and w � ℝ. Then

b(p, w) 6¼ ∅ implies that f(p,w) is a singleton.

Separability Separable utility functions were
used in classical consumer theory long before asso-
ciated properties of preferences had been defined.
All early contributions to utility theory assumed
without much discussion an additive form of the
utility function over different commodities. It was
not until Edgeworth (1881) that utility was written
as a general function of a vector of commodities.
The particular consequences of separability for
demand theory were discussed well after the gen-
eral non-separable case in demand theory had been
treated and generally accepted. Among the many
contributors are Sono (1945), Leontief (1947),
Samuelson (1947), Houthakker (1960), Debreu
(1960), and Koopmans (1972). We follow Katzner
(1970) in our presentation.

LetN ¼ Nj

	 
k

j¼1
be a partition of the set {1,. . .,l}

and assume thatX= S1� � � � � SkLet J= {1,. . .,k}
and for any j � J , y � X , y = (y1, . . . , yk)
� ∏i � JSi write y�j = (y1,. . ., yj�1, yj+1,. . .,yk)
for the vector of components different from j. For
any y�j, a preference order ≿ on X induces a
preference order ≿y�j

on Sj which is defined by
xj≿y�j

x0j if and only if (y�j, xj) ≿ (y�j, x0j) for
xj, x0j � Sj. In general, the induced ordering≿y�j

will depend on y�j. The first notion of separabil-
ity states that for any j, the preference orders≿y�j

are independent of y�j � ∏i 6¼ jSi. The second
notion of separability states that for any proper
subset I of J, the induced preference orders ≿yJ=I

on ∏i � I are independent of yJ/I � ∏i =2 ISi.

Definition Let ≿ be a preference order on
X = ∏j � JSj.

(i) ≿ is called weakly separable with respect to
N if ≿y�j

¼ ≿z�j
for each j � J and any

y�j , z�j � ∏i 6¼ jSi.
(ii) ≿ is called strongly separable with respect to

N if≿yJ=I ¼ ≿zJ=I for each I� J , I 6¼∅ , I 6¼ J

and any yJ/I , zJ/I � ∏i =2 ISi.

Definition Let u : ∏j � JSj ! ℝ. u is called

(i) weakly separable with respect to N, if there
exist continuous functions vj : Sj!ℝ, j � J ,
and V :ℝk!ℝ such that u(x)= V (v1(x1),. . .,
vk(xk));

(ii) strongly separable with respect to N, if
there exist continuous functions vj: Sj ! ℝ,
j � J, and V: ℝ ! ℝ such that u(x) =
V (�j � J vj(xj)).

The two important equivalence results on sep-
arability are due to Debreu and Katzner. The ver-
sion of Debreu’s theorem given here is slightly
weaker than his original result.

Theorem (Katzner 1970) Let ≿ be a continu-
ous, monotonic preference order on X = ∏j � JSj
with Sj ¼ ℝNj for all j � J. Then ≿ is weakly
separable if and only if every continuous repre-
sentation of ≿ it is weakly separable.

Theorem (Debreu 1960) Let≿ be a continuous,
monotonic preference order on X = ∏j � JSj with

Sj ¼ ℝNj for all j � J= {1,. . ., k} and k� 3. Then
≿ is strongly separable if and only if every con-
tinuous representation is strongly separable.

Under the assumptions of this theorem, if ≿ is
strongly separable with representation u(x) =
V (�j � J vj(xj), then V must be increasing or
decreasing.
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Therefore,

v xð Þ ¼
P

j� Jvj xj
� �

for V increasing

�P
j� Jvj xj

� �
for V decreasing

(

is also a representation of ≿. This is the additive
form of separable utility used by early economists
who thought that each commodity h had its own
intrinsic utility representable by a scalar function
uh. The overall utility was then simply obtained as
the sum of these functions, u(x)=�huh(xh). Such
a formulation is given by Jevons (1871) and
Walras (1874) and implicitly contained in
Gossen (1854).

In the case of uncertainty, with finitely many
states of nature j � J = {1,. . ., k}, respective
probabilities pj > 0 and consumption xj � Sj in
state j � J, an additively separable utility repre-
sentation u(x) = �j � J vj(xj) is tantamount to an
expectedutility representationu(x)=�j � Jpjuj(xj)
with uj = vj/pj. Hence, an expected utility repre-
sentation in the tradition of Savage (1954) implies
separability with respect to states of nature. In
contrast, the novel concept of Choquet expected
utility à la Schmeidler (1986, 1989) typically vio-
lates separability with respect to states of nature.

For k = 2, weak and strong separability of
preferences coincide. But there are separable pref-
erences which do not admit a strongly separable
utility representation, for instance X ¼ ℝ2

þ;
Nj = {j} for j = 1, 2, ≿ given by u x1, x2ð Þ ¼ ffiffiffiffiffi

x1
p

þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 þ x2

p
. Separability of preferences imposes

restrictions on demand correspondences and on
demand functions (for details see Barten and
Böhm 1982, Sections 9, 14, and 15).

Continuous Demand

Given any price–wealth pair (p, w) � ℝl+1,
the budget set of the consumer was defined as
b(p, w) = {x � X|px � w}. Let S � ℝl+1 denote
the set of price–wealth pairs for which the budget
set is non-empty. Then b describes a corres-
pondence from S into X: that is, b associates to
any (p,w) � S the non-empty subset b(p,w) of X.

There are two standard notions of continuity of
correspondences, upper hemi-continuity and
lower hemi-continuity (see Hildenbrand 1974).

Definition A compact-valued correspondence C
from S into an arbitrary subset T of ℝl is upper
hemi-continuous (u.h.c.) at a point y � S, if for all
sequences (yn, zn) � S � T such that yn ! y and
zn � C(yn) for all n, there exist z � C(y) and a
subsequence znk of zn such that znk ! z.

Definition A correspondence C from S into an
arbitrary subset T of ℝl is lower hemi-continuous
(l.h.c.) at a point y � S, if for any z � C(y) and
any sequence yn in S with yn ! y there exists a
sequence zn in T such that zn ! z and zn � C(yn)
for all n.

Definition A correspondence is continuous if it
is both lower and upper hemi-continuous.

For single-valued correspondences, the
notions of lower and upper hemi-continuity coin-
cide with the usual notion of continuity for func-
tions. For proofs of the following lemmas, see
Debreu (1959) or Hildenbrand (1974).

Lemma Let X � ℝl be a convex set. Then the
budget correspondence b:S ! X has a closed
graph and is lower hemi-continuous at every
point (p,w) � S for which w > min{px|x � X}
holds.

Combining a previous corollary on the non-
emptiness of the demand set and a fundamental
theorem of Berge (1966) yields the next result.

Lemma Let X � ℝl be a convex set. If the pref-
erence relation has a continuous utility represen-
tation, then the demand correspondence is defined
(that is, non-empty valued), compact-valued, and
upper hemi-continuous at each (p,w) � S such
that b(p,w) is compact and w > min{px|x � X}.

It follows immediately from the definitions that
f(lp,lw) = f(p,w) for any l > 0 and any
price–wealth pair (p,w): that is, demand is homo-
geneous of degree zero in prices and wealth. For
convex preference orders, the demand correspon-
dence is convexvalued. For strictly convex
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preference orders, the demand correspondence is
single-valued: that is, one obtains a demand func-
tion. The results of this section and of the section
on continuous preference orders and utility func-
tions are summarized in the following lemma,
which uses the weakest assumptions of traditional
demand theory to generate a continuous demand
function.

Lemma Let S0 := {(p, w) � S|b(p, w) is compact
and w > min {px|x � X}}. If ≿ denotes a strictly
convex and continuous preference order, then
f(p,w) defines a continuous demand function
which satisfies: (i) homogeneity of degree zero in
prices and wealth and (ii) the strong axiom of
revealed preference.

Continuous Demand Without
Transitivity

Transitivity is often violated in empirical studies.
This excludes utility maximization, but not nec-
essarily preference maximization. However, as
the next theorem indicates, existence and continu-
ity of demand do not depend on transitivity as
crucially as one may expect. The theorem follows
from a result by Sonnenschein (1971).

Theorem Let S* = {(p, w) � S|f(p, w) 6¼ ∅}.
Suppose that X is compact and≿ is complete and
has a closed graph.

(i) If {x0 � X|x0 
 x} is convex for all x � X,
then f(p, w) 6¼∅ whenever b(p, w) 6¼∅ (that is,
S* = S).

(ii) If S* = S and (p0,w0) � S such that b is
continuous at (p0,w0), then f is u.h.c. at (p0,w0).

The assumption that X is compact is not nec-
essary. For case (i) it suffices that all budget sets
b(p,w) under consideration be compact. For case
(ii) it is sufficient that there exist a compact subset
X0 of X and a neighbourhood S0 of (p0,w0) such
that f(S0) � X0.

To complete this section we state a lemma on
the properties of a demand function obtained under
preference maximization without transitivity. This
contrasts with the lemma at the end of the previous
section. Intransitivity essentially implies that the

strong axiom of revealed preference need not
hold. The lemma follows from the theorem by
Sonnenschein and from the result by Shafer (1974).

Lemma Let X ¼ ℝl
þ,B ¼ ℝlþ1

þþ . Suppose conti-
nuity and strong convexity of ≿ (in addition to
completeness). Then preference maximization
yields a continuous demand function f:B ! X
which satisfies (i) homogeneity of degree zero in
prices and wealth and (ii) the weak axiom of
revealed preference.

The converse statement of the lemma does not
hold. For l = 2, X ¼ ℝ2

þ,B ¼ ℝ3
þþ, there is a C

1-
function f:B ! X which fulfils (i), (ii), and (iii)
pf(p,w)=w for all (p,w) � B, but which cannot be
obtained as the demand function for a continuous,
complete and strictly convex preference relation
(John 1984; Kim and Richter 1986). In addition,
John (1995) has shown that continuity of f, (ii) and
(iii) imply (i).

Smooth Preferences and Differentiable
Utility Functions

Owing to the representation theorem of Debreu,
Eilenberg and Rader, continuity of a utility func-
tion and continuity of the represented preference
order are identical under the perspective of
demand theory. When continuous differentiability
of demand is required, continuity of the prefer-
ence relation will not suffice in general. The first
rigorous attempt to study ‘differentiable prefer-
ence orders’ goes back to Antonelli (1886). We
follow the more direct approach of Debreu (1972)
to characterize ‘smooth preference orders’.
Smoothness of preferences is closely related to
sufficient differentiability of utility representa-
tions and the solution of the integrability problem
(see Debreu 1972; also Debreu 1976; Hurwicz
1971; and the section below on integrability).
For the purpose of this and subsequent sections,
let P ¼ ℝl

þþ denote the (relative) interior of ℝl
þ

and assume that X= P. Let≿ be a continuous and
monotonic preference order on P which we may
consider as a subset of P � P: that is,
(x, y) � ≿ , x ≿ y for (x,y) � P � P. Also,
the associated indifference relation ~ will be
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considered as a subset of P � P. To describe a
smooth preference order, differentiability assump-
tions will be made on the (graph of the) indiffer-
ence relation in P � P.

For k � 1, let Ck denote the class of functions
which have continuous partial derivatives up to
order k, and consider two open sets X and Y in
an Euclidean space ℝn. A bijection h:X ! Y is a
Ck-diffeomorphism if both h and h�1 are of class
Ck. M � ℝn is a Ck-hypersurface, if for every
z � M, there exist an open neighbourhood U of
z, an open subset V of ℝn, a hyperplane H 
 ℝn

and a Ck-diffeomorphism h: U ! V such that
h(M \ U) = V \ H. A Ck-hypersurface has
locally the structure of a hyperplane up to a
Ck-diffeomorphism. Considering the indifference
relation ~ as a subset of P � P, the set
~I ¼ x, yð Þ�P� Pj x � yf g 
 ℝ2l constitutes the
‘indifference surface’ of the preference relation.
Then≿ is called a C2-preference order (or smooth
preference order), if ~I is a C2-hypersurface.

Theorem (Debreu 1972) Let ≿ be a continuous

and monotonic preference order on P and ~I be its
indifference surface. Then ≿ is a C2-preference
order if and only if it has a monotonic utility
representation of class C2 with no critical point.

Properties of Differentiable Utility
Functions

Utility functions of class C2 provide the truly clas-
sical approach to demand theory (see, for example,
Slutsky 1915; Hicks 1939; Samuelson 1947).

Let ≿ be a monotonic, strictly convex C2-
preference order on P and u : P ! ℝ be a C2-
utility representation of ≿ with no critical point.
Then u is continuous, increasing in all arguments,
and strictly quasi-concave. Moreover, all second-
order partial derivatives uij(x) = (@2u/@xi@xj)(x),
i , j = 1 , . . . , l , x � P, exist, all uij are con-
tinuous functions of x and uij= uji for i,j= 1,. . .,l.
Let D2u = (uij) denote the Hessian matrix of u.
Then D2u is symmetric. The first-order deriva-
tives ui(x) = (@u/@xi)(x) , i = 1 , . . . , l, are
continuous functions of x. Assume that ui(x) > 0
for i = 1,. . .,l, x � P and define

Du xð Þ ¼
u1 xð Þ
⋮
ul xð Þ

24 35
as the gradient of u at x. For any m � n-matrixM,
let M0 denote the transpose of M.

Theorem If u : P ! ℝ is a strictly quasi-con-
cave utility function of class C2, then z0D2u(x)
z � 0 for all x � P and z� ~z �ℝl

	 j ~zDu xð Þ ¼ 0g.
(For a proof, see Barten and Böhm 1982.)

It will be shown in the next section that the
conclusion of this theorem does not guarantee the
existence of a differentiable demand function. The
following definition strengthens the property of
strict quasi-concavity.

Definition u is called strongly quasi-concave if

z0D2u xð Þz < 0 for allx�P, z 6
¼ 0 and z� ~z �ℝlj ~zDu xð Þ ¼ 0

	 

:

Consider the bordered Hessian matrix

H xð Þ ¼ D2u xð Þ Du xð Þ
Du xð Þ½ �0 0

� �
:

Then u is strongly quasi-concave whenever u is
strictly quasi-concave and H(x) is non-singular.
(For a proof, see Barten and Böhm 1982).

The properties of strict and strong quasi-
concavity are invariant under increasing C2-trans-
formations. For other results and consequences of
differentiable utility functions the reader may
consult Barten and Böhm (1982) and the refer-
ences listed there, or Debreu (1972), Mas-Colell
(1974).

Differentiable Demand

The earlier section on continuous demand without
transitivity provides sufficient conditions on pref-
erences for the existence of a continuous demand
function which is homogeneous of degree zero in
prices and wealth and satisfies the strong axiom of
revealed preference. In this section, the
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implications of smooth preferences for differen-
tiability of demand will be studied. Consider an
assumption (D), consisting of the following three
parts:

(D1) X = P.
(D2) ≿ is a monotonic, strictly convex C2-

preference order on X and the closure relative

to ℝl
þ �ℝl

þ of its indifference surface ~I is
contained in P � P.

(D3) The price-wealth space is B ¼ ℝlþ1
þþ.

Given (D), there exists a demand function f:B! X
with p f(p,w) = w for all (p,w) � B. Let u be an
increasing strictly quasi-concave C2-utility repre-
sentation for ≿. The following key result on the
differentiability of demand was first given by
Katzner (1968). For a detailed proof see Barten
and Böhm (1982).

Theorem Let p,wð Þ�Band x ¼ f p,wð Þ. Then the
following assertions are equivalent:

(i) f is C1 in a neighbourhood of p,wð Þ.
(ii)

D2u xð Þ p0

p 0

� �
is non-singular.

(iii) H xð Þ is non-singular.

Once the demand function f is continuously
differentiable, it is straightforward to derive all
of the well-known comparative statics properties,
for the proof of which we refer again to Barten and
Böhm (1982). Let f = (f1,. . .,fl) be a demand
function of class C1 and define the respective
partial derivatives

f w ¼ f 1w, . . . , f
1
w

� � ¼ @f 1

@w
, . . . ,

@f l

@w

� �
,

f ij ¼ @f i

@pj
, i, j ¼ 1, . . . , l;

sij ¼ f ij þ f iwf
i, i, j ¼ 1, . . . , l:

From these we obtain the Jacobian matrix of fwith

respect to prices, J ¼ f ij

� �
, and the so-called

Slutsky matrix S ¼ sij

� �
.

Theorem

(i) pfw = 1, pJ = � f,
(ii) Sp0 = 0,
(iii) S is symmetric,
(iv) ySy0 < 0, if y � ℝl, y 6¼ ap for all a � ℝ,
(v) rank S = l � 1.

Property (iv) implies that all diagonal elements
of S are strictly negative: that is, sii ¼ f ii þ f iwf

i

< 0 . If f iw > 0 , commodity i is called a normal
good which implies that f ii < 0: that is, demand is
downward sloping in its own price. On the other
hand, a negative income effect f iw < 0 , that is,
when commodity i is an inferior good, is a neces-
sary, but not a sufficient condition for a positive
own price effect f ii > 0, that is, for commodity i to
be a Giffen good.

Duality Approach to Demand Theory

With the notion of an expenditure function, an
alternative approach to demand analysis is possi-
ble which was suggested by Samuelson (1947).
For the further development and details, we refer
to Diewert (1974, 1982).

As a matter of convenience and for ease of
presentation, assumption (D) will be imposed on
the preference relation ≿. Let u denote a strictly
quasi-concave increasingC2-utility representation
for ≿ and let f: B ! X be the demand function
derived from preference maximization. Let us
further assume that u(X) = ℝ. (This requirement
can always be fulfilled by means of an increasing
transformation.) Define the indirect utility func-
tion v : B ! ℝ associated with u by v(p,
w) = u(f(p,w)) for (p,w) � B.

Given a price systemp�ℝl
þþ and a utility level

c � ℝ, let e(p, c) = min {p x|x � X , u(x) � c}.
Since u is strictly quasi-concave and increasing,
there exists a unique minimizer h(p,c) of this
problem such that e(p,c) = ph(p,c). h : ℝl

þþ �ℝ
! ℝl

þþ is called the Hicksian (income-compen-
sated) demand function and e : ℝl

þþ �ℝ ! ℝþþ
is called the expenditure function for u. Since
assumption (D) holds, preference maximization
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and expenditure minimization imply the follow-
ing properties and relationships:

(i) c = v[p,e(p,c)] for all (p,c).
(ii) w = e[p,v(p,w)] for all (p,w).
(iii) v(p,�) and e(p,�) are inverse functions for

any p.
(iv) h(p,c) = f [p, e(p, c)] for all (p,c).
(v) f(p,w) = h[p,v(p,w)] for all (p,w).
(vi) e is strictly increasing and continuous in c.
(vii) e is non-decreasing, positive linear homo-

geneous, and concave in prices.
(viii) v is strictly increasing in w, and continuous.
(ix) v is non-increasing in prices and homoge-

neous of degree zero in income and prices.

Moreover, some interesting and important conse-
quences of these properties can be obtained if the
functions are sufficiently differentiable.

Theorem

(i) e is Ck if and only if v is Ck. (k = 1, 2).
(ii) If e is C1, then @e/@p = h.
(iii) If f is C1, then: v is C2.
(iv) f = � (@v/@p)/(@v/@w) (Roy’s identity).
(v) h is C1 and e is C2.
(vi) @h/@p = S (Slutsky equation) with @h/@p

evaluated at [p,v(p,w)] and S evaluated at
(p,w).

Integrability

A review of the previous discussions and analyt-
ical results involving the concepts of

≿ preference
u utility
h income-compensated demand function
e expenditure function
v indirect utility
f (direct) demand function

makes apparent their relationships which can be
characterized schematically by the following dia-
gram:

fveh

u

where a ! b indicates that concept b can be
derived from concept a under certain conditions.

The integrability problem is to establish f! u:
that is, to recover the utility function from the
demand function f.

Two Recent Developments

Advanced microeconomic theory assumes a dis-
tribution of consumer characteristics to determine
mean demand of a consumption sector. In accor-
dance with traditional demand theory, the primi-
tive characteristics of a consumer are his
preference relation ≿ and his wealth w, and pos-
sibly his consumption set X. If we disregard the
latter, the corresponding distribution of consumer
characteristics is a preference–wealth distribution
(see Hildenbrand 1974). This approach lends
itself to both positive and normative analysis. In
contrast, Hildenbrand (1994) and others adopt a
purely positive point of view and take pairs (f,w)
as the primitive concepts, where f is a demand
function not necessarily derived from preference
maximization of ‘rational’ consumers.

Like traditional demand theory, most of theo-
retical and empirical economics has not distin-
guished between households and individual
consumers. Chiappori (1988, 1992) and others
have developed models of collective rationality
of multi-person households where each member
has his or her own preferences.

See Also

▶Aggregation (Theory)
▶Collective Rationality
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▶Correspondences
▶Hicksian and Marshallian Demands
▶ Integrability of Demand
▶Revealed Preference Theory
▶ Separability
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Demand-Pull Inflation

George L. Perry

Abstract
The term ‘demand-pull inflation’ originated
with the Keynesian macroeconomic model
and was used to contrast price increases arising
from excess demand with those arising from
shocks to aggregate supply. Phillips curve
models were initially amended by natural rate
models and by models that appended rational
expectations and flexible wages and prices to
natural rate models. It is now recognized that
the response of inflation and unemployment to
shifts in aggregate demand itself depends on
the inflation environment, and moderate infla-
tion is the desired environment. Stabilization
policy continues to distinguish between supply
shocks affecting prices and the effects of
aggregate demand.

Keywords
Accelerationist inflation models; Aggregate
demand; Aggregate supply; Core inflation;
Cost-push inflation; Demand-pull inflation;
Excess demand; Federal Reserve System;
Friedman, M.; Full employment; Incomes pol-
icies; Inflation; Inflation targeting; Inflationary
expectations; Keynesianism; Monetary policy;
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policies; Sticky prices; Sticky wages; Tobin,
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spiral
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The term ‘demand-pull’ inflation originated with
the simple Keynesian model of the macro-
economy and was used as a contrast to price
increases arising from shocks to aggregate supply.
In the Keynesian model, there is a well-defined
level of potential GDP corresponding to full
employment levels of employment and unem-
ployment. Nominal wages are downwardly rigid,
so that below full employment aggregate supply
increases with prices while aggregate demand
decreases. The difference between potential and
actual GDP is the output gap, and there is an
asymmetry in the economy’s response to shifts
in demand when output gaps are positive and
when they are not. With a positive gap – that is,
in the operating region below full employment –
an expansion of aggregate demand mainly raises
employment and output and only moderately
raises prices. But at full employment the aggre-
gate supply curve is vertical, and an expansion of
demand only pulls up wages and prices. Hence the
term ‘demand-pull inflation’.

Macro models of fluctuations have evolved in
important ways from this simple Keynesian case.
The early empirical Phillips curves described an
empirical relation between the level of unemploy-
ment and rates of change, rather than levels, of
prices. Such relations were estimated from
periods characterized by frequent cycles in activ-
ity. They did not control for expected or ongoing
rates of inflation, so did not directly address the
consequences of maintaining real aggregate
demand at levels that raised prices. James Tobin
(1972), among others, reasoned that the average
wage and price increases associated with
approaching full employment in the empirical

Phillips curves came from the operation of a
heterogeneous labour market in which demand
constantly shifted among sectors. In his model,
the short-run inflation that was observed in the
typical cyclical episode reflected wage and price
changes that reduced wasteful search unem-
ployment, rather than a misguided attempt to
sustain employment above the full employment
level.

The first important departure came from theo-
retical models based on representative agents and
firms that examined the consequences of perma-
nently maintaining demand at levels that raised
wages and prices in the short run. In the late 1960s
Milton Friedman (1968) and Edmund Phelps
(1969) independently formulated models of a nat-
ural rate of unemployment in which inflation fed
back fully into wages and hence prices, so that an
unemployment rate below the natural rate could
be sustained only by ever-higher inflation rates. In
effect, these accelerationist price models
resurrected the vertical Keynesian supply curve
at full employment for the long run, but allowed
demand policies that raised the inflation rate in the
short run to achieve lower levels of unemploy-
ment, but only temporarily. Since the higher
employment associated with price increases
could not be sustained, a corollary was that zero
inflation was the appropriate target for policy.
Tobin’s model, with its heterogenous economy,
denied that a natural rate identified by prices rising
faster corresponded to full employment. How-
ever, the natural rate model became widely
accepted as a theoretical construct, especially
after the introduction of rational expectations
models in which anticipation of faster or slower
price increases would speed up the process of
price acceleration or deceleration. Some theoreti-
cal models also assumed price and wage flexibil-
ity rather than stickiness. And some even rejected
the idea that aggregate demand could leave the
economy below full employment, modelling all
cyclical variations in output and employment as
shocks to aggregate supply. Modern neo-
Keynesian models retain both the assumption of
price and wage stickiness, which is supported by
empirical research, and the implication that output
can depart from its potential level. But they attach
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a more central role to expectations than do early
Keynesian models.

All these models share the original idea of
demand-pull inflation in that inflation arises
when aggregate demand is excessive. They differ
in their description of how the process works out
over different time horizons and empirically in
how the region of excess demand can be identified
for informing forecasters and policymakers.
Empirical implementation of rational expectations
models continues to be elusive, and most empiri-
cal work has used adaptive expectations with
accelerationist models to estimate the natural rate
and the level of potential output. These estimates
proved to be unreliable in the 1990s when eco-
nomic expansion steadily reduced unemployment
rates well below those predicted to cause acceler-
ating inflation in those models. Some recent
research has supported the idea that a modest
rate of inflation, rather than complete price stabil-
ity, is necessary to maintain the fullest utilization
of resources. This can be so for a variety of rea-
sons.With downward wage rigidity, price stability
will keep real wages above their efficient level in a
noticeable fraction of firms. Moderate inflation
will minimize this problem, permitting the econ-
omy to achieve optimal employment (Akerlof
et al. 1996). Furthermore, very low inflation
rates will be ignored by many economic agents,
leading firms to sustain output and employment at
levels above those of a full expectational equilib-
rium (Akerlof et al. 2000). And on the demand
side, with very low or zero inflation, the zero floor
on nominal interest rates may prevent monetary
policy from getting real interest rates low enough
to achieve full employment. The experience of
Japan after its financial bubble burst is an example
(Krugman 1998).

Originally, the explicit modelling of demand-
pull inflation was important because of the dis-
tinction it drew between price increases arising
from excess demand and price increases originat-
ing in shifts up in the aggregate supply schedule,
also referred to as cost-push. The sharp increases
in wage costs that occurred in the heyday of union
strength in industrialized economies are important
historical examples of shifts in aggregate supply
schedules. In the 1960s and 1970s, the experience

with such cost-push shocks motivated the
attempts to impose wage-price guideposts in the
United States, and similar incomes policies in the
United Kingdom and elsewhere. Such incomes
policies were seen as a way to contain excessive
wage and price increases that arose when the
economy was operating below its full employ-
ment level.

Although there has been no recent interest in
incomes policies, the distinction between price
increases originating in excess aggregate demand
and those originating from shifts in important
supply schedules continues to be a feature of
policy deliberations and of empirical work today.
Core inflation rates, which omit the impact effect
of energy and food prices on aggregate price indi-
ces, are routinely reported in monthly statistical
releases, reflecting a distinction most analysts find
useful. Core inflation rates are seen as more likely
to feed back into wage increases, and are a better
indicator of demand-pull effects on prices. And
policymakers regularly make allowances for the
effect of supply shocks in considering their stabi-
lization response to changes in reported inflation
rates.

History provides examples of significant infla-
tion in which excess demand or major supply
shocks or both were important. In the United
States, during the Second World War and the
Korean War maximizing output was the para-
mount goal of government even though it meant
expanding demand well beyond the normal full-
employment point. The potential inflation gener-
ated by operating in this excess-demand region
was moderated, if not completely suppressed, by
rationing and price controls. Demand-pull infla-
tion was also a feature of the industrial economies
in the late 1960s, when US military spending was
greatly enlarged and labour and product markets
became tight for an extended period throughout
the industrial world. An abrupt explosion of wage
increases at the end of the 1960s and in the early
1970s in most industrialized countries suggests
that cost-push contributed importantly to the infla-
tion of that period. The rise in food prices in 1973
and the oil supply shocks of 1973 and 1979 added
further to the ongoing inflation of that decade and
doubtless contributed to an increase in
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inflationary expectations and to the response of
unions and firms to those expectations.

It was particularly striking that inflation was so
little affected by the very deep recessions of the
mid-1970s in the advanced economies. That epi-
sode convinced most economists of the shortcom-
ings of the simple short-run Phillips curve model,
which predicted that inflation would slow cycli-
cally in the mid-1970s. But it was also not consis-
tent with flexible price accelerationist models
which predict that prices and wages will fall
when the economy is operating below its natural
rate. It did support the pessimistic verdict that a
well-established inflation can persist long after the
initiating shocks have disappeared and long after a
reduction of demand has eliminated any excess
demand from the economy.

The stabilization challenge confronting
policymakers in that period was seen not merely
as avoiding excess aggregate demand, but also as
choosing how much to accommodate inflation in
order to maintain real growth and how much to
give up in output and employment in order to
suppress inflation. After the second OPEC oil
price shock in 1979, Paul Volcker was appointed
Chairman of the US Federal Reserve and, under
his leadership, the Fed chose to strongly suppress
demand until inflation receded sharply. The lower
inflation that ensued is consistent with the pre-
dictions of some conventional cyclical models.
The severity of the policy used, as reflected in
the record high interest rates it produced and the
very deep recession that policymakers tolerated,
can also be interpreted as evidence that
policymakers can shape expectations and that
doing so affects how promptly the inflation rate
changes.

In the United States, the period that began in the
1990s was a sharp contrast to the 1970s in that
inflation had been moderate for many years. As
noted above, by the end of the decade the unem-
ployment rate had fallen well below existing empir-
ical estimates from natural-rate models. Yet
inflation remained very low, both before the modest
recession of the early 2000s and in the several years
after it, even after a new oil price shock. Most
European economies experienced similarly low
inflation in this period. However, several suffered

from chronically high rates of unemployment.
While considerable controversy surrounds the rea-
sons for this persistence of unemployment, some
analysts believe inadequate aggregate demand over
an extended period is partly to blame. There are
several implications for stabilization policies aimed
at avoiding inflation from all this experience: While
empirical estimates from the 1970s suggested infla-
tion was prone to quicken through a wage-price
spiral, the recent period suggests no such tendency
so long as inflation rates are modest (Brainard and
Perry 2000). Furthermore, the economy’s potential
output and the attainable unemployment rate – the
thresholds of the demand-pull region of resource
utilization – cannot be adequately estimated using
typical accelerationist models. Finally, the
contrasting experiences across the United States
and European economies show that policies
targeting inflation alone are not sufficient to assure
full employment.

See Also

▶Cost-Push Inflation
▶ Inflation
▶Monetary and Fiscal Policy Overview
▶Monetary Business Cycle Models (Sticky

Prices and Wages)
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Democratic Paradoxes

Norman Schofield

Abstract
Formal models of voting have emphasized the
mean voter theorem, namely, that all parties
should rationally adopt identical positions at
the electoral mean. The lack of evidence for
this assertion is a paradox which this article
attempts to resolve by considering an electoral
model that includes ‘valence’ or non-policy
judgements by voters of party leaders. In a
polity such as Israel, based on proportional

electoral rule, low-valence parties would adopt
positions far from the centre, making coalition
formation unstable. In Britain, by contrast, a
party with a low-valence leader would be sub-
ject to the demands of non-centrist activists.

Keywords
Condorcet, Marquis de; Democratic para-
doxes; Downs, A.; Hotelling, H.; Local Nash
equilibrium; Madison, J.; Median voter theo-
rem; Mixed strategy Nash equilibrium; Plural-
ity electoral rule; Political competition;
Proportional representation; Pure strategy
Nash equilibrium; Valence; Vote maximizing
strategies; Voting
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Models of elections tend to give two quite contra-
dictory predictions about the result of political
competition. In two-party competition, if the ‘pol-
icy space’ involves two or more independent
issues, then ‘pure strategy Nash equilibria’ gener-
ally do not exist and instability or chaos may
occur (see Plott 1967; McKelvey 1976, 1979;
Schofield 1978, 1983, 1985; McKelvey and Scho-
field 1986, 1987; Saari 1997; Austen-Smith and
Banks 1999). That is to say, whatever position is
picked by one party, there always exists another
policy point which will give the second party a
majority over the other. Moreover, vote maximiz-
ing strategies could lead political candidates to
wander all over the policy space.

On the other hand, the earlier electoral models
based on the work of Hotelling (1929) and Downs
(1957) suggest that parties will converge to an
electoral centre (at the electoral median) when
the policy space has a single dimension.
(An equilibrium can also be guaranteed as long
as the decision rule requires a sufficiently large
majority – Schofield 1984; Strnad 1985; Caplin
and Nalebuff 1988 – or when the electoral distri-
bution has a certain concavity property – Caplin
and Nalebuff 1991.) Although a pure strategy
Nash equilibrium generically fails to exist in com-
petition between two agents under majority rule in
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high enough dimension, there will exist mixed
strategy Nash equilibria (Kramer 1978) whose
support lies within a subset of the policy space
known as the ‘uncovered set’ (see McKelvey
1986; Banks et al. 2002). These various and
contrasting theoretical results can be seen as a
paradox: will democracy tend to generate centrist
compromises, or can it lead to chaos? This ques-
tion is of fundamental importance in a world in
which many countries are experimenting with
democracy for the first time.

Partly as a result of these theoretical difficulties
with the ‘deterministic’ electoral model, and also
because of the need to develop empirical models
of voter choice (Poole and Rosenthal 1984), atten-
tion has focused on ‘stochastic’ vote models.
A formal basis for such models is provided by
the notion of ‘quantal response equilibria’
(McKelvey and Palfrey 1995). In such models,
the behaviour of each voter is modelled by a
vector of choice probabilities (Lin et al. 1999).
A standard result in this class of models is that all
parties converge to the electoral origin when the
parties are motivated to maximize vote share or
plurality (in the two-party case) (see McKelvey
and Patty 2006; Banks and Duggan 2005). The
predictions concerning convergence are at odds
with empirical evidence that parties appear to
diverge from the electoral centre (Merrill and
Grofman 1999; Adams 2001; Schofield and
Sened 2006).

The paradox that actual political systems dis-
play neither chaos nor convergence is the subject
of this article. The key idea is that the convergence
result need not hold if there is an asymmetry in the
electoral perception of the ‘quality’ of party
leaders (Stokes 1992). The average weight given
to the perceived quality of the leader of the jth

party is called the party’s ‘valence’. In empirical
models this valence is independent of the party’s
position, and adds to the statistical significance of
the model. In general, valence reflects the overall
degree to which the party is perceived to have
shown itself able to govern effectively in the
past, or is likely to be able to govern well in the
future (Penn 2003). The early empirical model of
US presidential elections by Poole and Rosenthal

(1984) included these valence terms. The authors
noted that there was no evidence of candidate
convergence.

Formal models of elections incorporating
valence have been developed (Ansolabehere and
Snyder 2000; Groseclose 2001; Aragones and
Palfrey 2002), but the theoretical results to date
have been somewhat inconclusive. Extension to
the multiparty case is of interest because of recent
empirical models of voting in the Netherlands and
Germany (Schofield et al. 1998a, b; Quinn
et al.1999; Quinn, and Martin 2002), Britain
(Schofield 2005a, b), Israel (Schofield
et al. 1998a, b; Schofield and Sened 2002, 2005,
2006) and Italy (Giannetti and Sened 2004). All
these empirical models have suggested that diver-
gence is generic. Most of these empirical models
have been based on the ‘multinomial logit’
assumption that the stochastic errors had a ‘Type
I extreme value distribution’ (Dow and Endersby
2004).

Schofield (2007) provides a ‘classification the-
orem’ for the formal vote model based on the
same stochastic distribution assumption. The
‘policy space’ is assumed to be of dimension w,
and there is an arbitrary number, p, of parties. The
party leaders exhibit differing valence.
A ‘convergence coefficient’ incorporating all the
parameters of the model can be defined. Instead of
using the notion of a Nash equilibrium, the result
is given in terms of the existence of a ‘local Nash
equilibrium’. It is shown that there are necessary
and sufficient conditions for the existence of a
‘pure strategy vote maximizing local Nash equi-
librium’ (LNE) at the mean of the voter distribu-
tion. When the necessary condition fails, then
parties, in equilibrium, will adopt divergent posi-
tions. In general, parties whose leaders have the
lowest valence will take up positions furthest from
the electoral mean. Moreover, because a pure
strategy Nash equilibrium (PNE) must be a local
equilibrium, the failure of existence of the LNE at
the electoral mean implies non-existence of such a
centrist PNE. The failure of the necessary condi-
tion for convergence has a simple explanation: if
the variance of the electoral distribution is suffi-
ciently large in contrast to the expected vote share
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of the lowest-valence party at the electoral mean,
then this party has an incentive to move away
from the origin towards the electoral periphery.
Other low-valence parties will follow suit, and the
local equilibrium will result with parties distrib-
uted along a ‘principal electoral axis’.

An empirical study of voter behaviour for
Israel for the election of 1996 (based on Schofield
and Sened 2005) is used to show that the neces-
sary condition for party convergence failed for
this election. The equilibrium positions obtained
from the formal result, under vote maximization,
are in general comparable with, but not identical
to, the estimated positions. The two highest-
valence parties (Labour and Likud) were symmet-
rically located on either side of the electoral ori-
gin, while the lowest-valence parties were located
far from the origin. In such a polity, based on a
proportional electoral system, it is generally nec-
essary to form coalition governments. The exis-
tence of small, low-valence, radical parties on the
electoral periphery may create serious difficulties
in the formation of majority government. It is
possibly for this reason that Ariel Sharon, for-
merly leader of Likud, and Shimon Peres, for-
merly leader of Labour, in 2005 formed Kadima,
a new centrist party.

This article also presents results from analysis
of the 1997 election in Britain (Schofield 2005a,
b). In this case the empirical estimates of the
parameters of the model, taken together with the
formal analysis, suggest that convergence should
have occurred. Instead the Conservative Party was
estimated to be at a position far from the electoral
centre. It is suggested that the discrepancy
between the formal and the empirical models can
be accommodated by considering the effect of
activists on the optimal party position. Since
concerned activists will raise funds for the party,
but only if the party adopts a policy position that
accords with activists’ concerns, there is a tension
between activist demands and the electoral con-
cerns of the party leadership. The model based on
activist support estimates the marginal trade-off
generated by opposed activist groups within a
party. It is suggested that the low valence of recent
Conservative leaders obliged them to seek support

from activists supporting British sovereignty
against the European Union, and thus to take up
radical positions on the second, ‘European’ axis.

In contrast, the apparent move by the Labour
Party towards the electoral centre between 1992
and 1997 was a consequence of the increase of the
electoral valence of Tony Blair, the leader of the
party, rather than a cause of this increase.

Recent work by Miller and Schofield (2003)
using this model suggests that, in the United
States, the movement of presidential candidates
in a two-dimensional policy space generated by
economic and social dimensions is the result of
contending and opposed activist groups.

The underlying premise of the notion of the
local Nash equilibrium, used in these models, is
that party leaders will not consider ‘global’
changes in party policies, but will instead propose
small changes in the party position in response to
changes in beliefs about electoral response. These
models regard elections as the aggregation of both
electoral evaluation or ‘valence’ and electoral
preferences. Valence can be regarded as that ele-
ment of a voter’s choice which is determined by
judgement rather than preference. This accords
well with the arguments of James Madison in
Federalist 10 of 1787 (Rakove 1999) and of Con-
dorcet (1785) in his treatise on social choice the-
ory. Schofield (2005c, 2006) provides a
discussion of the relevance of these valence
models for the constitutional basis of the US
polity.

Empirical Analysis for Israel

Figure 1 shows the estimated positions of the
parties at the time of the 1996 Israeli election.
Fig. 1 also gives the estimated distribution of
voter ideal points for the 1996 election, based on
a factor analysis of the survey responses derived
from the survey of Arian and Shamir (1999). The
two dimensions of policy deal with attitudes to the
Palestine Liberation Organization (PLO) (the hor-
izontal axis) and religion (the vertical). The party
positions were obtained from analysis of party
manifestos (Schofield et al. 1998a, b; Schofield
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and Sened 2005, 2006). With the use of informa-
tion on the individual voter intentions, it is possi-
ble to construct a multinomial logit model (based
on the Type I extreme value distribution).

The model assumes that the voter utility vector
has the form ui(xi, z) = (ui1(xi, z1), . . . , uip(xi, zp))
where

uij xi, zj
� � ¼ u	ij xi, zj

� �þ ej
and u	ij xi, zj

� � ¼ lj � bjjxi � zjjj2:

Here the position of voter i is xi while the
position of party j is zj. The term ||xi – zj|| is the
distance between these two points. The valences
of the p parties are given by the vector l = (lp,
lp–1, . . ., l2, l1) and are ranked

lp � lp�1 � . . . � l2 � l1:

The error terms {ej} have the Type I extreme
value distribution, C.

(The cumulative distribution, C, takes the
closed form C(h) = exp[–exp[–h]].)

The probability that a voter i chooses party j is

rij zð Þ
¼ Pr uij xi, zj

� �
> uil xi, zlð Þ
 �

, for all l 6¼ j

 �

:

Here Pr stands for the probability operator
associated with C. The expected vote share of
agent j is

Vj zð Þ ¼ 1

ni

X
�N

rij zð Þ:

This model is denoted M (l, b; C). A local
pure strategy Nash equilibrium (LNE) is simply
a vector z = (z1,..., zp) of party positions with the
property that each zj locally maximizes Vj(z),
taking the other party positions A necessary con-
dition for z* = (0,. . ., 0) to be pure strategy Nash
equilibrium (PNE) is that it be a LNE and thus
that all Hessians have eigenvalues at z* that are
non-positive. This can be expressed as a single
necessary condition on a ‘convergence coeffi-
cient’ defined terms of the Hessian of the vote
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share function of the party with the lowest
valence (Schofield 2006b). Since the lowest-
valence party is the National Religious Party
(NRP) (for the 1996 model for Israel), a neces-
sary condition for the NRP vote share to be
maximized at the origin is that both eigenvalues
of this Hessian be nonpositive. However, the
calculation given below shows that that one of
the eigenvalues was positive. It follows that the
NRP position that maximizes its vote share is not
at the origin. Thus the convergent position (0,. . .,
0) cannot be a Nash equilibrium to the vote
maximizing game.

Indeed it is obvious that there is a principal
component of the electoral distribution, and this
axis is the eigenspace of the positive eigenvalue. It
follows that low-valence parties should then posi-
tion themselves on this eigenspace, as illustrated
in the simulation given in Fig. 2.

To present the calculation, we use the fact that
the valence of the NRP was – 4.52. The spatial
coefficient is b = 1.12. Because the valences of
the major parties are 4.15 and 3.14, the formal
analysis implies that, when all parties are at the
origin, the vote share, rNRP can be computed to be

rNRP ’ 1

1þ e4:15þ4:52 þ e3:14þ4:52
’ 0:

Moreover, the Hessian of the NRP at the origin
depends on the electoral variance and this is

CNRP ¼ 2 1:12ð Þ 1:0 0:591
0:591 0:732

� �
� I

¼ 1:24 1:32
1:34 0:64

� �
:

The eigenvalues of the NRP Hessian at the
origin are 2.28 and –0.40, giving a saddle point.
Thus, the origin cannot be a Nash equilibrium.
The ‘convergence coefficient’ can be calculated to
be 3.88, larger than the necessary upper bound of
2.0. The major eigenvector for the NRP is
(1.0,0.8), and along this axis the NRP vote share
function increases as the party moves away from
the origin. The minor, perpendicular axis is given
by the vector (1, – 1.25) and on this axis the NRP
vote share decreases. Figure 2 gives one of the
local equilibria in 1996, obtained by simulation of
the model. The figure makes it clear that the vote
maximizing positions lie on the principal axis
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through the origin and the point (1.0, 0.8). In all,
five different LNE were located. However, in all
the equilibria the two high-valence parties,
Labour and Likud, were located at precisely the
same positions, as shown in Fig. 2. The only
difference between the various equilibria was
that the positions of the low-valence parties were
perturbations of each other.

Figure 2 suggests that the simulation was com-
patible with the predictions of the formal model
based on the extreme value distribution. All
parties were able to increase vote shares by mov-
ing away from the origin, along the principal axis,
as determined by the large, positive principal
eigenvalue. In particular, the simulation confirms
the logic of the above analysis. Low-valence
parties, such as NRP and Shas, in order to maxi-
mize vote shares must move far from the electoral
centre. Their optimal positions will lie in either the
north-east quadrant or the south-west quadrant.
The vote maximizing model, without any addi-
tional information, cannot determine which way
the low-valence parties should move. As noted
above, the simulations of the empirical models
found multiple LNE essentially differing only in
permutations of the low-valence party positions.

In contrast, since the valence difference
between Labour and Likud was relatively low,
their optimal positions would be relatively close
to, but not identical to, the electoral mean. The
simulation for the elections of 1988 and 1992 are
also compatible with this theoretical inference.
Figure 2 also suggests that every party, in local
equilibrium, should adopt a position that main-
tains a minimum distance from every other party.
The formal analysis, as well as the simulation
exercise, suggests that this minimum distance
depends on the valences of the neighbouring
parties. Intuitively it is clear that, once the
low-valence parties vacate the origin, then high-
valence parties like Likud and Labour will posi-
tion themselves almost symmetrically about the
origin, and along the major axis.

Comparison between Fig. 1, of the estimated
party positions, and Fig. 2, of simulated equilib-
rium positions, reveals a notable disparity partic-
ularly in the position of Shas. In 1996 Shas was
pivotal between Labour and Likud, in the sense

that, to form a winning coalition government,
either of the two larger parties required the support
of Shas. It is obvious that the location of Shas in
Fig. 1 suggests that it was able to bargain effec-
tively over policy and, presumably, perquisites.
Indeed, it is plausible that the leader of Shas was
aware of this situation, and incorporated this
awareness in the utility function of the party.

The close correspondence between the simu-
lated LNE based on the empirical analysis and
the estimated actual political consuggests that
the true utility function for each party j has the
formUj(z)= Vj(z) + dj(z), where dj(z) may depend
on the beliefs of party leaders about the post-
election coalition possibilities, as well as the effect
of activist support for the party.

This hypothesis leads to the further hypothesis
that, for the set of feasible strategy profiles in the
Israel polity, dj(z) is ‘small’ relative to Vj(z).
A formal model to this effect could indicate that
the LNE for {Uj} would be close to the LNE for
{Vj}. Note, however, that this perturbation of the
party utility function causes parties to leave themain
electoral axis. It is possibly for this reason that
coalition politics in Israel has been very complex.

The Likud Party, under Ariel Sharon, was
constrained by the religious parties in its
governing coalition. This apparently caused Sha-
ron to leave Likud to set up a new centrist party,
Kadima (‘Forward’) with Shimon Peres, previ-
ously leader of Labour. The reason for this
reconfiguration was the victory on 10 November
2005 of Amir Peretz over Peres for leadership of
the Labour Party, and Peretz’s move to the left
along the principal electoral axis.

Consistent with the model presented here,
Sharon’s intention was to position Kadima very
near the electoral centre on both dimensions, to
take advantage of his high valence among the
electorate. Sharon’s subsequent hospitalization
had an adverse effect on the valence of Kadima,
under its new leader, Ehud Olmert. Even so, in the
election of 28 March 2006 Kadima took 29 seats,
against 19 seats for Labour, and only 12 for Likud.
One surprise was a new centrist pensioners’ party
with 7 seats. Because Kadimawith Labour and the
other parties of the left had 70 seats, Olmert was
able to put together a majority coalition on
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28 April, including the Orthodox party Shas. As
Fig. 1 illustrates, Shas is centrist on the security
dimension, indicating that this was the key issue
of the election.

Empirical Analysis for Britain

This section analyses the general election in Brit-
ain in 1997 in order to suggest how activists for
the parties may influence party positioning. The
analysis shows that the valence model as pre-
sented above cannot always explain divergence
of party positions. For example, Fig. 3 shows the
estimated positions of the party leaders, based on a
survey of party MPs in 1997 (Schofield 2005a, b).
In addition to the Conservative Party, Labour Party,
and Liberal Democrats, responses were obtained
from Ulster Unionists, Scottish Nationalists and
Plaid Cymru (Welsh Nationalists). The axis is eco-
nomic, the second pro or anti the European Union.
The electoral model was estimated for the election
in 1997, using only the economic dimension.

For this election, we (lcon, llab, llib,
b)1997 = (+1.24, 0.97, 0.0, 0.5) so the probability
rlib, that a voter chooses the Liberal Democrats is

rlib ¼
e0

e0 þ e1:24 þ e0:97
¼ 1

7:08
¼ 0:14:

The Hessian for this party at the origin is
Clib = –0.28, which is compatible with a Nash
equilibrium at the origin. Extending the model to
two dimensions gives a Hessian

Clib ¼ 0:72ð Þ 1:0 0

0 1:5

� �
� I

¼ �0:28 0

0 þ0:8

� �
:

According to the formal model, all parties
should have converged to the origin on the first
axis. Because the eigenvalue for the Liberal Dem-
ocrats is positive on the second axis, we have an
explanation for its position away from the origin on
the Europe axis. However, there is no explanation
for the location of the Conservative Party so far
from the origin on both axes. Schofield (2005a, b)
adapts the activist model of Aldrich (1983a, b)
wherein the falling exogeneous valence of the Con-
servative Party leader increases the marginal impor-
tance of two opposed activist groups in the party:
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one group ‘pro-capital’ and one group ‘anti-
Europe’, as in Fig. 4.

The optimal Conservative position will be deter-
mined by balancing the electoral effects of these two
groups. The optimal position for this party will be
one which is ‘closer’ to the locus of points that
generates the greatest activist support. This locus is
where the joint marginal activist pull is zero. This
locus of points can be called the ‘activist contract
curve’ for the Conservative Party.

Note that in Fig. 4 the indifference curves of
representative activists for the parties are described
by ellipses. This is meant to indicate that prefer-
ences of different activists on the two dimensions
may accord different saliences to the policy axes.
The ‘activist contract curve’ given in the figure, for
Labour, say, is the locus of points satisfying the first
order. This curve represents the balance of power
between Labour supporters more interested in eco-
nomic issues (centred at L in the figure and those

more interested in Europe (centred at E). The opti-
mal positions for the two parties will be at appro-
priate positions that satisfy the optimality condition.

According to this model, a party’s optimal
position will tend to be nearer to the electoral
origin when the valence of the party leader is
higher. In contrast, a party whose leader has low
valence will be more influenced by activist
groups, and will tend to adopt a position further
from the electoral centre and nearer to the position
preferred by the dominant activist group. This
model has been applied to the US polity by Miller
and Schofield (2003) and Schofield et al. (2003).

Proportional Representation
and Plurality Rule

Most of the early work in formal political theory
focused on two-party competition, and generally
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concluded that there would be strong centripetal
electoral forces causing parties to converge to the
electoral centre. The extension of this theory to the
multiparty context, common in European polities,
has proved very difficult because of the necessity of
dealing with coalition governments (Riker 1962).
However, the symmetry conditions developed by
McKelvey and Schofield (1987) showed that a
large, centrally located party could dominate policy
if it occupied what is known as a ‘core position’.
Thus, in situations where there is a stable policy
core there would be certainty over the post-election
policy outcome of coalition negotiation (Laver and
Schofield 1998). Absent a policy core, the post-
election outcome will be a lottery across various
possible coalitions, all of which are associated with
differing policy outcomes and cabinet allocations.
Modelling this post-election ‘committee game’ can
be done with cooperative game theoretical con-
cepts (Banks and Duggan 2000).

Although the non-cooperative stochastic elec-
toral model presented here can give insight into the
relationship between electoral preferences and
beliefs (regarding the valences of party leaders), it
is still incomplete. The evidence suggests that party
leaders pay attention not only to electoral responses
but also to the post-election coalition consequences
of their choices of policy positions. Nonetheless,
the combination of the electoral model and post-
election bargaining theory (Schofield and Sened
2002) suggests the following.

In a polity based on a proportional electoral
rule, the high-valence parties will be attracted
towards the electoral centre. However, if there
are two such competing parties of similar valence
neither will locate quite at the centre. There may
be many low-valence parties, whose equilibrium,
vote maximizing positions will be far from the
electoral centre. In order to construct winning
coalitions, one or other of the high-valence parties
must bargain with more ‘radical’ low-valence
parties, and this could induce a degree of
coalitional instability. However, it is possible
that a charismatic leader, such as Sharon in Israel,
can adopt a centrist position and dominate politics
by controlling the policy core.

In a polity based on a plurality electoral rule,
the disproportionality between votes and seats

may increase the importance of activist groups.
A party with a relatively low-valence leader will
be forced to depend on activist support. Conse-
quently, the party will be obliged to move to a
more radical position so to attract activist support.

This may provide a reasonwhyBritain’s Labour
Party appeared to acquiesce to the demands of its
left-wing supporters during the leadership of
Michael Foot in 1980–3 and of Neil Kinnock in
1983–92. This led to Labour defeats in the elec-
tions between 1983 and 1992. Tony Blair became
Labour leader following the death of John Smith in
1994 and his high valence allowed him to over-
come union opposition and to craft the centrist
‘New Labour’ policies that led to Labour victories
in the elections of 1997, 2001 and 2005.

Concluding Remarks

To sum up, these models suggest how the democrat
paradox can be resolved: convergence to an elec-
toral centre is not a generic phenomenon, but can
occur when a party leader is generally regarded by
the electorate to be of superior quality or valence.
Chaos does not occur in these models, though a
degree of coalitional instability is possible under
proportional electoral rule when there is no highly
regarded political leader at the policy core.

See Also

▶ Political Competition
▶Rational Behaviour
▶Rational Choice and Political Science
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Demographic Transition

Ronald D. Lee

Abstract
The ‘demographic transition’ refers to the fall
of fertility and mortality from initially high to
subsequent low levels and accompanying
changes in the population. It began around
1800 with declining mortality in Europe, and
is expected to be complete worldwide by 2100.
In that time the global population will have
risen tenfold, the ratio of elders to children
will have risen by a factor of ten, longevity
will have tripled, and fertility fallen from six
births per woman to two. Individual and pop-
ulation ageing will pose many challenges, from
life-cycle planning to the rising costs of health
care and retirement.
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The demographic transition is the process
whereby fertility and mortality move from ini-
tially high levels to subsequent low levels, with
accompanying changes in the size, growth rate
and age distribution of the population.

Before the start of the demographic transition,
life was short, fertility was high, growth was slow,
and the population was young. Declining mortal-
ity starts the typical transition, followed after a
considerable lag by fertility decline (France and
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the United States were important exceptions to
this ordering). This pattern of change causes
growth rates first to accelerate and then to slow
again, as population moves towards low fertility,
long life and an old age structure.

The transition began around 1800 with declin-
ing mortality in Europe. It has now spread to all
parts of the world and is projected to be completed
by 2100. This global demographic transition has
brought momentous changes, reshaping the eco-
nomic and demographic life cycles of individuals
and restructuring populations. Global population
size increased by a factor of 6.5 between 1800 and
2000, and by 2100 will have risen by a factor of
ten. There will then be 50 times as many elderly
but only five times as many children: the ratio of
elders to children will have risen by a factor of ten.
The length of life, which has already more than
doubled, will have tripled, while births per woman
will have dropped from six to two. In 1800,
women spent about 70 per cent of their adult
years bearing and rearing young children, but
that fraction has decreased in many parts of the
world to only about 14 per cent due to lower
fertility and longer life (Lee 2003). These changes
are sketched in Table 1.

Before the Demographic Transition

According to Thomas Malthus (1798), slow pop-
ulation growth in the pre-industrial past was no
accident. Faster population growth would depress
wages, causing fertility to fall and mortality to rise
due to famine, war or disease. Thus, population

size was held in equilibriumwith the slowly grow-
ing economy. The need to establish a separate
household at marriage kept mean age at first mar-
riage high, averaging around 25 years for women,
and overall fertility low, at four to five births per
woman. Mortality was moderately high, with life
expectancy between 25 and 35 years. Outside of
Europe and its offshoots, fertility and mortality
were higher in the pre-transitional period. In India
in the late 19th century, life expectancy was in the
low twenties, while fertility was six or seven
births per woman (Bhat 1989). In Taiwan, the
picture was similar around 1900. In the 1950s
and 1960s, fertility in the less developed countries
(LDCs, see UNPD 2005, for definition) was typ-
ically six or higher.

Declining Mortality

The demographic transition began first in north-
west Europe, where mortality started its secular
decline around 1800. In many low-income coun-
tries, the decline in mortality began in the early
20th century and then accelerated dramatically
after the Second World War. The first stage of
mortality decline is due to reductions in conta-
gious and infectious diseases. Starting with the
development of smallpox vaccine in the late 18th
century, preventive medicine played a role in
mortality decline in Europe. Public health mea-
sures were important from the late 19th century,
and some quarantine measures may have been
effective in earlier centuries. Improved personal
hygiene also helped as the germ theory of disease

Demographic Transition, Table 1 Global population trends over the transition: estimates, guesstimates and forecasts,
1700–2100

Year
Life expectancy
(years at birth)

Total fertility rate
(births per woman)

Pop. size
(billions)

Pop. growth
rate (%/year)

Pop. < 15
(% total pop.)

Pop > 65
(% total pop)

1700 27 6.0 .68 0.50 36 4

1800 27 6.0 .98 0.51 36 4

1900 30 5.2 1.65 0.56 35 4

1950 47 5.0 2.52 1.80 34 5

2000 65 2.7 6.07 1.22 30 7

2050 74 2.0 9.08 0.33 20 16

2100 81 2.0 9.46 0.04 18 21?

Sources: United Nations estimates and projections, 1900–2100; other sources for earlier years (see Lee 2003, for details)
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became more widely known and accepted.
Improving nutrition was also important in the
early phases of mortality decline. Famine mortal-
ity was reduced by improvements in storage and
transportation that permitted integration of
regional and international food markets. Secular
increases in incomes led to improved nutrition in
childhood and throughout life. Better-nourished
populations with stronger organ systems were
better able to resist disease.

Today, the high-income countries have already
largely achieved the potential mortality reductions
through control of contagious disease and
improved nutrition. For them, further reduction
in mortality must continue to come from reduc-
tions in chronic and degenerative diseases, nota-
bly heart disease and cancer (Riley 2001).

Most LDCs did not begin the mortality transi-
tion until the 20th century but then made rapid
gains. Between 1950–1954 and 2000–2004, life
expectancy in LDCs has increased from 41.1
years to 63.4, with average gains of 0.45 years
of life per calendar year. Such rapid rates of
increase in low-income countries will surely
taper off as mortality levels approach those of
the more developed countries (MDCs), whose
gains have been less than half as rapid at 0.19
years per year. There are notable exceptions to
this generally favourable picture. In sub-Saharan
Africa, life expectancy has been declining since
the early 1980s, largely due to HIV/AIDS. In the
southern African region, life expectancy dropped
from 62 to 48 between the early 1990s and the
early 2000s. On average, eastern European
(including the former USSR) life expectancy is
lower now than it was in the late 1960s (UNPD
2005).

How far and how fast will mortality fall and
life expectancy rise in the 21st century? Methods
that extrapolate historical trends in mortality by
age suggest greater longevity gains than MDC
government actuaries typically project, but past
official projections have under-predicted subse-
quent gains, particularly at the older ages. Some
experts argue that we are approaching biological
limits and that these historical trends cannot be
expected to continue; they foresee an upper limit
of 85 years for life expectancy. Others, impressed

by advances in genetic and stem cell research,
foresee much more rapid gains for the future
than occurred in the past.

Fertility Transition

Most economic theories of fertility start with the
idea that couples wish to have some number of
surviving children rather than a number of births
per se. On this assumption, once potential parents
recognize an exogenous increase in child survival,
fertility should decline. However, mortality and
fertility interact in complicated ways. For exam-
ple, increased survival raises the return on post-
birth investments in children, while some of the
improvement in child survival is itself a response
to parental decisions to invest more in the health
and welfare of a smaller number of children.
Nonetheless, it is very likely that mortality decline
has exerted an important independent influence on
fertility decline.

Economic change also influences fertility by
altering the costs and benefits of childbearing and
rearing, which are time-intensive. Technological
progress and increasing physical and human cap-
ital make labour more productive, raising the
value of time in all activities and making children
increasingly costly relative to consumption goods.
Since women have had primary responsibility for
childbearing and rearing, variations in the produc-
tivity of women have been particularly important.
For example, physical capital may substitute for
human strength, reducing or eliminating the pro-
ductivity differential between male and female
labour, and thus raising the opportunity cost of
children. Rising incomes have shifted consump-
tion demand towards non-agricultural goods and
services, for which educated labour is a more
important input. A rise in the rate of return to
education then leads to increased investments in
education. Overall, these patterns have several
effects: children become more expensive, their
economic contributions are diminished by school
time, and educated parents have higher value of
time, which raises the opportunity costs of
childrearing. Furthermore, parents with higher
incomes choose to devote more resources to
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each child, and, since this raises the cost of each
child, it also leads to fewer children. Developing
markets and governments replace many economic
functions of the traditional family and household,
to which children contributed, further weakening
the value of children.

The importance of contraceptive technology
for fertility decline in the past and future is hotly
debated, with many economists viewing it as of
relatively little importance (Pritchett 1994). The
European fertility transition, for example, was
achieved using coitus interruptus, a widely
known traditional method requiring no modern
technology.

Between 1890 and 1920, fertility within mar-
riage began to decline in most European prov-
inces, with a median decline of about 40 per cent
from 1870 to 1930 (Coale and Watkins 1986).
The fertility transition in the MDCs largely
occurred before the Second World War. After
the war, many of these countries experienced
baby booms and busts, followed by the ‘second
fertility transition’ as fertility fell far below
replacement level, marriage rates fell, and
increasing proportions of births occurred outside
marriage. Many LDCs began the fertility transi-
tion in the mid- 1960s, and these later transitions
have typically been more rapid than earlier ones,
with fertility reaching replacement level (around
2.1 births per woman) within 20 to 30 years after
onset. Fertility transitions in East Asia have been
particularly early and rapid, while those in South
Asia and Latin America have been slower
(Bulatao and Casterline 2001). The transition
in sub-Saharan Africa started from a higher ini-
tial level of fertility and began later. By now,
almost all countries have begun the fertility tran-
sition (UNPD 2005; Bulatao and Casterline
2001).

Currently, 66 countries with 44 per cent of the
world’s population have fertility at or below
replacement level. Of these, 43 are MDCs, but
23 are LDCs. Average fertility in the MDCs is
1.56 births per woman, and in many it has fallen
below 1.3. Many LDCs, particularly in East
Asia, also have fertility far below replacement.

It is not yet clear whether fertility will fall farther,
rebound towards replacement, or stay at current
levels.

Age at first marriage and first birth are gener-
ally moving to older ages throughout the indus-
trial world and much of the developing world as
well. This depresses the total fertility rate, which
is a synthetic cohort measure, by 10–40 per cent
below the underlying completed fertilities of gen-
erations. When the average age of childbearing
stops rising, the total fertility rate should increase
to this underlying level.

Population Growth

A steady state population growth rate for a hypo-
thetical zero migration population can be associ-
ated with each level of fertility and life
expectancy, as depicted in Fig. 1.

Figure 1 plots growth rate contours or iso-
quants. These differ from actual growth rates due
to net migration and the transitory influence of age
distribution. In this figure, a demographic transi-
tion begins as a move to the right, representing a
gain in life expectancy with little change in fertil-
ity and therefore movement to a higher population
growth contour. Next, a diagonal downward
movement to the right reflects a simultaneous
decline in fertility and mortality, recrossing con-
tours towards lower rates of growth and perhaps
going negative, as do the MDCs. Historical data
are extended using UNPD (2005) data and pro-
jections, by development status.

India, shown separately, had higher initial fer-
tility and mortality than Europe, as did the least
developed countries relative to the LDCs in 1950,
which in turn had far higher mortality and fertility
than the MDCs in that year. In all cases, the initial
path is horizontally to the right, indicating that
mortality decline preceded fertility decline, caus-
ing accelerating population growth approaching
three per cent for the LDCs and least developed
countries. Europe briefly attains 1.5 per cent
steady state population growth, but then fertility
plunges, a decline picked up after 1950 by the

2728 Demographic Transition



group of LDCs, ending with population decline at
1 per cent annually (the actual European popula-
tion growth rate is slightly higher than this hypo-
thetical steady state one due to age distribution
and immigration). All three groups are projected
by the UN to approach the zero-growth contour
by 2050.

Historical and projected population growth
rates, as opposed to hypothetical steady state
ones, can be seen over a longer time period in
Fig. 2. Growth rates in theMDCs rose about a half
of one per cent above those in the LDCs in the
century before 1950. But after the Second World
War, population growth surged in the LDCs, with
the growth rate peaking at 2.5 per cent in the mid-
1960s, then dropping rapidly. The population
share of the MDCs is projected to drop from its
current 20 per cent to only 13 per cent in 2050.
Long-term United Nations projections suggest
that global population growth will be close to
zero by about 2100. The projection for the MDC
population is nearly flat, with population decrease

in Europe and Japan offset by population increase
in the United States and other areas.

Changing Age Distribution over the
Demographic Transition

Figure 3 plots the changes in age distribution that
accompany a classic demographic transition,
using historical data from India from 1896 to
2000 (stars) and United Nations projections
through 2050 (hollow circles). These data are
superimposed on a stylized transition that was
simulated with the use of mathematical functions
for the trajectories of fertility and life expectancy.
Simulated fertility starts close to six births per
woman and ends at 2.1. Life expectancy starts at
24 years and ends at 80. Mortality decline starts in
1900, 50 years before the fertility decline begins
in 1950. The Indian fertility transition is slower
than that of East Asia but similar to that of Latin
America.
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The distinctive changes in the age distribution
can be seen in the ‘dependency ratios’, which take
either the younger or the older population and

divide it by the working-age population. The ini-
tial mortality decline, while fertility remains high,
raises the proportion of surviving children in the
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Demographic Transition, Fig. 2 Population growth rates, 1750–2150. (Source: UNPD (2005); see Lee (2003) for
further details)

0.0

0.2

0.4

0.6

0.8

Total

Old (65+)

Young (0−15)

Oldest old (85+)

2050 2100200019501900

Demographic Transition, Fig. 3 Changing age distri-
bution over a classic demographic transition: actual and
projected dependency ratios for India and simulations,
1900–2100. (Source: Actual India data for the period
1891–1901 to 1941–51 are taken from Bhat (1989).

Other actual and projected data are taken from UNPD
(2003). Note: Lines indicate a simulated demographic
transition superimposed over actual (*) and projected
(o) dependency ratios for India)

2730 Demographic Transition



population, as reflected in the increasing child
dependency ratios. Counter-intuitively, mortality
decline initially makes populations younger rather
than older in a phase which here lasts 70 years.
Families find themselves with increasing numbers
of surviving children, and both families and gov-
ernments may struggle to achieve human capital
investment goals for the unexpectedly high num-
ber of children.

Next, as fertility declines, child dependency
ratios decline and soon fall below their pre-
transition levels. The working age population
grows faster than the population as a whole, so
the total dependency ratio declines. This second
phase may last 40 or 50 years. Some analysts
have worried that the rapidly growing labour
force in this phase might cause rising unemploy-
ment and falling capital–labour ratios, while others
have stressed the advantages of this phase, calling
these a demographic gift or bonus. Figure 3 shows
that in India the bonus occurs between 1970 and
2015, when the total dependency rate is declining.
The decline in dependents per worker would by
itself raise per capita income by 22 per cent, other
things equal, adding 0.5 per cent per year to per
capita income growth over the 45-year span.

In a third phase, increasing longevity leads to a
rapid increase in the elderly population while low
fertility slows the growth of the working age pop-
ulation. The old-age dependency ratio rises rap-
idly, as does the total dependency ratio. In India,
population ageing will occur between 2015 and
2060. If the elderly are supported by transfers,
either from their adult children or a public-sector
pension system supported by current tax reve-
nues, then the higher total dependency ratio
means a greater burden on the working-age pop-
ulation. However, to the extent that the elderly
prepare for their retirement by saving and accu-
mulating assets earlier in their lives and then dis-
save in retirement, population ageing may cause
lower aggregate saving rates, as life-cycle savings
models and some empirical analyses suggest. But
even with lower savings rates the capital–labour
ratio may rise, since the labour force is growing
more slowly. The net effect would then be to
stimulate growth in labour productivity due to
capital deepening.

At the end of the full transitional process, the
total dependency ratio is back near its level before
the transition began, but now child dependency is
low and old-age dependency is high. Presumably
mortality will continue to decline in the 21st cen-
tury, and the process of individual and population
ageing will continue. No country in the world has
yet completed this phase of population ageing,
since even the industrial countries are projected
to age rapidly over the next three or four decades.
In this sense, no country has yet completed its
demographic transition.

Population ageing is due both to low fertility
and to long life. Low fertility raises the ratio of
elderly to working-age people, with no
corresponding improvement in health to facilitate
a prolongation of working years. For this reason, it
imposes important resource costs on the popula-
tion, regardless of institutional arrangements for
old-age support. Lower total expenditures on chil-
dren and increased capital per worker will offset
these costs.

By contrast, population ageing due to declin-
ing mortality is generally associated with increas-
ing health and vitality of the elderly. Such ageing
may put pressure on pension programmes that
have rigid retirement ages, but this problem is a
curable institutional one, since the ratio of healthy,
vigorous years over the life cycle to frail or dis-
abled years has not changed, and individuals can
adjust by keeping the fractions of their adult life
spent working and retired constant, for example.

Some Consequences of the
Demographic Transition

The three centuries of demographic transition
from 1800 to 2100 will reshape the world’s pop-
ulation in a number of ways. Population will rise
from 1 billion in 1800 to 9.5 billion in 2100. The
average length of life will increase by a factor of
two or three, fertility will have declined by two-
thirds, and the median age of the population will
double from the low twenties to the low forties.
The population of Europe will decline by ten per
cent between 2005 and 2050, and its share of
world population will have declined by two-thirds
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since 1950. But many other changes will also have
been set in train in family structure, health, insti-
tutions for saving and supporting retirement, and
even in international flows of people and capital.

At the level of families, as the number of chil-
dren born declines sharply, childbearing becomes
concentrated into only a few years of a woman’s
life; combined with greater longevity, this means
that many more adult years are available for other
activities. Parents with fewer children are able to
invest more in each child, reflecting the
quality–quantity trade-off, which may also be
one of the reasons parents reduced their fertility.

The processes which lead to longer life also
alter the health status of the surviving population.
For the United States, it appears that years of
healthy life are growing roughly as fast as total
life expectancy. In other industrial populations the
story is more mixed. Trends in health, vitality and
disability are of enormous importance for human
welfare.

The economic pressures on pension pro-
grammes caused by the increasing proportion of
elderly are exacerbated in the MDCs by dramatic
declines in the age at retirement, which for US
men fell from 74 in 1910 to 63 in 2000. Population
ageing will also generate intense financial pres-
sures on publicly funded systems for health care
and for long-term care.

At the international level, the flow of people
and capital across borders may offset these demo-
graphic pressures. As population growth has
slowed or even turned negative in the MDCs, it
is not surprising that international migration from
Third World countries has accelerated. Net inter-
national migration to the MDCs experienced a
roughly linear increase from near-zero in the
early 1950s to around 2.6 million per year in the
1990s. Of course, these net numbers for large
population aggregates conceal a great deal of off-
setting international gross migration flows within
and between regions (UNPD 2005). For example,
prior to 1970 Europe was a net sending region, but
from 1970 to 2000 it received 18 million net
immigrants. During the 1990s, repatriation of
African refugees reversed the net flows from the
least developed countries. But overall, while
MDCs may seek to alleviate their population

ageing through immigration, United Nations sim-
ulations indicate that the effect will be only mod-
est, since immigrants also grow old, and their
fertility converges to levels in the receiving
country.

Might international flows of capital cushion
the financial effects of population ageing? Popu-
lation ageing may cause declining aggregate sav-
ing rates, but, with slowing labour force growth,
capital–labour ratios will probably rise and profit
rates fall, particularly if there is a move towards
funded pensions. Capital flows from the MDCs
into the LDCs might help keep the rate of return
on investments from falling, but the possibilities
are limited by the much smaller size of Third
World economies.

Dramatic population ageing is the inevitable
final stage of the global demographic transition,
and it will bring serious economic and political
challenges. Meeting these challenges will
require flexible institutional structures, adjust-
ments in life-cycle planning, and a willingness
to pay for rising costs of health care and
retirement.

See Also

▶ Fertility in Developed Countries
▶Historical Demography
▶ International Migration
▶Mortality
▶ Population Ageing
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Demography

Nathan Keyfitz

Demography is the analysis of population, includ-
ing both techniques and substance. It is applied
most often to human populations, and includes the
gathering of data, the construction of models,
interpretation of population changes, policy rec-
ommendations. The data used by demographers
are partly cross-sectional in the form of censuses
and sample surveys, partly flow data consisting of
time series of births and deaths. Models that
express the relation between the flow series of
births, deaths and migration on the one side and
the cross sections on the other are a main tradition
of demography, running through the work of
Lotka, Leslie and many others. Interpretation
includes tracing causes of changes, and assessing
their future consequences. Policy recommenda-
tions aim at lowering birth rates in countries of
rapid growth, and raising it in countries below
replacement.

Demography on the whole belongs to social
science, though part of it (some of the analysis of
mortality, was well as questions of fecundity) falls
within the field of biology. It draws from and
overlaps with other social sciences, especially
sociology and economics. Reliability engineers
deal with the life and demise of equipment and
face problems analogous to those of human mor-
tality; the mathematics they use is in many
respects the same as that of demography, with
superficial differences of notation. Epidemiology
deals with some of the same problems as

demography, though it too has developed a differ-
ent tradition of exposition and notation. In so far
as demographers collect and interpret data they
necessarily borrow the techniques of statistics,
including probability and stochastic processes.
Ecology, a branch of biology, makes use of demo-
graphic techniques and results (Sauvy 1954;
Scudo 1984).

For the more numerically minded demogra-
pher the subject begins with John Graunt (1662),
who published his Observations on the Bills of
Mortality more than three centuries ago. Yet
Graunt’s close study of the primitive death certif-
icates of his day is not often referred to by work-
ing demographers nowMore often mentioned as a
predecessor is Lotka, who applied the renewal
equation, developed in mathematical physics
about the beginning of the century, to the renewal
of a human population. The part of his long career,
with publications dating all the way from 1907 to
1948, that is most remembered was devoted to
developing the consequences of that one equation.
Those who see demography as emphasizing fore-
casting are likely to think of Cannan (1895),
Bowley (1924), and Whelpton (1936), whose
components method was put into convenient
matrix form by Leslie (1945).

Data

The most fundamental of all demographic data is
the Census. Census taking is by no means novel.
Ten cases of enumeration of the whole people (the
earliest under Moses (Exodus xxxviii) and the last
under Ezra (Ezra ii, 64)) are reported in the Old
Testament, and one very famous occasion by the
Romans is reported in the New Testament (Luke
ii, 2). For a time the Romans took a census every
five years. Classical Chinese literature contains
innumerable references to counts in one part of
the country or another. Premodern censuses were
taken primarily to establish obligations on pay-
ment of taxes and military service, and they were
correspondingly subject to evasion.

Modern censuses have been associated with
the national state, as were other kinds of statistics:
the word statistics itself itself reminds us of the
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association. Among the early acts of the revolu-
tionary government of France was legislation pro-
viding for collection of data, including the taking
of censuses. This was anticipated by Sweden,
whose series of censuses goes back to the 18th
century. Depending on the definition, the first
census of modern times was taken in Sweden,
Canada, or Virginia.

The association of the census with the national
state has been seen in many of the new countries
established after World War II. Countries seized
on censuses to legitimate their nationhood, just as
did France two centuries ago.

What characterizes modern censuses is
(a) that they take place periodically, (b) that the
enumeration is name-by-name, (c) that they seek
to include all the persons belonging in a given
area, (d) that they ask questions on age, sex,
activity, etc., some of the questions often being
on a sample, (e) that they recognize the problem
of error and omission.

Geographic preparation is a major part of the
effort to attain accuracy and completeness. The
country is divided into enumeration areas on
maps, with boundaries indentifiable on the
ground, and each such area is assigned to an
enumerator to be held responsible for its coverage.
This principle of a division, first on maps and
then on the ground, into an exhaustive set of
non- overlapping areas is the essential principle
of censustaking. It was apparently Morris
H. Hansen who first applied the fact that every
such area need not be covered for surveys (for
example, population surveys taken between cen-
suses). In area sampling the identification of indi-
viduals with a point on the map constitutes an
implicit listing; the sample is specified in such a
way that all individuals, including those unknown
to the sample designers, have a prescribed chance
of inclusion.

Equally valued with censuses for demographic
calculations, though much less widely available,
are accurate vital statistics. Partial records of
births and deaths are to be found in many places
and in many historical epochs, but effectively
complete registration was largely a 19th-century
innovation; the Swedish series going back to the
1700s is virtually unique.

Only under modern conditions do citizens need
passports and other identification that depend on
birth registration, and the citizen co-operation that
is a condition for good vital statistics comes only
with modernization. Censuses have now been
taken in most countries of the world, but accurate
vital statistics, covering current births and deaths,
are to be had for countries including no more than
about 30 per cent of the world’s population. If we
had to wait for the general awakening of public
statistical consciousness that is required for a
complete vital statistics system the population
problem of the world would be solved before it
could be measured.

Comparison

One of the oldest demographic problems is the
simple comparison of mortality level as between
two populations, or one population between two
points of time. US advances in longevity were
slow and uncertain in the 1950s and 1960s; it is
a statistically delicate question whether mortality
was lower in the United States in 1980 than it was
in 1950 and by how much. A first attempt to
answer it is comparison of crude rates, and we
find that for white females the crude rate, deaths
D divided by population P, was the same in both
years. But this is not a pure comparison of mor-
tality. If the populations number px

1 and px
2 at age x,

and their death rates are mx
1 and mx

2, then the com-
parison of crude rates is D1/P1 versus D2/P2 or

X
p1xm

1
xX

p1x
versus

X
p2xm

2
xX

p2x

whose sole advantage as an index is that it may be
calculated from the number of deaths and the
number of exposed population at each of the two
times, without any breakdown of the data by age.
The px

1 and the px
2 confound the comparison, and if

they are systematically different then the compar-
ison of crude rates tells little about relative mor-
tality. In particular one population having a larger
proportion of old people than the other badly
distorts the comparison.
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To meet this difficulty, basic information was
collected by age as far back as the 18th century in
Sweden. To eliminate the different age weighting
of the two populations from the comparison, it is
common to use the directly standardized index
with fixed px

1. X
p1xm

2
xX

p1xm
1
x

;

whose analogue in economics is the base-
weighted aggregative price index. (The ms are
similar to prices, and the ps to quantities used.)
This formula gives for white females 6.5 in 1950
and 4.1 in 1980, a major difference from the crude
rates, that were unchanged. Other formulas, for
instance that obtained by replacing px

1 by px
2, give

different answers, and the choice among them is
difficult to make on logical grounds. Thus the
famous price index number problem carries over
to demographic comparison, though not the diffi-
culty that rising or falling prices by themselves
affect the amounts purchased. (Kitagawa and
Hauser 1973).

Demography has a resource not available to the
study of price changes: the life table model. If the
death rates of this year, including all ages at which
anyone is living, can be seen as the successive
ages in the life of an individual, then the individ-
ual subject to those rates would have a certain
expectation of life. No real person will have such
an expectation, but the model provides what is the
most common means of interpreting a current
pattern of mortality.

If m(x) is the age-specific death rate at age m to
m + dx then the chance of a baby living to age a is
l að Þ ¼ exp � Ð a

0
m xð Þdx
 �

, this being the solution
of the differential equation defining the death rate,

mx ¼
1

l xð Þ
dl xð Þ
dx

:

The expectation of life at age x is then

e0x ¼

ðo
x

l að Þda
lx

;

where o is the highest age to which anyone lives.
US white females showed ex

0 equal to 72 years in
1950, 79 years in 1980. Elandt-Johnson
et al. (1980) apply the expectations comparisons
in clinical follow-up studies.

Mortality and its Changes

To classifymortality according to the single param-
eter of life expectancy captures a good part of the
variation in age incidence from one population to
another, but not all. For instance a population may
have high infant mortality and low mortality in
later life while, in another, mortality may be low
for infants and high in later life, with the two
populations having the same overall expectations.
Two dimensions differentiate among patternsmuch
better than one. Coale and Demeny (1983) show
four families of model tables. The United Nations
(1985) show a Latin American, a Chilean, a South
Asian, and a Far Eastern pattern. A particularly
effective set of tables is due to William Brass
(1971), who regresses the lx column of a given
table on that of a standard table, after both have
been transformed by logits, and the regression of
the one on the other turns out to be close to a
straight line. Given the standard table, Brass’s is a
two constant system.

As mortality improves along the path that we
have seen in advanced countries over the past gen-
eration the age specific rates at all ages go down,
most being reduced by half in each generation.
Because the span of life has changed little, a given
per cent fall in age specific rates now has a much
smaller effect on life expectancy than an equal per-
centage fall 50 years ago. In fact a drop of 1 per cent
now in all age specific rates causes a rise of only
about 0.10 to 0.15 per cent in life expectancy;
50 years ago it caused a rise of 0.30 per cent. This
number, the derivative of the life expectancy with
respect to the age specific rates, has been called H:

H ¼

ðo
x

l xð Þln l xð Þ½ � dxðo
x

l xð Þdx
:
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On the present course it is becoming smaller
and smaller, as we proceed to a time when every-
one dies at about the same age. Demetrius (1974)
has carried this analysis further.

Note that the progress against mortality need
not go this route. We can imagine a slowing of the
ageing process by which the lx curve moves out to
the right, rather than merely moving up to a hor-
izontal line with a fixed boundary on the right.
A slowing of the ageing process by 50 per cent
would mean an extension of average life not of
50H per cent, or about 7 years, but a full doubling
of life expectancy. One of the questions that phy-
sicians, pension officials and demographers ask
one another is which of the two courses will be
taken in the future by mortality improvements,
especially at the oldest ages which count more
and more for this as mortality under age
70 becomes small.

The life table with one exit–death–can be
extended to several exits, representing the several
causes of death, and on from these to several
increments, taking place not only at age zero, but
at arbitrary ages.

Fertility Measures

Children are born to women only at a restricted
range of ages, so comparison for births are a
somewhat different problem than for deaths. If
we divide the number of births B by the whole
population P to obtain a crude birth rate then we
are subject to the irrelevant variation of the young
and old people in the denominator; it is better to
divide by the number of women in the childbear-
ing ages. Some further small gain in precision of
comparison is obtained by working with
age-specific rates, the births 5B15 to women
15–19 years at last birthday divided by the num-
ber of women 5P15 in the population of that age at
mid-period, and similarly for the six other ages
under 50. With single years of age, if Bx is average
girl births during a year to women aged x, then the
rates are fx = Bx/Px, and these over the childbear-
ing ages may be added to obtain the Gross Repro-
duction Rate (GRR):

GRR ¼
X

f x ¼
X

Bx=Pxð Þ

including boy and girl births in the numerator Bx

gives the total fertility rate (TFR), approximately
double the GRR.

For measuring the natural increase of a popu-
lation survivorship lx is incorporated in the for-
mula to give the net reproduction ratio (NRR),
R0 = Slx fx, where now fx is again the girl birth
rate. R0 is the number of girl children expected to
be born to a girl child on a particular set of rates of
birth and death. By virtue of that definition it is the
ratio of the number of persons in one generation to
the number in the preceding, taken in abstraction
from any irregularities in the age distribution, and
disregarding the length of time over which one
generation is replaced by another.

Estimating the effect of abortion and contracep-
tion raises some further issues. Since one abortion
of a conception leading to a live birth reduces the
number of live births in the population by 1, it
might be thought that 1000 abortions would reduce
the number of births by 1000, but this is not so. If
the probability of a conception that leads to a live
birth in a given month is p, and the sterile period
following conception is smonths, then there will be
a birth on the average every (1/p) + smonths. If the
sterile period following conception when abortion
occurs is a, then there will be an abortion on the
average every (1/p) + amonths. Hence the number
of abortions that avoid one birth is

1

p
þ s

1

p
þ a

:

This can come out above 2 if no contraception
is used, but is only slightly over 1 if the abortion is
a backstop to more or less efficient contraception
(Potter 1972).

Momentum

With an NRR equal to unity a population will just
replace itself over the long run; population in this

2736 Demography



condition of bare replacement will ultimately
become stationary. If it drops to bare replacement
after a history of rapid increase, then because of its
young age distribution, with many women in the
childbearing ages, it will continue to increase for
one or two generations, until it attains a number
that may be as much as 70 per cent higher than
when its NRR dropped to unity, a phenomenon
called population momentum. If the population
has been increasing uniformly over a considerable
period of time the ratio of the ultimate population
to that at the onset of bare replacement is simply
expressed as

Ratio ¼ b

r

� �
e00
m

R0 � 1

R0

� �
;

where b is the birth rate, r the rate of natural
increase, m the mean age in the stationary popula-
tion (Keyfitz 1985, p. 156).

This result is exact under the assumptions
stated, and is one of numerous inferences from
stable population theory.

Pension Cost as a Function of the Rate
of Increase

Stable population theory also tells us the relation
between certain variables when other circum-
stances are held constant. A pension of unity to
all members of the population over age 65 will
cost those aged 20 to 64 at last birthday the annual
premium

p rð Þ ¼

ðo
65

e�rxl xð Þdxð65
20

e�rxl xð Þdx
;

and this cost can be approximated as

p rð Þ ¼ p0 exp r m1 � m2ð Þ � r2

2
s21 � s22
� �� �

where m1 and m2 are the mean ages of the 20–64
and the 65 and over respectively, and s1

2 and s2
2

their variances. Since m1 < m2 and the term in r2

is small, the premium is necessarily a decreasing
function of the rate of increase of the population
(Keyfitz 1985, p. 106).

Kinship

If the population can be assumed to be stable and
some assumptions of continuity are made then kin
relations become determinate. Knowing the age
specific rates of birth and death, and supposing the
various demographic events are independent, we
can find exact expressions for the probability that
a person aged a has a living mother, living grand-
mother, as well as the expected aunts, cousins
etc. (Goodman et al. 1974).

Lotka (1931) gives the probability that a girl
aged a has a living mother. His answer is obtained
in two steps: (1) with the condition that at the girl’s
birth the mother was x years old the probability is
simple: lx +a/lx ; (2) removal of the condition by
averaging over all ages of mothers at childbearing
gives, on the stable assumption:

M1 að Þ
ðb
a

lxþa

lx
e�rxl xð Þf xð Þdx:

From this it follows that the probability of a
living grandmother is

M2 að Þ
ðb
a
M1 xþ að Þe�rxl xð Þf xð Þdx;

and so on. Other expressions are obtainable for
sisters, aunts, cousins (Le Bras 1973). Noreen
Goldman (1978) has applied the formulas for
younger sisters and older sisters, equating the
ratio as given in theory to the ratio observed in a
sample of a population, and solving for the intrin-
sic rate. Her method for finding the rate of increase
has the advantage of requiring no knowledge of
age on the part of respondents.

Notice that the preceding formulas, like others
based on stable theory, are essentially compara-
tive statics, and give a result very different in
meaning from one based on observed age data.
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They answer questions like ‘What happens to the
premium for old age pensions in the stable condi-
tion with the given parameters?’ The formula for
M1(a) gives the fraction of girls aged awho have a
living mother given the life table and birth rates,
and disregarding all else. The observed fraction of
girls aged a who have a living mother takes
account of all other elements affecting the real
population.

Inferring Vital Rates by Indirect Methods

In the absence of complete vital statistics much
effort has had to be devoted to inferring vital rates
from censuses, and one early method was based
on the stable age distribution. In a fast growing
population the preponderance of numbers is
shifted to the younger ages, and this fact makes
it possible to infer the rate of growth from exam-
ination of the age distribution. If birth rates and
death rates are constant and the population closed,
then as we saw the number of persons aged x per
current birth is e�rxlx. If the lx can be taken from a
reference or model table, and a census gives cx
persons at age x and cy persons at age y > x, then
the equation

cx
cy

¼ e�rxlx
e�ry

y

can be solved to find

r ¼ 1

y� x
ln

cx=lx
cy=ly

� �
(Bourgeois-Pichat 1966).
The matter is not that simple in practice, since

growth is irregular, censuses are subject to error,
and one does not know what life table to apply. In
general any pair of ages combined with a life table
gives an estimate, and one can try to use ages that
are less vulnerable to reporting error. The theory is
readily extended to populations in which mortal-
ity is falling (Coale 1963). More recently methods
have been developed that do not depend on the
assumption of stability (Brass 1975; Preston and
Coale 1982; Coale 1984; United Nations 1985).

Periods and Cohorts

Demography moves back and forth between con-
sideration of a population existing at a given
moment or period of time, and a cohort that is a
group of individuals followed from birth or some
other event. Comparison of mortality can be made
between periods or between cohorts. The same
formulas apply to both, for standardization as
well as the life table. In fact, the usual life table
is referred to as a synthetic cohort: it treats a set of
age-specific rates referring to a particular moment
as though they were applicable to individuals and
extended over time. Cohorts are in a sense more
real than periods, but being only calculations after
the last individual member has died, they can
never be up-to-date (Ryder 1964).

The cohort – a number of individuals observed
from a given starting point – is a demographic unit
appropriate to fields other than mortality; one can
assemble death and divorce statistics from indi-
vidual data by following the marriages occurring
in a particular year to the time where the couple
divorces or one member of the couple dies (Henry
1957a, b; Pressat 1961).

Multi-Dimensional Demography

The above questions and techniques have been
largely concerned with counts of people, and in
disregard of characteristics other than age and sex.
But for many purposes we need to examine mar-
ital status, or labour force status, or place of resi-
dence within a country. We need to take account
of the transitions of individuals, for instance
between the states of married and single, between
school and labour force, etc. Combinations of
sequences are numerous in any of these matters,
and in order to bring the number down theMarkov
assumption is usually introduced, whereby the
probability of a person moving into the several
states in each period depends only on the last
previous state the person was in, and not at all
on the path by which he or she arrived at that state.

It fortunately happens that the ordinary life
table can be extended to the multi-dimensional
case, with matrix analogues for the most common
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formulas. If mij(x) is the rate at which people aged
x are moving from the jth to the ith state, then the
probability of going from the jth state at the
beginning of a period to the ith state at the end
of the period, is the ijth element of Px, where Mx,
is the matrix of the ms

Px ¼ 1þMx=2ð Þ�1
1�Mx=2ð Þ

and so on through all the usual life table formulas
(Rogers 1975). This way of handling the arith-
metic has the convenience of simple formulas,
easily implemented on a computer. An equivalent
method that dispenses with matrices is due to
Robert Schoen (1975) and Leo A. Goodman
(1961, 1969).

Mixtures and Heterogeneity

Everything said so far supposes that the several
members of the population in any one category
have the same probabilities – of dying, of giving
birth, or of migrating – an assumption that cannot
be correct. The usual demographic models recog-
nize age, sex, and a few other sources of variation
among individuals; they make no allowance for
statistically unobserved heterogeneity.

Yet we know that some people are in vigorous
condition, while others of the same age, sex,
etc. are moribund. Among a group of individuals
who are not all in the same condition the less
vigorous die sooner, leaving the remainder with
more favourable mortality than an unselected
group would average. This process goes on
through life, and the observed death rates, arising
as they do from a population selected by differen-
tial mortality towards the more robust, are too low
to represent an individual who at the start is of
average frailty.

If we each had a mark on us indicating our
degree of frailty then in estimating our own
chances of survival we would use the experience
of a group with the same mark as ourselves. We
could avoid the unsatisfactory procedure of apply-
ing to ourselves the experience of a collection of
people among whom average robustness was
steadily increasing. Not knowing our condition,

we must choose one of two ways of expressing
our ignorance and deriving a probability. We can
take ourselves as average at the start, and then we
must accept that we will have an expectation
lower than the published tables show; or else we
can take ourselves as the average of the surviving
population throughout the whole course, in which
case we are supposing that we as individuals are
steadily improving in robustness (Vaupel and
Yashin 1985).

The recognition of heterogeneity can explain
some of the crossovers that are otherwise puz-
zling, for instance the fact that in the United States
blacks show higher mortality than whites at ages
up to 70, and beyond that they have lower mor-
tality. Selection by the higher mortality at the
younger ages is a way of explaining this; another
explanation is defective data.

The curious paradoxes that arise through
mixed distributions have been explored by reli-
ability engineers (Mann et al. 1974). In applica-
tion to demography, the familiar rise in the
proportion of divorces with duration of marriage,
reaching a peak at five to ten years, could be due to
married couples being of two kinds – one group
that has a low and constant probability of divorce,
not changing with duration of marriage, and
another group that has a steadily rising probability
with duration of marriage. First the overall rate,
following this latter group, rises, but as these
divorce and so drop out of the exposed population
the rate falls towards that of the lower group.
Neither of the component groups has a peak in
rates at any time, yet the mix shows such a peak
and subsequent fall because those more prone are
eliminated from the exposed population.

The point is particularly important in respect of
pregnancy. If we follow a group of fertile women
through time, and note when they become preg-
nant we have the same problem of a changing
mix, as those that are more fertile drop out, leav-
ing less and less fertile ones behind. That may be a
matter of fecundity, the biological ability to have a
child, or it may be skill in using birth control, and
both of these vary among women (Potter 1972;
Potter and Parker 1964). It was Gini (1924) who
showed that only in the first month can the rate
refer to an unselected group. Goodman (1961)
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provides methods for the corresponding problem
in migration, that had earlier been introduced by
Blumen et al. (1955).

The order of magnitude of the effect can be
very large in respect of susceptibility to preg-
nancy, or in respect of divorce; for mortality it
cannot be so large because the event in question
can only occur once to each member of the pop-
ulation. If a population were divided into three
groups, one with an expectation of life of 65 years,
one with 73 years, and one with 80 years, then the
expected lifetime for the mixed population would
be about one year greater than the expected life-
time of the middle group, that we take as the
prospect for an individual who is initially of aver-
age frailty. About the only general statement that
can be made is that expectation as given in
published life tables is anything up to one year
higher than the initially average person can expect
to live.

Forecasting

The activity of demographers that is most often
noticed by the public is forecasting: estimating the
future population of a country or other area (Brass
1974). The forecasting problem is essentially
unsolvable, just as is extrapolating from previous
stops to estimate where the wheel will next stop in
a casino. There is somewhat more continuity in
the demographic than in the casino serials, but to
know in advance the major turning points, espe-
cially in births, is at least for the present
impossible.

While the public may think of demography as
principally concerned with the forecasting of pop-
ulation, yet the literature of demography does not
give a great deal of attention to this subject, and
the best-known demographers have in recent
years turned their attention to other problems;
explaining the past is providing difficult enough,
and until one can say why past events have
occurred there is not much prospect of foretelling
future ones.

Demographic forecasts are bound to be sub-
ject to especially large error for two reasons:
they concern the long-term future, and they are

self-contained within the narrow set of demo-
graphic variables. Forecasting a year ahead
would be extremely useful in regard to the
unemployment rate or housing construction,
not to mention the stock market, while for a
year ahead the population is so close to that of
today that the forecast is of no interest. Demo-
graphic forecasts are typically for 10, 25, and
more years into the future.

Since what the population will do depends on
many variables outside of demography, it has
often been suggested that demographers take
into account these non-demographic variables.
But that would require knowing future attitudes
towards work and the family, and other matters
more resistant to forecasting than population
itself. Beyond that problem, even if we knew all
of these independent variables for the next
25 years, the nature of the functional relation
between them and population is beyond present
knowledge.

During the present century death rates have
been decreasing in most parts of the world, and
extrapolations have been moderately successful.
The increase in life expectancy has typically been
almost three years per decade in developed coun-
tries, and has often reached five years per decade
elsewhere.

What affects forecasts most is the birth rates
assumed, and here is where the biggest failures
have been. There was no way to forecast the
postwar rise in births shown by developed coun-
tries, and equally little understood is the decline of
births in the 1960s, and why birth rates continue to
be so low. It was during the prosperity of the
1960s that the birth rates started to fall, and during
the depressed late 1970s and 1980s that they fall
even lower, so we do not know whether births
depend directly or inversely on income. A theory
that has strong logic on its side, that of Richard
Easterlin (1980), by which the small cohort finds
itself prosperous and produces a large cohort in its
turn has not so far seemed precise enough either in
timing or in quantity of the effect to be used by
practising forecasters.

Migration is even more difficult for those few
countries in which it is substantial. We do not
know the amount of immigration into the United
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States now, let alone the amount that will occur
during the 21st century.

Once the future mortality, fertility and migra-
tion are assumed, the forecast is easily made. In
the usual projection by age and sex one starts with
females, sets up a vertical vector P0 consisting of
the numbers at each age, premultiplies that vector
by a matrix whose first row is the age-specific
fertility rates for girl children, and whose sub-
diagonal is the survivorship rates. if M is the
matrix with fertility rates m1j in its first row, and
surviviorships mj+1, j, j = 1,. . ., n – 1, in the
sub-diagonal, then the age vector at time 1 is

P1 ¼ MP0:

and at time t is

Pt ¼ Mt P0;

if the rates are assumed constant over time (Leslie
1945), If the rates change, the matrix being M1 in
the first period, M2 in the second period, then

Pt ¼ Mt, . . . ,M2M1P0:

The assumed migrants would be added in each
time period.

Experiments have shown that extrapolating
birth and death rates does better, though not by
much, than supposing that birth and death rates
will continue unchanged at their level at the
jumping-off point.

Even simpler than projecting with fixed birth
rates is using fixed absolute numbers of births into
the future. This method, that might be called
instant stationarity, also gives results not much
inferior to the usual assumption of changing
future rates. A rationale for the fixed absolute
numbers is provided by the Easterlin hypothesis,
by which birth rates are higher for small parental
cohorts.

Forecasting Error

Badly needed are probability methods. Some have
been proposed (e.g. Pollard 1966) for ex ante

computation of error, but so far these have had
little influence on forecasting practice.

Ex post the problem is simpler. The assessment
of earlier projections, leading to an estimate of the
intrinsic error of the process, demands first of all a
metric that will be comparable between different
points of time for a given population, and between
large and small populations, growing and declin-
ing populations, long- and short-range projec-
tions. Such a metric has been found to be the
difference between the forecast rate of growth of
the population in question and the (subsequently
known) realized rate:

Error ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX bptbp0
� �1=t

� pt
p0

� �1=t
" #2

vuut
where bpt is the forecast population at time t, pt the
realized population, t being the time interval
between when the forecast was made and the
date to which the projection applies. For some
300 forecasts applying to 15 developed countries,
error as so measured turns out to be about 0.003,
or 0.3 percentage points.

To interpret this result, consider an estimate
for the United States of 268,000,000 for the year
2000, when we are now (1984) at 236,000,000.
This is a projected annual rate of increase of 0.8
per cent, so odds are 2 to 1 of the true outcome
falling within the range 0.8 � 0.3 or 0.5 – 1.1;
one can bet 2 to 1 odds that the population in the
year 2000 will be in the range (236)(1.005)16 to
(236)(1.011)16, or 256 to 281 millions. This sup-
poses that the present forecast is no better and no
worse than the 300 similar forecasts on which
this estimate of error has been based (Keyfitz
1981).

Exponential and Logistic Growth

There may have been situations in the past
when populations were growing uniformly and
it was possible to make some kind of credible
prediction by supposing constant increase
for the future. By definition of the rate of
increase,
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r ¼ 1

Pt

dPt

dt
;

so that the population at time t is

Pt ¼ P0e
rt:

It is hard to think of cases where such expo-
nential growth persists over more than a very short
period.

The patent defect of the exponential that noth-
ing can grow uniformly for very long suggested a
further factor in the differential equation to pro-
duce the curve known as logistic:

rt ¼ 1

Pt
1� Pt

A

� �
dpt
dt

;

where A is the asymptotic population at which
growth stops. The rate of increase rt is no longer
constant, and the solution of the equation is

Pt ¼ A

1þ be�ct
;

where b and c are constants.
The logistic seemed to have merit when

births were slowing and total population growth
tapering off. It reached the height of its popu-
larity when the Americas could be seen as
empty, and as they filled would move towards
a population ceiling. Unfortunately the ceiling
keeps changing with changing society and
technology.

One might take a different line in support of the
logistic: not the logic of the model but goodness of
fit to the historical series. That does not work
either; an inverse tangent, or a cumulative normal
fit just as well as a logistic, and an impossible
curve, a hyperbola moving off to infinity in a
near future, is not much inferior to any of the
three in fitting the past (Cohen 1984).

For animal populations the story is different;
real niches filling under constant conditions do
appear, and in ecological studies the logistic has
on occasion provided a useful representation of
the process.

Difficult Matters

Some demographic results are perfectly explica-
ble: when Romania suddenly banned abortion, the
birth rate, which presumably included a propor-
tion of unwanted children, rose sharply; after the
public adapted to the ban the birth rate settled back
to where it was. Others remain puzzles even after
much study: why does West Germany stay at the
lowest recorded fertility of all time, much lower
than neighbouring France? The effectiveness of
determined population policy in East Germany is
partly explained by the large expenditure on it, but
not Hungary’s extremely low fertility after the
war, and the subsequent partial recovery.

Similarly, there is much to explain in poor coun-
tries; some countries have seen their fertility fall
drastically, while others remain high. Cultural
inheritance is apparently a factor. Islamic
populations have higher fertility than non-Islamic
that are otherwise similar; thus for 1980–85 the UN
(1985) estimates Pakistan’s TFR (Total Fertility
Rate) at 5.84 and Bangladesh’s at 6.15 against
India’s 4.41. What feature of Islam is the cause of
the differential remains to be discovered.

A key question in contemporary demography
is whether and how quickly the countries whose
death rates have fallen can follow through with
declines in birth rates that will bring them to zero
growth. No one knows for sure whether the fall of
deaths – for instance and especially of infant
mortality – in and by itself brings about a decline
of births; the literature contains proofs that it does
and proofs that it does not. Even if we knew for
sure that the demographic transition to a station-
ary condition will take place everywhere, fore-
casting for the years ahead is impeded by our
ignorance of how quickly it will come. And pro-
fessional opinion on the effectiveness of family
planning programmes is by no means unanimous.

See Also

▶Demographic Transition
▶Historical Demography
▶Life Tables
▶ Stable Population Theory
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Demography of the Ancient World

Walter Scheidel

Abstract
This survey of demographic conditions in
ancient Greek and Roman history discusses
life expectancy and causes of death, repro-
duction and fertility control, marriage practices
and household structure, population size
and its change over time, and the
relationship between demographic and eco-
nomic development.

Keywords
Ancient world; Birth rates; Death rates; Demo-
graphics; Family; Greece; Life expectancy;
Marriage; Population; Rome
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Ancient demography covers the population his-
tory of early civilizations from the third millen-
nium BCE to the seventh century CE.

Due to the uneven distribution of relevant evi-
dence, scholars have focused primarily on Middle
Eastern, Greek and Roman populations. This sur-
vey deals primarily with the demography of the
Greco-Roman world. Demographic conditions in
antiquity are generally only dimly perceptible,
and attempts to reconstruct them inevitably entail
considerable uncertainty and conjecture. Informa-
tion is provided by tombstone inscriptions, census
documents on papyri, skeletal remains and literary
accounts.

Ancient birth and death rates were extremely
high by modern standards. Mean life expectancy
at birth is commonly estimated to have been
around 20 to 30 years. The distribution of ages
recorded in census returns from Roman Egypt is
consistent with model life tables that posit a mean
life expectancy at birth of 22 to 25 years. This
estimate receives additional support from a vari-
ety of other data samples including funerary
inscriptions from Roman North Africa, a Roman
schedule used to calculate annuities known as
‘Ulpian’s Life Table’, and the age structure of a
few cemetery populations. Roman emperors who
died of natural causes had a similarly low life
expectancy. This suggests that socio-economic
standing had little effect on longevity. Mortality
regimes were highly localized and determined
primarily by the prevalence of particular infec-
tious diseases. In parts of the Roman empire,
seasonal variation in mortality can sometimes be
reconstructed with the help of dates of death
reported in tombstone inscriptions. These season-
ality patterns also allow inferences about the
underlying disease environments. According to
these datasets, seasonal spikes in adult death
rates were much stronger than in the more recent
past, suggesting that even the most resilient age
groups were susceptible to fatal infections. The
main causes of death can be inferred from ancient
medical texts and literary sources. Gastro-
intestinal diseases, malaria and tuberculosis were
particularly important. Both malaria and leprosy
expanded during the Greco-Roman period.
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Smallpox epidemics occurred, possibly in Athens
in 430 BCE and probably throughout the Roman
empire in the 160/180 s CE. Plague spread from
540 to 750 CE in a pandemic that foreshadowed
the medieval Black Death.

High levels of mortality required correspond-
ingly high birth rates. The average woman surviv-
ing to menopause had to give birth to five or six
children to ensure reproduction at replacement
level. Birth rates within marriage were higher
still: it has been calculated that in Roman Egypt,
a woman who had been continuously married
between menarche and menopause would on
average have given birth eight or nine times.
According to census records from the same
region, 95 per cent of freeborn children were
born to married parents. These documents also
allow us to reconstruct the maternal age distribu-
tion of childbirths, which implies what is known
as a ‘natural fertility’ regime in which fecundity
was a direct function of a woman’s age, peaking
around age 20 and gradually declining over time.
Signs of stopping behavior – that is, the cessation
of reproduction in response to family size or
composition – are absent from these data.

At the same time, early and near-universal
marriage for women and high birth rates went
hand in hand with fertility control within mar-
riage. Census returns from Roman Egypt indicate
mean birth intervals of 3–4 years. Birth-spacing
may have been achieved by prolonged
breastfeeding or by other means. Ancient medical
texts discuss a variety of putative contraceptives
and abortifacients. More drastic intervention in
the form of child exposure and infanticide was
often socially condoned, although the actual
scale of these practices remains unknown. The
extent to which parents discriminated against
female offspring is particularly controversial.
While Greek and Roman sources sometimes
refer to femicide, and evidence of male-biased
sex ratios has been taken to reflect this custom,
we are usually unable to determine whether ‘miss-
ing’ females had been killed or exposed after birth
or were merely omitted from written records.

Among Greeks and Romans, (serial) monog-
amy was the norm. Polygamous unions were

largely confined to ruling and elite families in
Middle Eastern societies. At the same time, sexual
access to slave women facilitated resource polyg-
yny even in formally monogamous settings. In
ancient Greek culture, women often appear to
have been married off in their mid-teens while
men took wives considerably later, around the
age of 30. Funerary inscriptions from the western
half of the Roman empire point to typical mar-
riage ages of about 20 years for women and
30 years for men. Roman aristocrats generally
married at younger ages. For Roman Egypt, the
census records reflect mean marriage ages of 17 or
18 years for women and 25 years for men. They
also show that whereas almost all women had
married by their late 20 s, it was only by age
50 that most men had married at least once. This
pattern of moderately early female and late male
marriage resembles the so-called ‘Mediterranean
marriage pattern’ which prevailed in the more
recent past, suggesting a measure of long-term
continuity in that region. Divorce could be initi-
ated by both husbands and wives, and commonly
lacked strong stigma. Remarriage was much more
common for men than for women, especially after
age 30: according to the Roman Egyptian census
returns, two-thirds of men but only one-third of
women were still married at the age of 50. In the
pre-Christian period, celibacy was not normally
considered desirable.

Marriages were mostly virilocal or neolocal.
Bridal dowries were common but are best attested
for elite circles. Slaves could not legally marry but
were able to enter informal unions, primarily (but
not only) with other slaves. Consanguineous
unions were more widespread in the eastern Med-
iterranean, and especially in the Middle East, than
in western Europe. Thus, first-cousin marriage
occurred mostly in the East, and occasional half-
sibling unions are known from the Greek world.
Scholars still debate whether references to mar-
ried couples of full siblings found in Roman
Egyptian census documents reveal genuinely
incestuous unions or record the unions of cousins
who had legally become siblings through adop-
tion. However, instances of brother–sister and
parent–child marriage are credibly attested for
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ancient Middle Eastern rulers, and more generally
for members of the Zoroastrian community in
Mesopotamia and Iran.

The Greek and Latin languages lack specific
terms for what we would call the nuclear family.
Notions of family and household were more
inclusive: next to parents and their offspring,
the Greek oikos and the Roman familia or
domus routinely encompassed co-resident kin
and slaves. At the same time, Roman funerary
inscriptions tend to privilege commemorative
ties within the nuclear family, showing it to
have been the principal locus of familial senti-
ment and obligation, of inheritance, and proba-
bly also of residence. More complex households
were common in the eastern Mediterranean and
the Middle East. In Roman Egypt, for example,
the majority of the rural population belonged to
households comprised of extended or multiple
families. High death rates offset high fertility,
thereby limiting family size, which averaged
4.3 in the same region.

Owing to unpredictable mortality and the
desire to preserve male lineages, adoption of rel-
atives appears to have been common. Partible
inheritance rather than primogeniture was the
norm. Daughters either received dowries as a sub-
stitute for an inheritance or inherited alongside
their brothers. The social effects of high death
rates undermined the formally patriarchal charac-
ter of ancient households. A significant share of
Greeks and Romans must have lost their fathers as
minors and were assigned guardians, while many
widows were unable to remarry. For these rea-
sons, family units in which women and children
were under the control of fathers and husbands
were less common and more fragile than modern
observers have often imagined.

Population numbers are very poorly known
and continue to generate controversy. Statistical
documents survive only from parts of Egypt, and
literary references to population size are com-
monly vitiated by rhetorical stylization, ignorance
or indifference. Archaeological data help to fill
this gap but pose their own problems of interpre-
tation. What we do know is that theMediterranean
regions and its hinterlands underwent significant
population growth in the Greco-Roman period. In

the Aegean, the collapse of late Bronze Age civ-
ilization around 1200 BCE coincided with strong
demographic contraction. Population recovered
from the early first millennium BCE onward and
peaked in the classical period, in the fifth and
fourth centuries BCE, when Greece may have
been more densely populated than at any other
time prior to the 20th century.

During this growth phase, Greek settlers
established hundreds of colonies in Sicily, South
Italy and the Black Sea littoral. By the fourth cen-
tury BCE, up to 1000 Greek city-states were
inhabited by 7 million people or more. Most of
these communities were very small. The conquests
of Alexander the Great in the late fourth century
BCE triggered Greek emigration to Egypt, Syria,
Mesopotamia, Iran and Central Asia. Large-scale
state formation under his successors led to the
creation of capital cities in excess of 100,000 resi-
dents, most notably Alexandria in Egypt. Mean-
while, populations expanded farther west in Italy,
where this process drove the conflicts that eventu-
ally resulted in Roman regional hegemony, and
more generally in western Europe and the
Maghreb. A series of Roman census tallies from
the last three centuries BCE offers insight into
demographic change on the Italian peninsula.
Even so, the total size of its population cannot be
established with precision: depending on different
interpretations of the extant census counts, by the
beginning of the Common Era Italy may have been
inhabited by no more than 6 million people
(including slaves) or by two or even three times
as many. These uncertainties interfere with modern
assessments of Roman economic performance.

For a variety of reasons, an estimate between the
extreme ends of spectrum seems appropriate: with
a peak population of perhaps 10 or 12 million
people, Roman Italy may well have matched the
population densities of the high medieval and early
modern periods. The population of the Roman
empire as a whole is necessarily evenmore difficult
to ascertain: while a total of 60–80 million seems
realistic, a higher figure cannot entirely be ruled
out. Maybe 10–20 per cent of these individuals
lived in some 2000 cities. The capital city of
Rome appears to have grown to a million residents,
an urban population unparalleled in Europe prior to
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London around 1800. Starting in the late second
century CE, epidemics reduced population num-
bers, although settlement densities remained high
into late antiquity. Massive population losses
finally accompanied the disintegration of the west-
ern half of the Roman empire in the fifth century
CE and the onset of recurrent plague pandemics in
the 540 s CE.

Despite its overall paucity and numerous short-
comings, demographic information from the
Greco-Roman world is of considerable relevance
to our understanding of ancient economic history.
Centuries of continuous population growth, first
in the eastern Mediterranean and later farther
west, highlight the scale and persistence of an
economic expansion which was driven by the
spread of farming, technological innovation and
gains from trade. Concurrent urbanization rein-
forces our impression of dynamic economic
development. In the long run, however, ancient
economies resembled other premodern economies
in their inability to overcome Malthusian pres-
sures through ongoing technological innovation.
As population continued to expand, per capita
economic growth eventually abated, first in
Greece and later in the western Mediterranean.
Judging by a variety of archaeological proxies of
economic performance, by the time exogenous
shocks in the form of plague and invasions
began to affect the Roman empire in the second
and third centuries CE the economy had already
ceased to grow in real terms.

There is no indication that the Greco-Roman
economic-demographic expansion significantly
improved health or longevity: accretions to the
stock of knowledge proved insufficient to mitigate
the impact of the main causes of death, and poten-
tial gains from infrastructural provisions (such as
aqueducts) may well have been offset by the
demographic burden of urbanization and rising
population densities which increased exposure to
infection. In a number of skeletal samples, aver-
age body height was smaller in the Roman period
than both immediately before and after, which
likewise speaks against the notion of improve-
ments in physiological wellbeing. Moreover,
widespread skeletal evidence of deficiency dis-
eases points to pervasive morbidity which would

have curtailed productivity. High death rates dis-
courage investment in education and impede
human capital formation. Correspondingly high
fertility depresses female labour participation
and the status of women. In this environment,
sustainable economic growth, let alone a fertility
transition, was not feasible.

See Also

▶Economic History
▶Historical Demography
▶ Population Dynamics
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Edward Denison was a major contributor to the
development of the US national income accounts
and one of the originators of growth accounting.
He received a Ph.D. in economics from Brown
University in 1941. Denison’s early career
(1941–56) was spent in the national income divi-
sion of the US Commerce Department where he
worked with Milton Gilbert, George Jaszi, and
Charles Schwartz to develop the national accounts
of the United States. The United States had
published estimates of national income and its
components in 1934; and Richard Stone and
others developed both expenditure and income-
side estimates of GNP for the United Kingdom
that were published in 1941. The US expenditure-
side estimates were first published in 1942.

Denison participated in a 1944 tripartite meet-
ing with Canada, the United Kingdom, and the
United States that worked to establish consensus
on a set of concepts and methods for the national
accounts. That meeting and subsequent work pro-
vided much of the basis for the standardized sys-
tem of national accounts (SNA) that was adopted
and expanded by the United Nations and the
OECD. The United States did not initially adopt
the SNA; but by 2000 it was following the SNA in
all of its important respects.

Denison moved to the Committee on Eco-
nomic Development (CED) in 1956 where his

research focused on identifying the sources of
economic growth. In expanding the framework
of growth accounting, Denison sought to go
beyond a simple partitioning of economic growth
into the contributions of the factor inputs and a
residual of total factor production. He incorpo-
rated changes in the quality of the inputs, such as
job skills, economies of scale, and other contrib-
utors to the residual, such as research and devel-
opment. His initial analysis was published by the
CED in 1962 as The Sources of Economic Growth
in the United States and the Alternatives Before
Us. A distinctive feature of his approach was the
extent to which he anchored it in the basic
accounting framework of the national accounts
rather than the concepts of neoclassical produc-
tion theory employed a few years later by
Jorgenson and Griliches (1967). This aspect
made it easy for other researchers to duplicate
his methodology within their own countries.

Denison moved to the Brookings Institution in
1963 and extended his analysis to international
comparisons with publication of Why Growth
Rates Differ (1967). Two important later contribu-
tions were How Japan’s Economy Grew So Fast
(with W.K. Chung, 1976) and Accounting for
Slower Economic Growth: The United States in
the 1970s (1979). In Accounting for Slower
Growth, he explored awide range of popular expla-
nations for the productivity slowdown, including
higher energy prices, government regulation, and
reduced R&D expenditures, and argued that their
effects were too small to account for the magnitude
and persistence of the slowdown. He received the
Distinguished Fellow Award of the American Eco-
nomic Association in 1981.

Denison’s exchanges with Jorgenson and
Griliches (1967, 1972a), while centred around dif-
ferences in their approaches to measuring the con-
tributions to growth, served to highlight an ongoing
debate about the relative importance of capital
accumulation and total factor productivity gains.
Denison’s approach, byminimizing several aspects
of the measurement of capital’s contribution,
tended to support the conventional wisdom of the
time that TFP accounted for a substantial portion of
growth. Jorgenson and Griliches were attempting
to argue that careful measurement of the factor
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inputs could drastically shrink the residual contri-
bution of TFP. Denison won out on the issue of the
relative importance of TFP by pointing to some
problems with Jorgenson–Griliches adjustment
for variations in capacity utilization; but the
longer-term value of the debate was in showing
that their approaches were quite similar. In subse-
quent years, the Jorgenson–Griliches approach,
with its anchor in production theory, has dominated
the conceptual discussion. However, many of the
empirical studies continue to follow Denison’s
careful use of national income accounts data.

See Also

▶Economic Growth
▶Growth Accounting
▶Total Factor Productivity
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Dependency

José Gabriel Palma

Abstract
The focus of all ‘dependency’ analyses is the
development of peripheral capitalism (or lack
of it). One approach, begun by Baran, Sweezy
and Frank, attempted to construct a theory of
the practical impossibility of capitalist devel-
opment in the periphery. A second emerged
from the Structuralist School, especially
Furtado, Pinto and Sunkel, and tried to
reformulate the classical ECLAC analysis
from the perspective of the obstacles to
‘national’ development. A third, initiated by
Cardoso and Faletto, concentrated on studying
‘concrete situations of dependency’ – how the
specific dynamic of different peripheral socie-
ties emerges from the interaction between their
internal and external structures.
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Dependency theories emerged in Latin America in
the early 1960s as a challenge to traditional
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Marxist and structuralist thinking regarding
whether capitalist development in the periphery
was both still viable (given the transformations of
the world economy after the Second World War),
and still necessary (as an unavoidable transition
step towards socialism).

There can be little doubt that the Cuban Revo-
lution was a turning point in Marxist analysis of
capitalist development in the periphery. The events
in Cuba gave rise to a new approach, of whichmost
of the ‘dependency analyses’ form part. This
argued that capitalism had totally lost its historical
‘progressive’ role in the periphery (if it ever had
one); that is, it was both no longer capable of
developing the productive forces of backward soci-
eties, and (thus) no longer able to bring them closer
towards socialism. Consequently, this approach
also argued against the politics of the popular fronts
in the periphery and in favour of an immediate
transition towards socialism.

Following traditional Marxist analysis, the pre-
dependency, pre-Cuban Revolution approach saw
capitalism as still historically progressive in the
periphery; however, it argued that its key histori-
cal task – the ‘bourgeois-democratic’ revolution –
was being inhibited by a new alliance between
imperialist forces and the traditional oligarchies.
The bourgeois-democratic revolution was the
revolt of the emerging capitalist forces of produc-
tion against the old pre-capitalist order. This rev-
olution would be based on an alliance between the
rising bourgeoisie and other progressive forces of
society; the principal battle line would be between
the new capitalist elites and the traditional
oligarchies – between industry and land, capital-
ism versus pre-capitalist forms of monopoly and
privilege. Because it would be the result of the
pressure of a rising class whose path was being
blocked in political, economic and social terms,
this revolution would bring to the periphery (as it
had done in the centre) not only political emanci-
pation but economic progress as well.

One of the main analytical challenges facing the
pre-dependency Marxist analysis was to explain
why the ‘bourgeois–democratic’ revolution in the
periphery was not really happening as expected
(a phenomenon that was seriously hindering the
process of capitalist development there). Since

Lenin, this analysis had identified imperialism as
the unmistakable main obstacle facing this revolu-
tion. The traditional oligarchies could not be the
reason for this as on their own, they were not
expected to prove any match for the new emerging
capitalist classes. Therefore, the principal target in
this struggle was unmistakable: North American
imperialism. The allied camp for this fight, by the
same reasoning, was also clear: everyone, except
those (pre-capitalist) internal groups allied with
imperialism. Thus, the anti-imperialist struggle
was at the same time a struggle for domestic cap-
italist development and industrialization. The state
and the ‘national’ bourgeoisie appeared as the
potential leading agents for the development of
the new capitalist economy, which in turn was
viewed as a necessary stage towards socialism.

The Cuban Revolution questioned the very
essence of this approach, insisting that the domes-
tic bourgeoisies in the periphery no longer existed
as a progressive social force but had become
‘lumpen’, ‘rent seekers’, incapable of rational
accumulation and rational political activity, dilap-
idated by their consumerism, and blind to their
‘real’ long-term interests. It is within this frame-
work, and with the explicit motive of developing
theoretically and documenting historically this
new approach that dependency analysis appeared
on the scene. At the same time, both inside and
outside the Economic Commission for Latin
America (ECLAC), two other major Dependency
Schools began to develop (see structuralism).

The general focus of all ‘dependency’ analyses
is the development of peripheral capitalism
(or, rather, the lack of it). More specifically, these
studies attempted to analyse the obstacles to capi-
talist development in the periphery from the point
of view of the new interplay between ‘internal’ and
‘external’ structures that had emerged after the
Second World War. However, this interplay was
analysed in several different ways.

With the necessary degree of simplification
that every classification of intellectual tendencies
entails, I distinguish between three major
approaches – not mutually exclusive from the
point of view of intellectual history – in ‘depen-
dency’ analysis. First is the approach begun by
Paul Baran, Paul Sweezy and Andre Gunder
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Frank; its essential characteristic is that it
attempted to construct a comprehensive theory
of the practical impossibility of capitalist devel-
opment in the periphery. In these theories the
‘dependent’ character of peripheral economies is
the crux on which the whole analysis of underde-
velopment turns; that is, dependency is seen as
causally linked to permanent capitalist
underdevelopment.

The second approach is associated with the
ECLAC Structuralist School, especially Celso
Furtado, Aníbal Pinto and Osvaldo Sunkel.
These writers sought to reformulate the classical
ECLAC analysis of Latin American development
from the perspective of a critique of the obstacles
to ‘national’ development. This attempt at
reformulation was not just process of adding
new elements (mainly political and social) that
were lacking in the original Prebisch–ECLAC
analysis (see Prebisch, Raúl), but a thoroughgoing
attempt to proceed beyond that analysis, adopting
an increasingly different perspective.

Finally, the third approach, started by
Fernando Henrique Cardoso and Enso Faletto,
attempted to distance itself from the first
by deliberately avoiding the formulation of a
mechanico-formal theory of dependency and
underdevelopment – specifically, by trying to
avoid a mechanico-formal theory of the inevita-
bility of underdevelopment in the capitalist
periphery based on its dependent character. In
turn, it concentrated on the study of what have
been called ‘concrete situations of dependency’;
that is to say, the precise forms in which the
different economies and polities of the periphery
have been articulated with those of the advanced
nations at different times, and how their specific
dynamics have thus been generated.

The First Approach: Dependency as a
Formal Theory of the Inevitability of
Capitalist Underdevelopment: On
Cutting a Knot That Could Not Be
Unravelled

There is no doubt that the ‘father’ of this approach
was Baran. His principal contribution (1957) took

up the approach of the Sixth Congress of the
COMINTERN regarding the supposedly irresolv-
able nature of the contradictions between the eco-
nomic and political needs of imperialism and
those of the processes of political transformation,
economic development and industrialization of
the periphery.

To defend its interests, international monopoly
capital would not only form alliances with pre-
capitalist domestic oligarchies intended to block
progressive capitalist transformations in the
periphery, but its activities would also have the
effect of distorting the process of capitalist devel-
opment in these countries. As a result, interna-
tional monopoly capital would have easy access
to peripheral resources and finance, and the tradi-
tional élites in the periphery would be able to
maintain their monopoly on power and their tra-
ditional (mostly predatory and rent-seeking)
modes of surplus extraction. Within this context
the possibilities for any form of dynamic eco-
nomic growth in dependent countries were
extremely limited or non-existent; the surplus
they were able to generate (mainly from primary
commodity export activities) was largely appro-
priated by foreign capital, or otherwise squan-
dered by traditional elites. Therefore, long-term
economic stagnation and underdevelopment was
inevitable. The only way out was political. At a
very premature stage, capitalism had become a
fetter on the development of the productive forces
in the periphery and, consequently, its historical
role had already come to an early end.

Baran developed his ideas influenced both by
the Frankfurt School’s general pessimism regard-
ing the nature of capitalist development (see Jay
1996) and by Sweezy’s (1946) proposition that
the rise of monopolies imparts to capitalism a
tendency towards stagnation and decay (see
monopoly capitalism). He also followed the
main growth paradigm of his time, the
Harrod–Domar model, which held that the size
of the investable surplus was the crucial determi-
nant of growth (together with the efficiency with
which it was used: the incremental capital–output
ratio).

Starting out with Baran’s analysis, Frank
(1967) attempted to prove the thesis that the only
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political and economic solution to capitalist
underdevelopment was a radical transformation
of an immediately socialist character. For our pur-
poses we may identify three levels of analysis in
Frank’s model of the ‘development of underde-
velopment’. In the first (arguing against ‘dualistic’
analyses), he attempted to demonstrate that the
periphery had been incorporated and fully inte-
grated into the world capitalist economy since the
very early stages of colonial rule. In the second, he
tried to show that such incorporation into the
world capitalist economy had transformed the
countries in question immediately into capitalist
economies. Finally, in the third level, Frank
attempted to prove that the integration of these
supposedly capitalist economies into the world
capitalist system was achieved through an inter-
minable metropolis–satellite chain, through
which the surplus generated at each stage was
successfully siphoned off towards the centre.
Therefore, for Frank the choice was clear: con-
tinue to endlessly underdevelop within capitalism,
or socialist revolution.

In my opinion, the real value of Frank’s anal-
ysis is his critique of the supposedly dual structure
of peripheral societies. Frank argues convincingly
that the different sectors of the economies in ques-
tion are and have been, since very early in their
colonial history, well integrated to the world econ-
omy. Moreover, he has correctly emphasised that
this integration has not automatically brought
about capitalistic economic development, such
as ‘optimistic’ models (derived from Adam
Smith) would have predicted, in which increased
international trade and the division of labour
would inevitably bring about economic growth
and prosperity. Nevertheless, Frank’s error lies in
his attempt to explain this phenomenon by using
the same economic deterministic framework of
the model he purports to transcend. In fact, he
merely turns it upside-down: integration into the
world economy cannot possibly bring about cap-
italism development in the periphery because the
development of the industrialised centre necessar-
ily requires the underdevelopment of the periph-
ery. Frank’s error is characteristic of the whole
tradition of which he is part, including Baran
(1957), Sweezy (1946), Amin (1970) and

Wallerstein (1974, 1980) among the better
known. In their analysis, there is always a priority
of external over internal structures; in order to do
this, they have to separate almost metaphysically
the two sides of the opposition (the internal and
the external), losing in the process the notion of
movement through the dynamic of the contradic-
tions between these two structures. The analysis
which emerges is one typified by ‘antecedent cau-
sation and inert consequences’.

It is not surprising that this type of analysis
leads Frank to develop a circular concept of cap-
italism. Although it is evident that capitalism is a
system where production for profits via exchange
predominates, the opposite is not necessarily true:
the existence of production for profits in the mar-
ket is not necessarily an indication of capitalist
relationship of production. For Frank, this is a
sufficient condition for the existence of capitalist
forms of surplus extraction (and for the periphery
to have been ‘capitalist’ since the beginning of
colonial rule).

Although Frank did not go very far in his
analysis of the world capitalist system as a
whole, of its origins and its development, Amin
(1970) and Wallerstein (1974, 1980) tackled this
tremendous challenge. The central concerns of
Frank’s theory of the ‘development of underde-
velopment’ are also addressed by dos Santos
(1970), Marini, Caputo, Pizarro, Hinkelammert,
and continued later on by many non-Latin Amer-
ican social scientists. The most thoroughgoing
critiques of these theories of underdevelopment
have come from Brenner (1977), Cardoso (1972),
Kay (1989), Laclau (1971), Lall (1975), Palma
(1978), and Warren (1980).

I would argue that the theories of dependency
examined here are mistaken not only because they
do not ‘fit the facts’, but also – and equally
important – because their mechanico-formal
nature renders them both static and ahistorical.
Their analytical focus has not been directed to
the understanding of how new forms of capitalist
development in the periphery have been marked
by a series of specific economic, political, and
social contradictions, instead only to assert the
claim that capitalism had lost, or never had, a
historically progressive role in the periphery.
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Now, if the argument is that the progressive-
ness of capitalism has manifested itself in the
periphery differently from in advanced capitalist
countries, or in diverse ways in the different
branches of the peripheral economies, or that it
has generated inequality at regional levels and in
the distribution of income, and has been accom-
panied by such phenomena as unemployment,
and has benefited the elite almost exclusively, or
again that it has taken on a cyclical nature, then
this argument does no more than affirm that the
development of capitalism in the periphery has
been characterized by its contradictory and
exploitative nature. The specificity of capitalist
development in the Third World stems precisely
from the particular ways in which these contradic-
tions have been manifested, the different ways in
which many of these countries have faced and
temporarily overcome them, the ways in which
this process has created further contradictions,
and so on. It is through this process that the
specific dynamic of capitalist development in dif-
ferent peripheral countries has been generated.

Reading their political analysis, one is left with
the impression that the whole question of what
course the revolution should take in the periphery
revolves solely around the problem of whether or
not capitalist development is viable. In other
words, their conclusion seems to be that, if one
accepts that capitalist development is feasible on
its own terms, one is automatically bound to adopt
the political strategy of waiting for and/or facili-
tating such development until its full productive
powers have been exhausted, and only then to
seek to move towards socialism. As it is precisely
this option that these writers wish to reject, they
have been obliged to make in their work a forced
march back towards a pure ideological position to
deny any possibility of capitalist development in
the periphery.

The Second Approach: Dependency as a
Reformulation of the ECLAC Analysis of
Latin American Development

Towards the end of the 1960s the analysis of
ECLAC regarding Latin American development

suffered a gradual decline due to several key fac-
tors (see Furtado, Celso). The apparently gloomy
panorama of capitalist development in Latin
America in the 1960s led to substantial ideologi-
cal changes in many influential ECLAC thinkers,
and it strengthened the convictions of the Marxist
‘dependency’writers reviewed earlier. The former
were faced with the problem of trying to explain
the apparent failure of their structuralist policies,
particularly concerning import-substituting indus-
trialization (see structuralism). The latter felt vin-
dicated in their view of the unfeasibility of any
form of ‘dependent capitalist development’.

Finally, by making a basically ethical distinc-
tion between ‘economic growth’ and ‘economic
development’, most of the research done within
the perspective of this second approach followed
two separate lines, one concerned with the obsta-
cles to economic growth (and in particular to
manufacturing), the other with the apparently per-
verse character taken by capitalist development.
The fragility of this formulation lies in its inability
to distinguish between a socialist critique of cap-
italism and the analysis of the actual obstacles to
capitalist development in the periphery.

The Third Approach: Dependency as a
Methodology for the Analysis of
‘Concrete Situations of Development’

In my critique of the dependency studies reviewed
so far, I have described the fundamental elements
of what I understand to be the third of the three
approaches within the dependency school. This
approach is primarily associated with the work of
Cardoso and Faletto, dating from the completion
of their 1967 book.

Briefly, this third approach to the analysis of
dependency can be summarized as follows.

1. In common with the two other approaches to
‘dependency’ discussed already, this third
approach sees the Latin American economies
as an integral part of the world capitalist sys-
tem, in the context of increasing international-
ization of the system as a whole. It also argues
that the central dynamic of that system lies
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outside the peripheral economies and that,
therefore, the options which are open to them
are limited (but not determined) by the devel-
opment of the system at the centre. In this way
the ‘particular’ is in some way conditioned by
the ‘general’. Therefore, a basic element for the
analysis of these societies is given by the
understanding of the general determinants of
the world capitalist system, which is itself rap-
idly changing. However, the theory of imperi-
alism, which was originally developed to
provide an understanding of the dynamics of
that system, has had enormous difficulty in
keeping up with the significant and decisive
changes in the capitalist system since the
death of Lenin. During this period, capitalism
underwent substantial changes, and the theory
failed to keep up with them properly.

One widely recognized characteristic of the
third approach to dependency has been its
effort to incorporate these transformations.
For example, this approach was quick to
grasp that the rise of the multinational corpo-
rations after the Second World War progres-
sively transformed centre–periphery
relationships, as well as relationships between
the countries of the centre. As foreign capital
became increasingly directed towards
manufacturing industry in the periphery, the
struggle for industrialization, which was previ-
ously seen as an anti-imperialist struggle, in
some cases increasingly become the goal of
foreign capital itself. Thus dependency and
industrialization ceased to be necessarily con-
tradictory processes, and a path of ‘dependent
development’ for important parts of the periph-
ery became possible.

2. The third approach has not only accepted but
has also tried to enrich the analysis of how
developing societies are structured through
unequal and antagonistic patterns of social
organization, showing the social asymmetries,
the exploitative character of social organiza-
tion and its relationship with the socio-
economic base. This approach has also given
considerable importance to the particular
aspects of each economy like the effect of the

diversity of natural resources, geographic loca-
tion and so on, thus also extending the analysis
of the ‘internal determinants’ of the develop-
ment of peripheral economies.

3. However, while these improvements are
important, the most significant feature of this
approach is that it attempts to go beyond the
analysis these internal and external elements,
and insists that from the premises so far
outlined one arrives at only a partial, abstract
and indeterminate characterization of the his-
torical process in the periphery, which can only
be overcome by understanding how the ‘gen-
eral’ and the ‘specific’ determinants interact in
particular and concrete situations. It is only by
understanding the specificity of ‘movement’ in
the peripheral societies as a dialectical unity of
both these internal and external factors that one
can explain the particularity of social, political
and economic processes in these societies.

Only in this way can one explain how, for
example, the same process of mercantile expan-
sion could simultaneously produce systems of
slave labour, systems based on other forms of
exploitation of indigenous populations, and incip-
ient forms of wage labour. What is important is
not simply to show that mercantile expansion was
the basis of the transformation of most of the
periphery, and even less to deduce mechanically
that that process made these countries immedi-
ately capitalist. Rather, this approach emphasizes
the specificity of history and seeks to avoid vague,
abstract concepts by demonstrating how, through-
out the history of backward nations, different sec-
tors of local classes allied or clashed with foreign
interests, organized different forms of the state,
sustained distinct ideologies or tried to implement
various policies or defined alternative strategies to
cope with a constantly changing imperialist
challenge.

The study of the dynamic of dependent socie-
ties as a dialectical unity of internal and external
factors implies that the conditioning effect of each
on the development of these societies can be sep-
arated only by undertaking a static (and metaphys-
ical) analysis. Equally, if the internal dynamic of
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the dependent society is a particular aspect of the
general dynamic of the capitalist system, it does
not imply that the latter produces concrete effects
in the former, but only that it finds concrete
expression in that internal dynamic.

The system of ‘external domination’ reappears
as an internal phenomenon through the social
practices of local groups and classes, who share
the interests and values of external forces. Other
internal groups and forces oppose this domina-
tion, and in the concrete development of these
contradictions the specific dynamic of the society
is generated. It is not a case of seeing one part of
the world capitalist system as ‘developing’ and
another as ‘underdeveloping’, or of seeing impe-
rialism and dependency as two sides of the same
coin, with the underdeveloped or dependent world
reduced to a passive role determined by the other.

There are, of course, elements within the capi-
talist system that affect all developing economies,
but it is precisely the diversity within this unity that
characterizes historical processes. Thus the analyt-
ical focus should be oriented towards the elabora-
tion of concepts capable of explaining how the
general trends in capitalist expansion are trans-
formed into specific relationships between individ-
uals, classes and states, how these specific relations
in turn react upon the general trends of the capitalist
system, how internal and external processes of
political domination reflect one another, both in
their compatibilities and their contradictions, how
the economies and polities of peripheral countries
are articulated with those of the centre, and how
their specific dynamics are thus generated.

However, as is obvious, this third approach to
the analysis of peripheral capitalism is not unique
to ‘dependency’ studies and as such, in time, has
superseded them.

See Also
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▶Marx, Karl Heinrich (1818–1883)
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Depletion

Arnold C. Harberger

The concept of depletion is that counterpart of
depreciation which is normally applied in extrac-
tive industries. The need for a different concept
may fairly be questioned; as in many facets of
economics, the explanation is more historical
than analytical. Traditionally, land has been
regarded as a non-depreciable asset, yet mineral
rights have most often (though by no means
always) been viewed as attached to the land. The
special term depletion thus applies to the special
circumstances where land loses value (actually or
potentially) through a process of extraction of
some non-reproducible element in the soil or
subsoil.

The foregoing definition should make it clear
that it is in principle not the land that is depleted,
but the mineral deposits contained therein. It
would accordingly not be appropriate in principle
to allow that the full amount paid for a property
should be deductible in concept of depletion. In
practice, the full cost is frequently allowed, but
typically only in circumstances where the mineral
rights constitute the lion’s share of the market
value of the holding.

When the corporation income tax was intro-
duced in the United States in 1909, the legislation
embodied the concept of cost depletion. There
was a transition provision (grandfather clause),
however, which applied to mineral deposits that
were already being exploited at the time of the
law’s enactment. Here, the allowable basis on
which depletion could be claimed was the fair
market value of the mineral holding when the
law took effect. Ironically, this tiny and apparently
innocuous clause contained the seeds of the half-
century of political controversy and of the billions
of dollars of economic waste that resulted from
‘percentage depletion’.

The process began with the clamour for oil to
fuel the World War I effort of Britain, France, and
their allies, as the United States from 1916 onward

abandoned any pretence of neutrality and moved
step by step toward the status of a direct belliger-
ent. Those involved in the oil industry were quick
to point out that the wells discovered as a result of
their own exploration activities were being taxed
more heavily than ‘old wells’ that had already
been functioning when the income tax law took
effect. The oil interests succeeded by 1918 in
obtaining parity of treatment; that is, newly dis-
covered wells could now claim depletion allow-
ances based not on their cost, but on their
‘discovery value’ – their market value at the time
of their discovery.

Economists might well wonder how replacing
cost depletion by discovery depletion could be so
bad, since economic forces normally work to
bring about a close relationship between the
value produced by an economic activity and its
cost. This normal tendency was slightly marred
by the tax-paying entity being allowed to opt
each year for the larger of discovery or cost
depletion, but this was only a minor flaw in the
legislation. The major flaw lay in the difficulty of
reconciling legal and economic concepts of cost
in face of the aleatory nature of petroleum
exploration.

Petroleum exploration (and the search for most
other minerals) has always been a rather risky
business. Firms have typically drilled something
like ten exploratory wells for each successful find.
The economists’ concept would say that the eco-
nomic cost of each firm’s successes was that of all
the wells it drilled, and that the cost of all discov-
eries to a whole economy was the full cost of all
exploration undertaken, whether successful or
not. One way of reflecting the economists’ con-
cept would be to require that a firm capitalize all of
its exploration costs (whether successful or not),
and then write off the sum total of these costs over
the economic life of the successful finds. This can
prove difficult, for much exploration is under-
taken by consortia, formed ad hoc for a particular
series of attempts. The alternative actually
followed under cost depletion was to permit the
deduction of the specific costs of each successful
well against the revenues therefrom, while the
costs of dry holes simply became losses, to be
written off against income from any source. As
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long as income was present against which to write
off dry hole costs, they were in effect, under this
treatment, allowed to be expensed. This gave oil
exploration – even under cost depletion – a certain
tax advantage over other types of investment,
whose total costs were required to be capitalized
initially, then written off gradually over the asset’s
useful life (yielding, of course, a present value of
total write-off equal to only a fraction of the costs
when incurred).

This relatively modest tax advantage of oil
exploration was greatly magnified when discov-
ery depletion was introduced. Assume that the
value of the successful wells is precisely equal to
the total economic costs incurred in finding them,
and that the latter include 80 per cent of dry hole
costs. Under discovery depletion the total write-
off would turn out to be 180 per cent of explora-
tion costs. The successful wells would obtain over
their economic life a write-off equal to their dis-
covery value (100 per cent of total exploration
costs), while the 80 per cent of exploration costs
incurred on what turned out to be dry holes would
end up as losses written off against other income
from any source.

The possibility of writing off more than
100 per cent of costs is the nub of the debate that
raged for decades concerning percentage deple-
tion. For percentage depletion, at least as it was
first introduced and as it prevailed for many, many
years was simply discovery depletion in another
guise. It was introduced in 1926 precisely for the
purpose of breaking a log-jam of litigation over
the appropriate value to set on newly discovered
wells. The precise percentage (27 1

2
per cent of the

gross value of oil or gas at the wellhead) was
chosen so as to approximate the relationship
between actual depletion allowances (based on
legally sanctioned discovery values) and the pro-
duction values to which they applied.

The tragedy of the depletion story did not
really begin to unfold until much later. At the
time discovery depletion was introduced, the US
corporation income tax rate was 12 per cent; over
the decade of the 1920s it oscillated between
10 and 13.5 per cent. At such tax rates even the
double deduction of the cost of capital assets
would have relatively little effect. If the tax

consequence of the extra deduction is considered
to be like a subsidy, its effects would be similar to
those of a subsidy which caused the equilibrium
rate of return to be about 9 per cent in investments
in oil exploration if it would normally be 10 per
cent in other activities – hardly a gross distortion.

The problems came later as tax rates first crept,
then zoomed upward to finance a growing gov-
ernment and finally a major war effort. The cor-
poration income tax rate was 52 per cent for many
years following World War II; gradual reductions
brought it to 46 per cent in 1981. Unfortunately,
the same tax provisions have very different incen-
tive effects at a 52 per cent rate than at one of
12 per cent or so.

A simple way of representing an equilibrium
situation of a firm with respect to investment in a
particular type of capital asset is to equate, at the
after-tax rate of discount (r) the costs of the asset
to the firm (net of tax offsets, if any) with the
present value of the net-of-tax income stream
produced by the asset. Let the present value
(at the discount rate r) of the gross-of-tax income
stream produced by the asset be Y. Let the asset’s
cost be Ca; this is also the amount which will be
written off over time in the form of depreciation
allowances. The present value of those allow-
ances will be dCa; d is a positive fraction,
which is smaller the larger is r, the longer is the
period over which depreciation is spread, and the
later within that period the allowances are con-
centrated. The equating of costs with benefits
yields

Ca ¼ Y � t Y � dCað Þ; (1)

or

Ca ¼ Y 1� tð Þ= 1� dtð Þ; (2)

where t is the applicable tax rate.
The effect of discovery depletion was to permit

the writing-off of the full value of the successful
wells, while at the same time allowing the writing-
off of dry-hole costs. If b is the fraction of total
exploration costs represented by dry holes, the
equilibrium investment under discovery depletion
would be characterized by
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Cd 1� btð Þ ¼ Y 1� tð Þ= 1� dtð Þ: (3)

Here Cd is the cost which would characterize
an oil exploration investment producing a gross-
of-tax income stream whose present value
(discounted at the rate r) is Y, where the fruits of
the investment are subject to discovery depletion,
and the costs of dry holes are written-off against
other income that is taxable at the normal rate, t.

It is easily seen, comparing (3) with (2) that

Cd =Ca ¼ 1= 1� btð Þ: (4)

This means that under discovery depletion, if
(as was approximately the case) dry-hole costs
amount to some 80 per cent of exploration costs,
a marginal investment producing a given income
stream would have costs equal to 1/(1 – 0.096)
times those of an ordinary corporate investment
producing a similar income stream when the tax
rate was 12 per cent; this same equilibrium at the
margin would with a 52 per cent tax rate be
generated by an investment whose costs were
1/(1 – 0.416) times those corresponding to an
ordinary investment producing the same income
stream. The mere upward drift of tax rates, then,
magnifies the distortion from a fraction of just a
little over 10 per cent to a fraction of more
than 2/3.

Percentage depletion differed from discovery
depletion in specifying that the depletion allow-
ance should be a specified fraction (27 1

2
per cent

for oil and gas) of the gross value of the product as
it emerged from the wells (or mi2). Gross value of
product differs from the gross income attributable
to capital by the amount of labour and materials
costs involved in the extractive process. These
costs are not great for oil and gas; for a typical
well, the depletion allowances averaged about
35 per cent of the cash flow attributable to capital
when the statutory depletion rate was 27 1

2
per cent

of a broader income concept. Denoting this
observed fraction (depletion allowance/cash flow
attributable to capital) by p, and by Cp the costs
which would yield the after-tax rate r under per-
centage depletion treatment, we have

Cp 1� btð Þ ¼ Y � t Y � pYð Þ; (5)

or

Cp ¼ Y 1� tþ tpð Þ= 1� btð Þ: (6)

Investments under percentage depletion (with
expensing of dry-hole costs) and under ordinary
income taxation can be compared by looking at
the relative amounts of cost that it would be barely
worthwhile to incur in order to produce similar
income streams under the two tax treatments. This
is given by equation (7)

Cp =Ca ¼ 1� tþ tpð Þ 1� dtð Þ½ �
�= 1� btð Þ 1� tð Þ½ �: (7)

For p = 0.35, d = 0.65 (an approximate figure
for oil and gas wells under cost depletion when
r = 0.1), and b = 0.8, this ratio comes to 1.07 for
t = 0.12 and to 1.62 for t = 0.52. Ironically, the
great bulk of the economic inefficiency produced
by percentage depletion came long after it was
enacted, as a result of tax rate changes that were
debated, passed and signed into law without even
the most cursory consideration being given to their
consequences in magnifying the anti-economic
incentive effects of percentage depletion.

Various factors have led to the progressive
reduction of these anti-economic incentives.
Beginning with the Tax Reform Act of 1969, the
statutory rate of percentage depletion was
reduced. Indeed, after the 1974 oil crisis, percent-
age depletion was eliminated for integrated firms,
and after the crisis of 1979 an (ostensibly transi-
tory) windfall profits tax was enacted. In addition,
the percentage depletion rate for independent pro-
ducers and royalty owners, and for secondary and
tertiary production, was reduced in stages to
15 per cent as of 1984. Finally, the corporation
income tax rate itself was reduced, reaching the
level of 46 per cent in 1979, and accelerated
depreciation was authorized for a wide range of
assets of ordinary (non-extractive) businesses,
consequently raising the value of d.

Some notion of the prospective level of the
relative incentive to oil exploration, as of this writ-
ing, can be obtained by assuming d = 0.8
(compared with 0.65), p = 0.2 (compared with
0.35), and t = 0.46 (compared with 0.52). This
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calculation yields a value for Cp/Ca of 1.17
(without taking any account of the transitory wind-
fall profits tax which, so long as it remains in effect,
further reduces the incentive in question).

In a real sense, the saga of percentage deple-
tion, so far as the oil and gas industry of the United
States is concerned, may be said to have passed
into history. Once a source a major economic
distortion and of bitter political battles, it has
become (for oil and gas) a comparatively innocu-
ous piece of special-interest incentive legislation.

But that is not the whole story. Percentage
depletion only began with oil and gas in 1928.
Coal, metals, and sulphur were added in 1932;
fluorspar, rock asphalt, and ball and sagger clay
came into the list in 1945; other additions were
made in 1944, 1947, and 1951 (when even sand,
gravel, slate, and stone came to be included); and
finally, in 1954, percentage depletion treatment
was extended to ‘all other minerals’ (with a few
stated exceptions).

The incentive works in a significantly different
way for most other minerals than for oil and gas,
because of the great importance of a continuing
process of exploration and discovery in the latter
case. The analysis presented above for oil and gas
treats the exploration activity as the fundamental
act of investment, and the production process as
simply the reaping of its fruits. For minerals like
coal, sulphur, clay, gypsum, and many of the
metals, reserves are well known and exploration
is an insignificant element in the economic pic-
ture. In these cases, assuming reserves to be large
and the true loss of property value through deple-
tion to be small, the effect of percentage depletion
allowances is substantially equivalent to that of a
subsidy at a rate equal to the depletion rate times
the applicable rate of tax. Thus, for many of the
products subject to it, percentage depletion works
as a subsidy to extraction rather than exploration.

See Also
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Deposit Insurance

Stephen G. Cecchetti

Abstract
The purpose of deposit insurance is to ensure
financial stability, as well as protect the inter-
ests of small investors. But with government
guarantees in hand, bankers take excessive
risks, driving up the chances of failure. Evi-
dence suggests that these schemes increase
rather than decrease the probability of financial
crises. There is a good chance that deposit
insurance does more harm than good. This
article surveys the rationale for and history of
deposit insurance, and discusses its conse-
quences and possible alternatives.

Keywords
Assets and liabilities; Asymmetric informa-
tion; Bagehot, W.; Banking crises; Banking
industry; Deposit insurance; Excessive risk
taking; Federal Reserve System; Financial
intermediaries; Financial market contagion;
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People living in countries where bank deposits are
insured would never question the wisdom of an
explicit insurance scheme. The idea that their sav-
ings are protected by a government-backed guaran-
tee is something they simply take for granted. Only
some crazy economist would ask whether deposit
insurance makes sense. Well, does it? Surprisingly,
the evidence is that it may not. Deposit insurance,
which is supposed to stabilize the financial system,
may do more harm than good.

This article examines the nature of deposit
insurance by answering the following series of
questions: (a) What do financial intermediaries
do that warrants government intervention? (b)
What is the history of deposit insurance? (c)
Does deposit insurance do what it is designed to
do? And (d), are there any alternatives?

Financial Intermediaries, Banks,
and Bank Runs

The term ‘financial intermediaries’ encompasses a
large set of institutions that include depository
institutions as well as insurance companies, secu-
rities firms and pension funds. The first of
these – what we all call ‘banks’ – are both the
most commonly known to individuals and pro-
vide the broadest array of services. They pool
savings, accepting resources from a large number
of small savers in order to provide large loans to
borrowers; provide access to the payments sys-
tem, so that individuals can make and receive
payments; provide liquidity, allowing depositors
to transform their financial assets into money
quickly and easily at low cost; and diversify risk,
giving even the smallest saver a mechanism for
diversification.

To appreciate the importance of financial inter-
mediaries, consider what it would be like without
them. If banks didn’t exist, all finance would be

direct, with borrowers obtaining funds straight
from the lenders. Such a system would be costly
and ultimately ineffective. It would be so difficult
and expensive for borrowers and lenders to find
each other, and then to come to agreement over
the terms of a loan, that it is unlikely there would
be any transactions at all. And without a financial
system to transfer funds from savers to investors,
there would be no economic development. The
world would be a very different place.

Because of the services they provide, banks
face a risk that other financial institutions (and
industrial firms) do not. They are vulnerable to
runs. Here’s why. Banks issue liquid liabilities in
the form of short-term demand deposits, and hold
illiquid long-term assets, structured as securities
and loans. The bank promises all its depositors
that, if they want the entire balance of their
checking account, they just have to come and
ask. If a bank has insufficient funds to meet
requests for withdrawal on demand, it will fail.

Banks not only guarantee their depositors
immediate cash on demand; they promise to sat-
isfy depositors’ withdrawal requests on a first-
come, first-served basis –what is called a ‘sequen-
tial service constraint’. This commitment has
important implications. Suppose depositors
begin to lose confidence in a bank’s ability to
meet their withdrawal requests. True or not,
reports that a bank has become insolvent can
spread fear that it will run out of cash and close
its doors. Mindful of the bank’s first-come, first-
served policy, panicked depositors rush to convert
their account balances into cash before other cus-
tomers arrive. Such a bank run can cause a bank to
fail. Importantly, if people believe that a bank is in
trouble, that belief alone can make it so.

While banking system panics and financial
crises can result from false rumours, they can
also come about for more concrete reasons. Wide-
spread downturns in economic activity drive
down the value of loans and securities, so bank
capital (the difference between assets and liabili-
ties) falls. If things get bad enough, banks become
insolvent and fail. A big economic downturn can
put the entire financial system at risk. Gorton
(1988) reports that significant contractions are
associated with all seven of the severe financial
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panics in the United States that occurred between
1871 and 1914.

In a market-based economy, the opportunity to
succeed is also an opportunity to fail. It would be
natural to dismiss bank failures as analogous to
the closing of an unpopular restaurant. But, while
individual banks should be, and are, allowed to
fail, the fact that banks are dependent on one
another (in a way that restaurants are not) means
that when one bank fails it puts others at risk.

Banks are linked both on their balance sheets
and in their customers’ minds. In recent years in
the United States, inter-bank loans make up
roughly four per cent of bank assets – an amount
that represents almost half of bank capital. If one
bank fails, it could put the system at risk. Infor-
mation asymmetries are the reason that a depositor
run on a single bank can turn into a bank panic that
threatens the entire financial system. Most of us
are not in a position to assess the quality of a
bank’s balance sheet. So, when rumours spread
that a certain bank is in trouble, depositors every-
where begin to worry about their own banks’
financial condition. Concern about even one
bank can create a panic that causes profitable
banks to fail, leading to a complete collapse of a
country’s banking system. Bank failure is
contagious.

All of this leads to the following conclusions.
Not only are individual banks fragile and vulner-
able to runs, but the entire banking system is prone
to panics. Contagion creates an externality that
provides the economic justification for govern-
ment intervention in the system.

Deposit Insurance and the Government
Safety Net

Government officials intervene in the financial
system both to protect small investors and to
ensure financial stability. They do it with two
related tools: the lender of last resort, where a
central bank that can issue liabilities without
limit provides loans to banks that are illiquid but
not insolvent; and deposit insurance.

History reveals that the presence of a lender of
last resort significantly reduces, but does not

eliminate, bank panics. The series of three bank
panics in the United States during the Great
Depression of the 1930s, described in Friedman
and Schwartz (1963), is one example of a failure
of this sort. The Federal Reserve System was in
place and had the capacity to operate as a lender,
but did not.

The first national deposit insurance scheme
was enacted by the US Congress in 1935 as a
direct response to the bank panics in the 1930s.
White (1995) sets out the history, noting that the
debate was contentious, and that the stated pur-
pose of deposit insurance was to stabilize the
banking system. As surprising at it may seem
from a modern perspective, investor protection
per se was not the point.

When one thinks about deposit insurance, it is
important to keep in mind that no private fund can
be large enough to withstand a system-wide
panic. Only the fiscal authority (possibly combined
with the central bank) has the necessary resources.

For decades the US systemwas nearly unique. In
1974 only 12 countries had explicit national deposit
insurance systems. Explicit deposit insurance is a
phenomenon of the last quarter of the 20th century,
when it became a part of the generally accepted best-
practice advice international organizations gave to
developing countries. Demirgüç-Kunt and Kane
(2002) report that by 1999 the number of countries
with deposit insurance had risen to 71 (with the
insurable limits ranging up to more than eight
times a country’s per capita GDP). Prior to this,
most systems were implicit, whereby depositors
would exert their substantial political influence to
force fiscal authorities to supply unlimited deposit
guarantees in the event of a bank failure. This is all
somewhat surprising, given the obvious political
appeal of any system that has no immediate budget-
ary outlay associated with it. What politician
wouldn’t want tomake an apparently costless prom-
ise to protect the bank deposits of his or her
constituents?

Does Deposit Insurance Work?

In their classic theoretical treatment of deposit insur-
ance, Diamond and Dybvig (1983) show that, if
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self-fulfilling depositor runs result from information
asymmetries, then government-supplied insurance
can improve social welfare. But at what cost?

Insurance changes people’s behaviour. Pro-
tected depositors have no incentive to monitor
their bankers’ behaviour. Knowing this, a bank’s
managers take on more risk than they would oth-
erwise, since they get the benefit of risky bets that
pay off while the government assumes the costs of
the ones that don’t. In protecting depositors, then,
the government creates moral hazard. This is not
just a theory. In 1980, the deposit insurance limit
in the United States was raised to $100,000, four
times its earlier level. Over the following ten
years, several thousand depository institutions
(banks and savings and loans) failed. That was
more than four times the number that failed in the
first 46 years of explicit deposit insurance.While a
vast majority of the institutions that failed in the
1980s were small, the cost of reimbursing depos-
itors exceeded 3 percent of one year’s GDP. The
bill was ultimately paid by US taxpayers.

The problem of excessive risk taking did not
stop with the resolution of the 1980s crisis. Today,
the US banking system’s assets are worth between
10 and 12 times their equity. In the 1920s, this same
leverage ratio was closer to four. Industrial firms
typically have leverage that is half that lower num-
ber. In other words, deposit insurance has driven up
leverage in banking. And with the increase in
leverage comes an equal increase in risk
(as measured by the standard deviation of returns).

So, in an attempt to solve one problem, deposit
insurance created another. And to combat
bankers’ excessive risk taking, governments
were forced to set up regulatory and supervisory
structures. Among other things, there are now
constraints on the assets banks can hold, rules
governing the minimum levels of capital that
banks must maintain, and requirements that
banks make public information about their bal-
ance sheets. Supervisors have to enforce the
detailed web of regulations.

Does this complex mechanism actually work to
stabilize the financial system? The evidence is not
encouraging. Demirgüç-Kunt and Kane (2002)
summarize international research and conclude that
explicit deposit insurance actually makes financial

crises more likely. When countries have either
implemented a new scheme or expanded an existing
one, the probability of crises has increased.

To make matters worse, the creation of deposit
insurance retards the evolution of non-bank
financing mechanisms. Cecchetti and Krause
(2005) find that countries with more extensive
deposit insurance schemes tend to have both
smaller financial markets and a fewer publicly
traded firms per capita. To put it bluntly, deposit
insurance is bad for financial development, and
may be bad for real economic growth.

Are There Alternatives?

So, if deposit insurance schemes do more harm
than good, what should we do to stabilize the
financial system? The natural response of an econ-
omist is to use the price system. Measure how
risky a bank’s balance sheet is, and set its deposit
insurance premiums accordingly. Beginning in
1991, the US Federal Deposit Insurance Corpora-
tion did implement a risk-based premium struc-
ture. But this is extremely difficult to do well.
Banks can always find ways to evade detailed
rules, exploiting the system to reduce the prices
they pay. In the end, this is not a solution.

There are three other options. We could imple-
ment changes that further restrict the assets held
by banks, eliminating their asset transformation
function. We could increase our reliance on the
central bank’s lender-of-last-resort function. Or it
may be possible to design a scheme to ensure that
large depositors will impose discipline on the risk
taking of bank managers.

Proposals for narrow banking are in the first
category. A narrow bank is an institution that
holds only a very limited set of very low-risk,
highly liquid assets, such as short-term govern-
ment securities. Since insolvency is impossible
for such an institution, liability holders would
not have to worry about the quality of the narrow
bank’s assets, and there would be no fear of a run.
Deposit insurance would be unnecessary.

Second, it may be possible to address the
potential for systemic bank panics by improving
the effectiveness of the lender of last resort. In
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1873, Walter Bagehot suggested that, in order to
prevent the failure of solvent but illiquid financial
institutions, the central bank should lend freely on
good collateral at a penalty rate. By lending freely,
he meant providing liquidity on demand to any
bank that asked. Good collateral would ensure
that the borrowing bank was in fact solvent, and
a high interest rate would penalize the bank for
failing to manage its assets sufficiently cautiously.
While such a system could work to stem financial
contagion, it has a critical flaw. For it to work,
central bank officials who approve the loan appli-
cations must be able to distinguish an illiquid from
an insolvent institution. But during times of crisis
computing the market value of a bank’s asset is
almost impossible, since there are no operating
financial markets and no prices for financial
instruments. Because a bank will go to the central
bank for a direct loan only after having exhausted
all opportunities to sell its assets and borrow from
other banks without collateral, its illiquidity and
its need to seek a loan from the government draw
its solvency into question. Officials anxious to
keep the crisis from deepening are likely to be
generous in evaluating the bank’s assets, and to
grant a loan even if they suspect the bank might be
insolvent. And, knowing this, bank managers will
tend to take too many risks.

Finally, we could require that banks issue sub-
ordinated debt. These are unsecured bonds,with the
lender being paid only after all other bondholders
are paid. Someone who buys a bank’s subordinate
debt has a very strong incentive to monitor the risk-
taking behaviour of the bank. The price of these
publicly traded bonds then provides the market’s
evaluation of the quality of the bank’s balance sheet
and serves to discipline its management.

By eliminating the accountability of bank man-
agers to their depositors, deposit insurance
encourages risky behaviour. So, while financial
stability is clearly in the public interest, deposit
insurance may not be.
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Depreciation

Gautam Mathur

Abstract
Depreciation estimates the decline in the value
of capital over time. It is highly important to
capital accounting, since the rate of dividend is
calculated as the ratio of the surplus to the
current value of assets. The causes of the
depreciation of equipment are twofold: its pro-
ductivity may fall with age, and over time its
expected remaining earning life is shorter.
Depreciation is taken to be the difference
between gross and net investment but total
new employment is given by gross investment:
the physical counterpart of replacement
(of equipment or manpower) is needed give
the full picture.
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Depreciation estimates the decline in the value of
capital as a result of ageing, its maximum value
being near its age of manufacture and its mini-
mum value when it is dismantled and sold as
scrap. It is of great importance to capital account-
ing, for the rate of dividend is calculated as the
ratio of the surplus to the current value of assets.
The reduction in value of equipment comes about
from two causes – firstly that its productivity may
fall with age; and secondly that, as time advances,
the expected remaining earning life of the plant is
shorter. Hence, the capitalized value of the present
value of expected future stream of quasi-rents
from an old piece of equipment is smaller for
any given rate of interest than for a younger
machine.

‘One-Hoss Shay’ Assumption

The influence of declining productivity over time
may be eliminated by assuming a ‘one-hoss shay’
type of equipment, which keeps its efficiency
constant over its service life and falls to pieces at
the end. However, the product of a process is not
only its current output but the stock of equipment
which remains at the end of the production
period – as stressed by von Neumann (1933) and
by Sraffa (who in 1960 referred to Robert Torrens
as having insisted in the years 1818 and 1821 on
its being considered as a part of output).

On account of the shorter remaining service life
of equipment at the end of a period (and the con-
sequent smaller number of expected items of quasi-
rent in its stream of earnings), there is lesser value
of capital remaining at the end of a production
period – a so-called ‘year’. This reduction in
value of a stock output affects adversely the

productivity in value terms (even with ‘one-hoss
shay’ equipment) and it measures the depreciation.
There is, therefore, an aggravated tendency of the
value of capital embodied to fall as the plant is
older.

Shape of Decline in Valuation Curve

In a straight line approximation, depreciation is
taken as constant in absolute amount per year. In a
formula using the exponential concept deprecia-
tion is at a constant rate; hence, the fall in value is
more when machines are younger and higher
priced, than when they are older – as in radioac-
tive decay, that is, it indicates a curve convex to
the origin. But depreciation is at higher rates for
older capital in service – not as would be given by
an exponentially falling value of equipment at a
constant rate with respect to time. When there is a
rising rate of reduction of value, it makes the
decline more than exponential as the machines
are older, and yields a steeply falling value
towards the end of the service life, that is, it yields
a curve with respect to time which is concave to
the origin. The straight line approximation of
value of capital (with respect to its age) which is
used in some calculations is thus wide of the
mark; and even the exponentially falling value
according to a constant rate of reduction does
not make the value of old machines decline suffi-
ciently markedly.

In a Sraffa or von Neumann valuation of cap-
ital (of different ages taken as different commod-
ities) this decline is well brought out
automatically, for differences between value of
the commodity called ‘equipment t years old’
and the one called ‘t + 1 years old’, increases as
t becomes larger.

This aspect of the Sraffa system (1960) was not
known to Joan Robinson or to Professor Richard
Kahn and D.G. Champernowne in 1954 when the
text of Accumulation of Capital (1956) was being
finalized – especially its Mathematical Appendix
(to a part of which the latter two had contributed as
authors, their names appearing in the original
printed text). It is all the more remarkable that it
was discovered that, in the measurement of value
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of ageing equipment, one could strike upon
another useful device – of balanced age composi-
tion of capital.

Balanced Age Composition of Capital

In demographic studies as part of the subject of
manpower, it is well known that, for a population
of human beings growing at g per cent, there are
higher numbers of children of age t in compari-
son to those a year older (of age t + 1) by the
factor (1 + g). The same principle can be applied
to a population of plants, and we can derive a
universe of plants ordered according to their ages
in this particular manner. One can try to ascertain
what the number of plants in a cohort of each age
is and the value of capital embodied in each
cohort.

The value of plant at the centre of gravity of the
age-composition pyramid may then be used as the
standard unit of measurement of the value of a
plant of any particular age. The result would be in
agreement with the well-known, but rather mysti-
fying, Kahn–Champernowne formula of the
reciprocal value of a new plant in terms of value
of the plant of average age. This reciprocal will be
called a K-C unit in honour of those two authors
who worked out the said formula.

Kahn–Champernowne Units of
Measurement

In a generalized version of this concept, as the
set of pieces of capital of constant physical pro-
ductivity and of balanced age composition
growing exponentially at a steady rate, keep
the composition in terms of relative sizes of
cohorts constant; hence the value of the average
plant does not change. This is the justification of
the K–C units.

In terms of a balanced age composition of
equipment (with T years expected service life
since its manufacture), a piece of equipment
t ‘years’ old is replaced at the end of t years by a
piece which was t – 1 years old in the beginning of
the year. Except for this replacement by

equipment which is now of the same age as the
piece it substitutes, there is no depreciation visible
in the physical system or its statistical depiction.

Redundancy of Gross and Net Concepts

It is to be remembered that Joan Robinson had
correctly realized that depreciation was not a
physical phenomenon but a notional or value
one. The implication of depreciation not being a
physical phenomenon in terms of effect upon the
concepts of gross and net investment had to wait
until the von Neumann model was integrated
(in 1960) with the Robinsonian golden-age sys-
tem. In traditional analysis the system is depicted
as z machines (newly produced and added) in a
factory, and at the same time another z machine
rendered inoperative (by completion of their nat-
ural life). But the net investment is not an act of
accretion–depreciation in physical terms; for the
machines added through current investment are
new ones and the depletion is of old machines –
and it makes no sense if value measurement were
not resorted to for calculating the excess of accre-
tion over depreciation.

The balanced age composition is a device by
which one can realize that in a von Neumann
system as a growing economy m machines of
age t years exist and m(1 + g) of age t – 1 years
are automatically substituted a year later by
m(1 + g) machines – also now of t years age.
The stock as well as each age cohort grows at
rate G, and depreciation of value by ageing is
exactly counterbalanced by that much capital of
erstwhile younger age and erstwhile higher value
(but now of the same age and the same value as the
m plants at the beginning of the year) replacing
it. In addition one has mg times more machine of
age t. The total stock grows at a given rate of
growth, and depreciation is also compensated for
exactly, form(1 + g) is equal tom for replacement,
and mg for accumulation for each age cohort.

In Sraffa–von Neumann analysis (as a simpli-
fied purposive model combining the two general
constituents of those two models and integrating
the resultant with the Robinsonian golden-age
system), this fact was noticed in 1961, and it was
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discovered that in a state of steady growth and
balanced age composition depreciation of a
stock of inputs in terms of writing down of
value of equipment (due to ageing) is a dispens-
able concept (Mathur 1965). Each age cohort is
replenished exactly by an age cohort from within
the system in physical numbers and value, and
there is nothing to be written down of any piece
of equipment by a chartered accountant at the
end of the year. The pieces of equipment of each
age are higher by the rate g and valuation is
required for finding out cumulative accumula-
tion of equipment in each age cohort. In a body
of equipment of balanced age composition as the
value of capital of different ages differs by the
amount of depreciation, the concept of depreci-
ation is required for measuring aggregate accu-
mulation due to ageing, not for decumulation
due to ageing as was required in the traditional
concept.

It is because of the total absence of writing
down of value of stock of any age that it was
realized that there is no concept of gross or net
necessary in such a reckoning (Mathur 1965),
and depreciation is important not as the differ-
ence between gross and net investment, but as the
difference of value of an older machine in rela-
tion to a younger one for purposes of measuring
accumulation (of positive-age equipment from
within the firm and of new equipment from the
manufacturers). It is only when the age compo-
sition is grossly unbalanced – as for newly
established firms – that it may be necessary to
use depreciation in the traditional sense of writ-
ing down value of stocks. But in that case mea-
surement of depreciation or of amount to be
written off is itself a procedure not entirely free
from logical doubts.

Depreciation and Maintenance

In manpower-employment terms, total new
employment is given by gross investment and not
by net investment, because the amount spent on
activities of maintaining capital intact (repairing,
renovating) also creates employment, and not only

the building of new capital. Hence, in national
income statistics, it is gross investment which cre-
ates manpower employment and not net investment
by itself. The difference between gross and net is
taken to be depreciation, but in manpower terms it
does not so follow – for employment created for
maintenance of a machine (like a sealed unit) might
be very low, and yet the reduction of its value year
by year very high due to ageing. When viewing
manpower statistics, the activity of operatives of a
particular type ought to be supplemented by statis-
tics of valuation (Mathur 1983). While figures in
terms of counting heads are important for a physical
count, greater economic significance would be
acquired if the productivity of each type of human
equipment were determined and its true value cal-
culated in K–C units with respect to a balanced age
composition and age structure (Mathur 1964). But
depreciation in value terms alone without the phys-
ical counterpart of replacement (of equipment or
manpower) also tells us an incomplete story, and
only valuation and quantification (in physical
terms) together give the full picture.

See Also

▶Amortization
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Depressions

Sidney Pollard

Modern economies have a tendency to grow, but
their growth is irregular. The periodic variations
of most indicators and even occasional reversals
of direction inevitably prompt the question
whether these changes are of a random nature, or
indicate broader sweeps, swings or cycles. The
trade cycle, or Juglar cycle (named after Clément
Juglar) of an average duration of about seven
years appeared frequently enough in the course
of the nineteenth century to be generally recog-
nized as a cyclical phenomenon. Other possible
recurrent movements were the inventory Kitchin
cycles (Joseph Kitchin) of 2–3 years, and the
longer Kuznets (Simon Kuznets) swings of
20–25 years, indicating alternate phases of Euro-
pean and American long-term investment and of
transatlantic migration.

By general consent, the trough phases of none
of these are normally termed depressions. That
term is reserved for longer periods of more serious
adversity on an international scale, in particular
the Great Depressions of c1873–96 and of the
1930s. By analogy, the distressed years following
the Napoleonic wars and the years since the down-
turn of 1973 have also been included in that cat-
egory. In view of the fact that these seem to have
occurred at fairly regular intervals, attempts have
not been lacking to explain them as part of an
alternating movement also.

The first major theory of long swings was
that of N.D. Kondratieff, who published his find-
ings in 1922–8 (Kondratieff 1935), following
some earlier Marxists, notably J. van Gelderen in
1913. Kondratieff’s cycles are essentially price
movements, including swings of other indicators
expressed in money, such as wages and foreign
trade. His depression periods of 1810/17–1844/
51, and 1870/5–1890/6, were periods of falling
prices. In addition to prices, Kondratieff also con-
sidered variations in some key industrial products

such as coal and iron, and noted the particularly
sharp deterioration of agriculture in the depres-
sions. According to him, upswings were preceded
by technological innovations and rises in gold
production, while wars and revolutions also take
place then; in the depressions their effects fade.
Although essentially presented as a set of empir-
ical findings, Kondratieff’s swings may be
interpreted as investment cycles of long duration.

Kondratieff’s views were rejected in his own
country, and found little echo in the west at first.
They were introduced to a wider audience by
being incorporated by J.A. Schumpeter (1939) in
a grand concept of a cyclical development of
modern capitalism. In this scheme, each
Kondratieff consisted of six Juglars, the depres-
sion phase containing three Juglars in which the
peaks tended to be weaker, the troughs more pro-
nounced than in the upswing. Schumpeter’s peri-
odization was similar to Kondratieff’s, except that
the first turning point was set in 1842–3 rather
than 1844–51. His depressions were periods
which lacked the stimulus of what to him was
the major driving force of industrial capitalistic
society, the appearance of bunched major innova-
tions, such as railways, steel or electricity. Each
depression was introduced by a major crisis,
including a high level of unemployment, follow-
ing an exceptional investment boom or wartime
expansion. Schumpeter also did not fail to notice
the serious agricultural price fall and the pervasive
agrarian distress that was part of each depression
period.

The notion that bunched innovations are asso-
ciated with recurrent depressions, that their intro-
duction leads to loss of jobs, and that the
depression can be reversed, in the end, only by a
renewed massive introduction of a new technol-
ogy, has also reappeared in the depression of the
1970s, in such theories as those propagated by
Gerhard Mensch (1975), Ernest Mandel (1975)
and Robert Boyer (1979). Mensch noted that the
previous depressions were started by panics, in
1825, 1873 and 1929 respectively, among those
who had the responsibility for economic policy,
but he held that their basic cause was the
diminishing returns on technical innovations, as
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major breakthroughs are completed, leaving room
for only minor adjustments of ever lesser signifi-
cance, while at the same time on the demand side
there is a diminishing rate of growth of marginal
utility, as markets become saturated with the new
commodity or new productive technique.
A renewed upward movement would therefore
require a new set of major innovations.

Boyer’s theory is a complex one. According to
him, expansion periods are periods of ‘extensive’
accumulation (which may roughly be translated as
investment), when capital of a known kind is
spread into new areas. By contrast, depressions
are periods in which opportunities for investment
of the current type have become exhausted, and
new techniques are being developed in what he
terms ‘intensive’ accumulation. Since this has to
be undertaken ahead of demand, it tends to be
unprofitable and the general profit level therefore
tends to fall until new structural parameters evolve,
including new wage labour relations, competitive
systems, capital relations, monetary and currency
systems, and a redefined role of individual econo-
mies within the international division of labour.
These then allow a renewed period of ‘extensive’
accumulation. Depressions are thus hinge periods
of structural change between growth periods.

A Keynesian version of the Kondratieff was
developed by W.W. Rostow in the 1940s (Rostow
1978). His depression period extended over
1815–48, 1873–96 and 1920–36, and they were
thus more in line with the reference cycles, made
up of numerous indicators which have been devel-
oped since then by other scholars. The main char-
acteristics of these depressions were falling prices,
especially agricultural prices, falling interest rates
and low profits, while incomes shifted in favour of
wage earners, or at least in favour of those who
remained in employment. Their cause lay in
declining employment opportunities for capital,
or, expressed in different terms, a failure of invest-
ment to mop up all available savings. The preced-
ing prosperity periods had been marked, in each
case, by investment in long gestation projects
such as railways, as well as by major wars with
their positive employment effects. In the depres-
sions, the earlier investments were bearing fruit in
lower costs which contributed to the fall in prices.

The effects of the major gold discoveries at the
onset of each upward phase, in c1850 and in the
1890s, were not forgotten, and the possible con-
tribution of their diminishing yields to the defla-
tionary tenor of the age, measured against the
growing demand for gold owing to expanding
world transactions and the extension of the gold
standard, especially after 1873, was noted. How-
ever, in view of the growth of paper credit, the
relationship between the amount of gold mined
annually and the world price level was clearly a
complex one, while the coincidence of the gold
discoveries just at the point when gold was at its
most valuable, i.e. when prices were lowest, could
not be ignored.

Not surprisingly, the same descriptive empha-
ses as well as the same building bricks of expla-
nations tend to recur in most of these cyclical
theories. None of them, however, entirely suc-
ceeds in clarifying the question whether the
depressions were part of an immanent, endoge-
nous rhythm of world capitalist development, or
whether they were in each case the result of a
fortuitous conjunction of circumstances. The
bunching of innovations, for example, which
occurs repeatedly as part of the explanatory
model, sometimes in addition linked explicitly to
a succeeding phase in which investment opportu-
nities are exhausted, might derive either from a
‘law’ of the workings of market economies, or
they might have a wholly exogenous explanation.
Such a ‘law’might be based on mass psychology,
the successive waves of optimism or pessimism
among entrepreneurs; it might be based on eco-
nomic functions, according to which innovations
gain by being accompanied by others; or it might
conceivably have some other inherent mechanism
as its source, according to which each phase nec-
essarily bears the seeds of the next phase within
itself. On the other hand, the bunching might have
exogenous causes, such as development break-
throughs in science and technology which make
several related processes possible at once, the
opening up of overseas mineral supplies, overseas
markets or the peopling of free land in empty
continents. Most theories on offer balanced care-
fully between these two possibilities without com-
ing down on either side. Similar ambiguities
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might be found in the other explanations offered,
such as changes in relative costs and prices, the
‘terms of trade’, on an international scale. In any
case, a mere three cycles at most were too few to
provide certainty that endogenous swings or
cycles were at work.

The alternative of looking at each of the
depression periods as a unique historical event
has therefore found many adherents. The first to
be studied in any depth was the ‘Great Depres-
sion’ of 1873–96 (to use the terminal dates which
today would command most support). It was par-
ticularly marked in Britain, where in consequence
it has received the greatest amount of attention,
and this, in turn, was associated with the fact that it
coincided with a turning point, or ‘climacteric’, in
British economic fortunes in international com-
parison. This was the period in which foreign
manufacturing competition became a serious
threat to Britain for the first time, and in which,
therefore, a mood of general pessimism could
spread more easily. Further, as modern research
shows, the secular growth of the British economy
did indeed experience a marked slow-down in
those decades, showing that the instinct of con-
temporaries was sound. The continuation of the
slow-down, bringing growth practically to a com-
plete halt in the following upswing phase of
1896–1914 does, however, throw some doubt on
the decline of the long-term growth rate as a
characteristic of the ‘depression’ which allegedly
came to an end in c1896. By contrast, both the
USA and Germany, the other leading industrial
nations, were then in a phase of rapid secular
growth so that they were much better able to
overcome the effects of a depression which by
no means passed them by entirely.

The depression was ushered in by the collapse
of what was perhaps the most expansive boom of
the century (1871–3), particularly in the capital
goods industries. It had been marked by much
speculation and was followed by numerous bank-
ruptcies. Overseas borrowing countries defaulted
on their debts, home investments, made at a time
when costs peaked, proved unprofitable, and the
French indemnity to Germany, paid in part
through London, further upset financial markets.
In the period as a whole it was not only financiers

who had a thin time but indeed all profit earners,
though their plight may have been exaggerated,
and interest rates were low. These low interest
rates, part of the ‘Gibson paradox’, have fre-
quently been used as a proof against the proposi-
tion that the depression was brought about by
deflationary conditions which, in turn, derived
from a shortage of gold, for in that case, interest
rates should have been high.

In real terms, however, the ‘depression’ was far
less clear-cut. Serious unemployment existed only
in the late 1870s and in 1884–7, and even then it
was mild by the standards of the 20th century. GNP
failed to grow in three years only, and in each case
the decline was marginal, never exceeding 0.5 per
cent of the preceding year. It was, in fact, part of the
persistent complaint of industrialists, before the
Royal Commission on the Depression of Trade
reporting in 1886 and elsewhere, that competition
forced them to sell large quantities for which the
unit profit margin had become exceedingly small.
Real wages rose satisfactorily.

Even in agriculture, the sector which
complained most loudly, the sharp decline in
profits and in income was limited to the grain
farmers. Here the combination of much reduced
transport costs by rail and steamship, and much
reduced production costs in the fertile lands above
all of North America, but also of Russia, Australia
and India, had led to a particularly rapid collapse
in prices, to which home growers had not had time
to adjust. This may be considered to be part of a
long-term, and economically desirable process of
an international division of labour in which Brit-
ain turned increasingly to producing manufac-
tures and importing food. By contrast, producers
of meat and dairy products, market gardeners and
horse breeders did not fare too badly, benefiting
rather than suffering from the cheap grain imports.

Thus it was essentially profit earners, and
financiers for whom the period was one of depres-
sion. The standard of living of the rest of the
population went up satisfactorily. But it is pre-
cisely profit earners and financiers who control
the press and shape ‘informed’ economic opinion.
Perhaps they have misled us. The ‘Great Depres-
sion’, in the view of some, was a myth (Saul
1969).
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The depression of the 1930s has possibly an
even stronger claim to be considered a unique
event, with its own particular explanation for
which no parallels can be found in other periods.
Marxists saw it as heralding the frequently pre-
dicted final end of capitalism, while other ascribed
its severity to the direct and indirect consequences
of the war. Its terminal dates are not entirely
unquestioned. Most indices show a more drastic
fall in 1920–21 than in 1929–30. Moreover, the
inflation in Germany and some other countries in
the early 1920s was, in some ways, more devastat-
ing than anything that happened in the 1930s. At the
other extreme, the trade cycle boom of 1937 was
extremely weak and carried many signs of turning
into a further severe depression, which was avoided
only by the preparations for war. In more normal
circumstances, the whole of the three Juglars,
1920–39 or even 1920–45, might have been taken
as the depression, in parallel with the dating of
1873–96. However, such was the extent of their
economic adversity, that it is only the four to six
years following theNewYork stock exchange crash
of autumn 1929 which are commonly referred to as
the ‘Great Depression’ (van der Wee 1972).

The share collapse at the beginning was soon
followed by other financial disasters. The failure of
the Austrian Creditanstalt, by far the largest bank in
the country, caused waves which also brought
down some German banks. Britain, unable to
stand the international drain on her gold reserve,
went off the gold standard maintained precariously
at high cost up to then, and was followed by many
other countries. As the crisis deepened, American
banks and finance houses went under in large num-
bers. Profits and interest rates fell. The British bank
rate at two per cent ushered in an unprecedented
period of ‘cheap money’.

More significant for this depression than finan-
cial crashes was the collapse in the real world of
production and trade, and above all the unprece-
dented unemployment. Unemployment of regis-
tered labour affected 15–30 per cent of the
population at risk in many countries, while many
more workers had removed themselves from the
register, having lost all hope of finding work, and
others worked short time only. Even after the
onset of the recovery in 1933–4, a large hard

core of intractable unemployment remained
almost everywhere. Similarly unprecedented was
the decline in output and in real national income
over several years. The American GDP, for exam-
ple, fell for four consecutive years, from an index
of 163.0 in 1929 to 115.0 in 1933 (1913= 100), or
by almost 30 per cent; in Germany, the drop in the
same years was from 121.6 to 102.0, or by 16 per
cent; and even in the United Kingdom there was a
six per cent drop over the two years 1929–31.

For several of the contributory causes of the
depression and for its severity, the war could be
held responsible. Thus it was in the war years,
above all, that overseas countries had been
encouraged to increase their food supplies to
Europe where agricultural output suffered in the
fighting, and when, afterwards, Europe returned
to its previous output levels, growing world food
surpluses began to burden world markets in the
1920s. Similar exceptional wartime demands had
brought about an over-capacity in some industrial
sectors also, such as shipbuilding, leading to
exceptionally heavy unemployment there, but it
was in primary products that the price fall was
particularly severe in the depression, bankrupting
overseas countries and their firms, though benefit-
ing those Europeans who still had an income.

Among other consequences of the war were
international war debts, the reparations imposed
on Germany, and the creation of new, small,
non-viable states in Europe. Debts and reparations
bedevilled political relations, helped to radicalize
the German electorate and inhibited the German
chancellor Brüning from conducting a more vigor-
ous reflationary policy in 1930. The hostility
engendered then contributed to the protectionist
and beggar-my-neighbour reactions of most gov-
ernments to the depression so that trade was
reduced, real costs rose, and the world became
divided into several currency blocs, of the pound
sterling, the dollar, the franc and the mark, severely
restricting trade and payments between them. Brit-
ain, meanwhile, had become too weak to keep the
world’s exchanges in balance, as she had done in
the 19th century, and the USA, which had emerged
from the war as the leading economic power, was
unwilling to accept that role, so that it went by
default (Kindleberger 1973).
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Lastly, the war had strengthened the trade
unions everywhere, and had led to greatly
extended state welfare provisions, including
more extensive unemployment benefits. This led
to a rigidity of wages downwards, which,
according to some, prevented an early adjustment
to the depression and helped to account for its
exceptional severity. Such views, widely held at
the time, were strongly opposed by Keynes,
whose comprehensive theory appeared in print
only in 1936, well after the worst of the depression
was over. According to him, cutting wages would
have done little or nothing to improve employ-
ment; what was wanted was the creation of new
purchasing power, which in the final analysis
would have to come from the Government.

Keynes’s view on the depression was domi-
nant in the following decades, though by no
means accepted by all. In the 1960s, an alterna-
tive theory, developed by Milton Friedman and
others in the USA, began to gain wider support.
In their view, the money supply, which to the
Keynesians played only a subordinate role via
the rate of interest, occupied the centre of the
stage. As it happened, as far as the cure for a
deep depression occurring in a deflationary phase
was concerned this view did not differ too widely
from Keynes’s. According to Friedman and his
associates, the depression had been greatly
aggravated, at any rate in the USA, by repeated
reductions in the quantity of money made avail-
able to the system, whereas the economy could
have been revived by a controlled monetary
expansion.

It is in their relative assessments of cause and
cure of the depression of the 1970s, which is
marked by a concurrent monetary inflation, that
Keynesians and Monetarists are totally at logger-
heads. The depression itself was triggered by the
floating of the dollar in 1973 and the drastic oil
price rises engineered by the OPEC countries in
1973–4 and again in 1979, but these themselves
were symptoms and consequences of a creeping
inflation which had accompanied the remarkable
world boom of 1945–73. Depressed conditions at a
time of inflation, ‘stagflation’, could not really
occur according to the Keynesians, and the fact
that it did, helped to discredit them, at least for a

time. The underlying inflation after the war was, no
doubt, at least to some extent due to Keynesian-
type employment policies on the part of most gov-
ernments. It is the monetarist view that only severe
cuts in the expansion of themoney supply, bringing
with them at least temporarily drastic increases in
unemployment, offer a way out.

Inflation apart, the current depression bears
some marked similarities to the experience of ear-
lier ones. Among them there is the technological
explanation of unemployment, this time looked for
in the electronics field; there is the rise of economic
nationalism, fostered by subsidies, hidden tariffs,
and industries maintained as status symbols, espe-
cially by weaker economies; there is the rigidity
explanation, blaming trade unions and social insur-
ance schemes for the unwillingness to change
occupations or reducewages; there is, despite inter-
national agreements to the contrary, the use of
currency manipulation to gain trading advantages;
there is also a huge international indebtedness,
which the debtors are unwilling or unable to pay,
and the creditors unwilling or unable to forego. In
duration, if not in severity, the current depression is
likely to match its predecessors.

See Also

▶Kondratieff Cycles
▶Long Swings in Economic Growth
▶Trade Cycle
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The idea that the demand for intermediate goods is
derived from the demand for the final goods they
help produce is obvious and appealing. It was
implied by Cournot (1838, pp. 99–116) and
explicitly stated by Gossen (1854, pp. 31, 113)
and Menger (1871, pp. 63–7). That the British
classical school failed to make use of such a
perspective – Mill’s famous proposition that
‘demand for commodities is not demand for
labour’ (1848, Book I, ch. 5) came close to deny-
ing it – was doubtless due to the strong emphasis
placed on prior accumulation of capital as a pre-
requisite for production. But it was Alfred Mar-
shall in his Principles of Economics (1890,
pp. 381–93, 852–6) who introduced the term
‘derived demand’ and developed the concepts of
the derived demand curve for an input and the
elasticity of derived demand.

Marshall focused on a case in which a com-
modity is produced by the cooperation of several
inputs, which are thus jointly demanded for the

purpose, the demand for each being derived from
the demand for the product. His formal analysis
proceeded on the assumption that the inputs were
all combined in fixed proportions (which might
vary with the scale of output) although he
suggested that the variable-proportions case
would be similar.

A derived demand curve can be constructed for
a selected input on the assumptions that produc-
tion conditions, the demand curve for output, and
the supply curves for all other inputs remain fixed,
and that the competitive markets for output and all
other inputs are always in equilibrium. The
resulting derived demand curve can most easily
be interpreted as the outcome of a hypothetical
experiment. Make the selected input available,
perfectly elastically, at an arbitrary price, y, per
unit. Now ascertain, under the above conditions
about the markets for output and other inputs,
what quantity, x, of the selected input would be
demanded. All other markets must be in equilib-
rium, and each seller or buyer must be optimally
adjusted to the assumed terms of availability of
the selected input. Repeating this experiment for
different values of ywould generate the inverse of
the relationship between x and y, y = f (x), whose
graphical representation is Marshall’s derived
demand curve for the selected input. Bringing
this demand curve into conjunction with the actual
supply curve of the selected input will determine
the actual equilibrium price and quantity for this
input and thereby implicitly determine the actual
equilibrium prices and quantities of output and all
other inputs. But the point of obtaining the derived
demand curve is not to permit such a two-stage
determination of the actual equilibrium. It is rather
to permit a simplified analysis of the effect of
changes in the supply conditions of the selected
input when supply conditions of other inputs, as
well as technology and the demand conditions for
output, remain unaltered.

Marshall invoked a simple example in which
the final product, a knife, is obtained by joining
costlessly a unit each of the two inputs, blades and
handles. The derived demand curve for handles is
then given by the rule that y, the derived demand
price for x handles, is the demand price for
x knives less the supply price for x blades.

2772 Derived Demand



Marshall analysed the conditions producing a
low elasticity of derived demand for an input, a
condition which would encourage supply restric-
tion. The first condition, the lack of a good sub-
stitute, is already implied by the fixity of
production coefficients. The second is that the
demand for the final output be inelastic. The
third, aptly described by Henderson (1922,
p. 59) as ‘the importance of being unimportant’,
is that expenditure on the input in question be only
a small fraction of total production cost. The final
condition is that cooperating inputs be in inelastic
supply. These last three conditions ensure that a
large rise in the price of the input will not raise
product price much, that a rise in the product price
will not reduce sales much, and that a reduction in
sales and production will lower the cost of
cooperating inputs substantially.

The next major contribution was that of Hicks
(1932, pp. 241–6) who formally relaxed the
assumption of fixed production coefficients. He
analysed the consequences of input substitutability
for a two input case with constant returns to scale in
production, making use of his newly invented con-
cept of the elasticity of substitution. His principal
finding was that, to get a low elasticity of derived
demand, ‘It is “important to be unimportant” only
when the consumer can substitute more easily than
the entrepreneur’, that is, only when the elasticity
of demand for the product exceeds the elasticity of
input substitution (1932, p. 246). This finding,
which is not easily explained intuitively, has been
the subject of intermittent controversy, aptly sum-
marized and resolved in Maurice (1975). The
extension of Hicks’s analysis to the many-input
case has been accomplished by Diewert (1971),
using an elegant dual approach based on the cost
function concept. However, modem theoretical
work is more prone to work explicitly and sym-
metrically with complete systems of input demand
equations for firm and industry.

Moreor lesscontemporaneouslywithHicks, Joan
Robinson (1933, chs. 23, 24) was studying the
derived demand curve for an input in cases where
the final product is sold by a monopolist, who might
also acquire cooperating inputs monopsonistically.
The question of when areas under a derived demand
curve can be given a welfare interpretation,

analogous to consumer surplus for a final demand
curve, has been broached byWisecarver (1974).

The concept of derived demand finds its main
application in discussions of labour-market ques-
tions, and Marshall’s tools still play a significant
part in the teaching and writing in that area.

See Also

▶Acceleration Principle
▶Marshall, Alfred (1842–1924)
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Design and Impact of Physician
Payment Incentives: Theory
and Evidence

Douglas A. Conrad

Abstract
This article delineates a broad conceptual
framework for predicting physician behavioral
response to financial incentives. The frame-
work views incentives within a two-tiered
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hierarchy: (1) private health plan or public
program payments to the provider organiza-
tion, e.g., the medical group practice, or inte-
grated delivery system (external incentives);
(2) method of compensation to the individual
within the provider organization (internal
incentives.

Within that framework several dimensions
of physician behavior and outcomes are
examined – total per capita payments for the
physician’s panel of patients, quality of ser-
vices, and physician productivity, in order to
provide an integrated view of physician
response to financial incentives. Next, a set of
propositions are derived broadly from the con-
ceptual framework. Those propositions are
evaluated broadly by comparison to the extant
empirical evidence. The article concludes by
discussing the implications of the empirical
evidence for theory and practice pertaining to
physicians’ response to payment incentives.

In order to fundamentally move payment
models from the dominant fee-for-service
structure, public policymakers and private
health plans must create a “burning platform”,
in which neither providers nor health insurers
perceive that continued reliance on FFS is an
option. To catalyze this revolution in incen-
tives, purchasers (public programs, employers,
and other sponsors of health plans) must insist
on disruptive change toward value-based,
rather than volume-based, payment. Payment
incentive design will influence care
delivery – precisely because different delivery
models (e.g., small independent practices,
independent practice associations, multi-
specialty medical groups, and integrated deliv-
ery systems) have distinct capabilities for
assuming and managing population health
risk. Those differences highlight the impor-
tance of adjusting payment levels for differ-
ences in population health risk, but should not
be used as a reason to delay implementation of
value-based payment reform.

Keywords
Incentives; Payment reform; Pay-for-
performance programs; Value-based payment

JEL Classification
I1; I11; I13

Introduction

Fundamental change in physician payment
arrangements is a critical element in discussions
of healthcare reform, particularly but not exclu-
sively, in the USA, UK and Europe (Davis and
Guterman 2007; Chernew 2010; Arrow
et al. 2009; Reinhardt 2011; Campbell
et al. 2009; Sutton et al. 2010; Conrad 2009;
Christianson and D. Conrad 2011; Kirschner
et al. 2012). This article offers a conceptual frame-
work and a set of testable propositions regarding
the impact of physician financial incentives, sur-
veys the relevant empirical literature, considers
the implications for policy and practice, and con-
cludes with observations on future directions for
physician payment reform.

Increasingly, policy reforms have moved away
from volume-based payment models and towards
value-based models (Miller 2007). Volume-based
payment, based on fee-for-service (FFS), tends to
encourage over-use of services, especially those
with generous profit margins (Ginsburg
et al. 2007; Ginsburg. 2012; Hadley
et al. 2009–2010), thereby contributing to higher
total healthcare costs. An alternative payment
model, fixed payment per person per period
(capitation), offers strong incentives for cost mini-
misation. However, that method introduces its
own potential inefficiencies, e.g. implicitly dis-
couraging delivery of higher cost services
irrespective of potential health benefit, given
zero marginal revenue per service (Conrad and
Christianson 2004). Moreover, capitation pay-
ment exposes providers to population health
(actuarial) risk that only integrated delivery sys-
tems are sufficiently large in scale and scope of
practice to manage effectively (Guterman
et al. 2009).

Recently, global capitation payment
models – in which the provider organisation
receives a fixed payment per person per month
for the full continuum of services – have added
population risk adjustment in an attempt to
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mitigate the actuarial risk borne by providers.
Risk adjustment allows clinicians to focus on
quality and cost performance rather than selection
of favourable health risks (Song et al. 2012). Pay-
ment to physicians based on ‘value’ – translated as
patient health benefit from treatment relative to its
cost – poses difficult implementation challenges
of its own, as witnessed in the first 15 years of
experience with pay-for-performance (P4P) pro-
grammes (Houle et al. 2012; van Herck
et al. 2010; Mehrotra et al. 2010; Conrad and
Perry 2009; Rosenthal and Frank 2006). The pre-
dominant exemplars of value-based payment are
pay-for-performance (P4P), in which provider
organisations are paid based on clinical quality
or efficiency measures; bundled payment per epi-
sode of care with adjustments for quality (Hussey
et al. 2011); shared savings models, which divide
savings in total healthcare costs between provider
and payer; and risk-adjusted global capitation.

Blended payment models (combining capita-
tion with FFS) have emerged as a means of
balancing the comparative advantages and disad-
vantages of FFS and capitation payment,
recognising that neither ‘corner solution’ is likely
to achieve the optimum level of quantity and
quality of health service, at which marginal health
benefit equals marginal cost of production. These
blended models include:

• Partial capitation, which combines FFS pay-
ment for a subset of services with capitation
for services such as care coordination and eval-
uation and management that are less amenable
to piece-rate production (Robinson 2001;
Newhouse 1998).

• Mixed models that blend elements of a capita-
tion payment per member per month (pmpm),
pay-for-performance (P4P) incentives and FFS
(Kantarevic et al. 2011).

• Bundled payment, which pays the accountable
provider organisation a fixed amount for the
bundle of services required for treatment of an
episode of care (Burns and Bailit 2012; de
Brantes et al. 2011; Hussey et al. 2011;
Chernew 2010).

• Shared savings arrangements, which pay
fee-for-service to provider organisations, but

periodically share savings if total payments
are less than a predetermined total healthcare
cost (budget) target. This payment model gen-
erally includes a threshold for quality perfor-
mance or pay-for-performance incentives and
has been applied in the Medicare Physician
Group Practice demonstration (Colla
et al. 2012), the Medicare Shared Savings Pro-
gram (Berwick 2011) and private health plans
(Larson et al. 2012).

P4P programmes, which emerged in health
services in the late 1990s and early 2000s, can
be viewed as an adjunct incentive mechanism,
intended to strengthen quality incentives at the
margin of general payment by rewarding or
penalising providers on the basis of their perfor-
mance (Chaix-Couturier et al. 2000; Rosenthal
et al. 2005, 2007). These programmes mirror the
performance-based compensation arrangements
in general industry. P4P rewards providers for
following evidence-based practice protocols,
thus reducing possible stinting on care under cap-
itation, while also discouraging over-use of
expensive services through incentives for generic
drug prescribing, appropriate use of antibiotics
and asthma controller medications, for example
(Conrad 2009).

Objective of This Article

This article delineates a broad conceptual frame-
work for predicting physician behavioural
response to financial incentives. The framework
views incentives within a two-tiered hierarchy:
(1) private health plan or public programme pay-
ments to the provider organisation, such as the
medical group practice or integrated delivery sys-
tem (external incentives); (2) method of compen-
sation to the individual within the provider
organisation (internal incentives). This multi-
tiered structure of physician financial incentives
was explicated in the context of health mainte-
nance organisations (HMOs) in the 1990s
(Hillman et al. 1992), but applies generally in
today’s healthcare environment (Robinson
et al. 2009; Rosenthal et al. 2002). The framework
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draws primarily on the principles of agency theory
(McGuire 2000; Prendergast 1999; Ellis and
McGuire 1990), behavioural economics
(Kahneman and Tversky 1979; McNeil
et al. 1982; Mehrotra et al. 2010) and cognitive
psychology (Deci et al. 1999; Deci and Ryan
1985).

Within that framework several dimensions of
physician behaviour are examined – total per
capita payments for the physician’s panel of
patients, quality of services and physician
productivity – in order to provide an integrated
view of physician response to financial incentives.
Next, a set of propositions derived broadly from
the conceptual framework are presented. Those
propositions are then evaluated broadly by com-
parison to the extant empirical evidence. Finally,
the article concludes by discussing the implica-
tions of the empirical evidence for theory and
practice pertaining to physicians’ response to pay-
ment incentives.

Conceptual Framework

Figure 1 represents the conceptual framework.
The hierarchy of payment incentives begins at
the top with public and private payers (public

insurance programmes and private health plans),
whose incentives are designed in response to
the structure of their market environment
(e.g. competition with other payers, characteris-
tics of product and labour markets, regulation) and
sociodemographic characteristics of the popula-
tion (e.g. income, education, mobility). In turn,
those external incentives influence the internal
incentives and structure of provider organisations
(e.g. individual physician compensation methods,
integration of primary care and specialty physi-
cians, care management capabilities, size).

At the third tier in this hierarchy of incentives
and structure, the individual physician’s behav-
iour is shaped by the attributes and behaviour of
his or her patient panel, as well as by relation-
ships with other physicians both within the pro-
vider organisation and in other organisations.
By displaying multiple provider organisations
and multiple physicians, the figure allows for
both inter-organisation and inter-physician
competition.

McGuire’s algebraic and narrative exposition
(2000) of physician agency adds depth to this
pictorial representation. Consider the following
physician net income function:

p ¼ n B x,Leð Þ � pdx½ � Rþ ps � cð Þx½ �;

Market Environment and
Socio-Demographics

External
Payment
Incentives

Provider
Organization 1

Provider
Organization 2

Physician CPhysician B

Quantity (x)
Quality (e)

Productivity B(x, e)

Quantity (x)
Quality (e)

Productivity B(x, e)

Quantity (x)
Quality (e)

Productivity B(x, e)

Physician A

Internal Organizational
Incentives

Physician’s Patient Panel
Attributes and Behavior

Design and Impact of Physician Payment Incentives: Theory and Evidence, Fig. 1 Physician behavioural
response to payment incentives
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where:
p = total net income (profit) per patient for the

physician;
n[B(x, Le) – pdx] = number of patients in the

physician’s panel, which depends on Le, the like-
lihood that the physician will supply effort, e
(a measure of non-observable, non-contractible
‘quality’), as well as the observable quantity of
services per patient (x), for which the patient pays
pd, the out-of-pocket price net of the portion paid
by the private health plan or public programme);

[B(x, Le) – pdx] = ‘net benefit’ expected by the
patient, given the perceived likelihood of different
levels of effort and observed quantity of services
supplied by the physician;

R = prospective fixed revenue per patient
(i.e. the capitation payment per period);

ps = supply price to the physician;
c = marginal cost per unit of service (assumed

equal to average cost without loss of generality).
The equation illustrates the salient features of

the agency problem facing physicians and their
patients. To the extent that pd (the insurance-
subsidised price facing the patient) is less than c,
over-use of services will result (the moral hazard
problem). Similarly, asymmetric information
exists between physician and patient, which
potentially leads to an undersupply of effort
(quality), which is largely unobservable to the
patient and thus non-contractible. By setting the
fixed capitation (R) relatively high and lowering
the rewards to FFS by reducing ps, the health plan
can mitigate one form of over-use. However, to
avoid stinting on care by the physician-agent, the
plan must provide patients with verifiable infor-
mation on quality of physician effort (e), while
also introducing demand-side incentives for
patients to use such quality information in their
selection of physician. Furthermore, there are
high-value, discrete services such as preventive
services which are amenable to FFS payment, so
the plan will ensure that their net income margin,
(ps – c), is positive.

Tiered provider networks, in which pd is set
lower for patients selecting physicians with higher
quality of effort, are a health plan mechanism for
potentially inducing providers to compete on
quality (Sinaiko 2011; Baker et al. 2007; Harris

2002). Similarly, value-based insurance design
(VBID) is another health plan policy instrument
that rewards patients for cost-effective treatment
choices by lowering pd (Fendrick and Chernew
2009). Analogously, P4P programmes both
reduce the opacity of quality information to
patients and increase the elasticity of demand for
physicians offering a higher level of net benefit.

Agency theory, as illustrated above, assumes net
income-maximising behaviour by physicians and
net benefit-maximising responses by patients. For
present purposes, the ‘principal’ being directly
served by the physician-agent is the patient, but
one must also acknowledge other implicit agency
roles of the physician – attempting to advance the
population health for society and improving patient
health and reducing healthcare costs per insured
person for health insurers.While these assumptions
are a reasonable starting point for predicting incen-
tive effects, I have integrated elements of cognitive
psychology and the closely related disciplines of
behavioural and organisational economics to refine
the conceptual framework. Cognitive psychology
and its body of experimental and observational
evidence (Deci et al. 1999; Deci and Ryan 1985)
are particularly informative regarding the roles of
and relationship between extrinsic and intrinsic
motivation, as is the literature on economic behav-
iour and organisations (Congleton 1991; Frey
1997; Jack 2005). Behavioural economics,
grounded in prospect theory (Kahneman and
Tversky 1979; Kahneman et al. 1986) highlights
the importance of how decisions are framed and the
use of heuristics rather than optimisation in pre-
dicting behavioural response – thus potentially
enriching predictive power.

Propositions from the Conceptual
Framework

Several propositions flow from this integrated
framework:

1. Incremental, continuous and more frequent
rewards for improved clinical quality perfor-
mance will produce greater quality gains than
all-or-none rewards for exceeding a fixed
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quality threshold (Avery and Schultz 2007;
Conrad and Perry 2009; Mehrotra
et al. 2010). Figure 2 illustrates this point.
As a corollary, quality targets based on
achievable benchmarks (Kiefe et al. 2001)
will lead to greater improvement than fixed
standards.

2. Downside risk – in the form of withholds or
retrospective penalties – will generate greater
improvement per dollar than ‘upside poten-
tial’, or bonuses (Kahneman and Tversky
1979). This prediction derives from what
behavioural economists refer to as ‘loss aver-
sion’, but is also consistent with traditional
concepts of diminishing marginal utility of
income. However, the use of penalties or
withholds could produce negative responses
if perceived as unfair by participants
(Mehrotra et al. 2010; Kahneman et al.
1986). This reasoning implies the need to
optimise the balance between risk and reward
in the structure of incentives.

3. Involvement of stakeholders in incentive
design is expected to enhance the strength of
performance effects – first, by enhancing the
credibility and perceived fairness of the qual-
ity target, and second, by enhancing commu-
nication and awareness of the incentive
programme (Conrad 2009; Mehrotra
et al. 2010; Kirschner et al. 2012).

4. Performance incentives based on the subject’s
own performance (whether at the level of the
organisation, team or individual) will lead to
greater improvement than those tied to per-
formance relative to one’s peers, or ‘contests’
(Mehrotra et al. 2010; Conrad 2009; Conrad
and Perry 2009; Frolich et al. 2007).

5. Dollar-for-dollar, incentives aimed at the indi-
vidual subject or team are likely to generate
stronger behavioural responses than those at
the organisational level, but this greater incen-
tive strengthmust be weighed against the direct
utility of organisational rewards in supporting
enhanced quality infrastructure (Conrad and
Perry 2009; Young and Conrad 2007).

6. Because process quality indicators are more
controllable by the provider than patient
health outcomes, performance incentives

geared to care processes are more likely to
achieve significant improvement in clinical
quality than outcome-based incentives of
equivalent size (Conrad 2009; Conrad and
Perry 2009; Frolich et al. 2007).

7. In principle, increasing the size of the finan-
cial incentive will induce greater quality
improvement, other things equal (Van Herck
et al. 2010; Conrad and Christianson 2004;
Rosenthal and Frank 2006). However, offset-
ting factors include the potential for extrinsic
reward to ‘crowd out’ intrinsic motivation
(Jack 2005; Deci et al. 1999; Frey 1997;
Congleton 1991; Deci and Ryan 1985). Fur-
thermore, the marginal utility of each new
incentive dollar declines as income increases.
There may be a ‘sweet spot’ in scaling incen-
tive size (see Fig. 2): large enough to offset
any diminution in inherent motivation, but
not so large as to lead to ‘teaching to the
test’ and other unintended consequences
(Mehrotra et al. 2010; Van Herck et al.
2010). The concern about extrinsic rewards
crowding out intrinsic motivation is
reinforced by the empirical literature on the
effects of physician ownership of testing
facilities on utilisation rates (Swedlow et al.
1992; Mitchell 2008), as well as the effects on
pharmaceutical use of financial incentives for
prescribers (Sturm et al. 2007).

8. Quality-based financial incentives that are con-
sistent across multiple health plans and pur-
chasers are more likely to achieve their
intended effects on quality than those
implemented by a single payer because multi-
ple and potentially conflicting signals are con-
fusing to providers (Van Herck et al. 2010).

9. Physician productivity, whether measured by
patient visits or relative value-weighted ser-
vices per hour worked, will be positively
related to the structure of individual physician
compensation. The more individualised the
incentive and the greater the weight on mea-
sured production, the greater will be individ-
ual physician productivity, other things being
equal (Conrad et al. 2002; Gaynor and Gertler
1995). As a corollary, high-powered, individ-
ual production incentives will be more
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prevalent as the number of the physicians in
the group practice increases.

10. To the extent that internal individual physi-
cian compensation incentives are consistent
with external incentives used by health plans
to pay provider organisations, physician prac-
tices will be more likely to succeed financially
and to organise patient care more effectively
(Hillman et al. 1992). Thus, one would expect
FFS payment by plans to induce provider
organisations to place a heavier weight on
individual productivity-based compensation;
conversely, if plans are predominantly paying
capitation, one would expect greater preva-
lence of salary-based compensation.

11. A partial capitation arrangement (high level
of R, or fixed prospective revenue), coupled
with substantial performance incentives
based on work effort, clinical quality and
patient experience metrics, is expected to
out-perform narrowly conceived incentive
structures that emphasise one performance
dimension. The Alternative Quality Contract
of Blue Cross Blue Shield of Massachusetts
(Song et al. 2012) illustrates many of these
characteristics:
• Long-term (5-year) risk-adjusted capita-

tion contracts between the health plan and
medical group, with gradual tightening of
the pre-determined capitation budget con-
straint over time

• Lower rates of increase in capitation levels
for groups with higher costs per capita at
baseline

• P4P bonuses for quality and patient expe-
rience as a balance to the contract’s high-
powered cost containment incentives.

Evidence Summary

The extant empirical literature offers general, but
somewhat mixed, support for the preceding theo-
retical propositions.

For example, the evidence is ambiguous on the
comparative efficacy of absolute, continuous
rewards versus fixed all-or-none thresholds and
on the significance of frequency of incentive

payment. Van Herck et al. (2010) report that
both fixed threshold targets and continuous
improvement scales have led to positive quality
gains in the Quality Outcomes Framework of the
UK, while findings in other studies are inconclu-
sive. In contrast, the findings are clear that larger
quality incentive effects are observed at lower
levels of baseline performance (Levin-Scherz
et al. 2006; Young et al. 2007; Sutton et al.
2010). Van Herck et al. (2010) summarise the
average effect size of quality incentive pro-
grammes as approximately 5% improvement,
with considerable variation across measures and
programme designs and lack of a discernible
dose–response relationship (Frolich et al. 2007).
The one specific study of the effect of frequency
of incentive payment (Chung et al. 2010b) finds
no significant differences between quarterly pay-
ment ($1250 per 3 months) and annual payment
($5000 per 12 months).

The paucity of empirical evidence in
healthcare on the comparative incentive power
of rewards versus penalties in P4P precludes
firm conclusions (Conrad and Perry 2009). How-
ever, in their research Kahneman and Tversky
(1979) did find that individuals were more respon-
sive to incentives framed as a loss rather than a
gain. For example, an early experiment with phy-
sicians asked to choose between surgery or radia-
tion therapy for a patient with cancer found that
the choice of surgery was significantly more likely
when the surgical risk was characterised as prob-
ability of living versus probability of dying
(McNeil et al. 1982).

The systematic reviews by Van Herck et al.
(2010) and Petersen et al. (2006) indicate that
communication and participant awareness are sig-
nificant contributors to incentive programme suc-
cess. They point to several studies illustrating
substantial positive P4P effects of direct commu-
nication with provider stakeholders; effect sizes
ranged from 5% to 20% (Gilmore et al. 2007;
Beaulieu and Horrigan 2005; Chung et al. 2003;
Larsen et al. 2003; Amundson et al. 2003).
Kirschner et al. (2012) recently fashioned a P4P
programme for primary care in the Netherlands
that directly involved target users in programme
design, which resulted in incentive weights for

Design and Impact of Physician Payment Incentives: Theory and Evidence 2779

D



clinical care that were twice those for the other
two domains: practice management and patient
experience. The average target performance
bonus was 5% to 10% of general practice income,
and penalties were not included in the pro-
gramme, which has drawn a growing number of
voluntary participants.

The empirical evidence generally validates the
superiority of absolute performance incentives
over those based on relative performance metrics.
The one study of relative performance incentives
(Young et al. 2007) found no significant effect on
quality. Rosenthal and Dudley (2007) reported
that 70% of P4P programmes based their pay-
ments on absolute standards and 25% incented
improvement. Based on their systematic review,
Van Herck et al. (2010) recommended a blended
incentive based on absolute achievement and
improvement and argued that such a design
would induce improved performance among
both high and low performers.

The review by Frolich et al. (2007) suggests
that individual incentives may be more powerful
than group incentives: three of four randomised
controlled trials (RCTs) of individual incentives
showed significantly positive quality effects,
whereas only one of three RCTs of group-level
incentives led to significant quality improvement.
There is only one study directly comparing the
quality impact of individual or team versus
organisation-level incentives (Chung et al.
2010a). That study found that eight of nine

reported and incentivised quality measures
showed greater improvement after the quality
incentive switched from group-based to
physician-specific. However, since the improve-
ment in the clinic switching to individual-specific
incentives was not consistently different from that
of two comparison clinics not experiencing the
change, the authors could not rule out other fac-
tors as the cause of increased improvement in
quality.

In a recent systematic review of P4P incentives
targeting individual practitioners, Houle
et al. (2012) concluded that uncontrolled studies
(before–after designs and cohort comparisons)
tended to find positive effects of P4P on quality;
however, better designed controlled studies did
not validate those positive findings.

Van Herck et al. (2010) concluded that process-
based P4P programmes yield greater quality gains
than those using outcome targets. They reported
that intermediate outcome measure improvement
was generally in between the rates reported for
programmes based process and outcome mea-
sures, respectively. The increasing use of outcome
incentives in P4P (Rosenthal et al. 2007) offers
evidence that health plans and healthcare pur-
chasers are blending process and outcome mea-
sures as a means of mitigating any provider
tendency to ‘game’ the incentive mechanism by
focusing improvement on measured indicators
rather than other, equally important, unmeasured
care processes (McGlynn 2007; Eggleston 2005;

Design and Impact
of Physician Payment
Incentives: Theory
and Evidence,
Fig. 2 Benefit–cost
tradeoffs in quality
improvement

2780 Design and Impact of Physician Payment Incentives: Theory and Evidence



Holmstrom and Milgrom 1991). In their study of
intended and unintended consequences of the
Quality and Outcomes Framework incentive pro-
gramme in the UK, Sutton et al. (2010) found that
incentivised quality indicators in the targeted gen-
eral practices improved substantially more
(by 14.6%) than in the untargeted practices.

There is no conclusive evidence of a consistent
dose–response relationship between incentive
size and the magnitude of quality improvement
(Frolich et al. 2007; Conrad and Perry 2009; Van
Herck et al. 2010) – most likely due to the wide
variation in study designs and quality indicators
observed. However, there is emerging evidence
that ‘size matters’. For example, Sutton
et al. (2010), in the aforementioned study, con-
cluded that provider response was greater for
incentivised process measures (e.g. recording
blood pressure, cholesterol) that offered greater
rewards but also more stringent criteria. Another
study (de Brantes and D’Andrea 2009) demon-
strated a strong and statistically significant effect
of incentive size and the rate of quality improve-
ment programme adoption by physicians for both
the Physician Office Link and Diabetes Care Link
programmes. Notably, the latter study did not
present data regarding actual quality improvement
and thus does not speak directly to performance,
but rather ‘intent-to-perform’.

Signs of ‘teaching to the test’ or other forms of
effort diversion are few in the extant studies (Van
Herck et al. 2010), but are reported in some
reviews (Petersen et al. 2006; Christianson
et al. 2008). On the other hand, Sutton
et al. (2010) observed positive spillovers in the
UK incentive programme. They estimated an
improvement of 10.9% on non-incentivised qual-
ity indicators within the targeted group of patients.
Another systematic review (Gillam et al. 2012) of
the Quality and Outcomes Framework in the UK
did sound a cautionary note: ‘. . . overall, patients
reported seeing their usual physician less often
and gave lower satisfaction ratings for continuity
of care’ (p. 464). The authors observed that some
health professionals recognised a tendency
toward ‘protocol-driven care’ that might detract
from patientled consultations and closer attention
to patients’ concerns.

While head-to-head comparisons between P4P
programmes involving a single payer versus mul-
tiple payers are largely absent, the general pattern
of findings across studies has led researchers to
conclude that fragmentation of incentives among
payers does account for some dilution in pro-
gramme effect (Van Herck et al. 2010; de Brantes
and D’Andrea 2009; Pearson et al. 2008; Camp-
bell et al. 2007; Rosenthal and Frank 2006; Pourat
et al. 2005).

The findings on physician productivity incen-
tives are virtually unanimous. Gaynor and Gertler
(1995) confirmed their hypotheses that:
(a) physician group size would be positively
related to the use of individual productivity incen-
tives, and (b) use of individual productivity incen-
tives would systematically increase visit
productivity. In a separate national study, Conrad
et al. (2002) found that compensation incentive
effects on productivity followed a predictable gra-
dient. Controlling for other factors, physician pro-
ductivity tracked the following pattern (from
highest to lowest): individual productivity incen-
tive, equal share of group net revenue, fixed sal-
ary, and per member per month (quasi-capitation)
compensation. A study by Kantarevic et al. (2011)
reported that an enhanced FFS model deployed in
primary care practices in Ontario, Canada
(including increased fees for targeted services,
premium payment for extended hours, bonuses
for chronic disease management, and incentives
for patient enrollment) led to significant increases
in services delivered, patient visits, and distinct
patients seen (i.e. panel size), compared to the
standard FFS payment arrangements.

The hypothesis that individual physician com-
pensation methods within provider organisations
will be aligned with the form of external plan
payment incentives is confirmed. Rosenthal
et al. (2002) observed this pattern in California
in their study of medical groups and IPAs, as did
Robinson et al. (2009) in their more recent study.
Gaynor and Gertler (1995) also found a significant
positive relationship between FFS-based health
plan payments and high-powered, individual
production-based physician compensation in
their national study of physician partnerships.
The Geisinger Health System has structured its
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internal physician compensation as a fixed
78.5–80% component to reflect expected work
effort, with the remaining 20–21.5% variable
component tied to other goals of quality, effi-
ciency and integration of care (Lee et al. 2012).
The stated rationale for the roughly 80% expected
productivity component is the predominance of
FFS payment in Geisinger’s market.

The first 2 years’ experience of the BCBSMA
Alternative Quality Contract in Massachusetts is
instructive. The savings in total health care costs
per capita, compared to the comparison group of
non-participating practices, were 1.9% in year
1 and 3.3% in year 2. Those savings were primar-
ily achieved by shifting referrals to facilities with
lower prices for selected procedures, imaging and
tests, as well as reduced utilisation among some
groups. Quality of care also improved relative to
comparison group practices, and chronic care
management, adult preventive care and pediatric
care improved more in year 2 than in year 1. How-
ever, the cost savings achieved in the first 2 years
by the participating medical groups have not been
large enough to cover the plan’s bonus payments
and infrastructure costs.

A systematic review of the evidence regarding
financial incentive effects on the quality of patient
care delivered by primary care physicians (Scott
et al. 2011) offered a useful critique of the pre-
vailing empirical evidence, in particular, lack of
attention to potential estimation bias due to phy-
sician self-selection into different financial incen-
tive arrangements and the paucity of appropriately
designed studies. The authors remark that incen-
tive effects were positive, but modest, and only for
some primary outcomes.

Implications for Policy and Practice

This analysis has drawn on the best available
theory and empirical evidence to derive a series
of propositions that policymakers and practi-
tioners might use in formulating incentive designs
tailored to physicians. In general, those proposi-
tions have been validated in broad terms by the
empirical literature, but there is a wide band of
uncertainty surrounding the estimates of financial

incentive effects, and the effect sizes are modest.
That said, certain central tendencies do emerge
from this article’s synthesis of theory and
evidence:

• To engage physicians and their organisations,
incentives must be clear, predictable and right-
sized (sufficient to offer a competitive return
on practice improvement, but not so large as to
crowd out providers’ intrinsic motivation).

• Mixed payment arrangements (blended pay-
ment, partial capitation) are likely to dominate
single-dimension incentives (fee-for-service or
global capitation) and should be designed to fit
the current care management capacity of the
provider organisation and to stimulate care
delivery redesign.

• Physician and organisational stakeholders
should participate actively in the negotiation
of incentive contracts, and contract terms must
be transparent to all major parties.

• The focus on process indicators in the physi-
cian reporting and incentive structure – rather
than patient health outcomes – seems to match
the state of the art in health plan-based quality
measurement, reporting and assessment sys-
tems over the past two decades.

• In order to sustain innovation in physician
financial incentives, payers and providers will
need to discover means of reducing negotiation
costs and of right-sizing the payment incen-
tives, so that both parties – payer and provider –
will anticipate a competitive return on their
investment.

In keeping with the modest success of first-
generation physician incentive programmes in
the USA, multi-payer collaboration and efforts to
couple quality-based financial incentives with
programmes geared to both practice redesign and
shared savings between payers and providers are
evolving rapidly (Damberg et al. 2009; Davis and
Guterman 2007). A full-court press on quality and
efficiency, based on common and broadly defined
clinical and economic metrics among multiple
payers and providers, seems to be the logical
next step in payment reform and health delivery
system transformation.
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My review of the theory, evidence, and history
of physician financial incentives leads me to the
following conclusion. In order to fundamentally
move payment models from the dominant fee-for-
service structure, public policymakers and private
health plans must create a ‘burning platform’, in
which neither providers nor health insurers per-
ceive that continued reliance on FFS is an option.
To catalyse this revolution in incentives, pur-
chasers (public programmes, employers and other
sponsors of health plans) must insist on fundamen-
tal change toward value-based, rather than
volume-based, payment of physician organisa-
tions. Payment incentive design will influence
care delivery – precisely because different delivery
models (e.g. small independent practices, indepen-
dent practice associations, multi-specialty medical
groups and integrated delivery systems) have dis-
tinct capabilities for assuming and managing pop-
ulation health risk. Those differences highlight the
importance of adjusting payment levels for differ-
ences in population health risk, but should not be
used as a reason to delay implementation of value-
based payment reform.
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De-Skilling

A. L. Friedman

The proposition that there is a long run tendency
for workers to become de-skilled as part of the
basic operation of capitalist economies can be
found in Marx (1867). The change in capitalist
stages from Cooperation to Manufacture was dis-
tinguished by the division of labour under indi-
vidual capitalists. The effect of this on workers is
that they are ordered to specialize in a narrow
range of tasks. The worker is transformed from
an all-round craftsman into what Marx calls a
detail worker. His detail dexterity becomes over-
exercised, and he is thereby turned into a ‘crippled
monstrosity’. The de-skilling process continues
with the next stage of capitalism, Modern Indus-
try. Under Manufacture, the traditional skills of
workers are still required collectively even if indi-
vidual workers may lose the ability to perform all
the tasks required in a single trade. With Modern
Industry the heart of the labour process becomes
the machine. Workers become appendages of the
machines. Their tasks concern feeding, minding
and maintaining machines rather than parts of a
skilled labour process.

This process of de-skilling is viewed by Marx
as fundamental to the logic of capitalist develop-
ment. Under competitive pressure capitalists must
reduce costs. Labour costs can be reduced consid-
erably if the skill required of workers is removed.

This widens the supply of suitable workers,
thereby swelling the reserve army of labour, and
keeps wages down to subsistence levels. It means
that expensive apprentice schemes do not have to
be supported. It also means that workers, both
individually and as a collectivity, do not possess
the secrets that were the basis of the guilds’ power
to limit labour through long apprenticeships, even
after most individual workers no longer used their
acquired skills, This facilities the employment of
women and children and reduces further the level
of wages because now workers do not have to be
paid a family wage.

That the division of labour could have a
de-skilling effect on workers was well known
before Marx. Smith (1776), the champion of the
division of labour for its effects on productivity,
noted that specialization could produce boredom
and a loss of traditional skills. However, this was
not emphasized by Smith, and he believed that the
harmful effects could be effectively countered by
public education.

One of the main benefits to employers of the
division of labour was that tasks which were
divided up into segments each requiring different
skill levels, in principle could then be given out to
workers with just those skills required to do the
job. This would allow employers to pay for only
those skills actually used in the labour process.
This effect of the division of labour, known now
as the Babbage Principle (Babbage 1835), was
reiterated by Marx.

There are two counter-arguments to the
de-skilling hypothesis which have become very
influential. The first is associated with Durkheim
(1893). The effect of the division of labour is
specialization. However, for Durkheim specializa-
tion means stimulating a diversity of skills rather
than a loss of general skill. Diversity means that
individuals are able to act in accordance with their
own individualized preferences rather than prefer-
ences which are homogenized by social pressures.
This allows an organic solidarity to be achieved in
society as opposed to the mechanical solidarity of
undifferentiated individuals which Durkheim pri-
marily associates with primitive societies.
A similar attitude towards the division of labour
underpins the human capital view of skill (Becker
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1964). Specialization requires specialist skills. The
opportunities are thereby created which allow indi-
viduals to choose to invest in acquiring those skills
by foregoing immediate earnings.

The second argument against de-skilling is one
which accepts Marx’s judgement for the nine-
teenth century and early twentieth century, but
which claims that he is now outdated. According
to this view, skill requirements depend on overall
types of technologies used in production
(Woodward 1958; Blauner 1964). The shift from
unit and small-batch production techniques to
large-batch and mass-production techniques
involved a loss of craft skills and a rise in worker
alienation. However, it is argued that more
recently technology has been changing once
more, this time towards process production tech-
nologies. These require new skills associated with
scientific and technical training and result in work
which is also less alienating.

Both groups arguing against the de-skilling
thesis have pointed to the universal rise in years
of formal education and the relative growth in
white-collar jobs as evidence against the
de-skilling hypothesis.

The de-skilling hypothesis was revived by
Braverman (1974). Braverman’s argument was
essentially that capitalism had not changed. At
base the trend to de-skilling had continued.
Although certain changes had occurred since
Marx’s time, they amounted to a change in the
methods of de-skilling rather than in the fundamen-
tal direction of de-skilling. For Braverman the pro-
cess of de-skilling involves four processes. First,
the shop floor loses the right to design and plan
work; that is, the separation of planning from doing
or conception from execution, in an overall sense.
Second, work is fragmented into meaningless seg-
ments. Third, tasks are redistributed among
unskilled and semi-skilled labour according to the
Babbage Principle, and conceptual activities are
concentrated on as fewworkers as possible. Fourth,
work is monitored closely.

According to Braverman, the essential prob-
lem for management is to control the variability
and uncertainty associated with the transforma-
tion of worker’s capacity to work (labour power)
into actual work. Control over this transformation

is the key to profitability. This has not changed
since Marx’s time. What has changed is the appli-
cation of scientific principles to this task. The 20th
century is distinguished by the application of
Frederick Taylor’s system of scientific manage-
ment to this task.

Braverman accuses the Durkheimian school of
concentrating only on what Marx would have
called the social division of labour, the separation
of trades or broad occupations, and ignoring what
Marx called the manufacturing division of labour,
the dividing up of work tasks within individual
firms. He also argues against the straightforward
determination of social processes by technology.
Skill levels depend on the uses made of technology
and on the social organization through which tech-
nology is used. This depends on the purposes of the
agents in control of that social organization. That is,
it is the fundamental needs of capitalists, not the
technology itself, which should be the starting
point of the analysis of skills. In particular,
Braverman notes that the rise in white-collar work
has not primarily occurred by a rise in the propor-
tion of highly skilled technicians. Most white-
collar occupational growth has been due to a rise
in the proportion of low-level clerical staff. They
have been de-skilled in precisely the same way as
manual workers. Concerning rising levels of for-
mal education, Braverman cites the considerable
evidence that educational achievement required for
recruitment exceeds the actual requirements for
carrying out work in most job categories.

The de-skilling hypothesis has received
considerable critical attention by theorists who
have been inspired by Braverman. For Edwards
(1979), what has grown during the 20th century is
capitalist control over the labour process. This has
occurred by substituting personal and direct ways
of controlling labour with structural methods,
such as by building controls into the overall pat-
tern of machine design for whole factories or by
bureaucratic procedures governing worker behav-
iour which apply to all workers. This change
involves de-skilling some workers and re-skilling
others at the same time.

Friedman (1977) associates de-skilling with
one of two general types of management strategy:
the Direct Control strategy. This strategy focuses
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on reducing the discretion individual workers can
exercise. The alternative strategy, Responsible
Autonomy, focuses on achieving high flexibility
from workers by allowing them high discretion
and by encouraging their loyalty to to the firm.
According to Friedman, there is a perpetual ten-
sion between these strategies. During times of
severe product market competition based on
price (rather than quality), and times of excess
labour supply, managers will be pushed toward
Direct Control strategies and de-skilling. How-
ever, in the opposite environmental conditions,
or when pushed by strong worker resistance,
they will be encouraged to move towards Respon-
sible Autonomy strategies.

Littler (1982) also notes that the problem of
high-cost skilled workers can be avoided rather
than confronted, by firms moving to new sites or
when technological changes lead to new firms
making products which had been made using
skilled workers. The overall effect may be to
change the composition of skills required, but
individual skilled jobs are not directly redefined,
they simply disappear.

Braverman has been widely criticized for ignor-
ing the effects of worker resistance on managerial
behaviour. According to Edwards, the Taylorist
programme was a failure due to strong worker
resistance. Friedman criticizes Braverman for pre-
suming that the basic problem of management is to
deal with worker variability and uncertainty. Man-
agers often take actions to counter specific moves
by workers, rather than merely to reduce the harm-
ful effects that unanticipated worker resistancemay
cause. Also, by reducing the opportunities for
workers to disrupt production, managers lose the
advantages to be gained by harnessing worker ini-
tiative and loyalty. These circumstances allow the
Responsible Autonomy strategy, and its attendant
re-skilling possibilities, to be profitable.

Currently, while most of the post-Braverman
theorists view de-skilling as an important symptom
of capitalist development, it is viewed as a process
which directly affects particular groups of workers
in only limited episodes of capitalist development.
Often the process occurs simply by capital moving
around highly skilled groups. Also, the redivision
of labour does not always run in the de-skilling

direction. Sometimes capitalist development
involves strategies which allow re-skilling.

See Also

▶Division of Labour
▶Durkheim, Emile (1858–1917)
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French philosopher and economist, Tracy was born
into a noble family of the ancien régime at Paris on
20 July 1754 and died in the same city on 10March
1836. His life spanned the most tumultuous period
of French history, from the twilight of the Old
Regime to the dawn of capitalism, romanticism
and socialism. One of the last philosophes, Tracy
began as an eighteenth-century classical metaphy-
sician, preoccupied with the sensationalist doctrine
of Locke and Condillac, and ended up, in the words
of Auguste Comte, as the philosopher ‘who had
come closest to the positive state’. In the interim he
knelt at the feet of Voltaire; served alongside Lafa-
yette in the Royal Cavalry, and as deputy to the
French Estates General and the Constituent Assem-
bly; was imprisoned during the Reign of Terror;
released after Thermidor (escaping the guillotine
by a mere 2 days); subsequently helped to establish
his country’s first successful national programme
of public education; led the opposition to Napoleon
from his seat in the French Senate; regained his title
under the Bourbon Restoration; counted among his
associates the likes of Mirabeau, Condorcet,
Cabanis, DuPont de Nemours, Jefferson, Franklin,
Lavoisier, Ricardo and Mill; and retained his early
sympathies for liberty throughout.

Long before it took on its pejorative sense at the
hands of Marx, Tracy coined the term ‘ideology’
(by which he meant the science of ideas) to
describe his philosophy, which embraced and
intertwined psychological, moral, economic and
social phenomena, but which gave primacy to eco-
nomics because he thought that the purpose of
society was to satisfy man’s material needs and
multiply his enjoyments. Tracy rejected the Phys-
iocratic notion of value, substituting a labour the-
ory that Ricardo subsequently endorsed in his
Principles. Like Say, he denied Smith’s distinction
between productive and unproductive labour. But
unlike Smith or Say, he reduced all wealth, includ-
ing land, to labour. On numerous other topics (that
is, wages, profits, rents, exchange, price variations,
international trade) he was far less thorough and
rigorous than either Smith or Say, but his exposi-
tion of the capitalization theory of taxation was
superior to the rest. In the final analysis, his Traité
was not properly a treatise on political economy so
much as a part of a general study of the humanwill.

Yet the resulting lack of depth did not impair his
remarkable ability to allure great minds. Ricardo
found him ‘a very agreeable old gentleman’, and
Jefferson was influenced to the point of including
‘ideology’ among the ten projected departments in
his plan for the University of Virginia.

Along with Say, Destutt de Tracy was one of the
earliest members of the French liberal school. Patri-
cian, philosopher and patriot, caught in the grips of
major social and economic upheaval, he denounced
the interests of his own class (the rentiérs) and
became the spokesman of a nascent capitalism in
which he had neither role nor vested interest.
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Determinacy and Indeterminacy
of Equilibria

Chris Shannon

Abstract
This article discusses work on the determinacy
and indeterminacy of equilibria in models of
competitive markets. Determinacy typically
refers to situations in which equilibria are finite
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in number, and local comparative statics can be
precisely described. The article describes basic
results on generic determinacy for exchange
economies and the general underlying principles,
together with various applications and extensions
including incomplete financial markets and mar-
kets with infinitely many commodities.
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Introduction

The Arrow–Debreu model of competitive markets
is one of the cornerstones of economics. Part of
the explanatory power of this model stems from
its flexibility in capturing price-taking behaviour
in many different markets, and from the predictive
power arising from the great generality under
which equilibrium can be shown to exist. This
predictive power is significantly enhanced when
equilibria are determinate, meaning that equilibria
are locally unique and local comparative statics
can be precisely described. Instead, when equilib-
ria are indeterminate, even arbitrarily precise local
bounds on variables might not suffice to give a
unique equilibrium prediction, the model might
exhibit infinitely many equilibria, and each might
be infinitely sensitive to arbitrarily small changes
in parameters.

Simple exchange economies cast in an Edge-
worth box with two agents and two goods illus-
trate the possibility of indeterminacy in
equilibrium. One easy example arises when
agents view the goods as perfect substitutes. In
this case, every profile of initial endowments leads
to a continuum of equilibria. Another example
comes from the opposite extreme, in which each
agent views the goods as perfect complements.
Every profile of initial endowments dividing
equal social endowments of the two goods leads
to a continuum of equilibria. These examples may
seem degenerate, since they involve individual
demand behaviour either extremely responsive
to prices, or extremely unresponsive to prices.
Similar examples can be constructed using pref-
erences that are less extreme, however, and that
can be chosen to satisfy a number of regularity
conditions including strict concavity, strict mono-
tonicity, and smoothness. Problems from standard
graduate texts illustrate this possibility. In fact,
indeterminacy is unavoidable, at least for some
endowment profiles, in almost any model that
may exhibit multiple equilibria for some choices
of endowments. The conditions leading to unique
equilibria or unambiguous global comparative
statics are well-known to be very restrictive,
suggesting that equilibrium indeterminacy may
be a widespread phenomenon.

In a deeper sense, however, these examples of
indeterminacy remain knife-edge. Under fairly
mild conditions on primitives, if an initial endow-
ment profile leads to indeterminacy in equilib-
rium, arbitrarily small perturbations in
endowment profiles must restore the determinacy
of equilibrium. More powerfully, the set of
endowment profiles for which equilibria are deter-
minate is generic, that is, an open set of full
Lebesgue measure. Explaining this remarkable
result – originally postulated and established by
Debreu (1970) – and its many extensions and
generalizations is the focus of this article.
Section “Determinacy in Finite Exchange Econo-
mies” lays out the basic question of determinacy
of equilibrium in finite exchange economies, and
sketches the results. Section “Determinacy and
Indeterminacy: A New Approach to Many Prob-
lems” describes the general underlying principles,
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together with various applications and extensions.
Section “Determinacy in Infinite-Dimensional
Economies” concludes by examining recent
work on determinacy in markets with infinitely
many commodities.

Determinacy in Finite Exchange
Economies

Imagine a family of exchange economies, each
with a fixed set of L commodities and a fixed set
of m agents, i = 1, ... , m, with given preferences
{� i}i=1,...,m, indexed by varying individual
endowments e1, � � �, emð Þ�RmL

þþ . Denote the
social endowment e :¼

X
i
ei and a particular

profile of individual endowments by
e :¼ e1, � � �, emð Þ�RmL

þþ . An economy E(e) then
refers to the exchange economy with preferences
{� i}i=1,...,m and endowment profile e. For sim-
plicity this article focuses on exchange econo-
mies. Mas-Colell (1985) is a comprehensive
reference that includes discussion of extensions
allowing for production.

The crucial departure in Debreu (1970) is to
view each economy as a member of this parame-
terized family, and to ask whether perhaps almost
no economies exhibit indeterminacy or patholog-
ical comparative statics when indexed this way.
To formalize this, Debreu (1970) summarizes an
agent’s choice behaviour by aC1 demand function
xi : R

L
þþ � RL

þþ ! RL
þ satisfying basic properties

such as homogeneity of degree 0 in prices,
Walras’s Law, and boundary conditions as prices
converge to zero. This leads to the familiar char-
acterization of equilibria as zeros of excess
demand:

0 ¼ z p, eð Þ :¼
X
i

xi p, eið Þ � e:

Two simplifying normalizations are then com-
monly adopted. Demand functions derived from
optimal choices of price-taking agents are homo-
geneous of degree zero in prices, so normalize by
setting p1 � 1. Normalized prices thus can be
taken to range over RL�1

þþ . Next, Walras’s Law
ensures that excess demand functions are not

independent across markets, as p � z(p, e) = 0 for
each p�RL�1

þþ . This renders one market clearing
equation redundant, and leads to the characteriza-
tion of equilibria by normalized price vectors p�
RL�1

þþ such that

z�L p, eð Þ ¼ 0

where, adopting common conventions, the
subscript –L refers to all goods except L, so
z�L(p, e) = (z1(p, e), ... , zL�1(p, e)). Using these
normalizations, the equilibrium correspondence
can be defined by

E eð Þ :¼ x, pð Þ�RmL
þ � RL�1

þþ : z�L p, eð Þ	
¼ 0, xi ¼ xi p, eð Þ for i ¼ 1, . . . ,mg:

Fix a particular equilibrium price vector p* in
the economy E(e). One way to answer local com-
parative statics qsts at this equilibrium is to
apply the classical implicit function theorem.
If Dpz�L(p

*, e) is invertible, then the implicit
function theorem provides several immediate
predictions: the equilibrium price p* is locally
unique; locally, on neighbourhoods W of e and
Vof p*, the equilibrium price set is described by
the graph of a C1 function p : W ! RL�1

þþ ; and
local comparative statics are given by the
formula

Dp eð Þ ¼ � Dpz�L p	, eð Þ
 ��1
Dez�L p	, eð Þ:

If this analysis can be performed for each equi-
librium, then there are only finitely many equilib-
ria, because the equilibrium set is compact.
Moreover, for each equilibrium (x, p) � E(e)
there is a neighborhood U of (x, p) for which
E(�) \ U has a unique, C1 selection on a
neighbourhood W of e, with the comparative stat-
ics derived from the preceding formula. Call such
a correspondence locally C1 at e. The following
definition offers a convenient way to summarize
these properties.

Definition 1 The economy E(e) is ‘regular’ if it
has finitely many equilibria, and E is locally C1

at e.
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An alternative way to describe the problem
uses the language of differential topology. For a
C1 function f:Rm! Rn, y � Rn is a regular value
of f if Df(x) has full rank for every x � f�1(y).
Notice that this is precisely the condition identi-
fied above, for the case of equilibrium prices,
under which local uniqueness and local compara-
tive statics could be derived from the implicit
function theorem. Whenever 0 is a regular value
of z � L( ,e), the corresponding economy E(e) is
regular. For a fixed function f, a given value ymay
fail to be a regular value, but almost every other
value is regular: this is the conclusion of Sard’s
theorem. Dually, the fixed value ymay fail to be a
regular value for a particular function f, but is a
regular value for almost every other function.
When the set of functions is limited to those
drawn from a particular parameterized family,
the conclusion remains valid for almost all mem-
bers of this family provided the parameterization
is sufficiently rich. This idea of a rich parameter-
ization can be expressed by requiring y to be a
regular value of the parameterized family, and this
parametric version of Sard’s theorem is typically
called the transversality theorem. Fig. 1 depicts
this idea for smooth excess demand functions.

These observations suggest that, while
extremely restrictive assumptions might be
required to ensure that every economy is regular,

generic regularity might follow simply from the
differentiability of demand functions once the
problem is framed this way. Straightforward cal-
culations verify that 0 is a regular value of the
excess demand function (viewed as a function of
both prices and initial endowment parameters).
From the transversality theorem we conclude
that there is a subset R	 
 RmL

þþ of full Lebesgue
measure such that for all e � R*, E(e) is regular.
With the use of additional properties of excess
demand and equilibria, it is similarly straightfor-
ward to show that the set of regular economies is
also open, giving a strong genericity result for
regular economies.

This discussion follows Debreu’s original
development original development closely. This
approach takes demand functions as primitives,
and gives conditions on individual demand func-
tions under which regularity is a generic feature of
exchange economies. To take a step back and start
with preferences as primitives, we seek conditions
on preferences sufficient to guarantee that individ-
ual demand is suitably differentiable. Debreu
(1972) addresses this point by introducing a
class of ‘smooth preferences’, depicted in Fig. 2.

Definition 2 The preference order � on RL
þ is

‘smooth’ if it is represented by a utility function
U such that

z(. , e )

p

Determinacy
and Indeterminacy
of Equilibria,
Fig. 1 Generic
determinacy for smooth
excess demand
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• U : RL
þ ! R is C2 on RL

þþ
• for each x�RL

þþ, y�RL
þ : yex	 
 
 RL

þþ
• for each x�RL

þþ, DU (x) � 0

• for each x�RL
þþ, D2U (x) is negative definite

on ker
DU (x): = {z � RL: DU (x) z = 0
Fairly straightforward arguments, again

using the implicit function theorem, establish
that individual demand functions derived from
smooth preferences are C1. Putting all of these
results together yields:

Theorem 1 Let � be a smooth preference order

on RL
þ for each i = 1, ... , m. There exists an open

set R	 
 RmL
þþ of full Lebesgue measure such that

for all e � R*, E(e) is regular.

Determinacy and Indeterminacy: A New
Approach to Many Problems

Behind this result for equilibria in finite exchange
economies is a broad, powerful, and simple prin-
ciple that has found many important and inge-
nious applications in the 35 years since Debreu’s
original 1970 paper. To cast the problem more
generally, take a parameterized family of equa-
tions, captured by a function f: Rm � Rk ! Rn.
This describes a problem with m variables and
k parameters simultaneously entering n different

equations. Imagine that for each parameter value
r � Rk,

E rð Þ :¼ x�Rm : f x, rð Þ ¼ 0f g

gives the set of objects of interest. Moreover,
imagine that the equations are sufficiently inde-
pendent in determining the solutions, in the sense
that 0 is a regular value of f. Counting the number
of equations and unknowns produces three dis-
tinct cases, corresponding in turn to three different
sorts of applications.

In the canonical case exemplified by the simple
exchange economy described above, the number of
relevant endogenous variables, m, is equal to the
number of equations, n. In this case, 0 being a
regular value of f characterizes exactly the case in
which the equations are sufficiently independent
that the loose ‘counting equations and unknowns’
heuristic corresponds with the precise technical
result of generic determinacy. One prominent illus-
tration of this case is given by two-period incom-
plete markets models with real assets, that is, assets
that pay off in bundles of commodities. In these
models, there are asmany distinct budget equations
as there are states. If we let S denote the number of
states, this means there are S + 1 distinct Walras’s
Law statements, leading to S + 1 redundant market
clearing equations. Because asset payoffs are in
real terms, all budget constraints are homogeneous
of degree 0 in state prices. This generates S + 1
distinct normalizations of state prices, compensat-
ing exactly for the drop in independent market
clearing equations determining equilibrium.
Generic determinacy in this case is established by
Geanakoplos and Polemarchakis (1987).

When m < n, there are fewer equations than
unknowns, and the regularity of the system of
equations means that it is generically overdeter-
mined. In this case, generically it is impossible to
satisfy the equations simultaneously, that is,
generically E(r) is empty. As a simple example
of this argument, consider the prevalence of trade
at equilibrium in an Edgeworth box economy.
One market-clearing condition in one
(normalized) price characterizes equilibria, and
standard arguments show that this excess demand
function has 0 as a regular value. In fact, varying

x1

x2

Determinacy and Indeterminacy of Equilibria,
Fig. 2 Smooth preferences
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the endowment of the first agent alone is enough.
How often does equilibrium involve trade in some
goods? With only two agents, trade occurs in
equilibrium if and only if x2 6¼ e2, so the additional
two equations x2(p, e) � e2 = 0 characterize
endowment and price combinations for which
there is no trade in equilibrium. A simple calcula-
tion shows that 0 is a regular value of
f(p, e): = (z�2(p, e), x2(p, e) – e2). Fixing the
endowment profile e, however, this is a problem
with three equations in a single variable, so there
must be a setR		 
 RmL

þþ of full Lebesgue measure
such that for every e � R**, there are no solutions
to the equation f (p, e) = 0. For every endowment
profile e � R**, every equilibrium then must
involve trade, as every equilibrium price solves
the first equation z�2(p

*, e) = 0, so cannot also
involve no trade, x2 (p , e) 6¼ e2. Similar logic but
more involved calculations show that equilibrium
allocations are generically inefficient in incom-
plete markets models, and generically constrained
inefficient in multi-good incomplete markets
models. Geanakoplos and Polemarchakis (1987)
pioneered this approach to efficiency with incom-
plete markets.

Finally, whenm> n, generically indeterminacy
arises, as generically the solution set E(r) is an
(m � n)-dimensional manifold. (A subset M 
 Rm

is a d � dimensional C‘ manifold if for each x A
M there exist open sets V 
 Rm and W 
 Rd,
where V is a neighbourhood of x, and a
C‘ diffeomorphism ’: V ! W such that
’(V \ M )= W). In this case, generically there is
a continuum of solutions, and the set of solutions
is locally, up to diffeomorphism, a set of dimen-
sion m � n. An important example of this case is
provided by two-period incomplete financial mar-
kets models with nominal assets. Here, asset pay-
offs are in nominal terms, in some specified unit of
account. As in the case of real assets described
above, there are S + 1 independent budget con-
straints when there are S possible states of nature,
so there are S + 1 redundant market clearing
equations. Because asset payoffs are nominal,
however, budget constraints are not all homoge-
neous of degree zero, and price levels matter. With
only two homogeneity conditions, one for period
one prices and one relating all commodity and

asset prices, this leaves S � 1 dimensions of
indeterminacy in equilibria generically. The
detailed result is established by Geanakoplos and
Mas-Colell (1989).

These three cases, and the generic properties of
solution sets that follow, are collected below.

Theorem 2 Let f: Rm � Rk ! Rn be a C‘ func-
tion, where ‘ >max{m� n, 0}, and suppose 0 is a
regular value of f.

(a) Suppose m = n. There exists a set R* 
 Rk of
full Lebesgue measure such that, for every r
� R*, E(r) contains only isolated points, E
(r) is finite when compact, and E is locally C1

at r.
(b) Suppose m < n. There exists a set R* 
 Rk of

full Lebesgue measure such that for every r �
R*, E(r) is empty.

(c) Suppose m > n. There exists a set R* 
 Rk of
full Lebesgue measure such that for every r �
R*, E(r) is an (m � n)-dimensional C‘

manifold.

The techniques pioneered byDebreu have found
widespread applications, and have proven to be
rmkably powerful. Nonetheless, the smoothness
needed to study determinacy using the tools of
differential topology does stem from assumptions
that often carry real economic content. These
assumptions restrict both the nature of admissible
preferences and the nature of admissible constraints.

For example, to avoid problems arising when
non-negativity constraints on consumption may
become binding, these results rest on ‘boundary’
restrictions, both on endowments, because indi-
vidual endowments are strictly positive, or on
equilibrium consumption via boundary conditions
on preferences that imply individual demands are
strictly positive at all prices. Unless goods are
aggregated extremely coarsely, neither pattern is
supported by observations on consumer behav-
iour or characteristics. Relaxing the constraint on
endowments turns out, perhaps surprisingly, to
generate indeterminacy much more readily than
relaxing the assumptions on positive consump-
tions, or incorporating other more general con-
straints on choices. Minehart (1997) shows by
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means of an example that for one natural case of
restricted endowments, in which each agent is
constrained to hold a single, individual-specific,
good, an open subset of such parameters leads to
indeterminacy in equilibrium. Highlighting the
fact that the choice of parameterization can be
important, Mas-Colell (1985) shows that this con-
clusion is not robust to perturbations in prefer-
ences; generic determinacy, in a topological
sense, is restored by considering variations in
preferences as well as constrained endowments.
If the assumption that individual endowments of
every good are positive is maintained, the restric-
tion to positive individual demand for every good
can be relaxed. For example, Mas-Colell (1985)
provides generic determinacy results for exchange
economies allowing for boundary consumptions;
Fig. 3 depicts such preferences.

Smooth preferences, as defined by Definition 2
above, obviously rule out preferences with
non-differentiabilities in level sets, a restriction
that also has important behavioural content.
Kinks have arisen as central manifestations of
various behavioural phenomena, including loss
aversion, ambiguity aversion, and reference
dependence; examples include Kahneman and
Tversky (1979), Tversky and Kahneman (1991),
Koszegi and Rabin (2006), Sagi (2006), and
Gilboa and Schmeidler (1989). Such kinks typi-
cally lead to excess demand functions that fail to
be differentiable for some prices. Rader (1973),
Pascoa and Werlang (1999), Shannon (1994), and

Blume and Zame (1993) all develop methods to
address such cases. With the exception of Blume
and Zame (1993), these techniques can be roughly
understood as expanding differential notions by
adding to ‘regularity’ the condition that the func-
tion (for example, excess demand) is differentia-
ble at every solution, and establishing that
analogues of implicit function theorems, Sard’s
theorem or the transversality theorem remain
valid for sufficiently nice non-smooth functions,
such as Lipschitz continuous functions; in partic-
ular, see Shannon (1994, 2006). Blume and Zame
(1993) instead use results that exploit the structure
of algebraic sets to establish generic determinacy
for utilities that are, roughly, finitely piecewise
analytic, and need not be strictly concave. Exam-
ples in which determinacy has been studied using
techniques along these various lines include asset
market models with restricted participation (for
example, see Cass et al. 2001) and models of
ambiguity aversion (for example, see Rigotti and
Shannon 2006). Fig. 4.

Determinacy in Infinite-Dimensional
Economies

Many economic models require an infinite num-
ber of marketed commodities. Important exam-
ples include dynamic infinite horizon economies,
continuous-time trading in financial markets, and
markets with differentiated commodities. Such
infinite-dimensional models present big obstacles
to studying determinacy, starting with the fact that
individual demand is not defined for most prices,
precluding any straightforward parallel of
Debreu’s arguments for finite economies. In addi-
tion, the positive cone in most infinite-
dimensional spaces has empty interior in the rele-
vant topologies, meaning individual consumption
sets are ‘all boundaries’, and existence of equilib-
rium typically requires conditions, such as uni-
form properness or variants, that effectively
bound marginal rates of substitution. Thus bound-
ary conditions akin to those in Debreu’s smooth
preferences are likely either to be impossible to
satisfy or to contradict equilibrium existence in
many important applications.

x2

x1

Determinacy and Indeterminacy of Equilibria,
Fig. 3 Preferences allowing boundary consumption
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Provided there are finitely many agents and no
market distortions, using the welfare theorems
and Negishi’s argument provides an alternative
characterization of equilibria, replacing excess
demand with ‘excess savings’. Some version of
this characterization of equilibria provides the
framework for much of the existing equilibrium
analysis in economies with infinitely many com-
modities, including the seminal work on existence
of Mas-Colell (1986) and Aliprantis et al. (1987),
and the approach to determinacy for discrete-time
infinite horizon models with time separability
pioneered by Kehoe and Levine (1985). To
explain this, let X denote the commodity space.
The efficient allocations are the solutions to a
social planner’s problem of the following form:

given l�L :¼ l�Rm
þ :

Xm

i¼1
li ¼ 1

n o
, choose

a feasible allocation x(l) to solve:

max
Xm
i¼1

liUi xið Þs:t
Xm
i¼1

xi � e:

Under standard assumptions, the solution x(l)
to this problem is well-defined and unique for
each l � L, and a unique price p(l) supporting
x(l) can be characterized. Equilibria then corre-
spond to the solutions l to the budget equations

p lð Þ � x2 lð Þ � e2ð Þ ¼ 0

⋮
p lð Þ � xm lð Þ � emð Þ ¼ 0

where Walras’s Law accounts for the missing
equation. In parallel with excess demand, define
the excess savings map s : L� Xm

þ ! Rm�1

s l, eð Þ :
¼ p lð Þ � x2 lð Þ � e2ð Þ, . . . , p lð Þ � xm lð Þ � emð Þð Þ:

Through this construction, the question of
determinacy for infinite-dimensional economies
can be cast in close parallel to finite economies,
with the only change that the set of parameters is
now infinite-dimensional. This raises several
technical issues, most importantly the choice
between topological and measure-theoretic
notions of genericity due to the impossibility of
defining a suitable analogue of Lebesgue mea-
sure in infinite-dimensional spaces (see Hunt
et al. 1992, and Anderson and Zame 2001, for
a discussion of these issues). This construction
also makes imperative the need to link condi-
tions on excess savings used to imply determi-
nacy with conditions on preferences since, in
contrast with excess demand, excess savings
depends on artificial and unobservable

z (. , e)

p

Determinacy
and Indeterminacy
of Equilibria,
Fig. 4 Generic
determinacy for
non-smooth excess demand
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constructs. Somewhat surprisingly, Shannon
(1999) and Shannon and Zame (2002) show
that generic determinacy follows from condi-
tions on preferences that closely resemble
Debreu’s (1972) smooth preferences, after suit-
able renormalization. As in the finite case, these
conditions can roughly be understood as
strengthened notions of concavity, requiring
that near feasible bundles utility differs from a
linear approximation by an amount quadratic in
the distance to the given bundle. These notions
of concavity thus rule out preferences displaying
local or global substitutes. Shannon and Zame
(2002) provide a simple geometric argument
showing that the excess spending mapping is
Lipschitz continuous. Generic determinacy
then follows by arguments similar to those
sketched above for other problems with
non-differentiabilities, making use of Shannon
(2006) on comparative statics and a version of
the transversality theorem for this setting. The
direct, geometric nature of these arguments ren-
der them applicable in a wide range of examples,
including models of continuous-time trading,
trading in differentiated commodities, and trad-
ing over an infinite horizon.
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Determinism

Shaun Hargreaves-Heap and Martin Hollis

The proposition that every event has a cause
sounds clear and simple. It is neither. On a very
strong reading it asserts a grand inevitability about
the workings of the universe, which leaves only
one course of history possible. Many economists
will associate determinism, taken in this sense,
with Marx (1858):

In the social production which men carry on they
enter into definite relations that are indispensable
and independent of their will; these relations of
production correspond to a definite stage of devel-
opment of their material powers of production. The
sum total of these relations of production consti-
tutes the economic structure of society – the real
foundation, on which rise legal and political super-
structures and to which correspond definite forms of
social consciousness. . . . It is not the consciousness
of men that determines their existence, but, on the
contrary, their social existence determines their con-
sciousness. (A Contribution to the Critique of Polit-
ical Economy, Preface)

Since anyone who agrees is plainly a determinist,
it is easy to presume that those who disagree with
Marx are not. For, on this account, determinism
seems opposed to freedom, because it excludes all
individual voluntarism. Indeed, the passage con-
trasts so starkly with neoclassical analyses of
choice, where the emphasis is on the role of indi-
viduals, that the opposition between determinism
and individual freedom appears to capture a vital
difference between marxian and neoclassical
economists. But this would be too casual an
appeal to a popular distinction between freedom
and determinism, doing justice to neither school.

The first point to note is that determinism need
not be as specific as in the economic variety pre-
ssed by Marx above. The proposition that every
event has a cause, on a weaker reading, claims
only that every event is predictable from its ante-
cedents. The prediction need not be underpinned
by Marx’s relations and forces of production nor,
more generally, by any set of natural laws, which

involve real necessities. According to Hume
(1748), prediction requires causal laws only in
the sense of correlations or patterns which we
have come to notice and expect. If he is right in
his analysis of causation, then all economists, who
seek empirical regularities in order to predict and
explain effects from their antecedents, are
determinists.

For example, neoclassical economists use
causal laws to explain action. The neoclassicist
conceives of economic man in such a way that his
actions can in principle be predicted, given his
environment, preferences and stock of informa-
tion. The antecedent cause of an action is prefer-
ence combined with environment and
information. This is plain in the simple model of
consumer choice or production, where the agent is
no more than a mechanical throughput between
environment and outcome. It also applies, how-
ever, in more complex models, where outcomes
are not uniquely determined. Stochastic models
are often referred to as non-deterministic, and
mixing strategies can produce varying outcomes
in the same game. Nevertheless, they are exam-
ples of determinism on a weaker, Humean, defi-
nition. The only difference is that what is being
determined (or predicted) is not unique events but
the probability distributions of events.

This may surprise those who take neoclassical
economics to be wedded to ideas of free choice
which are incompatible with determinism. After
all, it is easy to assume that a caused action cannot
be a chosen action. But many philosophers
(compatibilists) deem this a mistake. Free actions
are those which translate the agent’s wants into
effect; those where the agent is compelled to act
against his wishes are unfree. Since both kinds of
action are caused, however, the traditional dispute
between free will and determinism has been mis-
conceived (see e.g. Hume 1748; Mill 1843; Ayer
1954). Indeed, the point carries over to the more
striking claim that actions can be free only if they
are also determined. Lack of freedom is a matter
of interference between the agent’s wants, his
action and its intended outcome. Typical obstacles
to freedom are coercion, ignorance and random-
ness. Free agents therefore need to be able to
count on their actions being in conformity with
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their wants and on consequences being as fore-
seen. Where they cannot count on these causal
sequences, they cannot be sure that they will sat-
isfy their preferences by their actions. The
advance of a deterministic science of economics
is thus a positive help in making the outcome less
clouded and opaque and hence in choosing the
actions which satisfy preferences.

This compatibilist line reconciles freedom and
determinism in a way which lends weight to the
popular distinction between positive and norma-
tive economics. Normative economics is
concerned with what is good or bad, right or
wrong. It includes value judgements about
which causes of action are morally justified and
which outcomes morally desirable. It seeks to set
the boundary between coerced and free actions.
But these are normative distinctions within the
realm of caused actions and outcomes. Positive
economics, by contrast, views the same realm
solely for purposes of explanation. It asks why
economic agents behave as they do and not
whether they should. This kind of question is
distinct from the others and will only be hampered
by letting normative disputes obscure it. Indeed,
by being left to get on with advancing determin-
istic explanations, and thus increasing knowledge
of how to bring about desired ends, it offers an
ever more powerful service to those individuals or
policy-makers, whose normative judgements are
to be respected.

Compatibilism is thus a tempting doctrine for
any economist who shares Enlightenment hopes
that a determinist, predictive science is an aid to
progress in the pursuit of human happiness (or any
other prescribed goal). It is also a useful doctrine
for those who maintain the methodological unity
of the sciences and the modelling of the social
sciences on a positivist account of the natural
sciences. But its reconciliation of freedom with
determinism does not go unchallenged. There is
bound to be a suspicion that, in assimilating
human beings to other complex creatures or
objects in nature and in embracing a scientific
method designed for nature, a special quality of
free human action has been lost. The suspicion is
hard to focus precisely but Austin (1961) offers a
sharp challenge. It is not enough, he holds, for an

action to be free that, in other conditions or with
other preferences, the agent would have acted
differently. Free will requires that the agent
could have chosen differently in the same condi-
tions. ‘Could have’ does not reduce to ‘would
have, if . . .’. This implies that an economic sci-
ence, which treats economic decision as a
throughput between environment and outcome,
via preferences which are exogenously given,
must somehow be denying free will.

Compatibilists retort that an alternative choice
in the same conditions and with the same prefer-
ences would be a very puzzling phenomenon. In
special cases a rational agent might deliberately
adopt a randomizing strategy. But, in general, it
looks as if free will is being supposed to require an
unpredictable choice of action and hence an inex-
plicable one. If free actions cannot be explained in
terms of what an agent in those circumstances,
with those wants and beliefs, predictably did,
then they are beyond the scope of scientific
enquiry.

To dispose of the retort one needs a rival to
causal explanation. An obvious candidate is ratio-
nal or intentional explanation, although it may
turn out not to be genuinely a rival. This kind of
explanation focuses less on the situation and more
on the agent’s own understanding of it. The agent
intends a certain result and has reason to believe
that the chosen action is the likeliest way to
achieve it. Explanation becomes the rational
reconstruction of this process of decision. Pro-
vided that agents’ judgements are reconstructed
as not automatic but the work of their own under-
standing, perhaps the agent could have done oth-
erwise in the same conditions, as Austin required.
But a shift of emphasis from environment to
psychology will not be philosophically signifi-
cant, unless psychological explanations are
non-causal. So the obvious counter-move is to
point out that psychology too has often been
regarded as a law-governed deterministic science.

Yet that may be to miss the point that the social
world depends on agents’ beliefs about it, whereas
the natural world does not depend on what atoms
believe. Granted a distinction between regularities
in nature and rules or norms in human society, one
might suggest that the social world is furnished
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and activated in ways which call for a different
approach to psychology. At any rate, whether or
not the workings of the mind are causal and
law-like, the beliefs of agents affect the outcomes
which economists observe. This peculiarity of
social life is itself enough to open some interesting
possibilities. For example, Keynes can be read as
harnessing the point to show how different but
plausible beliefs in the face of uncertainty would
lead to different outcomes. The more recent liter-
ature finding rational expectations consistent with
multiple equilibria takes it further. Choices
become genuine, in Austin’s sense, because what
happens genuinely depends on what agents expect
to happen.

Uncertainty and freedom become, so to speak,
two sides of the same coin (cf. Shackle 1969). The
theme is developed in the post-Keynesian
reminders that historical time differs from logical
time. In logical time the series of events is com-
plete and only human ignorance distinguishes the
known past from the unknown future. Natural
science theories commonly conceive the world
in this timeless way (although perhaps adding
direction through an idea of irreversible change).
Economics, on the other hand, can or even should
accommodate the thought that agents can make a
future discontinuous with the past. They are not
just discovering what a supreme intelligence
could have predicted from the start, given the
first state of the world and the forces acting in
it. (This is a reference to Laplace 1820.) If so,
economic theories need to recognize the fact that
economic events occur in historical time, in a way
which natural science theories can abstract from.

One consequence is to undermine the positive/
normative distinction. Economic agents are
affected by beliefs, including beliefs about how
the economy works. Economic theories (unless
kept secret) thus affect outcomes. Economic sci-
ence ceases to be an impartial description and,
since rival theories involve differing normative
commitments, the material for an allegedly posi-
tive science is hopelessly corrupted by normative
elements in its data and by its own feedback
through the beliefs of its subject matter. Whether
an observed correlation amounts to a causal law
threatens to depend on whether the positive

economist can persuade people that it does! In
place of the image of the economist as technician,
we have an image of the economist as ideologue
malgré lui, and the vision of economics as a moral
science is restored.

This article has separated two ways of constru-
ing the relevance of determinism to economics.
The more familiar starts from the popular contrast
between determinism and freedom and with the
tendency in economics to associate the former
with Marx. This creates an impression that neo-
classical economics rejects determinism, espe-
cially given the volume of neoclassical work on
stochastic models. But if determinism claims only
that outcomes are governed by causal laws and
that events are accordingly predictable from their
antecedents, the popular contrast disappears.
Marxism and neoclassicism become alternative
deterministic theories. There is still room for argu-
ment, however, about the success of
compatibilism. To insist that choice implies
‘could have acted otherwise’ and not merely
‘would have, if . . .’ is to reinstate the dispute. It
then matters whether economic agents have an
open future, whereas (random factors aside)
atoms do not. If so, uncertainty in economics
differs crucially from anything implied by an
Uncertainty Principle in physics. In particular,
economic theories may affect what people believe
and hence what economic science tries to describe
and explain. In that case economics cannot help
being a normative science.

See Also
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▶Economic Interpretation of History
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Abstract
We review the literature on deterministic evo-
lutionary dynamics in game theory. We
describe the micro-foundations of dynamic
evolutionary models and offer some basic
examples. We report on stability theory for
evolutionary dynamics, and we discuss the
senses in which evolutionary dynamics sup-
port and fail to support traditional game-
theoretic solution concepts.
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Introduction

Deterministic evolutionary dynamics for games
first appeared in the mathematical biology litera-
ture, where Taylor and Jonker (1978) introduced
the replicator dynamic to provide an explicitly

dynamic foundation for the static evolutionary sta-
bility concept of Maynard Smith and Price (1973).
But one can find precursors to this approach in the
beginnings of game theory: Brown and von Neu-
mann (1950) introduced differential equations as a
tool for computing equilibria of zero-sum games.
In fact, the replicator dynamic appeared in the
mathematical biology literature long before game
theory itself: while Maynard Smith and Price
(1973) and Taylor and Jonker (1978) studied
game theoretic models of animal conflict, the
replicator equation is equivalent to much older
models from population ecology and population
genetics. These connections are explained by
Schuster and Sigmund (1983), who also coined
the name ‘replicator dynamic’, borrowing the
word ‘replicator’ from Dawkins (1982).

In economics, the initial phase of research on
deterministic evolutionary dynamics in the late
1980s and early 1990s focused on populations of
agents who are randomly matched to play normal
form games, with evolution described by the
replicator dynamic or other closely related
dynamics. The motivation behind the dynamics
continued to be essentially biological: individual
agents are preprogrammed to play specific strate-
gies, and the dynamics themselves are driven by
differences in birth and death rates. Since that time
the purview of the literature has broadened con-
siderably, allowing more general sorts of large
population interactions, and admitting dynamics
derived from explicit models of active myopic
decision making.

This article provides a brief overview of deter-
ministic evolutionary dynamics in game theory.
More detailed treatments of topics introduced here
can be found in the recent survey article by
Hofbauer and Sigmund (2003), and in books by
Maynard Smith (1982), Hofbauer and Sigmund
(1988, 1998), Weibull (1995), Vega-Redondo
(1996), Samuelson (1997), Fudenberg and Levine
(1998), Cressman (2003), and Sandholm (2007).

Population Games

Population games provide a general model of
strategic interactions among large numbers of
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anonymous agents. For simplicity, we focus on
games played by a single population, in which
agents are not differentiated by roles; allowing
for multiple populations is mostly a matter of
introducing more elaborate notation.

In a single-population game, each agent from a
unit-mass population chooses a strategy from the
finite set S = {1, ... , n}, with typical elements
i and j. The distribution of strategy choices at a
given moment in time is described by a population
statex�X ¼ x�Rn

þ :
P

i� Sxi ¼ 1
	 


:The payoff
to strategy i, denoted Fi : X ! R, is a continuous
function of the population state; we use the notation
F : X ! Rn to refer to all strategies’ payoffs at
once. By taking the set of strategies S as fixed, we
can refer to F itself as a population game.

The simplest example of a population game is
the most commonly studied one: random
matching to play a symmetric normal form game
A � Rn � n, where Aij is the payoff obtained by
an agent choosing strategy i when his opponent
chooses strategy j. When the population state is
x � X, the expected payoff to strategy i is simply
the weighted average of the elements of the ith
row of the payoff matrix: Fi(x) = �j � SAijxj =
(Ax)i. Thus, the population game generated by
random matching in A is the linear population
game F(x) = Ax.

Many models of strategic interactions in large
populations that arise in applications do not take
this simple linear form. For example, in models of
highway congestion, payoff functions are convex:
increases in traffic when traffic levels are low have
virtually no effect on delays, while increases in
traffic when traffic levels are high increase delays
substantially (see Beckmann et al. 1956;
Sandholm 2001). Happily, allowing nonlinear
payoffs extends the range of possible applications
of population games without making evolutionary
dynamics especially more difficult to analyse,
since the dynamics themselves are nonlinear
even when the underlying payoffs are not.

Foundations of Evolutionary Dynamics

Formally, an evolutionary dynamic is a map that
assigns to each population game F a differential

equation _x ¼ VF xð Þ on the state space X. While
one can define evolutionary dynamics directly, it
is preferable to derive them from explicit models
of myopic individual choice.

We can accomplish this by introducing the
notion of a revision protocol r : Rn � X ! Rn�n

þ
. Given a payoff vector F(x) and a population state
x, a revision protocol specifies for each pair of
strategies i and j a non-negative numberrij (F(x), x)
, representing the rate at which strategy i players
who are considering switching strategies switch to
strategy j. Revision protocols that are most consis-
tent with the evolutionary paradigm require agents
to possess only limited information: for example, a
revising agent might know only the current payoffs
of his own strategy i and his candidate strategy j.

A given revision protocol can admit a variety
of interpretations. For one all-purpose interpreta-
tion, suppose each agent is equipped with an
exponential alarm clock. When the clock belong-
ing to an agent playing strategy i rings, he selects a
strategy j � S at random, and then switches to
this strategy with probability proportional torij (-
F(x), x) . While this interpretation is always avail-
able, others may be simpler in certain instances.
For example, if the revision protocol is of the
imitative form rij ¼ xj � r̂ij , we can incorporate

the xj term into our story by supposing that the
revising agent selects his candidate strategy j not
by drawing a strategy at random, but by drawing
an opponent at random and observing this oppo-
nent’s strategy.

A population game F and a revision protocol r
together generate an ordinary differential equation
_x ¼ VF xð Þ on the state space X. This equation,
which captures the population’s expected motion
under F and r, is known as the mean dynamic or
mean field for F and r:

_x ¼ Vi
F xð Þ

¼
X
j� S

xjrji F xð Þ, xð Þ

� xi
X
j� S

rji F xð Þ, xð Þ: (M)

The form of the mean dynamic is easy to
explain. The first term describes the ‘inflow’ into
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strategy i from other strategies; it is obtained by
multiplying the mass of agents playing each strat-
egy j by the rate at which such agents switch to
strategy i, and then summing over j. Similarly, the
second term describes the ‘outflow’ from strategy
i to other strategies. The difference between these
terms is the net rate of change in the use of
strategy i.

To obtain a formal link between the mean
dynamic (M) and our model of individual choice,
imagine that the population game F is played not
by a continuous mass of agents but rather by a
large, finite population with N members. Then the
model described above defines a Markov process
XN
t

	 

on a fine but discrete grid in the state space

X. The foundations for deterministic evolutionary
dynamics are provided by the following finite
horizon deterministic approximation theorem:
Fix a time horizon T < 1. Then the behaviour
of the stochastic process XN

t

	 

through time T is

approximated by a solution of the mean dynamic
(M); the approximation is uniformly good with
probability close to 1 once the population size N is
large enough. (For a formal statement of this
result, see Benaïm and Weibull 2003.)

In cases where one is interested in phenomena
that occur over very long time horizons, it may be
more appropriate to consider the infinite horizon
behaviour of the stochastic process XN

t

	 

. Over

this infinite time horizon, the deterministic
approximation fails, as a correct analysis must
explicitly account for the stochastic nature of the
evolutionary process. For more on the distinction
between the two time scales, see Benaïm and
Weibull (2003).

Examples and Families of Evolutionary
Dynamics

We now describe revision protocols that
generate some of the most commonly studied evo-
lutionary dynamics. In the table below, F xð Þ ¼P

i� SxiFi xð Þ represents the population’s average
payoff at state x, and BF (x) = argmaxy � X y0F(x)
is the best response correspondence for the game F.

A common critique of evolutionary analysis of
games is that the choice of a specific revision

protocol, and hence the evolutionary analysis
that follows, is necessarily arbitrary. There is
surely some truth to this criticism: to the extent
that one’s analysis is sensitive to the fine details of
the choice of protocol, the conclusions of the
analysis are cast into doubt. But much of the
force of this critique is dispelled by this important
observation: evolutionary dynamics based on
qualitatively similar revision protocols lead to
qualitatively similar aggregate behaviour. We
call a collection of dynamics generated by similar
revision protocols a ‘family’ of evolutionary
dynamics.

To take one example, many properties that hold
for the replicator dynamic also hold for dynamics
based on revision protocols of the form rij ¼ xjr̂ij

where r̂ij satisfies

sgn r̂ki � r̂ikð Þ � r̂kj � r̂jk

� �� �
¼ sgn Fi � Fj

� �
for all k� S:

(In words: if i earns a higher payoff than j, then
the net conditional switch rate from k to i is higher
than that from k to j for all k � S.) For reasons
described in Section 3, dynamics generated in this
way are called ‘imitative dynamics’. (See
Björnerstedt and Weibull, 1996, for a related for-
mulation.) For another example, most properties
of the pairwise difference dynamic remain true for
dynamics based on protocols of the form
rij = f(Fi � Fj), where f : R ! R+ satisfies
sign-preservation:

sgn f dð Þð Þ ¼ sgn d½ �þ
� �

:

Dynamics in this family are called ‘pairwise
comparison dynamics’. For more on these and
other families of dynamics, see Sandholm (2007,
ch. 5).

Rest Points and Local Stability

Having introduced families of evolutionary
dynamics, we now turn to questions of prediction:
if agents playing game F follow the revision pro-
tocol r (or, more broadly, a revision protocol from
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a given family), what predictions can we make
about how they will play the game? To what
extent do these predictions accord with those pro-
vided by traditional game theory?

A natural first question to ask concerns the
relationship between the rest points of an evolu-
tionary dynamic VF and the Nash equilibria of the
underlying game F. In fact, one can prove for a
very wide range of evolutionary dynamics that if a
state x* � X is a Nash equilibrium (that is,
ifx � B(x)), then x* is a rest point as well.

One way to show that NE(F) � RP(VF) is to
first establish a monotonicity property for VF: that
is, a property that relates strategies’ growth rates
under VF with their payoffs in the underlying
game (see, for example, Nachbar 1990; Friedman
1991; and Weibull 1995). The most general such
property, first studied by Friedman (1991) and
Swinkels (1993), we call ‘positive correlation’:

If x=2 ¼ RP VF
� �

, then F xð Þ0VF xð Þ > 0: (PC)

Property (PC) is equivalent to requiring a pos-
itive correlation between strategies’ growth rates
Vi

F(x) and payoffs Fi(x) (where the underlying
probability measure is the uniform measure on
the strategy set S). This property is satisfied by
the first three dynamics in Table 1, and modifica-
tions of it hold for the remaining two as well.
Moreover, it is not difficult to show that if VF

satisfies (PC), then all Nash equilibria of F are
rest points of VF: that is, NE(F) � RP(VF), as
desired (see Sandholm 2007, ch. 5).

In many cases, one can also prove that every
rest point of VF is a Nash equilibrium of F, and

hence that NE(F)= RP(VF). In fact, versions of
this statement are true for all of the dynamics
introduced above, with the notable exception of
the replicator dynamic and other imitative dynam-
ics. The reason for this failure is easy to see: when
revisions are based on imitation, unused strate-
gies, even ones that are optimal, are never chosen.
On the other hand, if we introduce a small number
of agents playing an unused optimal strategy, then
these agents will be imitated. Developing this
logic, Bomze (1986) and Nachbar (1990) show
that, under many imitative dynamics, every
Lyapunov stable rest point is a Nash equilibrium.

As we noted at the onset, the original motiva-
tion for the replicator dynamic was to provide a
foundation for Maynard Smith and Price’s (1973)
notion of an evolutionarily stable strategy (ESS).
Hofbauer et al. (1979) and Zeeman (1980) show
that an ESS is asymptotically stable under the
replicator dynamic, but that an asymptotically
state need not be an ESS.

More generally, when is a Nash equilibrium a
dynamically stable rest point, and under which
dynamics? Under differentiable dynamics, sta-
bility of isolated equilibria can often be deter-
mined by linearizing the dynamic around the
equilibrium. In many cases, the question of the
stability of the rest point x* reduces to a question
of the negativity of certain eigenvalues of the
Jacobian matrix DF(x*) of the payoff vector
field. In non-differentiable cases, and in cases
where the equilibria in question form a connected
component, stability can sometimes be
established by using another standard approach:
the construction of suitable Lyapunov functions.

Deterministic Evolutionary Dynamics, Table 1

Revision protocol Evolutionary dynamic Name Origin

rij = xj(K � Fi), or rij = xj(K + Fj),
or rij = xj[Fj � Fi]+

_xi ¼ xi Fi xð Þ � F xð Þ� �
Replicator Taylor and Jonker

(1978)

rij ¼ Fj � F

 �

þ _xi ¼
Fi xð Þ�F xð Þ½ �þ
�xi

P
j� S

Fj xð Þ�F xð Þ½ �þ
Brown–von
Neumann–Nash (BNN)

Brown and von
Neumann (1950)

rij = [Fj � Fi]+
_xi ¼

P
j� S

xj Fi xð Þ�Fj xð Þ½ �þ
�xi

P
j� S

Fi xð Þ�Fj xð Þ½ �þ
Pairwise difference
(PD)

Smith (1984)

rij ¼
exp ��1Fjð ÞP
k� S

exp ��1Fkð Þ _xi ¼ exp ��1Fj xð Þð ÞP
k� S

exp ��1Fk xð Þð Þ xi
Logit Fudenberg and

Levine (1998)

rij ¼ BF
i xð Þ _x ¼ BF

i xð Þ � xi Best response Gilboa and Matsui
(1991)
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For an overview of work in these directions, see
Sandholm (2007, ch. 6).

In the context of random matching in normal
form games, it is natural to ask whether an equi-
librium that is stable under an evolutionary
dynamic also satisfies the restrictions proposed
in the equilibrium refinements literature. Swinkels
(1993) and Demichelis and Ritzberger (2003)
show that this is true in great generality under
even the most demanding refinements: in particu-
lar, any component of rest points that is asymp-
totically stable under a dynamic that respects
condition (PC) contains a strategically stable set
in the sense of Kohlberg and Mertens (1986).
While proving this result is difficult, the idea
behind the result is simple. If a component is
asymptotically stable under an evolutionary
dynamic, then this dynamic stability ought not to
be affected by slight perturbations of the payoffs
of the game. A fortiori, the existence of the com-
ponent ought not to be affected by the payoff
perturbations either. But this preservation of exis-
tence is precisely what strategic stability
demands.

This argument also shows that asymptotic
stability under evolutionary dynamics is a qual-
itatively stronger requirement than strategic sta-
bility: while strategic stability requires equilibria
not to vanish after payoff perturbations, it does
not demand that they be attracting under a
disequilibrium adjustment process. For example,
while all Nash equilibria of simple coordination
games are strategically stable, only the pure
Nash equilibria are stable under evolutionary
dynamics.

Demichelis and Ritzberger (2003) establish
their results using tools from index theory. Given
an evolutionary dynamic VF for a game F, one can
assign each component of rest points an integer,
called the index, that is determined by the behav-
iour of the dynamic in a neighbourhood of the rest
point; for instance, regular, stable rest points
are assigned an index of 1. The set of all indices
for the dynamic VF is constrained by the
Poincaré–Hopf theorem, which tells us that the
sum of the indices of the equilibrium components
of VFmust equal 1. As a consequence of this deep
topological result, one can sometimes determine

the local stability of one component of rest points
by evaluating the local stability of the others.

Global Convergence: Positive
and Negative Results

To provide the most satisfying evolutionary justi-
fication for the prediction of Nash equilibrium
play, it is not enough to link the rest points of a
dynamic and the Nash equilibria of the underlying
game, or to prove local stability results. Rather,
one must establish convergence to Nash equilib-
rium from arbitrary initial conditions.

One way to proceed is to focus on a class of
games defined by some noteworthy payoff struc-
ture, and then to ask whether global convergence
can be established for games in this class under
certain families of evolutionary dynamics. As it
turns out, general global convergence results can
be proved for a number of classes of games.
Among these classes are potential games, which
include common interest games, congestion
games, and games generated by externality pric-
ing schemes; stable games, which include zero-
sum games, games with an interior ESS, and
(perturbed) concave potential games; and super-
modular games, which include models of
Bertrand oligopoly, arms races, and macroeco-
nomic search. A fundamental paper on global
convergence of evolutionary dynamics is
Hofbauer (2000); for a full treatment of these
results, see Sandholm (2007).

Once we move beyond specific classes of
games, global convergence to Nash equilibrium
cannot be guaranteed; cycling and chaotic behav-
iour become possible. Indeed, Hofbauer and
Swinkels (1996) and Hart and Mas-Colell (2003)
construct examples of games in which all reason-
able deterministic evolutionary dynamics fail to
converge to Nash equilibrium from most initial
conditions. These results tell us that general guar-
antees of convergence to Nash equilibrium are
impossible to obtain.

In light of this fact, we might instead consider
the extent to which solution concepts simpler than
Nash equilibrium are supported by evolutionary
dynamics. Cressman and Schlag (1998) and
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Cressman (2003) investigate whether imitative
dynamics lead to subgame perfect equilibria in
reduced normal forms of extensive form
games – in particular, generic games of perfect
information. In these games, interior solution tra-
jectories do converge to Nash equilibrium com-
ponents, and only subgame perfect components
can be interior asymptotically stable. But even in
very simple games interior asymptotically stable
components need not exist, so the dynamic anal-
ysis may fail to select subgame perfect equilibria.
For a full treatment of these issues, see
Cressman (2003).

What about games with strictly dominated
strategies? Early results on this question were
positive: Akin (1980), Nachbar (1990), Samuel-
son and Zhang (1992), and Hofbauer and Weibull
(1996) prove that dominated strategies are elimi-
nated under certain classes of imitative dynamics.
However, Berger and Hofbauer (2006) show that
dominated strategies need not be eliminated under
the BNN dynamic. Pushing this argument further,
Hofbauer and Sandholm (2006) find that domi-
nated strategies can survive under any continuous
evolutionary dynamic that satisfies positive corre-
lation and innovation; the latter condition requires
that agents choose unused best responses with
positive probability. Thus, whenever there is
some probability that agents base their choices
on direct evaluation of payoffs rather than imita-
tion of successful opponents, evolutionary
dynamics may violate even the mildest rationality
criteria.

Conclusion

Because the literature on evolutionary dynamics
came to prominence shortly after the literature on
equilibrium refinements, it is tempting to view the
former literature as a branch of the latter. But,
while it is certainly true that evolutionary models
have something to say about selection among
multiple equilibria, viewing them simply as
equilibrium selection devices can be misleading.
As we have seen, evolutionary dynamics capture
the behaviour of large numbers of myopic,
imperfectly informed decision makers. Using

evolutionary models to predict behaviour in inter-
actions between, say, two well-informed players is
daring at best.

The negative results described in Section 6
should be understood in this light. If we view
evolutionary dynamics as an equilibrium selec-
tion device, the fact that they need not eliminate
strictly dominated strategies might be viewed with
disappointment. But, if we take the result at face
value, it becomes far less surprising: if agents
switch to strategies that perform reasonably well
at the moment of choice, that a strategy is never
optimal need not deter agents from choosing it.

A similar point can be made about failures of
convergence to equilibrium. From a traditional
point of view, persistence of disequilibrium
behaviour might seem to undermine the very pos-
sibility of a satisfactory economic analysis. But
the work described in this entry suggests that in
large populations, this possibility is not only real
but is also one that game theorists are well
equipped to analyse.

See Also

▶Learning and Evolution in Games: Adaptive
Heuristics

▶Learning and Evolution in Games: An
Overview

▶Learning and Evolution in Games: ESS
▶Nash Equilibrium, Refinements of
▶ Stochastic Adaptive Dynamics
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Deterrence (Empirical), Economic
Analyses of

Steven D. Levitt and Thomas J. Miles

Abstract
Empirical economic analyses of deterrence
attempt to test the central prediction of
Becker’s (1968) rational-actor model of crimi-
nal behaviour: that less crime occurs when the
expected penalties are greater. When econo-
mists have broken the simultaneity of crime
rates and crime-control policies, they have gen-
erally concluded that policing levels and the
scale of incarceration reduce crime rates. Econ-
omists have made less progress in determining
whether these reductions in crime are due to
deterrence or incapacitation, but the research
suggests that both effects are likely present.
Evidence on the deterrent effect of capital pun-
ishment and particular victim precautions is far
less convincing.
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Empirical economic analyses of deterrence seek
to test the central prediction of the economic or
rational-actor model of criminal behaviour that
Becker (1968) pioneered. In the Beckerian
model, a potential offender compares the expected
costs and benefits of criminal activity, and when
the expected utility of crime exceeds the expected
utility loss of any punishment, the actor engages
in the criminal activity. Economists have
attempted to confirm or refute this model by relat-
ing geographic and temporal variation in punish-
ment regimes, which proxy for the expected cost
of offending, to aggregate crime rates, which mea-
sure the frequency of criminal activity. This
approach poses two challenges. First, criminal
justice policies are endogenous to crime rates,
because jurisdictions often devote greater
resources to crime control when the incidence of
crime is higher. Second, even if the econometri-
cian breaks the simultaneity of crime rates and
crime-control policies, the estimates typically do
not reveal whether deterrence or incapacitation is
the operative mechanism.

Estimates of the Causal Effect of Policing
Levels on Crime Rates

The criminal justice policies that have most often
received empirical evaluation are the scale of
policing and imprisonment, which in the eco-
nomic model of crime correspond to the probabil-
ity of apprehension and the magnitude of the
sanction, respectively. Early studies tried to infer
the causal effect of police levels on crime rates by
drawing cross-sectional comparisons across cities

or states, but Fisher and Nagin (1978) showed that
cross-sectional estimates suffer from simultaneity
bias because jurisdictions with higher crime rates
respond by employing more police. In the 1990s a
second wave of literature emerged.

The new studies employed more sophisticated
econometric strategies to break the simultaneity
problem. For example, Marvell and Moody
(1996) used Granger causality to identify the
impact of policing levels on crime rates.
A variable ‘Granger causes’ another when
changes in the first variable generally precede
changes in the second, and thus Granger causality
refers to a temporal relationship between two vari-
ables rather than actual causation (Granger 1969).
Marvell and Moody (1996) applied this technique
to more than 20 years of state and city data and
found that police Granger-caused lower crime, or
that increases in police were associated with
future declines in crime.

Levitt (1997) employed a different economet-
ric strategy: an instrumental variables or ‘natural
experiment’ approach. He argued that mayoral
and gubernatorial elections were valid instru-
ments, because they correlate with police but do
not correlate with crime, except through the other
explanatory variables in the crime equation. He
showed that sizable increases in the police forces
in major cities were concentrated in election
years, perhaps because greater police generate
electoral benefits for politicians. His estimate,
that a ten per cent increase in the police force
produced at most a ten per cent reduction in
crime rates, was comparable in magnitude to Mar-
vell and Moody’s (1996). McCrary (2002) argued
that, when properly measured, electoral cycles
induced insufficient variation in the size of police
forces to measure the impact of crime. However,
Levitt (2002) showed that an alternative instru-
mental variable, the number of firefighters, also
produces negative and sizable estimates of the
impact of police on crime. Recently, Evans and
Owens (2005) demonstrated that the federal sub-
sidies from the Clinton Crime Bill stimulated
police hiring and produced similar reductions in
crime rates.

Other authors used more finely disaggregated
data to identify the effect of police on crime. In
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data with annual observations, any increase in
crime and police occurring within a calendar
year appears contemporaneous rather than
sequential, and the short-term causal effect of
police on crime is not observed. Corman and
Mocan (2000) examined the short-term effect
using nearly 30 years of monthly data from
New York City and applying Granger causality
techniques. They found that police hiring occurs
approximately six months after a jump in crime
and that the increase in police leads to reductions
in crime as great as Levitt’s (1997) largest esti-
mate. Di Tella and Schargrodsky (2004) exam-
ined data decomposed to the level of city blocks.
When the city of Buenos Aires reallocated police
to temples and mosques in response to terrorist
threats against them, Di Tella and Schargodsky
observed that auto thefts immediately around
those buildings declined abruptly but that the
reduction in crime quickly decayed with
distance.

Despite the use of different estimation proce-
dures and different data-sets, the second wave of
literature on policing and crime produced quite
similar estimates of the crime-reducing effect of
police levels. The marginal reduction in crime
associated with hiring an additional police officer
in large urban environments roughly equals the
marginal cost.

Estimates of the Causal Effect
of Incarceration Rates on Crime Rates

Empirical analyses of the crime-reducing effect of
prisons evolved in a similar manner to studies of
policing. Early efforts failed to recognize or
address the simultaneity problem and prematurely
concluded that imprisonment has neither deterrent
nor incapacitating effects (see Zimring and Haw-
kins 1991). In the 1990s researchers again applied
more sophisticated empirical strategies that
attempted to break the simultaneity problem.Mar-
vell and Moody (1994) applied Granger causality
techniques to a repeated cross-section of states
and found that a ten per cent increase in the prison
population produced nearly a two per cent fall in
crime rates.

Levitt (1996) disentangled the simultaneity of
crime and incarceration by using lawsuits chal-
lenging conditions in overcrowded prisons as
instrumental variables. He showed that, when
the suits produced court orders to reduce over-
crowding, states typically complied by releasing
prisoners who otherwise would have been incar-
cerated. His estimates implied that the reduction
in crime from incarcerating an additional prisoner
was two to three times larger than that predicted
by Marvell and Moody (1994).

Although these studies indicate that imprison-
ment reduces crime, the relevance of their esti-
mated parameters to social policy evaluation of
present incarceration levels has already dimin-
ished. The prison population has grown so rapidly
since the mid-1990s that its margin lies well out-
side the range in which the parameter estimates
were generated. For most reasonable set of
assumptions, the current scale of incarceration
appears at or above the socially optimal level.

Estimates Distinguishing Deterrence
from Incapacitation

Although economists’ understanding of the causal
relationships among policing, incarceration, and
crime has improved, they have made less progress
on the question of whether the declines in crime
are due to deterrence or incapacitation. Determin-
ing the operative effect is crucial for evaluating
the economic model of crime and for designing
crime-control policy.

A few empirical economic studies attempted to
assess the relative importance of deterrence and
incapacitation by exploring responses to
increased punishments. Kessler and Levitt
(1999) studied the effect of a California referen-
dum that provided sentence enhancements for
certain serious crimes. The sentence enhancement
imposed an additional incapacitating effect only
upon completion of the standard prison term, and
any decline in crime before that date was arguably
attributable to deterrence. Kessler and Levitt
found that the rate of crimes covered by the refer-
endum fell relative to other states and that the rate
of crimes not covered by the referendum did not
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change. After the expiration of the standard prison
terms, the rate of the affected crimes continued to
fall, and this further decline indicated that the full
impact of the sentence enhancements included
both deterrent and incapacitating effects.

Another effort to distinguish deterrence from
incapacitation proceeded from the observation
that criminals do not specialize in particular
types of offences, but instead are generalists who
participate in potentially wide range of offences.
Levitt (1998a) noted that, if deterrence is the oper-
ative mechanism, a longer sentence for a particu-
lar type of crime implies that generalist criminals
should substitute to other kinds of crime. If the
primary effect is instead incapacitation, then a
longer sentence for a particular crime should
lower the rate of alternative offences. Using arrest
rate data, Levitt (1998a) found mixed evidence for
deterrence.

Levitt (1998b) evaluated the responsiveness of
criminal activity to the transition from the juvenile
to the adult criminal justice system as another
means of distinguishing deterrence from incapac-
itation. In states where the criminal justice system
is substantially more punitive than the juvenile
system, deterrence predicts that juveniles should
reduce their criminal activity immediately upon
reaching the age of majority (before there is time
for incapacitation to become a factor). States
where the adult system was especially punitive
relative to the juvenile system experience sharp
declines in crime at the age of majority relative to
states where the transition to the adult system is
most lenient, consistent with deterrence.

Other Empirical Analyses of Deterrence

Capital punishment seemingly offers a direct test
of the deterrence hypothesis, because the alterna-
tive sentence for a death-eligible offender is typ-
ically life imprisonment, and any crime-reducing
effect of capital punishment is therefore arguably
attributable to deterrence. Ehrlich (1975, 1977a, b)
produced some of the earliest and most contested
claims of capital punishment’s deterrent effect.
Cameron (1994) reviews the large literature on

the death penalty, and criticisms of Ehrlich’s con-
clusions focus on the sensitivity of the estimates to
the time period, the states, and the control vari-
ables included in the analysis. Recently, a number
of studies examined the relationship between the
death penalty and crime rates using repeated
cross-sections of states in the period since the
Supreme Court’s 1976 reinstatement of capital
punishment. These studies use data disaggregated
at the monthly (Mocan and Gittings 2003) or
county-level (Dezhbakhsh et al. 2003) and study
the impact on different kinds of homicide
(Shepherd 2004). All claim deterrent effects at
least as large as Ehrlich’s original estimates,
despite their continuing sensitivity to minor spec-
ification changes. In contrast, Katz et al. (2003)
used state-level panel data covering the period
1950–90 and detected no effect of the death pen-
alty on crime rates. Unlike the literature on polic-
ing and incarceration, the use of higher frequency
data and additional control variables has broad-
ened, rather than narrowed, the range of estimated
impacts of the death penalty.

Although most empirical economic analyses of
deterrence evaluate the role of public law enforce-
ment, a few studies consider the responsiveness of
crime to the precautions taken by potential vic-
tims. A victim’s precaution may have a general
deterrent effect only if the prospective offender
cannot observe it before deciding to commit the
crime. Otherwise, the observation of a precaution
may induce the offender to substitute to a more
vulnerable victim but have no effect on the total
rate of offending (see Clotfelter 1978; Shavell
1991). Ayres and Levitt (1998) analysed a partic-
ular kind of anti-theft device for automobiles as an
unobservable precaution. The device contained a
radio transmitter that allows police with special
equipment to track the vehicle, but its lack of
outward indications made it unobservable to
potential offenders. Ayres and Levitt found that,
when the device became available in a city, vehi-
cle thefts fell sharply and that it did not induce car
thieves to substitute to other types of crimes or to
other geographic areas.

Another purported unobservable precaution
that received extensive empirical analysis is
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surreptitious gun possession. Lott and Mustard
(1997) and Lott (1998) claimed that laws relaxing
the requirements for concealed weapons permits
had a general deterrent effect on crime rates, but
numerous researchers challenged the Lott findings.
Ayres and Donohue (1999) found that in more
recent years the law correlated either positively or
not at all with crime rates, and Duggan (2000)
showed that crime rates in states that adopted
concealed-weapons laws began to decline before
the passage of the laws. Other researchers argued
that additional tests of the hypothesis failed to
confirm it. Ludwig (1998) found that that passage
of these laws was associated with large declines in
the victimization of juveniles, a group not permit-
ted to carry concealed weapons under these laws.
Kovandzic and Marvell (2003) reported no rela-
tionship between the number of concealed
weapons permits issued and violent crime rates in
a single state.
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Abstract
In both its classical and modern versions the
economic theory of crime is predicated on ‘the
deterrence hypothesis’ – the assumption that
potential and actual offenders respond to both
positive and negative incentives, and that the
volume of offences in the population is
influenced by law enforcement and other
means of crime prevention. This article traces
the evolution of the modern approach to crime
from the traditional focus on the interaction
between offenders and law enforcers to the
development of a more comprehensive ‘market

model’ under both partial and general equilib-
rium settings. Theoretical extensions also
emphasize alternative criteria for optimal law
enforcement.
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The persistence of criminal activity throughout
human history and the challenges it poses for
determining optimal law-enforcement activity
have already attracted the attention of utilitarian
philosophers and early economists like Beccaria,
Paley and Bentham. It was not until the late 1960s,
however, especially following the seminal work
by Becker (1968), that economists reconnected
with the subject, using the modern tools of eco-
nomic theory and econometrics.

In both its utilitarian and modern versions the
economic approach to crime is predicated on what
the new literature calls ‘the deterrence hypothe-
sis’ – the assumption that potential and actual
offenders respond to incentives, and that the vol-
ume of offences in the population is therefore
influenced by law enforcement and other means
of crime prevention. By its common connotation,
deterrence generally refers to the threat of a crim-
inal sanction, or any other form of punishment
having some moderating effect on the willingness
to engage in criminal activity. To interpret this
hypothesis so narrowly misses, however, the
basic idea on which it is founded (Ehrlich 1979).
The hypothesis relates to the role of both negative
incentives (such as the prospect of apprehension,
conviction and punishment) and positive incen-
tives (such as opportunities for gainful employ-
ment in legitimate relative to illegitimate
occupations) as deterrents to actual or would-be
offenders. It follows that not just conventional law
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enforcement matters in influencing the flow of
offences but external market and household con-
ditions as well, to the extent that these affect pro-
spective gains and losses from illegitimate activity.
For this approach to provide a useful approxima-
tion of the complicated reality of crime, it is not
necessary that all those who commit specific
crimes respond to incentives, nor is the degree of
individual responsiveness prejudged; it is suffi-
cient that a significant number of potential
offenders so behave on the margin. By the same
token, the theory does not preclude a priori any
category of crime, or any class of incentives, as
non-conforming. Indeed, economists have applied
the deterrence hypothesis to a myriad of illegal
activities, from tax evasion, drug abuse and fraud
to skyjacking, robbery and murder.

The Economic Approach

In Becker’s analysis the equilibrium volume of
crime reflects the interaction between offenders
and the law-enforcement authority, and the focus
is on optimal probability, severity, and type of
criminal sanction – the implicit ‘prices’ society
imposes on criminal behaviour – in view of their
impact on offenders and the relative social costs
associated with their imposition. Subsequent the-
oretical work has focused on more complete for-
mulations of specific components of the system
and their micro foundations – primarily the supply
of offences, the production of specific
law-enforcement activities, and alternative criteria
for achieving socially optimal law enforcement.
A later evolution has aimed to expand the analyt-
ical setting within which crime is analysed to
address the interaction between potential
offenders (supply), consumers and potential vic-
tims (private actual or indirect ‘demand’), and
deterrence and prevention by public authorities
(government intervention). This ‘market model
of crime’ (Ehrlich 1981, 1996) has been further
explored in recent years to include interactions
between criminal activity and the general econ-
omy. For the specific articles on which the follow-
ing discussion is based, see Ehrlich and Liu (2006,
vols. 1 and 2).

Supply

The extent of participation in crime is generally
modelled as an outcome of the allocation of time
among competing legitimate and illegitimate
activities by potential offenders. Since illegiti-
mate activity carries the distinct risk of apprehen-
sion and punishment for illegitimate behaviour,
individuals are assumed to act as expected-utility
maximizers. This may generally lead many
offenders to be multiple-job holders – being
part-time offenders, or going in and out of crim-
inal activity (see Ehrlich 1973, and the empirical
documentation in Reuter et al. 1990). While the
mix of pecuniary and non-pecuniary benefits
varies across different crime categories, which
attract persons of different earning opportunities
or attitudes towards risk and moral values (‘pref-
erences’), the basic opportunities affecting
choice are identified in all cases as the perceived
probabilities of apprehension, conviction and
punishment, the marginal penalties imposed,
and the expected net return on illegal over legal
activity. Net returns from crime rise with the level
of community wealth, which enhances the poten-
tial loot from property crime, and fall with the
probability of finding employment in the legiti-
mate labour market and the prospective legiti-
mate wages. Entry into criminal activity and the
extent of involvement in crime are thus shown to
be related inversely to deterrence variables and
directly to the differential return it can provide
over legitimate activity. Moreover, a one per cent
increase in the probability of apprehension is
shown to exert a larger deterrent effect than
corresponding increases in the conditional prob-
abilities of conviction and of any specific pun-
ishment if convicted (Ehrlich 1975). Essentially
due to conflicting income and substitution
effects, however, sanction severity can have
more ambiguous effects on active offenders: a
strong preference for risk may weaken (Becker
1968) or even reverse (Ehrlich 1973) the deter-
rent effect of sanctions, and the results are even
less conclusive if one assumes that the length of
time spent in crime, not just the moral obstacle to
entering it, generates disutility (Block and
Heineke 1975).
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The results become less ambiguous at the
aggregate level, however, as one allows for het-
erogeneity of potential offenders due to differ-
ences in legitimate employment opportunities or
preferences for risk and crime: a more severe
sanction can reduce the crime rate by deterring
the entry of potential offenders even if it has little
effect on actual ones (Ehrlich 1973). In addition to
heterogeneity across individuals in personal
opportunities and preferences, the literature has
also addressed the role of heterogeneity in indi-
viduals’ perceptions about probabilities of appre-
hension, as affected by learning from past
experience (Sah 1991). As a result, current crime
rates may react, in part, to past deterrence mea-
sures. A different type of heterogeneity that can
affect variability in crime rates across different
crime categories and geographical units is identi-
fied by Glaeser et al. (1996) and Glaeser and
Sacerdote (1999) as stemming from the degree
of social interaction: that is, the extent to which
potential offenders are influenced by the behav-
iour of their neighbours.

Private ‘Demand’

The incentives operating on offenders often origi-
nate from, and are partially controlled by, con-
sumers and potential victims. Transactions in illicit
drugs or stolen goods, for example, are patronized
by consumers who generate a direct demand for the
underlying offence. But even crimes that inflict pure
harm on victims are affected by an indirect
(negative) demand,which is derived from a positive
demand for safety (Ehrlich 1981). By their choice
of optimal self-protection (lowering the risk of
becoming a victim) or self-insurance (reducing the
potential loss if victimized) through use of locks,
guards, safes, and alarms, or selective avoidance of
crime-prone areas (Bartel 1975; Shavell 1991;
Cullen and Levitt 1999), potential victims influence
themarginal costs to offenders, and thus the implicit
return on crime. And since optimal self-protection
generally increases with the perceived risk of vic-
timization (the crime rate), private protection and
public enforcement will be interdependent. The

interaction between the two and its impact on pos-
sible fluctuations in the equilibrium volume of
offences is explored in Clotfelter (1977), and
Philipson and Posner (1996).

Public Intervention

Since crime, by definition, causes a net social loss,
and crime control measures are largely a public
good, collective action is needed to augment indi-
vidual self-protection. Public intervention typi-
cally aims to ‘tax’ illegal returns through the
threat of punishment, or to ‘regulate’ offenders
via incapacitation and rehabilitation programmes.
All control measures are costly. Therefore, the
‘optimum’ volume of offences as determined by
the law-enforcement authority acting as a social
planner cannot be nil, but must be set at a level
where the marginal cost of each measure of
enforcement or prevention equals its marginal
benefit.

To assess the relevant net social loss, however,
one must adopt a criterion for public choice.
Becker (1968) and Stigler (1970) have chosen
variants of aggregate income measures as the
relevant social welfare function to be maximized,
requiring the minimization of the sum of social
damages from offences and the social cost of
law-enforcement activities. This approach can
lead to powerful propositions regarding the opti-
mal magnitudes of probability and severity of
punishments for different crimes and different
offenders, or, alternatively, the optimal level and
mix of expenditures on police, courts and correc-
tions. The analysis reaffirms the classical utilitar-
ian proposition that the optimal severity of
punishment should ‘fit the crime’, and thus be
assessed essentially by its deterrent value, as the
marginal social cost is higher for offences causing
greater marginal social damage. Moreover, it
makes a strong case for the desirability of mone-
tary fines as a deterring sanction, since fines
involve pure transfer payments between
offenders and the rest of society. Different criteria
for public choice, however, yield different impli-
cations regarding the optimal mix of probability
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and severity of punishment, as is the case when
the social welfare function is expanded to include
concerns for the ‘distributional consequences’ of
law enforcement on offenders and victims in
addition to their aggregate income, in which
case even fines can become socially costly.
These considerations can be ascribed to aversion
to risk (as in Polinsky and Shavell 1979), or to
aversion towards ex post inequality under the law
as a result of the ‘lottery’ nature of law enforce-
ment, by which only offenders caught and
convicted for crime pay for the damage caused
by all offenders, including the luckier ones who
escape apprehension and conviction (as in Ehr-
lich 1982). A positive analysis of enforcement
must also address the behaviour of the separate
agencies constituting the criminal justice system:
police, courts, and prison authorities. For exam-
ple, Landes’s analysis (1971) of the courts, which
focuses on the interplay between prosecutors and
defence teams, explains why settling cases out of
court may be an efficient outcome of many court
proceedings.

The optimal enforcement policy arising from
the income-maximizing criterion can be
questioned from yet another angle: a public-
choice perspective. The optimization rule invoked
in the aforementioned papers assumes that
enforcement is carried out by a social planner. In
practice, public law enforcement can facilitate the
interests of rent-seeking enforcers who are ame-
nable to malfeasance and bribes. Optimal social
policy needs to control malfeasance by properly
remunerating public enforcers (Becker and Stigler
1974) or, where appropriate, setting milder penal-
ties (Friedman 1999).

Market Equilibrium

In Ehrlich’s (1981, 1996) ‘market model’, the
equilibrium flow of offences results from the
interaction between aggregate supply of offences,
direct or derived demand for offences (through
self-protection), and optimal public enforcement,
which operates like a tax on criminal activity. The
model derives the equilibrium volume of offences

as well as the equilibrium net return, or premium,
to offenders from illegitimate over legitimate
activity as a result of the interaction between the
relevant aggregate supply, ‘demand’, and govern-
ment net taxation of crime in a competitive set-
ting. One important application concerns a
comparison of deterrence, incapacitation and
rehabilitation as instruments of crime control.
This is because the efficacy of deterring sanctions
cannot be assessed merely by the elasticity of the
aggregate supply of offences schedule, as it
depends on the elasticity of the private demand
schedule as well. Likewise, the efficacy of reha-
bilitation and incapacitation programmes cannot
be inferred solely from knowledge of their impact
on individual offenders (see Cook 1975). It
depends crucially on the elasticities of the market
supply and demand schedules, as these determine
the extent to which successfully rehabilitated
offenders will be replaced by others responding
to the prospect of higher net returns. This market
setting has also been applied by Viscusi (1986),
who links observed net returns on specific crimes
to underlying parameters of the model, and in
works by Schelling (1967), Buchanan (1973),
and Garoupa (2000), who analyse various aspects
of organized crime by viewing it in a monopolistic
rather than a competitive setting.

Crime and the Economy

The ‘market model’ has been developed largely
in a static, partial-equilibrium setting in which
the general economy affects the illegal sector of
the economy, but not vice versa. More recently,
the model has been extended to deal with the
interaction between the two under static and
dynamic conditions as well. For example, Ehr-
lich (1973) argues that income inequality, serv-
ing as a proxy for relative earning opportunities
in illegal versus legal activities, induces time
allocation in favour of illegal activity.
A number of subsequent studies interpreted this
relation to imply that the volume of offences can
be lowered through subsidies to legitimate
employment by workers with low legitimate
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earning capacity. Using a general-equilibrium
setting, Imrohoroglu et al. (2000) show, how-
ever, that, to the extent that subsidies must be
paid for by raising taxes on legitimate produc-
tion, such income distribution policies have an
ambiguous effect on crime. The subsidy raises
the opportunity cost of crime to apprehended
offenders, but it also works as a disincentive to
legitimate production because of an increased tax
rate, which lowers the tax revenue available for
crime detection.

The choice between legitimate and illegitimate
activity may have not just static effects on the
economy’s level of output but dynamic growth
effects as well if it affects productive human cap-
ital formation, which serves as an engine of pro-
ductivity growth. Bureaucratic corruption is a
case in point. As Ehrlich and Lui (1999) argue,
this is because, whenever government intervenes
in private economic activity, bureaucrats have an
opportunity to engage in rent seeking by
collecting explicit or implicit bribes, which rise
with their bureaucratic status. The return on cor-
ruption is thus higher the greater is one’s invest-
ment in becoming a bureaucrat or attaining higher
bureaucratic status, which competes with invest-
ment in productive human capital. The analysis
explains why corruption is a barrier to growth
especially in less developed countries, and why
under benevolent autocratic regimes the rate of
economic growth can be as high as under demo-
cratic regimes.

Investigating and implementing alternative
versions of a comprehensive model of crime
based on micro foundations remains an intriguing
challenge for future research.
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Abstract
This article surveys the current state of devel-
opment economics, a subject that studies
growth, inequality, poverty and institutions in
the developing world. The article is organized
around a view that emphasizes the role of his-
tory in creating development traps or slow
progress. This ‘non-convergence’ viewpoint
stands in contrast to a more traditional view,
also discussed, based on the notion of eco-
nomic convergence (across individuals,
regions or countries). Some specific research
areas in development economics receive closer
scrutiny under this overall methodological
umbrella, among them political economy,
credit markets, legal issues, collective action
and conflict.
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What we know as the ‘developing world’ is
approximately the group of countries classified
by the World Bank as having ‘low’ and ‘middle’
incomes. An exact description is unnecessary and
not too revealing; suffice it to observe that these
countries make up over five billion of the world’s
population, leaving out the approximately one
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billion who are part of the ‘high’ income ‘devel-
oped world’. Together, the low-and middle-
income countries generate approximately 6 trillion
(2001) dollars of national income, to be contrasted
with the 25 trillion generated by high-income
countries. An index of income that controls for
purchasing power would place these latter num-
bers far closer together (approximately 20 trillion
and 26 trillion, according to the World Develop-
ment Report,World Bank 2003), but the per capita
disparities are large and obvious, and to those
encountering them for the first time, still
extraordinary.

Development economics, a subject that studies
the economics of the developing world, has made
excellent use of economic theory, econometric
methods, sociology, anthropology, political sci-
ence, biology and demography, and has
burgeoned into one of the liveliest areas of
research in all the social sciences. My limited
approach in this brief article is one of deliberate
selection of a few conceptual points that I consider
to be central to our thinking about the subject. The
reader interested in a more comprehensive over-
view is advised to look elsewhere (for example, at
Dasgupta 1993; Hoff et al. 1993; Ray 1998;
Bardhan and Udry 1999; Mookherjee and Ray
2001; Sen 1999).

I begin with a traditional framework of devel-
opment, one defined by conventional growth the-
ory. This approach develops the hypothesis that
given certain parameters, say savings or fertility
rates, economies inevitably move towards a
steady state. If these parameters are the same
across economies, then in the long run all econo-
mies converge to one another. If in reality we see
the utter lack of such convergence – which we do
(see, for example, Quah 1996; Pritchett 1997) –
then such an absence must be traced to a presump-
tion that the parameters in question are not the
same. To the extent that history plays any role at
all in this view, it does so by affecting these
parameters – savings, demographics, government
interventionism, ‘corruption’ or ‘culture’.

This view is problematic for reasons that
I attempt to clarify below. Indeed, the bulk of
this article is organized around the opposite pre-
sumption: that two societies with the same

fundamentals can evolve along very different
lines – going forward – depending on past expec-
tations, aspirations or actual history.

To some extent, the distinction between evolu-
tion and parameter is a semantic one. By throwing
enough state variables (‘parameters’) into the mix,
one might argue that there is no difference at all
between the two approaches. Formally, that would
be correct, but then ‘parameters’ would have to be
interpreted so broadly as to be of little explanatory
value. Ahistorical convergence and historically
conditioned divergence express two fundamentally
different world views, and there is little that seman-
tic jugglery can do to bring them together.

Development from the Viewpoint of
Convergence

Why are some countries poor while others are
rich? What explains the success stories of eco-
nomic development, and how can we learn from
the failures? How do we make sense of the enor-
mous inequalities that we see, both within and
across questions? These, among others, are the
‘big questions’ of economic development.

It is fair to say that the model of economic
growth pioneered by Robert Solow (1956) has
had a fundamental impact on ‘big-question’
development economics. An entire literature,
including theory, calibration and empirical exer-
cises, emanates from this starting point (see, for
example, Lucas 1990; Mankiw et al. 1992; Barro
1991; Parente and Prescott 2000; Banerjee and
Duflo 2005). Solow’s path-breaking work intro-
duced the notion of convergence: countries with a
low endowment of capital in relation to labour
will have a high rate of return to capital (by the
‘law’ of diminishing returns). Consequently, a
given addition to the capital stock will have a
larger impact on per capita income. It follows
that, if we suitably control for parameters such
as savings rates and population growth rates,
poorer countries will tend to grow faster and
hence will catch up or converge to the levels of
well-being enjoyed by their richer counterparts.
According to this view, development is largely a
matter of getting some economic and
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demographic parameters right and then settling
down to wait.

It is true that savings and demography are not
the only factors that qualify the argument. Any-
thing that systematically affects the marginal addi-
tion to per capita income must be controlled for,
including variables such as investment in ‘human
capital’ or harder-to-quantify factors such as
‘political climate’ or ‘corruption’. A failure to
observe convergence must be traced to one or
another of these ‘parameters’.

Convergence relies on diminishing returns to
‘capital’. If this is our assumed starting point, the
share of capital in national income gives us rough
estimates of the concavity of production in capital.
The problem is that the resulting concavity under-
states observed variation in cross-country income
by orders of magnitude. For instance, Parente and
Prescott (2000) calibrate a basic Cobb–Douglas
production function by using reasonable estimates
of the share of capital income (0.25), but then
huge variations in the savings rate do not change
world income bymuch. For instance, doubling the
savings rate leads to a change in steady-state
income by a factor of 1.25, which is inadequate
to explain an observed range of around 20:1
(in purchasing-power-parity incomes). Indeed, as
Lucas (1990) observes, the discrepancy actually
appears in a more primitive way, at the level of the
production function. For the same simple produc-
tion function to fit the data on per capita income
differences, a poor country would have to have
enormously higher rates of return to capital; say,
60 times higher if it is one-fifteenth as rich. This is
implausible. And so begins the hunt for other
factors that might explain the difference. What
did we not control for, but should have?

This describes the methodological approach.
The convergence benchmark must be pitted
against the empirical evidence on world income
distributions, savings rates, or rates of return to
capital. The twowill usually fail to agree. Then we
look for the parametric differences that will bridge
the model to the data.

‘Human capital’ is often used as a first port of
call: might differences here account for observed
cross-country variation? The easiest way to slip
differences in human capital into the Solow

equations is to renormalize labour. Usually, this
exercise does not take us very far. Depending on
whether we conduct the Lucas exercise or the
Prescott–Parente variant, we would still be pre-
dicting that the rate of return to capital is far higher
in India than in the United States, or that per capita
income differences are only around half as much
(or less) as they truly are. The rest must be attrib-
uted to that familiar black box – ‘technological
differences’. That slot can be filled in a variety of
ways: externalities arising from human capital,
incomplete diffusion of technology, excessive
government intervention, within-country mis-
allocation of resources, and so on. All these –
and more – are interesting candidates, but by
now we have wandered far from the original con-
vergence model; and if that model still continues
to illuminate, it is by way of occasional return to
the recalibration exercise, after choosing plausible
specifications for each of these potential
explanations.

This model serves as a quick and ready fix on
the world, and it organizes a search for possible
explanations. Taken with the appropriate quantity
of salt, and viewed as a first pass, such an exercise
can be immensely useful. Yet playing this game
too seriously reveals a particular world view. It
suggests a fundamental belief that the world econ-
omy is ultimately a great leveller, and that if the
levelling is not taking place we must search for
that explanation in parameters that are somehow
structurally rooted in a society.

While the parameters identified in these cali-
bration exercises go hand in hand with underde-
velopment, so do bad nutrition, high mortality
rates, or lack of access to sanitation, safe water
and housing. Yet there is no ultimate causal chain:
many of these features go hand in hand with low
income in self-reinforcing interplay. By the same
token, corruption, culture, procreation and politics
are all up for serious cross-examination: just
because ‘cultural factors’ (for instance) seems
more weighty an ‘explanation’, that does not per-
mit us to assign them the status of a truly exoge-
nous variable. In other words, the convergence
predicted by technologically diminishing returns
to inputs should not blind us to the possibility of
non-convergent behaviour when all variables are
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treated as they should be – as variables that poten-
tially make for underdevelopment, but also as
variables that are profoundly affected by the
development process.

Development from the Viewpoint of
Non-convergence

This leads to a different way of asking the big
questions, one that is not grounded in any pre-
sumption of convergence. The starting point is
that two economies with the same fundamentals
can move apart along very different paths. Some
of the best-known economists writing on devel-
opment in the first half of the 20th century were
instinctively drawn to this view: Young (1928),
Nurkse (1953), Leibenstein (1957), and Myrdal
(1957) among them.

Historical legacies need not be limited to a
nation’s inheritance of capital stock or GDP
from its ancestors. Factors as diverse as the distri-
bution of economic or political power, legal struc-
ture, traditions, group reputations, colonial
heritage and specific institutional settings may
serve as initial conditions – with a long reach.
Even the accumulated baggage of unfulfilled aspi-
rations or depressed expectations may echo into
the future. Factors that have received special
attention in the literature include historical
inequalities, the nature of colonial settlement, the
character of early industry and agriculture, and
early political institutions.

Expectations and Development
Consider the role of expectations. Rosenstein-
Rodan (1943) and Hirschman (1958) (and several
others following them) argued that economic
development could be thought of as a massive
coordination failure, in which several investments
do not occur simply because other complementary
investments are similarly depressed in the same
bootstrapped way. Thus one might conceive of
two (or more) equilibria under the very same
fundamental conditions, ‘ranked’ by different
levels of investment.

Such ‘ranked equilibria’ rely on the presence of a
complementarity, a particular form of externality in

which the taking of an action by an agent increases
the marginal benefit to other agents from taking a
similar action. In the argument above, sector-
specific investments lie at the heart of the comple-
mentarity: more investment in one sector raises the
return to investment in some related sector.

Once complementarities – and their implica-
tions for equilibrium multiplicity – enter our way
of thinking, they seem to pop up everywhere.
Complementarities play a role in explaining how
technological inefficiencies persist (David 1985;
Arthur 1994), why financial depth is low (and
growth volatile) in developing countries
(Acemoglu and Zilibotti 1997), how investments
in physical and human capital may be depressed
(Romer 1986; Lucas 1988), why corruption may
be self-sustaining (Kingston 2005; Emerson
2006), the growth of cities (Henderson 1988;
Krugman 1991), the suddenness of currency cri-
ses (Obstfeld 1994), or the fertility transition
(Munshi and Myaux 2006); I could easily go
on. Even the traditional Rosenstein-Rodan view
of demand complementarities has been formally
resurrected (Murphy et al. 1989).

An important problem with theories of multiple
equilibria is that they carry an unclear burden of
history. Suppose, for instance, that an economy has
been in a low-level investment trap for decades.
Nothing in the theory prevents the very same econ-
omy from abruptly shooting into the high-level
equilibrium today. There is a literature that studies
how the past might weigh on the present when a
multiple equilibria model is embedded in real time
(see, for example, Adserà and Ray 1998; Frankel
and Pauzner 2000). When we have a better knowl-
edge of such models we will be able to make
more sense of some classical issues, such as the
debate on balanced versus unbalanced growth.
Rosenstein-Rodan argued that a ‘big push’ – a
large, balanced infusion of funds – is ideal for
catapulting an economy away from a low-level
equilibrium trap. Hirschman argued, in contrast,
that certain ‘leading sectors’ should be given all
the attention, the resulting imbalance in the econ-
omy provoking salubrious cycles of private invest-
ment in the complementary sectors. To my
knowledge, we still lack good theories to examine
such debates in a satisfactory way.

2820 Development Economics



Aspirations, Mindsets and Development
The aspirations of a society are conditioned by its
circumstances and history, but they also determine
its future. There is scope, then, for a self-
sustaining failure of aspirations and economic
outcomes, just as there is for ever-progressive
growth in them (Appadurai 2004; Ray 2006).

Typically, the aspirations of an individual are
generated and conditioned by the experiences of
others in her ‘cognitive neighbourhood’. There
may be several reasons for this: the use of role
models, the importance of relative income, the
transmission of information, or peer-determined
setting of internal standards and goals. Such con-
ditioning will affect numerous important socio-
economic outcomes: the rate of savings, the deci-
sion to migrate, fertility choices, technology
adoption, adherence to norms, the choice of ethnic
or religious identity, the work ethic, or the strength
of mutual insurance motives.

As an illustration, consider the notion of an
aspirations gap. In a relatively narrow economic
context (though there is no need to restrict oneself
to this) such a gap is simply the difference
between the standard of living that is aspired to
and the standard of living that one already has.
The former is not exogenous; it will depend on the
ambient standards of living among peers or near-
peers, or perhaps other communities.

The aspirations gap may be filled, or neglected,
by deliberate action. Investments in education,
health, or income-generating activities are obvi-
ous examples. Does history, via the creation of
aspirations gaps, harden existing inequalities and
generate poverty traps? Or does the existence of a
gap spur individuals on ever harder to narrow the
distance? As I have argued in Ray (1998, sections
3.3.2 and 7.2.4) and Ray (2006), the effect could
go either way. A small gap may encourage invest-
ments, a large gap stifle it. This leads not only to
history-dependence, but also a potential theory of
the connections between income inequality and
the rate of growth.

These remarks are related to Duflo’s (2006)
more general (but less structured) hypothesis that
‘being poor almost certainly affects the way peo-
ple think and decide’. This ‘mindset effect’ can
manifest itself in many ways (an aspirations gap

being just one of them), and can lead to poverty
traps. For instance, Duflo and Udry (2004) find
that certain within-family insurance opportunities
seem to be inexplicably forgone. In broadly sim-
ilar vein, Udry (1996) finds that men and women
in the same household farm land in a way that is
not Pareto-efficient (gains in efficiency are to be
had by simply reallocating inputs to the women’s
plots). These observations suggest a theory of the
poor household in which different sources of
income are treated differently by members of the
household, perhaps in the fear that this will affect
threat points in some intra-household bargaining
game. This in itself is perhaps not unusual, but the
evidence suggests that poverty itself heightens the
salience of such a framework.

Markets and History Dependence
I now move on to other pathways for history
dependence, beginning with the central role of
inequality. According to this view, historic
inequalities persist (or widen) because each indi-
vidual entity – dynasty, region, country – is swept
along in a self-perpetuating path of occupational
choice, income, consumption and accumulation.
The relatively poor may be limited in their ability
to invest productively, both in themselves and in
their children. Such investments might include
both physical projects, such as starting a business,
and ‘human projects’, such as nutrition, health and
education. Or the poor may have ideas that they
cannot profitably implement, because implemen-
tation requires start-up funds that they do not
have. Yet, faced with a different level of initial
inequality, or jolted by a one-time redistribution,
the very same economy may perform very differ-
ently. The ability to make productive investments
is now distributed more widely throughout the
population, and a new outcome emerges with not
just lower inequality, but higher aggregate
income. These are different steady states, and
they could well be driven by distant histories
(see, for example, Dasgupta and Ray 1986;
Banerjee and Newman 1993; Galor and Zeira
1993; Ljungqvist 1993; Ray and Streufert 1993;
Piketty 1997; Matsuyama 2000).

The intelligent layperson would be
unimpressed by the originality of this argument.
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That the past systematically preys on the present is
hardly rocket science. Yet theories based on con-
vergence would rule out such obvious arguments.
Under convergence, the very fact that the poor
have limited capital in relation to labour allows
them to grow faster and (ultimately) to catch
up. Economists are so used to the convergence
mechanism that they sometimes do not appreciate
just how unintuitive it is.

That said, it is time now to cross-examine our
intelligent layperson. For instance, if all individ-
uals have access to a well-functioning capital
market, they should be able to make an efficient
economic choice with no heed to their starting
position, and the shadows cast by past inequalities
must disappear (or at least dramatically shrink).
For past wealth to alter current investments,
imperfections in capital or insurance markets
must play a central role.

At the same time, such imperfections are not
sufficient: the concavity of investment returns
would still guarantee convergence. A first
response is that ‘production functions’ are simply
not concave. A variety of investment activities
have substantial fixed costs: business start-ups,
nutritional or health investments, educational
choices, migration decisions, crop adoptions.
Indeed, it is hard to see how the presence of such
non-convexities could not be salient for the ultra
poor. Coupled with missing capital markets, it is
easy to see that steady state traps, in which pov-
erty breeds poverty, are a natural outcome (see, for
example, Majumdar and Mitra 1982; Galor and
Zeira 1993). Surveys of the economic conditions
of the poor (Fields 1980; Banerjee and Duflo
2007) are eminently consistent with this point
of view.

A related source of non-convexity arises from
limited liability. A highly indebted economic
agent may have little incentive to invest. Simi-
larly, poor agents may enter into contracts with
explicit or implicit lower bounds on liability.
These bounds can create poverty traps
(Mookherjee and Ray 2002a).

Investment activities that go past these mini-
mal thresholds are potentially open to
‘convexification’. There are various stopping
points for human capital acquisition, and a

household can hold financial assets which are, in
the end, scaled-down claims on other businesses.
According to this point of view, dynasties that
make it past the ultra-poor thresholds will exhibit
ergodic behaviour (as in Loury 1981; Becker and
Tomes 1986) and so the prediction is roughly that
of a two-class society: the ultra poor are caught in
a poverty trap and the remainder enjoy the benefits
of convergence. History would matter in deter-
mining the steady-state proportions of the ultra-
poor.

But this sort of analysis ignores the endoge-
nous non-convexities brought about by the price
system. For instance, even if there are many dif-
ferent education levels, the wage payoff to each
such level will generally be determined by the
market. There is good reason to argue (see, for
example, Ljungqvist 1993; Freeman 1996;
Mookherjee and Ray 2002b, 2003) that the price
system will sort individuals into different occupa-
tional choices, and that there will be persistent
inequality across dynasties located at each of
these occupational slots. Thus an augmented the-
ory of history dependence might predict a partic-
ular proportion of the ultra-poor trapped by
physical non-convexities (low nutrition, ill-
health, debt, lack of access to primary education),
as well as a persistently unequal dispersion of
dynasties across different occupational choices,
induced by the pecuniary externalities of relative
prices.

Note that it is precisely the high-inequality,
high-poverty steady states that are correlated
with low average incomes for society as a whole,
and it is certainly possible to build a view of
underdevelopment from this basic premise. The
argument can be bolstered by consideration of
economy-wide externalities; for instance, in phys-
ical and human capital (Romer 1986; Lucas 1988;
Azariadis and Drazen 1990).

History, Aggregates and the Interactive World
Theories such as these might yield a useful model
for the interactive world economy. Take, for
instance, the notion of aspirations. Just as domes-
tic aspirations drive the dynamics of accumulation
within countries, there is a role, too, for national
aspirations that are driven by inter-country
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disparities in consumption and wealth, with impli-
cations for the international distribution of
income. Even the simplest growth framework
that exhibits the usual features of convexity in its
technology and budget constraints could give rise
in the end to a bipolar world distribution. Coun-
tries in the middle of that distribution would tend
to accumulate faster, be more dynamic and take
more risks as they see the possibility of full catch-
up within a generation or less. One might expect
the greatest degree of ‘country mobility’ in this
range. In contrast, societies that are far away from
the economic frontier may see economic growth
as too limited and too long-term an instrument,
leading to a failure, as it were, of ‘international
aspirations’. Groups within these societies may
well resort to other methods of potential economic
gain, such as rent-seeking or conflict. (The aggre-
gate impact of such activities would reinforce the
slide.)

Of course, an entirely mechanical transplanta-
tion of the aspirations model to an international
context is not a good idea. Countries are not
individual units: a more complete theory must
take into account the aspirations of various groups
in the different countries, and the domestic and
international components that drive such
aspirations.

Next, consider the role of markets. Once again,
tentatively view each country as a single eco-
nomic agent in the framework of section “Markets
and History Dependence”. The non-convexities to
be considered are at the level of the country as a
whole – Young’s increasing returns on a grand
scale, or economy-wide externalities as in
Lucas–Azariadis–Drazen. This reinterpretation is
fairly standard, but, less obviously, the occupa-
tional choice story stands up to reinterpretation as
well. To see this, note that the pattern of produc-
tion and trade in the world economy will be driven
by patterns of comparative advantage across
countries. But in a dynamic framework, barring
non-reproducible resources such as land or min-
eral endowments, every endowment is potentially
accumulable, so that comparative advantage
becomes endogenous. Thus we may view coun-
tries as settling into subsets of occupational slots
(broadly conceived), producing an incomplete

range of goods and services in relation to the
world list, and engaging in trade.

For instance, suppose that country-level infra-
structure can be tailored to either high-tech or low-
tech production, but not both. If both high-tech
and low-tech are important in world production
and consumption, then one country has to focus
on low-tech and another on high-tech. Initial his-
tory will constrain such choices, if for no other
reason than the fact that existing infrastructure
(and national wealth) determines the selection of
future infrastructure. This is not to say that no
country can break free of those shackles. For
instance, as the whole world climbs up the income
scale, natural non-homotheticities in demand will
push commodity compositions increasingly in
favour of high-quality goods. As this happens,
more countries will be able to make the transition.
But on the whole, if national infrastructure is more
or less conducive to some (but not the full) range
of goods, the non-convergence model that we
discussed for the domestic economy must apply
to the world economy as well.

This raises an obvious question: what is so
specific about ‘national infrastructure’? Why is
it not possible for the world to ultimately
rearrange itself so that every country produces
the same or similar mix of goods, thus guarantee-
ing convergence? Do current national advantages
somehow manifest themselves in future advan-
tages as well, thus ensuring that the world econ-
omy settles into a permanent state of global
inequality? Might economic underdevelopment
across countries, at least in this relative sense,
always stay with us?

To properly address such questions we have to
drop the tentative assumption that each country
can be viewed as an individual unit. In a more
general setting, there are individuals within coun-
tries, and then there is cross-country interaction.
The former are subject to the forces of occupa-
tional structure (and possible fixed costs), as
discussed in section “Markets and History Depen-
dence”. The latter are subject to the specificities, if
any, of ‘national infrastructure’, determining
whether countries as a whole have to specialize
(at least to some degree). The relative importance
of within-country versus cross-country
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inequalities will rest, in large part, on consider-
ations such as these.

I have not brought in international political
economy so far (though see below); yet, as frame-
works go, this is not a bad one to start thinking
about the effects of globalization. It is certainly
preferable to a view of the world as a set of
disconnected, autarkic growth models.

Institutions and History
In many developing countries, the early institu-
tions of colonial rule were directly set up for the
purposes of surplus extraction. There would be
variation, of course, depending on whether the
areas were sparsely or densely populated to
begin with, or whether there was widespread
availability of mineral deposits. Resource
deposits certainly favoured large-scale extractive
industry (as in parts of South America), while soil
and weather conditions might encourage planta-
tion agriculture, often with the use of slave labour
(as in the Caribbean). On the other hand, a high
pre-existing population density would favour
extraction of a different hue: the setting up of
institutional systems to acquire rents (the British
colonial approach in large parts of India).

It has been argued, perhaps most eloquently by
Sokoloff and Engerman (2000), that initial insti-
tutional modes of production and extraction in
distant history had far-reaching effects on subse-
quent development. In their words, scholars ‘have
begun to explore the possibility that initial condi-
tions, or factor endowments broadly conceived,
could have had profound and enduring impacts on
long-run paths of institutional and economic
development’ (2000, p. 220). The inequalities
generated by such initial conditions may subse-
quently be inimical to development in a variety of
ways (via the market-based pathways discussed
earlier, for instance). In contrast, where initial
settlements did not go hand in hand with systems
of tribute, land grants, or large-scale extractive
industries (as in several regions of North Amer-
ica), one might expect broad-based development
to occur.

This is consistent with the market-based pro-
cesses considered earlier. But a principal strand of
the Sokoloff–Engerman argument, as also the

lines of reasoning pursued in Robinson (1998),
Acemoglu et al. (2001, 2002), and Acemoglu
(2006), emphasizes political economy. In the
words of Sokoloff and Engerman,

[I]nitial conditions had lingering effects . . . because
government policies and other institutions tended to
reproduce them. Specifically, in those societies that
began with extreme inequality, elites were better able
to establish a legal framework that insured them
disproportionate shares of political power, and to
use that greater influence to establish rules, laws,
and other government policies that advantagedmem-
bers of the elite relative to nonmembers contributing
to persistence over time of the high degree of
inequality . . . In societies that began with greater
equality or homogeneity among the population,
however, efforts by elites to institutionalize an
unequal distribution of political power were rela-
tively unsuccessful . . . (Sokoloff and Engerman
2000, pp. 223–4)

The elite – erstwhile collectors of tribute, land-
grant recipients, plantation owners and the like –
may survive long after the initial institutions that
spawned them are gone. Such survival may nev-
ertheless be compatible with the maximization of
aggregate surplus, provided that the elite are the
most efficient of the economic citizenry in the
generations to come. But there is absolutely no
reason why this should be the case. A new gener-
ation of entrepreneurs, economic and political,
may be waiting to take over in the wings. It is an
open question as to what will happen next, but the
elite may well engage in policy that has as its goal
not economic efficiency but the crippling of polit-
ical opposition. Some evidence of this reluctance
to let go may be seen in literature that argues that
more unequal societies redistribute less (see
Perotti 1994, 1996; the survey by Bénabou 1996).

There are other routes. The elite may be unable
to avoid an oppositional showdown. A theory of
bad policymay then have to be replaced by amodel
of social unrest and conflict generated by initial
inequality. While this mechanism is clearly differ-
ent, the end result is the same. The channelling of
resources to ongoing conflict will surely inhibit the
accumulation of productive resources (Benhabib
and Rustichini 1996; González 2007). There may
also be effects running through legal systems (see,
for example, La Porta et al. 1997, 1998) or the
varying nature of different colonial systems (see,
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for example, Bertocchi and Canova 2002). There
may be effects running through the insecurity of
property rights or fear of elite expropriation (see,
for example, Binswanger et al. 1995).

We do not yet have a systematic exploration of
these mechanisms, nor an accounting of their rel-
ative importance. But there is some reduced-form
evidence that historical institutions affect growth
in the manner described by Sokoloff and
Engerman. The problem in establishing an empir-
ical assertion of this sort is fairly obvious: good
institutions and good economic outcomes may
simply be correlated via variables we fail to
observe or measure, or any observed causality
may simply run from outcomes to institutions.
Acemoglu et al. (2001) propose a novel instru-
ment for (bad) institutions: the mortality rate
among European settlers (bishops, sailors and
soldiers to be exact). This is a clever idea that
exploits the following theory: only areas that
could be settled by the Europeans developed egal-
itarian, broad-based institutions. In the other
areas, the same Europeans settled for slavery,
dictatorship, highly unequal land grants and
unbridled extraction instead. (The implied instru-
ment is more convincing when the analysis is
combined with controls for the general disease
environment, which could have a direct effect on
performance.)

The Acemoglu–Johnson–Robinson results,
which show that early institutions have an effect
on current performance, are provocative and inter-
esting. It bears reiteration, though, that IV esti-
mates are suggestive of an institutional impact
on development, but one just cannot be sure of
what the mechanism is. By relinquishing more
immediate institutional effects on the grounds of,
say, endogeneity, it becomes much harder to iden-
tify the structural pathways of influence. This
appears to be an endemic problem with large,
sweeping cross-country studies that attempt to
detect an institutional effect. Good instruments
are hard to find, and when they exist, their effect
could be the echo of one or more of a diversity of
underlying mechanisms.

Iyer (2005) and Banerjee and Iyer (2005) con-
sider a somewhat different channel of influence.
Both these papers study the differential impact of

colonial rule within a single country, India. Iyer
studies British annexations of parts of India, and
the effect today on public goods provision across
annexed and non-annexed parts. There is obvious
endogeneity in the areas chosen for annexation
(a similar observation applies, in passing, to coun-
tries ‘selected’ for colonization). Iyer instruments
annexation by exploiting the so-called Doctrine of
Lapse, under which the British annexed states in
which a native ruler died without a biological heir.
Banerjee and Iyer study the effect of variations in
the land revenue systems set up by the British,
starting from the latter half of the 18th century. In
particular, they distinguish between landlord-
based institutions, in which large landlords were
used to syphon surplus to the British, and other
areas based on rent payments, either directly from
the cultivator or via village bodies. While these
institutions of extraction no longer exist (India has
no agricultural income tax), the authors argue that
divided, unequal areas in the past cannot come
together for collective action. Dispossessed
groups are more worried about insecurity of ten-
ure and fear of expropriation than about the
absence of public goods, investment (public or
private) or development expenditure.

Institutions and the Interactive World
In section “History, Aggregates and the Interac-
tive World”, we applied market-based theories of
occupational choice and persistent inequality to
the interactive world economy, (tentatively)
treating each country as an economic agent.
Recall the main assumption for such an interpre-
tation to be sensible: that countries must face
infrastructural constraints that limit full diversifi-
cation. With these constraints in place, there will
be persistent inequality in the world income dis-
tribution, with countries in ‘occupational niches’
that correspond to their infrastructural choices.

Bring to this story the role of institutional ori-
gins. Then a particular institutional history may be
more suited to particular subsets of occupations,
driving the country in question into a determinate
slot in the world economy. From that point on, the
persistent cross-country inequalities generated by
the market-based theory will continue to link past
institutions to subsequent growth. In short, initial
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institutional differences may be correlated with
subsequent performance, but the magnitude of
that under-or over-performance is not to be
entirely traced to initial history. Distant history
could simply have served as a marker for some
countries to supply a particular range of occupa-
tions, goods and services. Today’s inequality may
well be driven, not by that far-away history but
simply by the world equilibrium path that follows
on those initial conditions. If all goods are needed,
there must be banana producers, sugar manufac-
turers, coffee growers, and high-tech enclaves, but
there cannot be too little or too many of any
of them.

The ‘inefficient political power’ argument used
in section “Institutions and History” can also be
transplanted to international interactions. It may
well be that a large part of such interactions –
protection of international property rights, restric-
tions on technology transfer, or barriers to trade –
is used to deter the entry of developing countries
onto a level playing field in which they can suc-
cessfully compete with their compatriots in devel-
oped countries. It would certainly be naive to
disregard this point of view altogether.

Looked at this way, our view of history fits in
well with the entire debate on globalization. One
might view one side of this debate as emphasizing
the convergence attributes of globalization:
outsourcing, the establishment of international
production standards, technology transfer, politi-
cal accountability and responsible macroeco-
nomic policies may all be invoked as foot
soldiers in the service of convergence.

On the other side of the battle lines are equally
formidable opponents. A skewed playing field can
only keep tipping, so goes the argument. The
protection of intellectual property is just a way
of maintaining or widening existing gaps in
knowledge. Technology transfers are inappropri-
ate because the input mix is not right. Non-
convexities and increasing returns are endemic.

My goal here is not to take sides on this debate
(though like everyone, I do have an opinion) but
to clarify it from a ‘non-convergence perspective’
that has so far received more attention within the
closed economy. There is a strong parallel
between globalization (and those contented or

discontented with it, to borrow a phrase from
Joseph Stiglitz 2002) and the questions of conver-
gence and divergence in closed economies.

Digging Deeper: The Microeconomics of
Development

There is no getting away from the big questions,
even if they cannot be fully answered with the
knowledge and tools we have to hand. The issues
we have discussed (and our intuitive first-takes on
them) determine our world view, the cognitive
canvas on which we arrange our overall thoughts.
But only the most hard-bitten macroeconomist
would feel no trepidation about taking these
models literally, and applying them without hesi-
tation across countries, regions and cultures.

The microeconomics of development enables
us to dig below the macro questions, unearthing
insight and structure with far more confidence
than we can hope to have at the world or cross-
country level. From the viewpoint of economic
theory, the assumptions made can be more care-
fully motivated and are open to careful testing.
From the viewpoint of empirical analysis, it is far
easier to find instruments or natural experiments,
or, for that matter, to conduct one’s own experi-
ments. There is the philosophical problem of scal-
ing up the results, of using a well-controlled
finding to predict outcomes elsewhere. In the
end, the choice between the fuzzy, imprecise big
picture and the small yet carefully delineated can-
vas is perhaps a matter of taste.

I need hardly add that my selectivity continues
unabated: there is a whole host of issues, and I can
but touch on a fraction of them. I focus deliber-
ately on four important topics that are relevant to
my overall theme of history dependence, and that
have been the subject of much recent attention.

The Credit Market
As we have seen, a failure of the credit market to
function is at the heart of market-based arguments
for divergence.

The fundamental reason for imperfect or miss-
ing credit markets is that individuals cannot be
counted upon (for reasons of strategy or luck) to
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fully repay their loans. If borrowers do not have
deep pockets, or if a well-defined system for
enforcing repayment is missing, then it stands to
reason that lenders would be reluctant to advance
those loans in the first place. There is little point in
asserting that a carefully chosen risk premiumwill
deal with these risks: the premium itself affects the
default probability. Therefore some borrowers
will be shut out of the market, no matter what
rate of interest they are willing to pay. Such a
market will typically clear by rationing access to
credit, and not by an adjustment of the rate of
interest.

Three fundamental features characterize differ-
ent theories of imperfect credit markets. There is
classical adverse selection, in which borrower
(or project) characteristics may systematically
adjust with the terms of the loan contract on
offer. Stiglitz and Weiss (1981) initiate this litera-
ture for credit markets, arguing that the higher the
interest rate, the more likely it is that the borrower
pool will be contaminated by riskier types. Then
there is the moral hazard problem (see, for exam-
ple, Aghion and Bolton 1997), in which the bor-
rower must expend effort ex post to increase the
chances of project success. Moral hazard also ties
into ‘debt overhang’, in which existing indebted-
ness makes it less credible that a borrower will put
in sustained effort in the project. Finally, there is
the enforcement problem (see, for example, Eaton
and Gersovitz 1981), in which a borrower may be
tempted to engage in strategic default. Ghosh et al.
(2001) survey some of the literature.

The poor are particularly affected, not because
they are intrinsically less trustworthy, but because
in the event of a project failure they will not have
the deep pockets to pay up. The poor may well
possess collateral – a small plot of land or their
labour – but such collateral may be hard to ade-
quately monetize: a formal sector bank may be
unwilling to accept a small rural plot as collateral,
much less bonded labour; but other lenders
(a rural landlord, for instance) might. It is there-
fore not surprising to see interlinkages in credit
transactions for the poor: a small farmer is likely
to borrow from a trader who trades his crop, while
a rural tenant is likely to borrow from his landlord.
Even when the entire market looks competitive,

these niches may create pockets of exploitative
local monopoly (Ray and Sengupta 1989; Floro
and Yotopoulos 1991; Floro and Ray 1997;
Mansuri 1997; Genicot 2002).

In short, the very fact of their limited wealth
puts the relatively poor under additional con-
straints in the credit market. This is why imperfect
capital markets serve as a starting point for many
of the models that study market-based history
dependence.

The direct empirical evidence on the existence
of credit constraints is surprisingly sparse, which
is obviously not to say that they do not exist, but
only to point out that this is an area for future
research. Existing literature in a development con-
text largely uses the existence of (presumably
undesirable) consumption fluctuations in house-
holds to infer the lack of perfect financial markets
(see Morduch 1994; Townsend 1995; Deaton
1997). A direct test for credit constraints yields
positive results for Indian firms (Banerjee and
Duflo 2004), though it is unclear how general
this finding is (see, for example, Hurst and Lusardi
2004). There is a sizeable literature dealing with
the impact of credit constraints on outcomes such
as health (Foster 1995), education (Jacoby and
Skoufias 1997) or the acquisition of production
inputs such as bullocks (Rosenzweig and Wolpin
1993).

Chiappori and Salanie (2000) and Karlan and
Zinman (2006) are two examples of specific tests
for different frictions, such as adverse selection
and enforcement. Udry’s seminal (1994) paper on
credit and insurance markets in northern Nigeria
may be viewed as singling out enforcement as
perhaps the most important binding constraint.
The importance of enforcement constraints is, of
course, not peculiar to credit or insurance;
Fafchamps (2004) develops the point for a variety
of markets in sub-Saharan Africa. For more on
insurance, see Townsend (1993, 1995), Ligon
(1998), Fafchamps (2003), and Fafchamps and
Lund (2003). Coate and Ravallion (1993), Ligon
et al. (2002), Kocherlakota (1996), and Genicot
and Ray (2003) develop some of the associated
theory with limited enforcement.

Finally, there is a literature onmicro-credit, the
lending of relatively small amounts to the very
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poor; Armendáriz and Morduch (2005) is a good
starting point.

Collective Action for Public Goods
There is a growing literature on the political
economy of development. Unlike some main-
stream approaches in political science and polit-
ical economy, this literature appears to largely
eschew voting models. In my view this is not a
bad thing. Perhaps the most important criticism
of voting models is that even in vigorous democ-
racies, most policies are not subject to referenda
among the citizenry at large. Certainly, there are
periodic elections, and the sum total of enacted
policies – and the package of future promises –
are then up for voter scrutiny, but, nevertheless,
there is a large and significant gap between vot-
ing and the enactment of a particular policy.
Between that policy and the voter falls the
shadow of collective action, lobbies, capture
and influence, cynical trade-offs across special
interests, and covert or open conflict. For coun-
tries with a non-democratic history, these con-
siderations are expanded by orders of
magnitude.

An important literature concerns the determi-
nants of collective action for the provision of public
goods, and how poverty or inequality affects the
ability to engage in such action. The relationship
here is complex. There are two potential reasons
why inequality in a community may enhance col-
lective action. First, the elite in a high-inequality
community might largely internalize all the bene-
fits from the resulting public good, and therefore
pay for it (Olson 1965). Good examples involve
military alliances (Sandler and Forbes 1980), tech-
nology adoption (Foster and Rosenzweig 1995) or
even ‘top-down interventions’ by local rulers or
elites (Banerjee et al. 2007). Second, the elite has
a low opportunity cost of money, while the poor
have a low opportunity cost of labour; in some
situations, the two resources can be usefully com-
bined for collective action (an alliance for violent
conflict, as in Esteban and Ray 2007a, is a good
example). But there are many situations in which
inequality can dampen effective collective action:
when all agents supply similar inputs – say effort –
but their impact or cost of provision is nonlinear

(Khwaja 2004; Ray et al. 2007), when there are
unequally distributed private endowments (Baland
and Platteau 1998; Bardhan et al. 2006), when
different individuals in the same community want
different things by virtue of their social differences
or inequality (Alesina et al. 1999; Banerjee et al.
2001; Miguel and Gugerty 2005; Alesina and La
Ferrara 2005), or when inequalities in wealth erode
the informational basis of collective action
(Esteban and Ray 2006).

The importance of this area of research cannot
be overemphasized. Several of the fundamental
accompaniments of development require state
intervention at a basic level: health, education,
social safety nets and infrastructure. This is espe-
cially so in poor countries, where privatized health
and education are often ruled out by the sheer
force of economic necessity. Yet states often are
set upon by numerous claims that compete for
their attention. How are these claims resolved?
The theory and practice of collective action
demands more research.

Moreover, while it can be argued (as above)
that inequality within a community might go
either way in affecting that community’s ability
to obtain public goods, there is no escaping the
fact that at the level of the entire society, high
inequality serves to fracture and divide. Simply
put, the very rich want state policy that is different
from what the very poor desire, and rare is the
society that has them in the same camp, and
demanding the same things of their government.
In the world of the median voter, one might sim-
ply resolve these issues by looking at the median
voter’s ideal policy, but even in this rarefied sce-
nario there are complex issues that deserve our
consideration. Political alliances can often rede-
fine the median voter (Levy 2004) and even with-
out alliances it is unclear just who the median
voter is (Bénabou 2000). When we return to the
‘real world’ of collective action, these issues are
magnified considerably. In that world, each citi-
zen does not have an endowment of one vote. The
real endowments are labour and money. How
these commodities combine (or compete) is fun-
damental to our understanding of political econ-
omy and – via this channel – our views on
persistent history-dependence.
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Conflict
A more sinister expression of collective action is
conflict. In the second half of the 20th century and
well into the first decade of the 21st the loss of
human life from conflicts in developing countries
was immense; the costs are beyond measurement.
Even the narrow economic costs of conflict can be
extremely large (Hess 2003).

That conflict contributes to economic regress is
not surprising. But given our focus on history
dependence, it is of equal interest to consider the
causal chain running from underdevelopment to
conflict. That chain has a natural and simple foun-
dation: poverty reduces the opportunity cost of
engaging in conflict. The grabbing of resources,
often in an organized way, is often a far more
lucrative alternative to the steady process of
wealth accumulation. It is certainly a quicker
alternative. (One might argue that there is less to
gain as well, but this effect is attenuated in
unequal societies.)

This unfortunate observation has substantial
empirical support. For instance, Miguel et al.
(2004) use rainfall as an instrument for economic
growth in 41 African countries and derive a strik-
ing negative effect of growth on civil conflict: a
negative growth shock of five percentage points
raises the likelihood of civil conflict by 50 per
cent; see also Dube and Vargas (2006) and
Hidalgo et al. (2007), both of which also instru-
ment for economic shocks to find significant
effects on conflictual outcomes. Collier and
Hoeffler (1998), Sambanis (2001), Fearon and
Laitin (2003), and Do and Iyer (2006) all establish
strong correlations between economic adversity
and conflict, the last of these countries
establishing this over regions in a single country
(Nepal).

Yet conflict is demonstrably wasteful, and if
warring parties could sit down at the negotiating
table, why would societies engage in it? This is a
classical question to which there are a number of
possible answers. First, there may be a Prisoner’s
Dilemma-like quality to conflictual incidents, in
the sense that one party can precipitate attacks
while the other remains passive (Leventoglu and
Slantchev 2005). Second, while conflict generates
waste, there is no reason to believe that every

group is thereby made worse off by it. It is entirely
possible that a group prefers conflict to a peaceful
outcome: the former involves a smaller pie, but
the group may obtain a larger share of it (Esteban
and Ray 2001). Third, while one should be able to
find a system of taxes and transfers that Pareto-
dominate the conflict outcome, for various
reasons – lack of commitment, a sparse informa-
tional base for the levying of taxes, dynamics with
rapid power shifts – it may not be possible to
implement that system (Fearon 1995; Powell
2004, 2006). Fourth, it is certainly possible that
conflict is over indivisible resources such as polit-
ical power or religious hegemony. It may then be
absurd to imagine that side A compensates side
B with suitable transfers in exchange for political
power: the lack of credibility involved is only too
apparent. Finally, conflict may be endemic
because both parties to it have incomplete infor-
mation regarding chances of success, though this
view has come under increasing criticism from
political scientists (see, for example, Fearon
1995).

The next question of relevance concerns ethnic
and social divisions. Might the presence of poten-
tially divisive markers (caste, religion, geography,
ethnicity in general) exacerbate conflictual situa-
tions? For instance, Esteban and Ray (2007a)
argue that non-economic (‘ethnic’) markers may
play a salient role in the outbreak of conflict even
when society exhibits high economic inequality
and may look prima facie more ripe for a
class war.

A standard tool for measuring ethnic and social
divisions is that of fractionalization, roughly
defined as the probability that two individuals
drawn at random will come from two distinct
groups. While fractionalization seems to have a
negative effect on economic outcomes such as per
capita GDP (Alesina et al. 2003), growth (Easterly
and Levine 1997), or governance (Mauro 1995),
its effect on civil conflict appears to be insignifi-
cant (Collier and Hoeffler 2004; Fearon and Laitin
2003). Of course, as Horowitz (2000) and others
have observed, it is the presence of large cleav-
ages that is potentially conflictual, whereas frac-
tionalization continues to increase with diversity.
The solution is to drop fractionalization
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altogether. Montalvo and Reynal-Querol (2005)
adapt Esteban and Ray’s (1994) measure of polar-
ization to show that measures of ethnic and reli-
gious polarization do indeed have a significant
impact on conflict (see also Do and Iyer 2006).
Obviously, more research is called for on ques-
tions such as these. For instance, it is unclear how
polarization should enter an empirical specifica-
tion: Esteban and Ray (2007b) argue that highly
polarized societies may actually avoid a show-
down through deterrence, though conditional on
the outbreak of conflict, polarization must vary
positively with the intensity of conflict.

The continuing study of conflict in develop-
ment demands our highest priority. Certainly, the
social waste of conflict dominates the inefficiency
of misallocated resources that so many main-
stream economists prefer to emphasize. Indeed,
it is entirely possible that the much-maligned (and
much-studied) inefficiencies of incomplete infor-
mation are also of a lower order of magnitude.
But, most of all, it is the chain of cumulative
causation that must ultimately drive our interest,
from underdevelopment to conflict and back again
to continuing underdevelopment. Conflict is one
channel through which history matters.

Legal Matters
Contract enforcement, property rights, and expro-
priation risks: these are a few instances of legal
matters that are central to development. They bear
closely on that much-used catchall phrase, ‘insti-
tutional effects on development’. For instance,
Acemoglu et al. (2001) as well as the recent sur-
vey by Pande and Udry (2007) clearly have the
security of property rights high on the list when
discussing ‘institutions’. La Porta et al. (1997,
1998, 2002) and Djankov et al. (2003) begin
with the premise that common (English commer-
cial) law and civil (French commercial) law afford
different degrees of protection and support to
investors, creditors and litigants, and argue that
it has had dramatic effects on a variety of indica-
tors across countries: corruption, stock-market
participation, corporate valuation, government
interventionism, judicial efficiency – and presum-
ably, via these, to economic indicators.

It is little surprise that the security of property
rights is generally conducive to investment, and
that long-term investment is especially encour-
aged by such security (see, for example, Demsetz
1967). Short-term efforts, in contrast, may well be
enhanced by insecurity of tenure. Depending on
the exact form that property rights assume, there
may be further positive effects – for example, via
access to credit – that arise from the ability to
mortgage or sell property (Feder et al. 1988).

Empirical research into these matters is invari-
ably assailed by questions of endogeneity and
omitted variables. For instance, long-gestation
investments may provoke – and permit – the
establishment of property rights, and high-ability
agents might use their ability to both invest and
secure their rights. Nevertheless, the evidence on
property rights is that by and large they are good
for investment and production (Besley 1995;
Banerjee et al. 2002; Do and Iyer 2003; Goldstein
and Udry 2005), and even more obviously, prop-
erty values where these are reasonably well-
defined (Alston et al. 1996; Lanjouw and Levy
2002). Instances in which property titling creates
better access to credit are, intriguingly enough,
somewhat harder to come by Field and Torero
(2006) and Dower and Potamites (2006), are two
of the rarer examples that do document better
access, but with some qualifications).

Indeed, economists have little trouble in find-
ing numerous instances of changed (or changing)
property rights regimes. This is because there is a
plethora of situations in which the absence of
well-defined rights is the rule rather than the
exception. In rural societies the world over, land
rights can be highly ambiguous, and land titles can
be missing even when an unambiguous definition
of property exists. If one adds to this the sizable
proportion of land under tenancy, the effective
security for cultivators becomes more tenuous
still (and indeed this complicates matters, because
their rights may be inversely related to those of the
owner!). In non-rural settings, there are substan-
tial uncertainties for those who operate in the
informal sector (such as the periodic ‘cleansing’
of informal retailers from city pavements). If the
above studies are to be taken seriously, there are
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substantial production losses from such states of
insecurity.

If imperfections of the law are so inimical to
the fortunes of cultivators and producers (and
especially for the small and the poor among
them), why do we see such institutional ‘failures’
in equilibrium? The Coase–Posner view would
presumably have none of this: in their view,
legal systems would invariably develop to maxi-
mize social surplus. But of course, there could be
several reasons for the persistence of ‘inefficient
institutions’. When side payments are not feasible
or credible, economic agents often prefer a larger
share of a reduced pie to a smaller share of a more
efficient pie. For instance, domestic businesses
that can rely on a trusted network of kin or
extended family might prefer an ambiguous legal
system, which prevents entry. Or workers might
prefer imperfect enforceability of a work norm, so
that efficiency wages need to be paid. Borrowers
might prefer that loan repayment cannot be fully
enforced, so that incentives to repay must be built
into the loan contract. And when tenancy is wide-
spread in agriculture, the very design of overall
property rights to maximize efficiency can be a
highly complex problem.

The last three examples possess another feature
that is worth some emphasis: ambiguous property
rights often have equity effects that do not go the
same way that efficiency-minded economists
would like them to go (see Weitzman 1974;
Cohen and Weitzman 1975; Baland and Platteau
1996). The ambiguity of property rights can serve
as insurance, buffer, or redistributive device. As
examples, consider broad access to water
resources or grazing land, or the efficiency-wage
premia that may need to be paid to workers or
borrowers.

Most importantly, the ambiguity of property
rights slows down the emergence of an overt
assetless class, and that has its own social value
(it should not be forgotten that the flip side of
unambiguous rights is exclusion). For example,
Goldstein and Udry (2005) develop this point of
view in the context of rural Ghana, arguing that
the ambiguity in property rights prevented the
outbreak of extreme poverty (and had an

interesting efficiency effect in the bargain, as indi-
viduals were reluctant to leave the land fallow – an
important investment – in the fear that this would
signal a lack of need for land).

The political economy of rights is a messy
business, but of central importance in develop-
ment economics. Poverty in general enhances
the social and political need for ambiguity, while
to the extent that such ambiguity wears on effi-
ciency, we have an extremely important instance
of non-convergence. Sometimes such non-
convergence assumes particularly dramatic form.
In West Bengal (India) ‘Operation Barga’ pro-
vided widespread – and welcome – use rights to
registered sharecroppers (see, for example,
Banerjee et al. 2001). Those very use rights now
lie at the heart of recent difficulties in converting
agricultural land in India for use in industry. In the
world of the second best, few policies have unam-
biguously one-directional effects.

A Concluding Note: Theory and Empirics

While I have tried to provide a conceptual over-
view in this article, recent research in develop-
ment economics has been almost entirely
empirical. A veritable explosion in computing
power, the expansion of institutional data-sets
and their increased availability in electronic
form, and the growing ease of collecting one’s
own data have bred a new generation of develop-
ment economists. Their empirical sensibilities are
of a high order; they are extremely sensitive to
issues of endogeneity, omitted variables, measure-
ment error and biases induced by selection. They
are constantly on the search for good instruments
or natural experiments, and, when these are hard
to find, they are adept at creating experiments of
their own.

There is little doubt that we know little enough
about the world we live in that it is often worth
finding out the simple things, rather than continu-
ing to engage in what some would term flights of
theoretical fantasy. Are people really credit-
rationed? Does rising income automatically
make for better nutrition and health? If we had
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the option to throw in more textbooks, or reduce
class size, or add more teachers, or install moni-
toring devices to track teacher attendance, which
policy should we implement? Do women leaders
behave differently from men in the policies that
they adopt? Do households behave as one fric-
tionless unit? Or, if one is the big-picture sort,
have countries indeed converged over the last
200, or 500, years? Are richer countries more
democratic? How many excess female deaths
have occurred in China or India because of gender
bias? Are poorer countries more ‘corrupt’? And so
on. The list is practically endless.

The somewhat churlish theoretically minded
economist might ask, why are well-trained statis-
ticians unable to answer these questions? Why do
we need economists, who are supposed, at the
very least, to combine two observations to form
a deduction? The answer, at one level, is very
simple and not overly supportive of the churlish
theorist’s complaint. While the questions are
straightforward, the answers are often extremely
difficult to tease out from the data, and one needs a
well-trained economist, not a statistician, to
understand the difficulty and eliminate
it. Because of the aforementioned econometric
issues, not a single one of the questions asked
above admits a straightforward answer. Develop-
ment economists spend a lot of time thinking of
inventive ways to get around these problems, and
it is no small feat of creativity, dedication and
extremely hard work to pull off a convincing
solution.

It is true that the very desire to obtain a clean,
unarguable answer – with its attendant desire to
have control over the empirical environment –
sometimes narrows the scope of the enquiry.
There is often great reluctance to rely on theoret-
ical structure (for such reliance would contami-
nate the near-lexicographic desire for an
unambiguous result). This means that the question
to be asked is often akin to that for a simple
production function (for example, ‘do students
do better in exams if they are given more text-
books?’) or is focused on the direct effect of some
policy intervention (‘does the provision of health
check-ups improve health outcomes?’). So it is

that a boring but well-identified empirical ques-
tion will often be treated with a great deal more
veneration (especially if a clever instrument or
randomization device is involved) than a model
that relies on intuitive but undocumented
assumptions.

That said, it is also a fact that we know very
little about the answers to some of the most basic
questions, such as the ones we have listed above.
The great contribution of empirical development
microeconomics is that we are building up this
knowledge, piece by piece.Whether the search for
that knowledge is informed by theory or not, there
will be enough theorists to attempt to put these
observations together. There will be enough
empirical researchers to keep generating the hard
knowledge. Development economics is alive
and well.
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Development Planning

Amiya Kumar Bagchi

Conscious plans for development of the economy
as a whole over an extended period (say, five or
ten years) were drawn up for the first time in the
Soviet Union in the 1920s. The socialist countries
of Eastern Europe, and the People’s Republic of
China have since then been the most consistent
practitioners of development planning. However,
the practice of drawing up development plans
soon spread from the Soviet Union to
non-socialist countries and some of the plans pro-
mulgated by the respective governments were
also implemented, with different degrees of
success.

In socialist countries, the broad outlines of the
development plan have to be approved by the
highest authority which may be the praesidium
of the supreme legislative and executive body or
the Party Congress convened for the purpose.
However, the political and administrative author-
ities at the lower levels of administration, such as
the county or the province, transmit information
upwards regarding both the availability of
resources and the felt needs of development. The
actual implementation of the plan and the detail-
ing of the outputs to be produced and the inputs to
be used for executing the plan are delegated to the
lower level authorities. As we shall see later, in
socialist countries an almost continuous debate
has been conducted regarding the degree of
devolution of administrative authority and
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decentralization of economic decision-making.
By and large, the central leadership in socialist
countries have taken the decisions regarding the
strategic and long-term variables, such as the rate
and sectoral composition of investment, the
degree of openness of the economy, and the allo-
cation of resources as between different regions,
while leaving the tactical or short-run production
decisions to the lower-level authorities.

Long-term development plans have to be based
on a depiction of the structure of the economy and
its probable evolution under the influence of dif-
ferent types of intervention by the government. In
the Soviet Union in the 1920s, inspiration for the
construction of models of a planned economy was
drawn mainly from the works of Karl Marx. (For
an anthology of translations of Soviet writings on
the subject, see Spulber 1964.) In particular, by
drawing on the schemes of expanded repro-
duction constructed by Marx (1893, 1894),
G.A. Fel’dman constructed a two-sector model
of development by assuming the economy to be
closed and dividing it into two vertically-
integrated sectors, one producing capital goods
and the other consumer goods (Fel’dman 1928;
Domar 1957). Fel’dman assumed that capital
goods were the only limiting factor of production.
An analytically equivalent model was constructed
by P.C. Mahalanobis (1953). One interesting
result of the Fel’dman–Mahalanobis model is the
demonstration that given a constant technology
and a constant capital–output ratio, the long-term
rate of growth of the economy is determined by
the proportion of investment devoted to the
expansion of the capital goods sector.

In Fel’dman’s model, the capital goods sector
included all the intermediate goods needed for
producing the final goods, as did the consumer
goods sector. But the actual calculation of the
output of a particular intermediate good needed
to sustain a desired level of a particular capital
good or consumer good could be made only after
all the direct and indirect uses of the
corresponding intermediate good had been traced.
In trying to solve this problem, the Soviet planners
early evolved the method of the material balances,
under which, once, let us say, a given volume of

output of finished steel had been decided upon, all
the inputs directly and indirectly needed to sustain
that level of output in the way of iron ore, coal,
limestone, blast furnace and steel-smelting facili-
ties, transport services and power would be
worked out. This would generally involve several
iterations until the demands and supplies of the
different inputs converged. These exercises would
be carried out for all the major items entering
planning – and these could run to several hundred
items (Montias 1959).

Wassily Leontief later worked out what has
come to be known as the input–output method of
analysis, which can be regarded as the logical
completion of the method of material balances.
(For a succinct summary of the available elabora-
tions of the input–output models used in plan
exercises, see Taylor 1975.)

In the Soviet Union and other socialist coun-
tries, considerable attention was paid to the use
of mathematical methods for solution of large-
scale planning problems and for finding out
least-cost methods of carrying out given projects
or programmes. The Russian mathematician
L.V. Kantorovich has been credited with the dis-
covery of the method of linear programming
though the first convenient algorithm for solving
such a programme was invented by G.B. Dantzig
(Kantorovich 1965). However, the real problems
of planning in the Soviet Union and other socialist
economies have centred on questions of the use of
prices or simulation of planning by markets, on
the degree of decentralization of decision-making,
and on the level and composition of maintainable
investment, rather than on questions of which
techniques to use to draw up plans.

Socialist economies such as the Soviet Union
and China, soon after the beginning of planning,
attained very high rates of investment: the rate of
investment during the first five-year plan in Russia
went up, for example, from 15 per cent to 44 per
cent of national income between 1928 and 1932
(Ellman 1975). In China the ratio of investment to
national income went up to 25 per cent at the end
of her first five-year plan (1953–7), and in the
1970s the investment–income ratio generally
stayed above 30 per cent. One result of the drive
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to raise the rate of investment and construction
was that the huge labour surpluses in these coun-
tries which had been prevalent in pre-revolution
days were mopped up after the first few years of
planning.

The problems that the socialist countries typi-
cally faced were well summed up by Mao Zedong
in his famous talk on the ten major relationships
(Mao 1956). According to Mao, in the context of
Chinese development, maintenance of a balance
was crucial in the relationships (i) between heavy
industry, light industry and agriculture;
(ii) between industry in coastal regions and indus-
try in the interior; (iii) between civil investment
and defence construction; (iv) between the state,
the units of production and the actual producers;
(v) between the central and local authorities;
(vi) between Han, that is, the majority nationality,
and the minority nationalities; (vii) between Com-
munist Party authorities and cadres and
non-members of the Party; (viii) between different
policies fostering revolution rather than counter-
revolution; (ix) between rewarding the correct
policy-executors and punishing the wrongdoers;
and (x) between China and the foreign countries.
The relations (vi), (vii), (viii) and (ix) are political
questions of broad importance involving socialist
legality, the correct treatment of counter-
revolutionary elements, but also questions with a
mainly Chinese orientation. But the other rela-
tions involve mainly questions of economic strat-
egy and have appeared in many different contexts.
It has been felt in many socialist countries that not
enough attention was paid until recently to the aim
of raising the standards of living of the people.
Too many resources were devoted to the develop-
ment of heavy industry and too few to the growth
of light industries catering for mass consumption
(cf. Kalecki 1969).

It was also felt that because of the highly cen-
tralized character of management, the stress on
investment and a general atmosphere of scarcity
within which managers were to achieve certain
quantitative goals, there is a tendency at the enter-
prise level in a socialist economy to hoard
resources and to invest too much (Kornai 1980).
Moreover, it was thought that in the drive to raise
the rate of industrialization, while keeping prices

stable by ensuring the supply of an adequate
quantity of agricultural goods at fixed prices to
the non-agricultural sector, plans had tended to
discriminate against the rural producers. The alle-
gation that Soviet industrialization was mainly
financed by Russian peasants has been called
into question by recent research (Ellman 1975;
Vyas 1979). However, in many socialist countries,
including China, moves have been made in recent
years to increase the incomes of agricultural pro-
ducers significantly and prices of agricultural
products have been raised drastically with the
same end in view. In China, deliberate attempts
have also been made to bring down the ratio of
accumulation (investment) to national income, to
increase the rate of growth of light industry, and to
provide greater incentives to peasants and indus-
trial enterprises to change their product mix in
response to changing demand patterns, to econo-
mize on scarce resources and to bring about a
greater degree of flexibility of management
(Ma Hong 1983; Xue Muqiao 1981). But the
chief instruments of adjustment and reform have
been changes in prices paid to producers of spec-
ified goods, especially agricultural commodities,
and political and administrative decentralization,
rather than allowing producers to change their
prices or their investment patterns independently
of political authorities. The main underpinnings
for an egalitarian distribution of income in the
shape of a comprehensive public distribution and
social security system and of stability in consumer
prices have so far been maintained in all socialist
economies. One reason for this is that there is no
simple way in which an economy-wide reform
can be instituted so that prices either equal prices
of production or equalize supplies and demands in
all markets but do not bring about other undesir-
able side-effects in the form of an increase in
inequality of income distribution or
unemployment.

Socialist economics have been concerned in
recent years with making a transition from a
regime of extensive to one of intensive growth,
that is, from one where economic growth is accel-
erated by raising the rate of investment or the
application of labour to one where it can be raised
by increasing the productivity of agents of
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production. Economic reforms are seen as one
means of doing this. Increasing the rate of inno-
vation and adaptation and absorption of imported
technology are seen as other means of doing this.
It is in the latter area that the relations between
socialist countries and advanced capitalist econo-
mies become crucial. Socialist economies are
striving to import improved technologies from
the USA, the EEC countries and Japan without
becoming dependent on them or becoming
heavily indebted to them. On the other side, the
advanced capitalist countries are trying to increase
their markets in socialist countries without selling
them technologies which could make them eco-
nomically or militarily stronger than the capitalist
countries in the future.

The problems that the non-socialist countries
have faced in formulating credible development
plans have been far more complex than those
discussed above and their success in
implementing them has been far more mixed.

While the Soviet theorists and Mao took a
socialist system to be the environment in which
a development plan was to be located, most other
theorists were not explicit about the kind of sys-
tem they had in mind when they proposed specific
plans for development of the underdeveloped
economies. Paul Rosenstein-Rodan’s pioneering
attempt to formulate appropriate plans for devel-
opment of the Eastern European countries after
World War II can be taken to be the genesis of
what came to be known as the ‘balanced growth’
doctrine (Rosenstein-Rodan 1943). Ragnar
Nurkse (1953) developed some of these ideas
further in his writings. According to these theo-
rists, in a poor underdeveloped economy, a cred-
ible development plan would have to consist of a
programme for a simultaneous and balanced
development of all the important sectors in the
economy, so that expanding demands are met by
matching supplies, and vice versa. Moreover, this
process of balanced growth would lead to the
realization of internal economies of scale and
external effects arising from learning processes,
and a decline in uncertainty faced by buyers,
sellers and investors (see, in this connection,
Dobb 1960, ch. 1). Maurice Dobb (1951), Nurkse
and Lewis (1954) all stressed the necessity and

possibility of mobilizing underemployed and
unemployed labour for the purpose of capital for-
mation in underdeveloped economies.

The balanced growth doctrine has the advantage
that it can be embodied in specific development
plans elaborated out of the Fel’dman–Mahalanobis
models, and the input–output models devised by
Leontief and his co-workers and later followers.
But even before such models had been elaborated
to take account of all the interconnections involved
in a dynamic income generation process, it was
clear that in a non-socialist economy, a develop-
ment plan, however well-formulated, was likely to
run into problems because of the lack of concor-
dance between planners’ goals and private sector
goals and lead to political side-effects which could
derail it before it had really had time to run its
course.

It is useful to analyse some of these problems by
using the four-sector model of development which
Mahalanobis (1955) used as the scaffolding for
drawing up the draft second five-year plan of
India. In this model, the economy is divided into
four vertically integrated sectors, the first produc-
ing capital goods by factory methods, the second
producing consumer goods by factorymethods, the
third producing consumer goods by handicraft
methods and the fourth producing services by
labour-intensive methods. The idea behind this
classification was that a designated proportion of
the output of capital goods industries would be
devoted to their own expansion in order to promote
growth, while the handicraft and service sectors
would meet much of the demand for consumer
goods and services generated by increasing
incomes and at the same time mobilize underem-
ployed and unemployed labour thus minimizing
the need to divert investible resources to the factory
sector for production of more consumer goods.

However, one of the basic conditions for
employment of more labour would be that the
new workers can be fed and clothed (Nurkse
1953; Lewis 1954). It cannot be assumed that
some automatic mechanism would spring up for
diverting food from the farms to factories in urban
or rural areas. Kalecki (1955) was one of the first
to emphasize the importance of ensuring a smooth
supply of wage goods and keeping the rate of
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saving high by curbing consumption for financing
development in Third World countries.

Most Third World countries were, however,
characterized by various kinds of landlordism or
other semi-feudal constraints such as debt bond-
age, the use of non-market coercion, etc., limiting
farm output. The failure to carry out thorough-
going land reforms which would vest the owner-
ship and management of the land in the hands of
the actual cultivators also meant that traders and
moneylenders could continue to prosper by exact-
ing extortionate margins on goods sold or bought
and charging usurious interest rates on loans to the
poor in the countryside. These conditions also
facilitate political coalitions between landlords,
traders and moneylenders blocking the process
of reforms to endow the peasants with the incen-
tive and wherewithal to produce more and meet
the needs of industrialization.

As Kalecki (1955) realized, if the marketed
surplus fails to go up, an increase in the rate of
investment as envisaged by all development plans
would soon meet an inflation barrier (since the
income elasticity of the demand for food is high
and its price elasticity is low). A rising output of
farm products does not in itself guarantee a rising
volume of marketed surplus. If the consumption
of the suppliers of farm products rises proportion-
ately more than farm output, then the marketed
surplus will fall. With a landlord-dominated farm
sector, traders and landlords generally command
enough credit and other assets to ensure that the
rest of society pays a stiffly rising price for farm
products whenever the output of agriculture fal-
ters (say, because of adverse weather conditions or
floods or pests). If the government can be per-
suaded to run a procurement programme so that
it is committed to buying up any agricultural
supplies coming on the market at a minimum
price, but cannot force the landlords or traders to
deliver the grain (or cotton or oilseeds) at that
price, then a ratchet is put under the prices of
farm products. Thus the physical rate of growth
of farm output puts only an outside limit on the
rate of growth of non-agricultural output: the
actual limit (which is lower) is set by the owner-
ship pattern of agricultural assets and by the con-
ditions of sales of agricultural commodities.

When the farm sector is dominated by landlords,
the rate of growth of agricultural output interacts
with such factors as luxury consumption of the
rich, the tendency to speculation whenever the
harvest is poor, the extremely skewed distribution
of credit, and public support for farm prices to
produce a constricting limit on industrial growth.
In a socialist economy, with fixed prices of food
grains, a comprehensive public distribution sys-
tem and the abolition of speculation, a similar rate
of agricultural growth would be consistent with a
much higher rate of industrial development.
(A non-socialist economy with a relatively egali-
tarian distribution of landholdings would pose
lesser problems for growth than a landlord-
dominated society.) Thus, referring back to the
four-sector Mahalanobis model, it can be seen
that mobilization of labour to produce labour-
intensive consumer (or capital) goods would
require as a precondition a durable solution of
the problem of supply of the needed foodgrains
and other agricultural goods.

It can also be seen that stepping up the rate of
investment in the economy would require
stepping up the rate of savings to an equivalent
amount. Such a stepping up of saving would not
normally occur on a voluntary basis in an under-
developed economy which had been stagnating
before the onset of development planning. So the
government would have to tax the rich in order to
release the necessary resources for investment and
keep the demand for foodgrains and other goods
with inelastic supplies within reasonable bounds
(compare Kalecki 1955).

However, in a non-socialist economy the gov-
ernment generally fails to curb the increase in the
purchasing power in the hands of the rich to an
adequate extent. The rich then not only demand
and commandeer more of the scarce resources
which should go into investment, they also do
not purchase sufficient amounts of the handicrafts
or the labour-intensive consumer goods which, in
the four-sector Mahalanobis model, are supposed
to satisfy the increasing demands released in the
economy. Thus excess capacity emerges
(or continues) in many sectors of the economy
(including capital goods turned out by govern-
ment and private factories), with attendant
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unemployment, even while there is excess
demand in other sectors (see Bagchi 1970). In
particular, the rich generally demand newer
types of luxury goods produced in the advanced
capitalist countries. If these cannot be produced at
home, they will be imported from abroad. Since
the failure to step up the rate of aggregate saving
to an adequate extent or channel investment into
the sectors which accelerate the growth of the
economy in any case lead to balance of payments
deficits, most Third World countries attempting to
plan their development will also have foreign
trade regimes characterized by exchange controls,
high tariffs on permitted imports, and quantitative
restrictions on imports and exports. Under these
circumstances, restricted importables will nor-
mally fetch high premia in domestic currency
and it will be profitable to smuggle them in or
produce them behind the walls of the high tariffs
and quantitative restrictions of various kinds, thus
leading to further diversion of resources.

Some of the difficulties underdeveloped coun-
tries faced in obtaining enough foreign capital
inflows for financing development were
approached via the so-called ‘two-gap’ models
of aid, trade and development (Chenery and
Bruno 1962; Manne 1963; McKinnon 1964). In
these models, on plausible assumptions about the
desired rate and pattern of growth, a gap between
ex ante exports and imports and a parallel gap
between ex ante investment and savings are esti-
mated. Since exports of most underdeveloped
primary-commodity-producing countries are
price and income-inelastic, and many of them
also face non-price barriers in trade, whereas
their planned investment is often relatively
import-intensive, it was often found that the ex
ante trade gap was larger than the ex ante
investment-saving gap (Landau 1971). It was
argued then that the planning authorities of the
country concerned should plan to borrow or can-
vas for aid to cover the larger of the two gaps, and
then development could proceed as planned.

Few countries were, however, in the happy
position of being able to borrow or receive as aid
whatever foreign capital inflow the planning exer-
cises indicate as the optimum amount, even in the
days when official grants and loans were less

niggardly than they have become in the last decade
or more. Moreover, the two-gap models them-
selves did not indicate the desirable or the feasible
method of adjustment of the two gaps to each other
ex post, and to the amount of foreign capital actu-
ally received. Even if the foreign aid or loans
equalled the larger of the two gaps, the planning
authorities could not leave the adjustment process
to autonomous market forces, but had to adopt
specific policies to bring about an appropriate
adjustment process (Vanek 1967, ch. 6). When
the foreign trade gap is dominant, for example, it
is appropriate to allow savings to go down, in order
to make the investment–savings gap rise to the
export–import gap rather than stimulate (import-
intensive) investment and increase the trade gap
further. Under a wide variety of conditions, both
policy-induced and market-induced adjustment
processes would lead to a rise in consumption and
a slowing down of investment (because of the
uncertainty as regards the availability of imports
and because of inventory accumulation as a result
of excess capacity in import-constrained sectors).
Thus where foreign capital inflows are a binding
constraint, a negative relation may well be
observed between inflows of aid and domestic
savings effort (Rahman 1968; Griffin 1970).

Moreover, with overvalued foreign exchange
and with a perceived disadvantage in investing in
fields requiring new, foreign-controlled technol-
ogy, there may also be hidden outflows of domestic
capital to safe havens of hoarding or investment
even while a substantial amount of foreign capital
is coming in under official auspices.

Besides two-gap models, there were other
advances in the understanding of development
plans. It was realized that where the supply of
foreign exchange was a constraint, planners might
try to build up intersectoral linkages so as to pro-
vide for machines to produce machines or produce
higher-order intermediate goods, and so attempt to
accelerate economic development to the maximum
possible extent (Raj and Sen 1961). Optimizing
exercises involving time-lags could be carried out
with the same class of models. However, the imple-
mentation of the indicated development plans by
non-socialist developed countries would flounder
on their inability (a) to buy the technology, which
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was often patented or otherwise owned by transna-
tional corporations, on reasonable terms, (b) to
devise appropriate social and organizational mech-
anisms for absorbing and diffusing the technology,
and for exacting the needed savings and allocation
of investment out of the economy (see Bagchi
1982, ch. 9).

In the field of application of input–output anal-
ysis and social accounting matrices to develop-
ment plan models there have also been significant
advances. Although it was sometimes suggested
that different clusters of industries of the economy
(such as heavy industry, light industry and agri-
culture) could grow at very different rates,
because the current input–output flow system reg-
ularly displayed gaps between some sectors and
close ties as between others (Manne and Rudra
1965), it was realized that the flows of demands
generated by the planning process would tie the
growth patterns of different sectors tightly
together, as we have seen already. Significant
advances have been made in applying the social
accounting matrices to plan models, and the
implicit multipliers relating the growth of partic-
ular sectors or factor incomes to the rest of the
economy have been utilized to predict the income
generation and distributional implications of dif-
ferent patterns of plan expenditures (Pyatt and
Round 1979; Taylor 1979).

However, it is one thing to devise models for
development and another thing to implement
them in underdeveloped countries with big land-
lords, propertied classes which are divided
among themselves and which are continually
attracted to the metropolitan centres by the lure
of more modern life styles, safety of investments
against threats of revolutions, and other consid-
erations. Rosenstein-Rodan (1943) had con-
ceived of the development plan as being carried
out by a ‘trust’ which could internalize all exter-
nal effects and all secondary effects of invest-
ment. In actual fact the limits of organization
either through the market or in firms or govern-
mental organizations, and the temptation to resort
to opportunistic behaviour to the detriment of the
collective good have been far more prevalent in
non-socialist underdeveloped countries than in
the socialist economies. The propertied, or more

narrowly, capitalist groups have found it very
difficult to evolve codes of cooperation without
which confidence in the future and long-term
investment become very fragile plants (see
Axelrod 1984).

Even while the balanced growth doctrine was
being evolved, Albert Hirschman had proposed
exploiting the profitability-signalling property of
disequilibrium situations to recommend a path of
development along which imbalances were delib-
erately engineered (Hirschman 1958). In fact, as
it turned out, capitalists more often reacted the
‘wrong’ way to disequilibria, by cornering scarce
commodities, using political levers to raise bar-
riers against entry into their favoured pastures,
playing intertemporal arbitrage games to defeat
the planners’ intentions (see Bagchi 1966;
Hirschman 1968). The obstacles to the execution
of development plans in non-socialist countries
had been foreseen in the 1950s by manyMarxists,
of whom Paul Baran was the most prominent,
(Baran 1952, 1957), and by other social scientists
such as Gunnar Myrdal (1957). In the general
atmosphere of crisis in the world economy, there
is sometimes an agreement between proponents
at both extremes of the political spectrum that
development planning is impossible in Third
World countries. What both experience and anal-
ysis indicate, however, is that the implementation
of development plans is likely to be fraught with
contradictions. There will be imbalances between
regions, increasing differentiation of peasantry,
tensions between development of the public and
private sectors, conflicts between interests of
local development and interests of transnational
corporations and their local collaborators, and
questions will be raised and often resolved
through bloody confrontations regarding the
appropriate political regimes. It is through the
mobilization of ordinary people to tackle these
manifold contradictions and to fight the vested
interests blocking the progress of development
programmes that further advances will be made.
National planning, in that sense, has been and will
always be, intimately tied up with politics. But for
most Third World countries development plan-
ning remains an essential part of the programme
for charting their own future.
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Dialectical Materialism

Roy Edgley

Dialectical materialism is what Engels in the Pref-
ace to the second edition of the Anti–Dühring calls
‘the communist world outlook’. The term ‘dialec-
tical materialism’ was probably first used by ‘the
father of RussianMarxism’, Plekhanov, in 1891. It
was unknown to Marx himself. Engels came close
to coining it, and it was in fact Engels who was
chiefly responsible for founding dialectical mate-
rialism: the relevant books are his Anti-Dühring
(published 1877–8), Dialectics of Nature (written
1878–82, first published 1927) and Ludwig
Feuerbach and the End of Classical German Phi-
losophy (published 1886–8).

Marx’s distinctive intellectual work was a the-
ory of society, specifically of economics as the
basis of society, and in particular, in his Capital,
of the economics of capitalism. This social theory
is known as ‘historical materialism’. Dialectical
materialism is distinguished from and related to
historical materialism in various ways. For a start,
it is a theory not simply about society but about
reality as a whole, nature as well as society. The
presupposition of dialectical materialism, in the

words of the Preface to the second edition of the
Anti-Dühring, is that ‘in nature . . . the same . . .

laws . . . force their way through as those which in
history govern. . . events’. Thus the basic theories
of dialectical materialism are formulated as laws
of a completely universal application, governing
‘nature, society, and thought’ (Anti-Dühring, pt. I,
ch. xiii). Second, in accordance with this claim of
complete universality, dialectical materialism is
generally regarded as philosophy, whereas histor-
ical materialism claims to be not philosophy but
science, social science. Third, and further to its
status as philosophy rather than science, it yields a
very general account of the structural relations of
the special sciences.

What we have here is a traditional rather than
distinctively modern conception of philosophy
and its relation to science. A philosophy is a
‘world outlook’, a synoptic view of the totality
of things achieved in this case by revealing in the
special sciences a common content, an underlying
general conception of reality that they all share
and express. This philosophy is therefore itself
regarded as scientific, a kind of ‘natural philoso-
phy’ exemplified in and supported by the findings
of the special sciences as they investigate their
own limited domains of reality.

Engels’ case for dialectical materialism has a
special political point for Marxism: namely to
argue its scientificity. The case is that historical
materialism shares with the natural sciences not,
or not only, a method of inquiry but the same
‘world outlook’. Historical materialism’s claim
to scientific status is of crucial importance to
it. Marxism rejects as more or less unscientific
both other (bourgeois) social theories and other
forms of socialism such as ethical or utopian
socialism. It seeks to recruit to its support the
cognitive authority of science, distinguishing
itself within the socialist movement as what Eng-
els called ‘scientific socialism’.

With the rise of the bourgeoisie, the Scientific
Revolution and Enlightenment had seen the estab-
lishment of the natural sciences of astronomy,
physics and chemistry. But it was not until the
late 18th and early 19th centuries that the social
sciences began to develop, in a process in which
social theory sought to transform itself from
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philosophy into science. When in the 1840s Marx
and Engels embarked on their construction of a
unified and comprehensive social science they
rejected as models not only the existing
(bourgeois) forms of social theory, such as classi-
cal political economy, but also the earlier forms of
the modern natural sciences. In their view each
major social revolution, basically in the dominant
mode of production, involves also an ideological
revolution, a revolution in world outlook. Thus in
the transition from feudalism to capitalism the
religion-dominated ideology of the Middle Ages
had given way to a general conception of reality
shaped decisively by natural science. A central
element in this ‘natural philosophy’ of the bour-
geois era was the so-called ‘mechanical philoso-
phy’. According to this, the objective reality
investigated by science is a mechanism of matter
in motion, a kind of cosmic clockwork, and under-
standing this reality is knowing the laws
governing the mechanism. Between this and the
new world outlook of the rising working class
there would be both continuities and breaks, but
even the breaks would be prepared in bourgeois
society. Thus for Marx and Engels the natural
sciences in the later part of the 18th century had
already begun to change in a significant way,
developing one of the most basic and characteris-
tic aspects of the new communist point of view.

Newton has said that in the beginning God
threw the planets round the sun, creating pro-
cesses ruled by the laws of motion and gravity,
processes of repetitive or cyclical movement in a
system that itself remained essentially unchanged
and unchanging. But the Kant–Laplace nebular
hypothesis rejected this static conception and
replaced it with a theory representing the present
solar system as the latest stage in a long and
continuing evolution. For Marx and Engels,
what this showed was that ‘Nature has a history’
and that the natural sciences were themselves
evolving from a static conception of nature
towards a recognition of its historicity. Lyle’s
geology and Darwin’s biology seemed to confirm
this tendency.

The key to understanding this mode of
non-cyclical (progressive) change, according to
Marx and Engels, had already been prepared

within philosophy, by Hegel. This key was the
dialectic. They believed, however, that in Hegel
the dialectic suffers a deformation characteristic
of philosophy, especially bourgeois philosophy.
Its form is idealist, not materialist. For Hegel, in
other words, reality is ideal, the activity and prod-
uct of spirit or mind, so that its dialectical nature is
its nature as an essentially non-material process.

Dialectical materialism, then, results from the
crossing of two bourgeois philosophies, Hegel’s
dialectical idealism and the mechanistic material-
ism of the Scientific Revolution and Enlighten-
ment. Hegel’s idealism is incompatible with
materialism, and the mechanicism of traditional
materialism is incompatible with dialectic. They
are therefore rejected, leaving a conception of
reality that is both dialectical and materialist.

In this unification of dialectic and materialism
both doctrines are transformed. Traditional mate-
rialism, being non-dialectical, is reductive, a
‘nothing-but’ theory: it holds that reality is noth-
ing but matter in motion, and thus that processes
that appear to be otherwise are really not other-
wise because they are ‘reducible’ to matter in
motion. Ideas, for example, are reducible to and
ultimately identical with material processes. On
this view change itself, that is the development of
difference and novelty, is really nothing but the
continuation of the same basic processes and
laws. The dialectical point of view, on the con-
trary, claims that concrete reality is a unity, but a
differentiated unity in which the elements are all
essentially interrelated and integrated but not
reducible to one another. Indeed, differentiation
means opposition and contradiction. Thus the
material and ideal themselves are really different
and opposed, but they exist and are related within
a unity in which the material is basic: matter can
exist without mind but not mind without matter.
Epistemologically, then, physics yields, contrary
to idealism, knowledge of an objective mind-
independent reality, and forms the base of a uni-
fied system of the special sciences that, contrary to
traditional materialism, are nevertheless not
reducible to physics. Moreover, differentiation is
not a static condition but an active process. Real-
ity is a unity that is specifically contradictory, and
it is the conflict of opposites within unity that
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drives reality onwards in a historical process of
progressive change. This change is both evolu-
tionary and revolutionary, both quantitative and
qualitative: its revolutionary or discontinuous
moments yield genuine novelty, change of a qual-
itative kind. Mind itself on this view is such an
emergent novelty.

This dialectical world outlook is standardly
summarized in the form of three fundamental
laws: (1) the law of the unity of opposites,
according to which concrete reality is a unity in
conflict, a unity that is contradictory; (2) the law
of the negation of the negation, which says that in
the conflict of opposites one term negates the
other, but preserves something of the negated
term and is then itself negated in a historical
process that in this way rises to ever higher levels;
(3) the law of the transformation of quantity into
quality, which says that in the evolutionary pro-
cess of gradual quantitative change contradictions
intensify to the point at which a revolutionary
qualitative change occurs. The popularized ver-
sion of these laws represents dialectic as a triadic
process of thesis, antithesis and synthesis.

Dialectic claims to revolutionize our thinking
at all levels, including – even most
particularly – the intellectually fundamental level
of logic. Among its most controversial elements is
its use of the logical category of contradiction.
Dialectic presupposes the doctrine that there are
contradictions in reality, and is thought to imply
that therefore traditional formal logic, with its
central principle of non-contradiction, must be
superseded by a logic that permits contradictory
propositions as true of this contradictory reality.
The orthodox rejoinder has argued that two ideas
can be contradictory but that such ideas cannot
both be true, i.e. that reality itself cannot be con-
tradictory. Hegel rejects this distinction between
ideas and reality, but may be seen as ultimately
accepting, through his idealism, the orthodox
view that contradiction is a relation between
ideas. What is distinctive, even outrageous,
about dialectical materialism is that it takes the
logical category of contradiction to be applicable
to material reality.

What are the implications of dialectical mate-
rialism for economics? Economic theory, on this

view, takes the form of laws in which major
contradictions are identified within the pro-
cesses of production, exchange, and distribu-
tion, and are used to explain historical change
in society. In particular, these laws reveal how
the gradual intensification of contradictions
leads to crisis and ultimately to a revolution in
which a qualitatively new economic system
establishes itself.

But dialectical materialism has implications
not only for the form of economic theory but
also for the relation in which economics stands
to the other social sciences, such as political sci-
ence. First, the totalizing perspective of dialectic,
according to which all things are so closely inte-
grated that they can be understood only in their
interrelation, rejects the conception of economics
as a specialist social science capable of under-
standing its own domain of social phenomena
independently of other domains and other social
sciences. For the dialectic, economics is less a
social science than an integral part or aspect of
social science, of a comprehensive and unified
theory about a unified, if contradictory, social
totality. Second, however, materialism asserts
that within the social totality economic processes
have overriding importance. The general philo-
sophical materialism associated with the rise of
natural science contrasts matter with mind and
ideas, and holds that matter is the most fundamen-
tal, or even the only ultimate, component of real-
ity. In application to society in distinction from
nature, materialism contrasts ideas and theory
with practice and claims that the most fundamen-
tal aspect of any social system is its most material
practice, its economic practice, and in particular
its mode of (material) production. Thus for dia-
lectical materialism, social structure and social
change in general are explained ultimately in
terms of economic structure and economic
change. Economics is the most basic part of social
science.

Indeed, under the sway of dialectical material-
ism Marxism has tended to exaggerate this doc-
trine to the point of vulgarization. In representing
the scientificity of historical materialism as
consisting in its sharing a world outlook with the
natural sciences, dialectical materialism conceives
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historical materialism as a natural science of soci-
ety. This attempt to combine dialectic and materi-
alism within the general perspective of natural
science has been a standing temptation to leave
within ‘the communist world outlook’ unrecon-
structed residues from the bourgeois world out-
look. The result has been a variety of intellectual
pressures converging on an influential distortion,
namely the vulgar version of Marxism that Lenin
labelled ‘economism’.

On the side of dialectic, the orthodox view that
contradiction, as a logical relation, is a relation
between ideas seems incompatible with its appli-
cation to material reality. In consequence, the
category of contradiction has tended to be identi-
fied with that of conflict (conflict of forces) and its
specifically logical and critical content evacuated.
What this has helped to undermine is the possibil-
ity of conceiving the social science of historical
materialism as social critique.

On the side of materialism, classical scientific
materialism is reductive and determinist, and
conceives of ‘matter’ as an inert substance sub-
ject to ‘iron laws’ of nature. For a Marxism under
the influence of this tendency, the political and
theoretical superstructure are epiphenomena of
society’s material base. Only that material base,
the economy, and perhaps only its most material
aspect, technology, has real causal agency. The
effect of this on socialist strategy is anti-Marxist:
concentration on working-class action within the
economic base rather than its extension to poli-
tics and the state. In fact, even this limited activ-
ity is threatened as either impossible or
unnecessary by the conception of the science of
economics encouraged by a materialism of the
natural science sort. Though it was Engels who
was chiefly responsible for dialectical material-
ism, Marx himself sometimes lends support to
this version of economics. In the Preface to the
first German edition of Capital he refers to ‘the
natural laws of capitalist production’ as ‘tenden-
cies working with iron necessity towards inevi-
table results’; and in the Afterword to the second
German edition he speaks favourably of the
reviewer who says that ‘Marx treats the social
movement as a process of natural history,
governed by laws not only independent of

human will, consciousness and intelligence, but
rather, on the contrary, determining that will,
consciousness and intelligence . . .’. Whatever
space this leaves for socialist action, if any, it
seems inadequate for anything as large in scale
and conscious in purpose as revolutionary class
war. Lenin, though a committed believer in dia-
lectical materialism, found it necessary to argue
persistently against the anti-revolutionary ten-
dencies of economism.

Marx once declared that he was not a Marxist.
It was among the first generation of his followers
after Marx’s death that Marxism took shape, in
the period that culminated in the Russian Revo-
lution. Those followers learned their Marxism
chiefly from the two most famous books of the
founders, Marx’s Capital and Engels’ Anti-D-
ühring, the former regarded as constituting the
basic economic science of historical materialism,
the latter the philosophy of Marxism, specifically
dialectical materialism. Dialectical materialism
was an essential component of that first-
generation Marxism, the generation of the Sec-
ond International. It became, and remained,
equally central to Soviet communism and to the
Communist Party orthodoxy established under
Soviet leadership. Between the two world wars,
as Soviet communism slid into the tyranny of
Stalinist dictatorship and party bureaucracy, this
first Marxist philosophy of dialectical material-
ism came under attack from within that part of
the Marxist movement outside the USSR and
began to give way to a second form of Marxist
philosophy. This was Marxist humanism, since
then the characteristic form of ‘Western Marx-
ism’. Its chief theorists were Lukacs, Korsch and
Gramsci, followed by the thinkers of the Frank-
furt School and by Sartre’s attempt to fuse Marx-
ism and Existentialism. They attacked the
materialism of the natural sciences, and in
emphasizing Marx’s debt to Hegel and dialectic
insisted on the necessary roles in social change of
politics and ideology. Their revisions of Marx-
ism found some confirmation in the rediscovery,
in the 1920s and 1930s, of Marx’s early writings,
especially his Economic and Philosophical Man-
uscripts of 1844. In their turn, since the 1960s
these Hegelianizing tendencies have themselves
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come under attack, chiefly from Althusser and
his followers. But ‘diamat’ (to use the abbrevi-
ated name of dialectical materialism common in
the USSR) has remained characteristic mainly of
Soviet communism and of the Communist
Parties dominated by Russia.
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This notoriously elusive and multifaceted notion
assumed importance in the history of political
economy because Marx’s ‘critique of political
economy’, Capital, and particularly its first draft,
the Grundrisse of 1857–8, was presented in a
dialectical form. Part of the difficulty of encapsu-
lating the dialectic within any concise definition
derives from the fact that it may be conceived as a
method of thought, a set of laws governing the
world, the immanent movement of history or any
combination of the three. The dialectic originated
in ancient Greek philosophy. The original mean-
ing of ‘dialogos’was to reason by splitting in two.
In one form of its development, dialectic was
associated with reason. Starting with Zeno’s par-
adoxes, dialectical forms of reasoning were found
in most of the philosophies of the ancient world
and continued into medieval forms of disputation.
It was this form of reasoning that Kant attacked in
his distinction between the logic of understanding
which, applied to the data of sensation, yielded
knowledge of the phenomenal world, and dialec-
tic or the logic of reasoning, which proceeded
independently of experience and purported to
give knowledge of the transcendent order of
things in themselves. In another form of dialectic,
the focus was primarily upon process: either an
ascending dialectic in which the existence of a
higher reality is demonstrated, or a descending
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form in which this higher reality is shown to
manifest itself in the phenomenal world. Such
conceptions were particularly associated with
Christian eschatology, neo-platonism and illumi-
nism, and typically patterned themselves into con-
ceptions of original unity, division or loss, and
ultimate reunification.

For practical purposes, however, the form in
which the dialectic was inherited and modified by
Marx was that in which it had been elaborated by
Hegel. ‘Hegel’s dialectics is the basic form of all
dialectics, but only after it has been stripped of its
mystified form, and it is precisely this which dis-
tinguishes my method’ (Marx, letter to
Kugelmann, 6 March 1868).

In Hegel, the dialectic is a self-generating and
self-differentiating process of reason (reason being
understood both to be the process of cognition and
the process of the world). The Hegelian Absolute
actualizes itself by alienating itself from itself and
then by restoring its self-unity. This corresponds to
the three basic divisions of the Hegelian system:
the Logic, the Philosophy of Nature and the Phi-
losophy of Mind. It is free because self-determined.
Its freedom consists in recognizing that its alien-
ation into its other (nature) is but a free expression
of itself. The truth is the whole and it unfolds
through a dialectical progression of categories,
concepts and forms of consciousness from the
most simple and empty to the most complex and
concrete. Each category reveals itself to the
observer to be incomplete, lacking and contradic-
tory; it thus passes over into a more adequate
category capable of resolving the one-sided and
contradictory aspects of its predecessor, though
throwing up new contradictions in its turn. Against
Kant, this process of dialectical reason is not
concerned with the transcendent, but is immanent
in reality itself. Reflective understanding is not
false, but partial. It abstracts from reality and
decomposes objects into their elements. Analytic
understanding represents a localized standpoint
which sets up an unsurpassable barrier between
subject and object and thus cannot grasp the sys-
tematic interconnection between things or the total
process of which it is a part. The absolute subject
contains both itself and its other (both being and
thought) which is revealed to be identical with

itself. Human history, human thought are vehicles
through which the absolute achieves self-
consciousness, but humanity as such is not the
subject of the process. Thus the absolute spirit
dwells in human activity without being reducible
to it, just as the categories of the Logic precede their
embodiment in nature and history.

The character of the Marxian dialectic is yet
harder to pin down than that of Hegel. In some
well-known lines in the Post-Face to the Second
Edition of Capital in 1873, Marx stated,

I criticised the mystificatory side of the Hegelian
dialectic nearly thirty years ago . . . [but] the mysti-
fication which the dialectic suffers in Hegel’s hands
by no means prevents him from being the first to
present its general form of motion in a comprehen-
sive and conscious manner. With him it is standing
on its head. It must be inverted in order to discover
the rational kernel within the mystical shell. (Marx
1873, pp. 102–3)

This statement has satisfied practically no one.
How can a dialectic be inverted? How can a ratio-
nal kernel be extracted from a mystical shell? To
critics from empiricist, positivist or structuralist
traditions, anxious to free Marx from the clutches
of Hegelianism, the dialectic is intrinsically
unworkable and must either be dropped or stated
in quite other terms (for example, Bernstein 1899;
Della Volpe 1950; Althusser 1965; Cohen 1978;
Elster 1985). To a second group, the dialectical
understanding of capitalism is only a particular
instance of more general dialectical laws which
govern reality as a whole, both natural and social
(Engels, dialectical materialism). To a third group,
the Hegelian roots of Marx’s thought are not suffi-
ciently emphasized in this statement; Marxism is
only Hegelianism taken to its logical revolutionary
conclusions in the discovery of the proletariat as
the subject–object of history and the ‘totality’ as the
distinguishing feature of its world-outlook (Lukács
1923 andmuch of 20th-centuryWesternMarxism).
This Methodenstreit cannot be discussed here. All
that can be attempted is to give some sense to
Marx’s statement and in particular to indicate how
it informed his critique of political economy.

Marx specifically criticized ‘the mystificatory
side of the Hegelian dialectic’ in his 1843Critique
of Hegel’s Philosophy of Right and in the
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concluding section of the 1844 Manuscripts (both
of which were only published in the 20th century).
In these texts, Marx followed Feuerbach in con-
sidering Hegelian philosophy to be the conceptual
equivalent of Christian theology; both were forms
of alienation of man’s species attributes; Chris-
tianity transposed human emotion into a religious
Godhead, while Hegel projected human thinking
into a fictive subject, the Absolute Idea, which in
turn then supposedly generated the empirical
world. Employing Feuerbach’s ‘transformative
method’ (the origin of the inversion metaphor),
subject and predicate were reversed and hence the
correct starting point of philosophy was the finite,
man. Nature similarly was not the alienated
expression of Absolute Spirit, it was irreducibly
distinct. Thus there could be no speculative iden-
tity of being and thought. Man, however, as a
natural being, could interact harmoniously with
nature, his inorganic body. Once the absolute
spirit had been dismantled and the identity of
being and thought eliminated, it could be argued
that the barrier against the harmonious interpene-
tration of man and nature and the free expression
of human nature, was not ‘objectification’, the
division between subject and object constitutive
of the finite human condition, but rather the inhu-
man alienation of man’s species life activity in
property, religion and the state. True Commu-
nism, humanism, meant the re-appropriation of
man’s essential powers, the generic use of his
conscious life activity. In contrast to the predom-
inant Young Hegelian position, therefore, which
counterposed Hegel’s revolutionary ‘method’ (the
dialectic) to his ‘conservative system’, Marx
argued that there was no incompatibility between
the two. For while Hegel’s dialectic ostensibly
negated the empirical world, it covertly depended
upon it. Not only was the moment of contradiction
a prelude to the higher moment of reconciliation
and the restoration of identity, but the ideas them-
selves were tacitly drawn from untheorized expe-
rience. The effect of the dialectical chain which
embodied the world was not to subvert the
existing state of affairs, but to sanctify it.

In the crucial period that followed, that of the
German Ideology and the Poverty of Philosophy,
in which the basic architecture of the ‘materialist

conception of history’ was elaborated, the attack
upon speculative idealism was made more radical.
The generic notion of ‘conscious life activity’,
‘praxis’, was replaced by the more specific notion
of production. Hegel and the Idealist tradition
were given credit for emphasizing the active trans-
formative side of human history, but castigated for
recognizing this activity only in the form of
thought. Thought itself was now made a wholly
derivative activity. The fundamental activity was
labour and what developed in history were the
productive powers men employed in their interac-
tion with nature, ‘the productive forces’. Stages in
the development of these productive forces were
accompanied by successive ‘forms of human
intercourse’, what became ‘the relations of pro-
duction’. Finally, ‘man’ as a generic being was
dispersed into the struggle between different clas-
ses of men, between those who produced and
those who owned and controlled the means of
production.

In this new theorization of history, explicit
references to Hegel were few and the dialectic
scarcely mentioned. But Hegel re-entered the
story as soon as Marx attempted to write up a
systematic theory of the capitalist mode of pro-
duction in 1857–8. To see why, we must briefly
survey his economic writings up to that date.

Marx’s 1843 critique of Hegel had led him to
the conclusion that civil society was the founda-
tion of the state and that the anatomy of civil
society was to be found in political economy.
However, if his preoccupation with political econ-
omy dated from this point, it was not that of an
economist. In the 1844 Manuscripts what is to be
found is a humanist critique of both political
economy and civil society: not an alternative the-
ory of the economy, but rather a juxtaposition
between the ‘economic’ and the ‘human’, the
former being judged in terms of the latter. No
distinction is made between political economy
and the economic reality it purports to address,
the one is simply seen as the mirror of the other.

The first attempt to define capitalism as an
economic phenomenon occurred in the Poverty
of Philosophy (1847). However, whatever the sig-
nificance of that work in other respects, it did not
outline any specifically Marxian portrayal of the
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capitalist economy. As in 1844 there was no inter-
nal critique of classical political economy. The
main difference was that, whereas in 1844 Marx
saw that economy through the eyes of Adam
Smith, he now saw it through the eyes of Ricardo.
In particular, he adopted what he took to be
Ricardo’s theory of value and belaboured Prou-
dhon for positing as an ideal – the equivalence of
value and price – what he considered to be the
actual situation under capitalism. The only cri-
tique of Ricardo to be found there was a purely
external historicist one: that Ricardo was the sci-
entific expression of the epoch of capitalist tri-
umph, but that that epoch had already passed
away, that its gravediggers had already appeared
and that its collapse was already at hand.

When Marx resumed his economic studies
after the 1848 revolutions, Proudhonism was still
the main object of attack. It occupied a major part
of his unfinished economic manuscripts of
1850–1 and the attack on the Proudhonist banking
schemes of Darimon took up the first part of the
written-up notebooks of 1857–8, the Grundrisse.
Proudhonism was the main object of attack
because it could be taken for the predominant
form of socialist or radical reasoning about the
economy. Ricardo could again be utilized to
attack such reasoning in order to argue that it
represented a nostalgia for petty commodity pro-
duction under conditions of equal exchange, a
situation supposedly preceding modern capitalism
rather than representing an emancipation from
it. However, if the capitalist mode of production
and its historical limits were to be grasped in
theory, this would have to involve a critique of
Ricardo himself.

The form this critique took, involved pro-
blematizing Ricardo’s theory of value (or rather
Marx’s reading of it). Steedman (1979) has argued
strongly that Marx misconstrued Ricardo’s theory,
though Ricardo’s shifting of position between the
three editions of the Principles and the fact that
Marx only used the third edition makes his mis-
take an understandable one). On the one hand, it
raised a question never posed by Ricardo: the
source of profit in a system of equal exchange.
On the other hand, it involved juxtaposing wealth
in the form of productive forces, that is, as a

collection of use values against the translation of
all wealth into exchange values within capitalism.
Ricardo, it was argued, possessed no criterion for
distinguishing between the content – or the mate-
rial elements – and the form of the economy, such
as Marx possessed in the distinction between
forces and relations of production. Ricardo never
problematized the ‘value form’; he linked the
object of measurement with the measurement
itself. For this reason, Ricardo was considered to
possess no conception of the historicity of capi-
talism. Once the material could be distinguished
from the social, the content from the form, the
capitalist mode of production could be conceived
as a dynamic system whose principle of move-
ment could be located in the contradictory rela-
tionship between matter and form.

It is here that Hegel came in. We know that
during the writing of the Grundrisse at the begin-
ning of 1858,Marx re-read Hegel, in particular the
Science of Logic. He wrote to Engels, ‘I am get-
ting some nice developments, e.g. I have over-
thrown the entire doctrine of profit as previously
conceived. In the method of working, it was of
great service to me that by mere accident I leafed
through Hegel’s Logic again’ (Marx to Engels,
16 January 1858).

What Marx found so useful in his reading of
Hegel’s Logic at this time is not really mysterious.
It suggested a way of elaborating the contradic-
tory elements that Marx had discerned in the value
form into a theorization of the trajectory of the
capitalist mode of production as a whole. The
point is emphasized by Marx in his Post-Face to
Capital: the dialectic includes in its positive
understanding of what exists a simultaneous rec-
ognition of its negation, its inevitable destruction;
because it regards every historically developed
form as being in a fluid state, in motion, and
therefore grasps its transient aspect as well
(1873, p. 103). The dialectic offered a means of
grasping a structure in movement, a process – the
subtitle of Capital, volume 1, was ‘the process of
capitalist production’. If capitalism could be
represented as a process and not just a structure,
then concomitantly its building blocks were not
factors, but, as in Hegel, ‘moments’. As Marx put
it in the Grundrisse:
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When we consider bourgeois society in the long
view and as a whole, then the final result of the
process of social production always appears as the
society itself i.e. the human being itself in its social
relations. Everything that has a fixed form, such as
the product etc., appears as merely a moment, a
vanishing moment in this movement. The condi-
tions and objectifications of the process are them-
selves equally moments of it, and its only subjects
are the individuals, but individuals in mutual rela-
tionships, which they equally reproduce and pro-
duce anew. . .. in which they renew themselves even
as they renew the world of wealth they create.
(Marx 1857–8, p. 712)

Marx’s attempt to utilize the Logic can be seen
most clearly in the Grundrisse. There one can see
the genesis of particular concepts which in Capital
appear in more polished form. What is clear is that
the Logic is used as a first means of setting terms in
relation to each other. The text is littered with
Hegelian expressions and turns of phrase; indeed,
sometimes it appears as if lumps of Hegelian
ratiocination have simply been transposed,
undigested, to sketch the more intractable links in
the chain. Here, for instance, is money striving to
become capital: ‘. . . already for that reason, value
which insists on itself as value preserves itself
through increase; and it preserves itself precisely
only by constantly driving beyond its quantitative
barrier, which contradicts its character as form, its
inner generality’ (p. 270). But at the same time we
can seeMarx remind himself to correct the ‘idealist
manner of presentation, whichmakes it seem as if it
were merely a matter of conceptual determination
and of the dialectic of these concepts’ (p. 151).

But the interest of dialectical logic for Marx
was not simply that it offered him a way of
outlining a structure in movement; more funda-
mentally it enabled him to depict contradiction as
the motor of this movement. This was why the
dialectic was ‘in its very essence critical and rev-
olutionary’ (Marx 1873, p. 103), in that both in
Hegel and in ancient Greek usage movement was
contradiction. This appears closely in the dramatic
relationship that Marx sets up between the circu-
lation system and the production system in Capi-
tal. The system of exchange of the market is the
public face of capitalism. It is ‘in fact a very Eden
of the innate rights of Man’ (p. 280). Exchanges
are equal. To look for the source of inequality in

the exchange system, like the Proudhonists, is to
look in the wrong place. Yet, if exchanges are
equal, how does capital accumulation take
place? Equal exchange implies the principle of
identity, of non-contradiction. It is, in Hegel’s
sense, the sphere of ‘simple immediacy’, the
world as it first appears to the senses. It cannot
move or develop, because it apparently contains
no contradictory relations.

But this surface of things is not self-sufficient.
It is ‘the phenomenon of a process taking place
behind it’. As a surface it is not nothing, but rather
a boundary or limit. Contradiction and therefore
movement is located in production. Here there is
non-identity, the extraction of surplus labour dis-
guised by the surface value form and its tendency
to limitless expansion.

Thus, there are two processes, on the one hand
that of the surface, that of immediate identity
lacking the motive power of its own regeneration;
on the other hand, that beneath the surface, a pro-
cess of contradiction. Thus in Hegelian terms, the
whole could then be defined as ‘the identity of
identity and non-identity’. In this whole, contradic-
tion is the overridingmoment, but the surface places
increasingly formidable obstacles to its develop-
ment, for instance, so-called ‘realization’ crises.
Values can only be realized in an act of exchange
and the medium of this exchange is money. But
there is no guarantee that these exchangesmust take
place. The ‘anarchy’ of the market place is such that
overproduction or disproportionality between sec-
tors of production can only be seen after the event.
Hence trade crises and slumps (see M. Nicolaus,
Introduction to Marx 1857–8).

This is only one example of how Marx
employed dialectical principles in his attempt to
conceptualize the process or movement of a con-
tradictory whole. Another would be the six books
Marx originally planned to write in 1857–8, the
original blueprint of Capital. Their order would
have been: Capital, Wage Labour, Landed Prop-
erty, State, World Market, Crises. This plan is
reminiscent of Hegel’s Encyclopaedia. It
describes a circle in a Hegelian sense. The point
of departure is not capital per se, but commercial
exchange as appearance, then proceeding through
the contradictory world of production and
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eventually returning to commercial exchange
again as the world market, but this time enriched
by the whole of the preceding analysis.

There has been much controversy about the
proximity or distance between the Hegelian and
Marxian dialectics. Those who like Althusser
(1965) argue for their radical dissimilarity, are on
their strongest ground when arguing that in Marx
the terms of the dialectic have been radically trans-
formed. The contradiction between forces and rela-
tions of production cannot be reduced to the
ultimate simplicity of that between Hegel’s master
and slave or of that between proletariat and bour-
geoisie in the Hegelianized Marxist account of
Lukacs. But it is far more difficult to establish as
unambiguously the difference in the relationship
between the terms in their respective dialectics. On
the one hand, the relation between matter and form
in Hegel is only one of apparent exteriority. Matter
relates to form as other only because form is not yet
posited within it. Once the terms are related, they
are declared to be identical. Marx, on the other
hand, insists upon the irreducible difference
between matter and form, between the material
and the social (even if he is not wholly successful
in keeping them apart). Not only are matter and
form different, but the one determines the other:
value is determined in relation to the material pro-
duction of use value; the opposite is not true. Rela-
tions of determination would seem to exclude
identity, and this is confirmed byMarx’s avoidance
of the Hegelian notion of ‘sublation’ (Aufhebung),
the higher moment of synthesis. The dialectical
clash between forces and relations of production
in the capitalist mode of production does not of
itself produce a higher unity (socialism); rather
what crises do, is to make manifest the otherwise
hidden determination of value by use value, of
form by matter. Against this, however, must be
set one or two passages, including a famous pero-
ration in Capital volume 1, where Marx does con-
ceive the end of capitalism as a return to a higher
but differentiated unity and does employ the notion
of the negation of the negation (Marx 1873,
p. 929), and, despite the best efforts of some mod-
ern commentators, it is difficult honestly to deny
the strongly teleological imagination which under-
pins the whole enterprise of Capital.

Finally, in two important respects, Hegelian dia-
lectic, however surreal, is less vulnerable than that
of Marx. Firstly, Hegel’s Science of Logic takes
place outside spatio-temporal constraints. It is a
purely logical progression of concepts, even if the
principles on which one ontological category is
derived from another ‘have resisted analysis to
this day’ (Elster 1985, p. 37). Marx’s effort to
avoid giving any impression of the ‘self-
determination’ of the concept, took the form of
attempting to demonstrate that ‘the ideal is nothing
but the material world reflected in the mind of man
and translated into forms of thought’ (Marx 1873,
p. 102). In practical terms this implied that there
was some systematic relationship between the log-
ical sequence of concepts in the exposition of the
argument and the chronological order of their
appearance in historical time. But this turned out
to impose insurmountable difficulties in terms of
presentation (and it is significant that, having
begun with the product in the Grundrisse, he
began with the commodity in Capital). Thus
Marx both stated his position and violated it,
bequeathing insoluble ambiguities surrounding
his interpretation of value, of the meaning of
‘reflection’ and of the relationship between history
and logic which have plagued even his closest
followers ever since. Secondly, when it came to
applying his dialectic to history, Hegel was cate-
gorical in refusing to project his theory into the
future. The philosopher could explain the rational-
ity of what had happened; it was only then that it
could be grasped in thought. Marx, despite all his
strictures against the voluntarism of other Young
Hegelians and some of his fellow revolutionaries,
was unable by the very nature of his project, fully
to abide by the Hegelian restriction. Thus, while
Hegel’s owl of Minerva flew at dusk, the Marxian
owl, unfortunately, took flight at high noon.
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Abstract
Peter Diamond has made fundamental contri-
butions to economic theory over a wide range
of areas including search theory and its impli-
cations for unemployment (for which he was
awarded the Nobel Memorial Prize), optimal
taxation, which he pioneered with James Mirr-
lees, incomplete markets and their implications
inter alia for the design of social insurance, and
the role of government debt in fostering
intergenerational efficiency. For most of his
career, he has also been active in policy analy-
sis, notably pensions.
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Personal and Career

Peter Arthur Diamond was born in 1940 in New
York City and educated at public school, initially
in the Bronx, but mostly in Long Island. He grad-
uated summa cum laude from Yale in 1960 with a
major in mathematics, including courses in eco-
nomics, one of them a graduate course with
Gerard Debreu. His PhD in economics at MIT,
supervised by Robert Solow, was awarded in
1963. He was assistant professor, then acting
associate professor at the University of California
Berkeley from 1963 to 1966, before returning to
MIT, where he spent the rest of his career, becom-
ing Institute Professor in 1997.

Amongmany honours, he was a co-recipient of
the Nobel Memorial Prize in 2010 and winner of
the Mahalanobis Memorial Award (1980), the
Nemmers Prize (1994), the Killian Award, MIT
(2003–04), the Samuelson Award from TIAA-
CREF (2003), the Jean-Jacques Laffont Prize
(2005) and the Robert M. Ball Award (2008). He
is a Fellow of the Econometric Society (1968) and
the American Academy of Arts and Sciences
(1978), and a Member of the National Academy
of Sciences (1984).

Though this article is mainly about his profes-
sional contributions, no biography would be com-
plete if it left out the personal side. He grew up in a
very supportive family and met his lifelong partner,
Priscilla (Kate) Myrick while at Berkeley. Their
marriage and family life has been central. Over the
years, the probability of his agreeing to travel was
significantly higher if it took him to where one of
their sons was living. A memorable conference in
2010 to celebrate his contributions to economics
and to MIT showed not only his academic reach
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but also the warmth of the friendships he inspired
across all age groups and over many years. Along-
side family, friends and economics, his other pas-
sion is the Boston Red Sox. Bringing all these
together to celebrate his 70th birthday, Kate Dia-
mond arranged for him to throw the first pitch at
Fenway Park, with family, friends and MIT col-
leagues and students in the stands (a photo of the
pitch, and one of the shirts worn by the graduate
students at that game are in the Nobel Museum).

Research Contributions

Though Diamond and his co-recipients were
awarded the 2010 Nobel Memorial Prize for
their work on markets with search frictions, the
citation (Economic Sciences Prize Committee of
the Royal Swedish Academy of Sciences 2010)
also makes clear Diamond’s fundamental contri-
butions to other areas, including optimal taxation,
incomplete markets and intergenerational market
inefficiencies. The discussion below is organised
round those headings, though the list is far from
complete, for example, omitting research on
behavioural economics (Diamond et al. 1997;
Diamond and Koszegi 2003; Diamond and
Vartiainen 2007; Diamond 2008) and recent
work on taxation (Banks and Diamond 2010;
Diamond and Saez 2011; Diamond and
Spinnewijn 2011).

Search Theory

Diamond’s work on the theory of search
frictions – impediments to trading (finding a job,
buying a house) that arise from the need to dis-
cover price or to assess quality – was an early
foray into a continuing interest on the impact of
time on economic behaviour (Diamond 1994a).

First-best economic theory assumes that
buyers and sellers are perfectly informed about
both price and quality and hence find each other
instantly and costlessly. In this setting it makes no
difference that trade is with ‘the market’, not an
identified trading partner. Diamond’s (1971)
starting point was to relax the assumption of

perfect information about price by considering a
situation where the only way a consumer can find
the price of a homogeneous good is to go to the
shop and ask. Once in the first shop, going to
another shop to compare prices has a cost in
terms of time. Thus the first shop has an element
of market power and could in principle charge a
slightly higher price than the second shop.

That much is obvious. What was surprising
was that the market equilibrium occurs not at a
price slightly above the competitive price, but
where all shops charge the monopoly price, a
result that holds however small the friction. The
intuition is that each shop will want to exploit its
element of monopoly power by raising its price
slightly; however, each shop knows that all the
other shops will do the same, and thus raises its
price a bit more. The equilibrium is where all
shops charge the monopoly price.

The broader conclusion is that

Small search costs can have a large impact because
price setters respond to the prices set by others, so
there is a feedback process that greatly expands the
impact of search costs – as each firm reacts both to
the presence of the search costs of potential cus-
tomers and to the responses of other suppliers to the
same search costs. That a small amount of friction
could create a large change. . . served as a marker of
the importance of the study of equilibrium with
frictions. (Diamond 2011a, p. 1048)

This result, known as the Diamond Paradox,
attracted considerable attention and was a major
initiator of research on markets with search costs,
where participants in a market look for partners
for mutually agreed trades. This may involve sim-
ple cases of a buyer and a seller of a homogeneous
product, or more complex relations between het-
erogeneous employers and job seekers, or
between firms and their suppliers. The models
embrace variations in demand curves across
buyers and costs across sellers, and different
behaviours of sellers.

Though Diamond’s 1971 paper considered
one-sided search and prices set on a take-it-or-
leave-it basis, it broke new ground as a fully worked
out equilibrium model. To move from there to
analysis of the labour market required a model
with two-sided search, wage bargaining, and a pro-
cess of matching heterogeneous workers to
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heterogeneous jobs. Diamond’s later work (1981,
1982a) was part of this development. So were
papers by his fellow Nobel Laureates, Dale
Mortensen and Christopher Pissarides.Mortensen’s
(2011) Nobel Prize lecture flags the key papers in
the intellectual process leading to the
Diamond–Mortensen–Pissarides (DMP) model,
which has become the standard approach to
analysing unemployment, job vacancies and wage
determination, and in particular to how they are
affected by macroeconomic policy, the design of
unemployment benefits, and labour market regula-
tion, such as rules about hiring and firing. Since
improving the match of heterogeneous workers to
heterogeneous jobs increases the efficiency of
labour markets, an important conclusion is that the
duration of unemployment should be optimised, not
minimised, in order to allow the efficient amount of
search activity.

Alongside the 1981 and 1982a papers already
mentioned, Diamond’s later work on search equi-
librium included writing on macro aspects of the
labour market (Diamond and Blanchard 1989,
1990a, b, 1992, 1994) and aggregate demand
management (Diamond 1982b, 1984; Diamond
and Fudenberg 1989). A key finding is the possi-
bility that, even without any price or wage ‘stick-
iness’, markets with search costs may have
multiple equilibria, for example, associated with
different levels of employment. An implication is
the role of government in seeking to move the
economy towards the best outcome.

The applications of search theory by a range of
other writers extend well beyond the labour mar-
ket. The number of houses for sale varies over
time and, connected, so does the time to find a
buyer and to agree a price. Search theory has also
been used to study aspects of monetary theory,
public economics, financial economics, regional
economics and family economics.

Optimal Taxation

A second area to which Diamond made a funda-
mental contribution is optimal taxation – the
design of taxes to minimise inefficiency or jointly
to optimise efficiency and distribution.

It is a standard proposition that lump-sum tax-
ation is non-distortionary, since individuals can-
not avoid it by changing their behaviour. Thus
lump-sum taxes and transfers are compatible
with the Second Fundamental Theorem of Wel-
fare Economics, which shows that in a first-best
economy any Pareto efficient allocation can be
sustained as a competitive equilibrium by
establishing a suitable set of initial endowments.

In practice, however, policy needs to provide
poverty relief. Thus at least some taxes need to be
related to income or consumption, and, by changing
behaviour, will be distortionary in that they move
outcomes away from the optimum. A tax on earn-
ings is likely to alter labour supply by reducing the
return to additional hours of work. A tax on con-
sumption may also affect labour supply. And a tax
on interest income may change savings behaviour
by reducing the return to additional saving.

Optimal taxation considers how taxes should
be designed so as to optimise a social welfare
function. In the setting of a single representative
household, this is equivalent to minimising the
deadweight loss resulting from the need to raise
a given revenue when lump-sum taxes are not an
option. The ‘Ramsey Rule’ (Ramsey 1927) is that,
provided goods are unrelated in consumption,
deadweight losses are minimised where commod-
ity tax rates are inversely proportional to the price
elasticity of demand for each commodity.

Diamond’s best-known contributions to the
optimal taxation literature are the production effi-
ciency result of Diamond and Mirrlees (1971a)
and the extension of the Ramsey rule to include
distributional concerns (Diamond and Mirrlees
1971b; Diamond 1975). These analyses were
among the first to be framed in terms of duality,
whose properties Daniel McFadden was explor-
ing at Berkeley in the mid-1960s (Fuss and
McFadden 1978), including work with Diamond
(leading inter alia to Diamond and McFadden
1974). Not unusually for pathbreaking research,
the 1971 Diamond–Mirrlees papers had a tortuous
route from presentation as a single paper at the
Econometric Society meetings in 1967 to eventual
publication, in part because the editor of the AER
insisted on splitting the paper into two to limit the
extent of a single issue devoted to a single paper.
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The 1971 papers consider an economy where
firms face constant returns to scale and with no
distortions apart from taxation (i.e. setting to one
side problems like externalities). The papers
established a series of results. First, they recast
the Ramsey conclusion in terms of quantities: an
optimum commodity tax requires an equi-
proportionate reduction in the compensated
demand for all commodities.

The second result, known as the production
efficiency theorem, is that taxes on intermediate
goods should be nondistortive of production, for
example justifying a value-added tax regime. This
finding revolutionised the analysis of commodity
taxation. On the face of it, the result is surprising
given the Lipsey and Lancaster (1956) conclusion
that a distortion in one part of the economy should
generally be offset by other distortions elsewhere.
However, in a competitive economy where firms
make zero profits, the availability of a complete
set of taxes on transactions between households
and firms dominates taxes on firms that move
production inside the frontier, which latter are
therefore never part of the optimum.

The simple Ramsey result assumed that all
individuals are identical and hence excluded dis-
tributional concerns. Thus the inverse elasticity
rule has the sole aim of minimising efficiency
losses. Diamond and Mirrlees (1971b) and Dia-
mond (1975) extend the Ramsey rule to include
distributional issues. Suppose that there are two
goods: a necessity, which absorbs a larger frac-
tion of the income of the poor than the rich, and a
luxury, which absorbs a larger fraction of the
income of the rich than the poor. If the social
welfare function gives greater weight to the mar-
ginal utility of the poor than the rich, then even if
the demand for the necessity is price-inelastic,
the social optimum might require a higher tax
rate on the luxury. The deviation from the simple
Ramsey rule is greater (a) the greater the concern
with the utility of the poor (if we do not care
about distribution, the simple rule applies) and
(b) the greater the difference in the consumption
patterns of rich and poor (if rich and poor have
identical consumption patterns, there is no distri-
butional gain from imposing a higher tax rate on
the luxury).

Incomplete Markets

Searchmodels address one form of imperfect infor-
mation, for example about price or available jobs.
Another line of inquiry relates to imperfect infor-
mation in the form of uncertainty, which leads to
missing markets, and in particular to missing insur-
ancemarkets. In contrast, a complete set of markets
would include insurance against all possible future
contingencies. Diamond (1967) was a pioneering
exploration of economies with somemissing insur-
ance markets, creating deviations from optimality
which government intervention might be able to
improve. A central, and highly influential, part of
his argument is that governments also face limited
abilities to address uncertainty. Thus the right com-
parison is not between state of the world A, with
private allocations with missing markets, and state
of the world B, where government completes the
market structure. Instead, the comparison is
between imperfect market outcomes and imperfect
government intervention, since governments are
also imperfectly informed. Following Diamond’s
1967 paper, a large literature on incomplete mar-
kets developed, including his own later work (for
example, Diamond and Mirrlees (1978) on social
insurance) and a range of papers including Stiglitz
(1972), Hart (1975) and Grossman and Hart
(1979). The state of the art is the theorem in
Geanakoplos and Polemarchakis (1986) and the
text by Magill and Quinzii (1996).

Diamond’s analysis has profound implications.
Where insurance is absent or incomplete – for
example against adverse labour market outcomes
such as unemployment and low earnings – a
second-best optimum will include both insurance
and redistribution (for example, the redistributive
tilt in the US social security pension), with
distortionary effects on labour supply and saving.
In a second-best economy, strict adherence to
actuarial principles is suboptimal.

Government Debt and Intergenerational
Efficiency

A fourth strand of Diamond’s work analyses the
influence of government debt on market outcomes
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and consumer welfare. The incompleteness in this
case arises because current generations and future
generations cannot participate directly in the same
market, referred to as incomplete
participation – for example, future generations
cannot influence the amount of debt built up by
earlier generations. As a result, market outcomes
may not be efficient.

Though not his first paper, Diamond
(1965) was the one that first drew his work to
wide attention in the profession. The paper
develops an overlapping generations model, as
in Samuelson (1958) (and, as rediscovered later,
Allais (1947) – see Malinvaud 1987), with capital
accumulation set in the Solow growth model to
show that appropriate levels of government debt
can be welfare-enhancing.

His analysis of debt and its potentially welfare-
improving consequences has had profound impact
on the profession. His formulation of the
overlapping-generations model, which combines
the Solow–Swan growth model with an
overlapping-generations population structure, still
constitutes the benchmark model of government
debt, social security, and intergenerational redistri-
bution. (Economic Sciences Prize Committee of the
Royal Swedish Academy of Sciences 2010,
pp. 26–27)

Policy Analysis

Alongside basic research, Diamond has been
involved in policy analysis from early in his
career, his work on pensions being the best
known (Diamond 2002, 2003; Barr and Diamond
2008). Some of that work was part of a continuing
contribution to the US domestic debate about
social security reform (Diamond et al. 1996; Dia-
mond 1998, 1999a, 2004; Diamond and Orszag
2005). Other writing was sparked by international
debate, including Chile (Diamond 1994b; Dia-
mond and Valdes-Prieto 1994), China (Asher
et al. 2005; Barr and Diamond 2010), and a
range of other countries (Diamond 1999b, 2000,
2001, 2006).

The work on pensions was deeply rooted in his
theoretical work and his social concerns. A central
argument is

. . .that any optimal program will and should gener-
ate distortions because, starting from laissez-faire,
distortions generate second-order efficiency costs
but first-order redistributive benefits. (review of
Diamond (2003) by Emmanuel Saez, Journal of
Economic Literature, June 2004, p. 530)

Thus,

The desirability of insurance against adverse labor
market outcomes, particularly toward the end of a
career, calls for deviations from actuarial benefits to
provide better insurance protection. That is, in the
presence of asymmetric information, optimal insur-
ance inevitably distorts choices. The information
asymmetry comes from the fact that low labor mar-
ket participation may be either voluntary
(preference for more leisure) or involuntary (low
pay or no work available), and only the worker
knows which is the case. (Barr and Diamond
2008, p. 65)

The Wider Context

Broader Professional Contributions
Diamond was President of the Econometric Soci-
ety and the American Economic Association, and
a founding member and later President and Chair
of the Board of the National Academy of Social
Insurance. He has had editorial roles for the Jour-
nal of Economic Theory, the Journal of Public
Economics and the American Economic Review,
and was a member of the Committee on Science,
Engineering, and Public Policy of the National
Academy of Sciences.

His involvement in US public policy includes
work for the US Congress, including the Senate
Finance Committee (1974–75) and the Consultant
Panel on Social Security of the Congressional
Research Service (1975–76), and chairing the
Panel on the Privatization of Social Security for
the National Academy of Social Insurance.

In April 2010 President Obama nominated
Diamond to be a Governor of the US Federal
Reserve. The nomination became mired in politi-
cal wrangling and, to the consternation of many in
the USA and baffled incomprehension elsewhere,
positions became entrenched after the Nobel Prize
Committee’s announcement later that year. To
widespread regret, Diamond withdrew in June
2011 (Diamond 2011b).
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Alongside these national roles were a range of
public service activities in Massachusetts, and
international roles advising governments on pen-
sion reform, including China in 2004 and 2009
and Sweden in 2010.

His connection with the economics department
at MITwas central to both. Apart from sabbaticals
and the standard MIT requirement to teach else-
where for at least three years after completing his
PhD, he arrived as a graduate student in 1960 and
never left. The biographies of Paul Samuelson and
Robert Solow in the New Palgrave make clear
their central roles in establishing the modern
department and in setting a tone of warmth, rigour
and intellectual tolerance. Diamond fitted natu-
rally into that environment and became a central
figure in continuing the tradition. It was therefore
fitting that he should have been the first holder of
the Paul Samuelson Chair in the department from
1992 to 1997 before following Samuelson and
Solow in becoming an Institute Professor, the
highest award MIT can bestow.

Approach to Economics

Diamond’s approach to economics should be seen
as part of the wider person. The initial inspiration
for some of his research grew out of teaching. His
1965 AER paper on national debt began life as a
handout for the undergraduate course in public
finance at Berkeley. Similarly, the starting point
for his work on optimal taxation was in the
classroom.

So, I’m teaching how to measure dead weight bur-
den using the expenditure function in the public
finance class at MIT and I’m literally at the black-
board thinking: I could minimize this! So I finished
class, went back to my office and reinvented Ram-
sey, because with a dual approach it is a piece of
cake. (Moscarini and Wright 2007, p. 549)

Diamond concluded that ‘While many are
concerned about the tension between teaching
and research, my experience is that they reinforce
each other’ (Nobel Prize autobiography: Diamond
2011c, p. 306). Given the MIT tradition of intel-
lectual tolerance, it is not surprising that the influ-
ence of teaching on research has been eclectic.

Diamond’s talent as a teacher is for providing a
master class for the very best students rather than
breaking the intellectual ice to open up topics for a
more typical student. At root, he is a truth teller,
not a story teller – giving the whole picture all the
time, rather than simplifying to get across the gist
of an idea, introducing the finer points only later.
His talent as a teacher was illustrated beautifully
by Amy Finkelstein at the 2010 conference men-
tioned earlier to celebrate Diamond’s contribu-
tions to economics and to MIT. She reflected on
going to see Diamond as a PhD student. He spoke
and she took notes, without fully understanding.
Three months later, the penny dropped. She said
that she called such occasions her ‘Peter
moments’, and judged her professional progress
by the extent to which they came faster over time.

Alongside the interaction between teaching
and research was an interaction between research
and policy analysis. On the dust jacket of the
Economics of Welfare, Pigou wrote

When a man sets out upon any course of inquiry, the
object of his search may be either light or
fruit – either knowledge for its own sake or knowl-
edge for the sake of good things to which it leads...
[T]here will, I think, be general agreement that in
sciences of human society... it is the promise of fruit
and not of light that chiefly merits our regard. . ..
(1920; quote from 4th edition, 1932)

For Diamond, light and fruit were intertwined.
‘For me, policy analysis and basic research are
mutually supportive. Policy discussions have
alerted me to interesting research questions that
had not received adequate analysis. And my pol-
icy analysis draws heavily on my understanding
of economic theory and reading in the empirical
literature’ (Nobel Prize autobiography: Diamond
2011c, p. 309).

As one example, a series of papers with Mirr-
lees, starting with Diamond and Mirrlees
(1978) on how the level of pensions should vary
with the age at which benefits start, came from
thinking about the question as a member of the
Consultant Panel on Social Security of the Con-
gressional Research Service, 1975–76. More gen-
erally, part of the motivation for Diamond’s work
on incomplete insurance markets grew out of an
interest in the optimal design of a benefit system.
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The interest in policy also led to reflections
about methodology, and in particular about the
importance of basing policy recommendations
on multiple models, each of them shedding
light on a particular aspect of the problem, and
from other sources of insight, rather than
stretching a single model beyond its useful
range. Thus, for example, the design of pensions
needs to take account of incomplete insurance
markets, search frictions and lessons from
behavioural economics (e.g. when comparing
different pension policies offered by different
providers).

Diamond’s insistence that no model is com-
plete is best expressed – as so often – in his own
words.

The complexity of the economy calls for the use of
multiple models that address different aspects. . ..
I am concerned that... too many economists take the
findings of individual studies literally as a basis for
policy thinking, rather than drawing inferences
from an individual study, and combining them
with inferences from other studies that consider
other aspects of a policy question, as well as with
intuitions about aspects of policy that have not been
formally modeled. Assumptions that are satisfac-
tory for basic research, for clarifying an issue by
isolating it from other effects, should not play a
central role in policy recommendations if those
assumptions do not apply to the world. To me,
taking a model literally is not taking a model seri-
ously. It is worth remembering that models are
incomplete – indeed, that is what it means to be a
model. (Diamond 2011a, pp. 1045–6)

Understanding of the economy, and policy recom-
mendations and decisions, should reflect analysis
through multiple models. And they should incorpo-
rate insights that seem right even though they have
not yet been modeled. (ibid., p. 1070)
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Díaz-Alejandro, Carlos (1937–1985)

José Gabriel Palma

Abstract
Carlos Díaz-Alejandro was the most prominent
Latin American economist of his generation. In
his short professional life he gave us powerful
insights into Latin America’s trade and devel-
opment, and its economic and financial history.
In true Kindlebergian tradition, he was partic-
ularly fascinated by the region’s many financial
crises. His contributions were characterized by
a rare capacity to weave together history and
theory, abstract economic theory and complex
Latin American sociopolitical life. In this way,
he avoided the sterility of pure formalistic
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theory that characterized so much of the eco-
nomics of his own generation and the next.
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Carlos Díaz-Alejandro was born in Havana and
died in New York one day short of his 48th birth-
day. At 32, he became Yale’s youngest ever full
professor of economics. In 1983 he moved to
Columbia, and at the time of his sudden death he
had just accepted a chair at Harvard.

During sabbatical leaves, he visited many Latin
American and European universities. Among
numerous other activities he was a (dissenting)
member of the Kissinger Commission on Central
America. He strongly criticized US support for the
‘Contras’ in Nicaragua (para-military groups asso-
ciatedwith the Somoza dictatorship, opposed to the
Sandinista government), and insisted that if the
United States were serious about Central America
it should tie economic assistance to human rights
and allow Central American exports free access
into its own market. Needless to say, such quixotic
attempts to influence US foreign policy were never
among his greatest successes!

From a personal point of view I admired his
sense of humour and wit, his approachability and
‘bridge-building’ capacity, his aversion to posi-
tions of administrative power, his independence
of mind and his common sense.

His work gave us powerful insights into Latin
America’s trade and development, and its eco-
nomic and financial history. He was particularly
fascinated by the region’s many financial crises.

His contributions were characterized by a rare
capacity to weave together history and theory,
abstract economic theory and complex Latin
American socio-political life.

In his doctoral dissertation at MIT, Díaz-
Alejandro revisited the controversy between the
‘elasticity’ and ‘absorption’ approaches to the
balance of payments in the context of Argentina’s
experience of devaluation, concluding that on bal-
ance it supported the first approach (1965a). He
further argued that one of the main mechanisms
through which devaluation influences both the
balance of payments and economic growth is
through its effects on income distribution. The
apparent paradox that many devaluations improve
the trade balance but negatively affect the overall
growth of output could be explained by the com-
plex redistributive effects of devaluation. In fact,
the effectiveness of a devaluation may depend
more on the nature of its distributional outcome
than on its capacity to change relative prices.
Therefore, the exchange rate could be seen as yet
another sphere in the struggle between different
groups over their shares in national income.

Another peculiar feature of semi-industrialized
economies is that ‘[i]n the long run, the success or
failure of a stabilisation effort will depend more
on the capacity of governments to obtain a
national consensus over the objectives and policy
instruments than on the approval or help that they
could receive from foreign investors or govern-
ments and international agencies’ (1985, p. 201).

Díaz-Alejandro also maintained a keen interest
in Latin American economic history, writing first
on Argentina (1970). Then, in an article on the
1930s crisis, he identified the causes of the dis-
similar performances of Latin American econo-
mies in the fact that some countries pursued an
‘active’ approach to fighting recession, while
others stuck to conventional ‘passive’ adjustment
mechanisms (1982). The ‘active’ countries were
mainly the large ones, but also included Chile and
Uruguay. They performed much better by
abandoning the gold standard and by adopting
flexible monetary and fiscal policies, real devalu-
ations, moratoria on their foreign debt, and spend-
ing massively on public works. This heterodox
response of some countries was in part a reaction
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to the emergence after the 1929 crash of a protec-
tionist, interventionist and nationalistic Centre.

Díaz-Alejandro’s articles on trade and devel-
opment also discussed the high import intensity
of import substitution (1965b), and the transition
from import-substituting industrialization to
export-led growth (1974). Diaz-Alejandro was
particularly sceptical about the idea that this
transition would help achieve both faster and
more equitable growth. He strongly supported
export orientation, but did not believe that it
could be achieved simply by ‘getting the prices
right’; he also feared that it could contribute to
‘stop-go’ macroeconomics. Moreover, he
thought that most of the advice given to Third
World countries for their trade policies
‘. . .suggest evangelical fervour rather than sci-
entific analysis’ (1980, p. 332). Díaz-Alejandro
reexamined all these issues in his book on
Colombia (1975).

He was also a critic of the intervention of the
International Monetary Fund (IMF) in markets
which were not within its competence:

It is the business of the IMF to insist on balance of
payments targets . . . It is not the business of the IMF
to make loans conditional on . . . food subsidies, util-
ity rates, or controls over foreign corporations. . . It
was a brilliant administrative stroke for the IMF staff
to develop the ‘monetary approach to the balance of
payments’ during the 1950s, allowing the translation
of balance of payments targets into those involving
domestic credit, but for many LDCs [less developed
countries] the assumptions needed to validate such
translation, such as a stable demand for money, have
become less and less convincing. (1984, p. 169)

He also strongly criticized the IMF interven-
tion in the debt crisis of the 1980s: ‘Since August
1982 the world has lived with . . . a peculiar semi-
cartelization shakily managed by central banks
and the IMF [which] imposes on countries like
Brazil the costs of monopoly (for example, larger
spreads and fees) without some of its benefits (the
ability to plan ahead)’ (1983, p. 32).

The economic reforms of the late 1970s and
1980s provided another major intellectual chal-
lenge. Not since the 1930s had Latin America
witnessed such dramatic economic and political
experiments. The new military regimes of the
Southern Cone applied their Chicago-oriented

policies with a degree of ferocity that rivalled their
treatment of political dissent. AsVelasco said, Díaz-
Alejandro’s wisdom was twice as useful because it
was delivered in a timely fashion (1988, p. 5). His
papers of the late 1970s contain the basic ideas
which later became accepted wisdom regarding
the policy mistakes of the pro-Chicago govern-
ments in Latin America and the irrational behaviour
of borrowers and lenders in (highly liquid) national
and international financial markets. He particularly
questioned the feasibility of simultaneous current
and capital account liberalization, the lack of capital
controls on speculative inflows, and the use of
exchange rate policy to fight inflation.

Among his many articles from this period, his
‘Southern Cone Stabilisation Plans’ (1981) stands
out. Appearing just before the Mexican morato-
rium which triggered the debt crisis, his argument
ran completely against the tide of dominant opin-
ion. Finally, a detailed analysis of the dynamics of
the 1982 crisis was the last – and probably best
known – of Díaz-Alejandro’s contributions (see
Palma 2003).

Díaz-Alejandro began his studies at MIT at the
time when Fidel Castro landed clandestinely in
Cuba in 1956, and graduated at the time of the Bay
of Pigs invasion (an unsuccessful CIA-planned
and funded invasion by Cuban exiles in south-
west Cuba in 1961). He felt that the complexity
of the situation was such that he opted for the
Miltonian hope that ‘they also serve who only
stand and wait’.

He had a fascination with Latin American
economics. His approach was firmly grounded
in the real world, and his work on economic
history was rooted in the idea that all history is
always the history of the present. As Gustav
Ranis remarked, he always ‘respected history,
used data carefully, and theory selectively’
(1989, p. xiv). Like his mentors Hirschman,
Kindleberger, Lewis and Prebisch he basically
belonged to the ‘markets are good servants but
bad masters’ Keynesian school of economic
thought, and always studied economic problems
in their historical context, thus avoiding the ste-
rility of pure formalistic theory that characterized
so much of the economics of his own generation
and the next.
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Dickinson went from the King’s School, Wimble-
don, to Emmanuel College, Cambridge, where he
took the Part II Tripos in both Economics and
History. He carried out research at the London
School of Economics under Cannan, then went
to teaching posts at Leeds and Bristol, where he
held the chair of economics from 1951 to 1964.
Although his Institutional Revenue (1932) is of
interest for generalizing the concept of institu-
tional rents, he is deservedly known for a series
of writings which attempted to reconcile choice
and individual freedom with socialist planning, in
the tradition of market socialism. Together with
Taylor, Lange and Lerner he provided a rebuttal
(based on actual markets) of vonMises’s view that
rational allocation under socialism was impossi-
ble. He saw ‘the beautiful systems of economic
equilibrium’ not as ‘descriptions of society as it is
but prophetic visions of a socialist economy of the
future’ (1933, p. 247). During the 1930s his writ-
ings were well known to intellectuals of the Left,
including Cole, Dalton, Durbin and Laski. The
best-known of his works is the Economics of
Socialism (1939). His technical prowess was
later exhibited in a Review of Economic Studies
article of 1954–5 in which he formulated a con-
stant elasticity of substitution production function
(CES) for the first time and anticipated some of
the neoclassical growth results of Solow and
Swan. ‘Dick’, as he was universally known, was
a much loved, unworldly, eccentric figure with a
keen sense of fun and a most astute mind.
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Diderot, Denis (1713–1784)

Peter Groenewegen

Philosophe and editor of the Encyclopédie
raisonée (1751–72). Born at Langres he was edu-
cated locally by the Jesuits and moved to Paris in
1728 to complete his education at the University
of Paris and earn his living as a writer and trans-
lator. Diderot is ensured immortal fame for his
role in commencing, editing and publishing the
famous Encyclopédie, initially with D’Alembert
but, after final government prohibition in May
1757, by himself. This task took close to half his
lifetime; it was first mooted in 1746 and in 1772
the last volumes of engravings were published.
The first volume of text appeared in 1751, the last
in 1765; those containing the important economic
contributions by Quesnay (1756, 1757) and Tur-
got (1757) appearing just before its official pro-
scription by the censor. The completion of this
task allowed Diderot time for a seven-month
visit to Catherine the Great, whom he advised on
various matters including economic policy.

In 1774 homesickness induced his departure
from St Petersburg for his beloved Paris, where he
died in 1784. His departure from St Petersburg has
also been ascribed to a practical joke executed by
Euler but inspired by the Czarina herself because of
Diderot’s boorish behaviour at Court. This involved
an algebraic proof of the existence of God. Euler is

said to have confronted Diderot with the following
statement, spoken in a tone of perfect conviction.

0Sir,
aþ bn

n
¼ x, hence God exists, reply!

Not at all skilled in mathematics Diderot had no
answer, and humiliated by the unrestrained laugh-
ter which greeted his silence he asked, and
received, Catherine’s permission to return imme-
diately to France (Bell 1937, pp. 159–60).

As Bauer (1894, p. 577) noted, ‘there is hardly
a single branch of science which does not owe
some debt of gratitude to the universal genius of
this very able and characteristic French writer.’
Because Bauer (1894) also gives a detailed sum-
mary of Diderot’s economic contributions partic-
ularly for the Encyclopédie, other aspects of
Diderot’s importance for economics are men-
tioned here, particularly the role he played in
disseminating French economics through its
pages. This included work by Quesnay and Turgot
and from lesser economic lights like Forbonnais,
Leroy and Morellet. Beccaria and Verri learnt of
Physiocracy from this source; likewise Sir James
Steuart (1767, I p. 110) who cited Quesnay
(1757), while Adam Smith (1756, p. 246) in his
second published article praised the Encyclopédie
as a work promising ‘to be the most compleat of
this kind which has ever been published or
attempted in any language’. The fact that Diderot
enabled Quesnay to publish his first two economic
essays in this work is particularly noteworthy,
when it is realized these provide both the analyt-
ical foundations and the actual impetus for the
creation of a Physiocratic school. Groenewegen
(1983, pp. xii–xiii) has surmised that the reasons
for this may have been Quesnay’s considerable
influence with Mme de Pompadour and its poten-
tial usefulness to Diderot for solving the continu-
ing censorship crises the Encyclopédie was
facing. Sadly, the censor ultimately prevented
Quesnay from publishing two further contribu-
tions and consequently these remained virtually
unknown for nearly 150 years after they were
written. Likewise, official proscription made Tur-
got decline Diderot’s invitation to write articles on
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topics including the rate of interest and taxation.
Diderot appears also to have had an initial enthu-
siasm for Physiocratic thought, sufficiently strong
to praise Mercier (1767) but in 1770 he actively
supported Galiani’s (1770) anti-Physiocratic grain
trade position by first seeing the Dialogues
through the press and then defending them against
Morellet’s criticisms (Mason 1982, pp. 324–6).

Diderot’s influence on some prominent nine-
teenth century thinkers may also be briefly noted.
Diderot (1761) is distinguished by being the only
modern work cited in Hegel’s Phenomenology of
Spirit. Marx singled it out as a ‘masterpiece from
beginning to end’, describing Diderot as one of his
favourite authors (Mason 1982, pp. 184, 367).
Marx’s views were probably inspired by both
Diderot’s vigorous materialism and his wit, but
may also derive from his views on the philoso-
pher’s role, so similar to Marx’s own: ‘What use is
philosophy if it is silent? You must either speak
out, or renounce the title of instructor of the
human race. You will be persecuted, that is your
destiny . . .’ (Diderot 1778, p. 365). Only such
sentiments could have sustained the 15 years
lonely and arduous labour of completing his task
of ‘collecting the scattered knowledge of the
world, revealing its overall structure and passing
it to future generations’ (Diderot 1755, p. 174) as
he himself defined his work on the Encyclopédie.
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Dietzel, Carl August (1829–1884)

Alan Peacock

German writer on public finance; Privatdozent
of Heidelberg and later Professor of Public
Finance, Marburg. Dietzel was struck by the
contrast between British views on public debt
such as those of Hume – ‘if the Nation does not
destroy Credit, Credit will destroy the
Nation’ – and the fact that the notable growth
in British public debt during the 19th century
had not been accompanied by the ruin of the
British economy. Writing in 1855 he attacked
the orthodox view that state borrowing required
a Sinking Fund, arguing that government
investment financed by renewable loans was a
necessary condition for the growth in national
production. His views were endorsed by several
prominent German writers, notably Adolph
Wagner, and were recalled during the post-
1936 debate in support of Keynesian views on
public debt policy.
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Dietzel, Heinrich (1857–1935)
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Born in Leipzig, Dietzel was appointed to a chair
at the University of Dorpat in 1885 after studies in
economics and law in Heidelberg, Göttingen and
Berlin. In 1890 he accepted a chair in the philos-
ophy faculty in Bonn. There he died in 1935.

Dietzel was a respected figure in circles of
19th-century German economists (such as Rau,
von Thünen, von Hermann, von Mangoldt and
Wagner) who were endeavouring to defend, pur-
sue and modify classical methods and principles.
He kept a sceptical distance from both the younger
Historical School and the Austrian School, and
was sharply opposed to popular Marxism. Never-
theless his excellent biography of Rodbertus and
his writings on the early socialists are proof of his
academic openness and liberal fairness. Enthusi-
astically though not successfully engaged in prop-
agating free trade, Dietzel (in contrast to
Manchester liberalism) was not dogmatic
concerning the functions of the state in a concrete
mixed economy.

His most important contribution to theory, the
Theoretische Sozialökonomie (1895), unfortu-
nately remained a torso. It is a pioneering analysis
of the two main orders of an economy, namely, the
individualistic system of competitive markets and
the collective system of compulsion of the state.
This concept of the two (centralized and

decentralized) elementary forms replaced the
unscientific notions of capitalism and socialism,
with their ideological bias. It opened the way to
the foundation of an order theory that his disciple in
Bonn, Walter Eucken, and the Freiburg School
further developed and later on applied in Germany.

Though Dietzel dealt with self-interest, meth-
odological theory (1911) and value theory, he and
his followers (as Smithians) did not attempt to
unify Smith’s three systems of ethics, economics
and politics to an integrated order theory via
reconstructing and developing his ‘obvious and
simple system of natural liberty’. They also failed
to produce an analysis of state and collective
failures while they originally stressed the state’s
responsibility for ensuring sufficient market
competition.

Nevertheless they made a number of contribu-
tions to the field and pointed to the right road to be
taken in the future.
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Difference-in-Difference Estimators

Alberto Abadie

Abstract
This article discusses difference-in-differences
(DID) estimators, which are commonly applied
in evaluation research. In particular, the discus-
sion focuses on (a) motivation, definition and
interpretation of DID estimators, (b) conditions
under which DID estimators are valid, (c) data
requirements to compute DID estimators, (d)
representative applications of DID estimators
in the empirical economics literature, (e) exten-
sions ofDID estimators, and (f) a simple indirect
test to assess the validity of these estimators.

Keywords
Difference-in-differences estimators; Evalua-
tion studies; Fixed effects; Minimum wages
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Motivation and Definition

Difference-in-differences (DID) estimators are
often used in empirical research in economics to
evaluate the effects of public interventions and
other treatments of interest in the absence of
purely experimental data.

The usual goal of evaluation studies is to esti-
mate the average effect of a treatment (for example,
participation in a vocational training programme)
on some outcome variable of interest (for example,
earnings or employment). Often researchers con-
centrate on estimating the average effect of the
treatment on the treated, that is, on those individ-
uals exposed to the treatment or intervention (for
example, the trainees). In the typical setting of an
evaluation study, we observe an outcome variable,
Yi, for a sample of treated individuals and also for a
sample of untreated individuals. The main

challenge in evaluation research is to find an appro-
priate comparison group among the untreated indi-
viduals, in the sense that the distribution of the
outcome variable for the untreated comparison
group can be taken as an approximation to the
counterfactual distribution that the outcome vari-
able, Yi, would have followed for the treated in the
absence of the treatment.

Sometimes the sample of untreated individuals
may not provide an appropriate comparison group,
and therefore differences in the distribution of the
outcome variable between treated and untreated
reflect not only the effect of the treatment but also
intrinsic differences between the two groups. To
address this problem, the DID estimator uses the
assumption that in the absence of the treatment the
average difference in the outcome variable, Yi,
between treated and untreated would have stayed
roughly constant. Then, the average difference in
the outcome variable between treated and untreated
before the treatment can be used to approximate the
part of the difference in average outcomes after the
treatment that is created by intrinsic differences
between the two groups and not by the effect of
the treatment.

Let Y
T
1 and Y

C
1 be the average outcomes in

period t (t =1, 2) in the treated and untreated
samples, respectively. Period t = 1 takes place
before the treatment and period t = 2 takes place
after the treatment. The difference in average out-
comes between treated and untreated after the
treatment is Y

T
2 � Y

C
2 . The same difference for

the pre-treatment period is Y
T
1 � Y

C
1 . Then, the

DID estimator is defined as follows:

â ¼ Y
T
2 � Y

C
2

� �
� Y

T
1 � Y

C
1

� �
(1)

Figure 1 provides a graphical interpretation
of the DID estimator. The solid lines represent
the evolution in average outcomes for the treated
and the untreated comparison group between the
pre-treatment period (t = 1) and the post-
treatment period (t = 2). The dashed line
approximates the counterfactual evolution that
the average outcome would have experienced
for the treated in the absence of the treatment.
This line is constructed under the DID
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assumption that, in the absence of the treatment,
the difference in average outcomes between
treated and untreated would have stayed roughly
constant in the two periods. As reflected in
Fig. 1, an equivalent formulation of the DID
assumption is that, in the absence of the treat-
ment, average outcomes for treated and
untreated would have followed a common
trend. As a result, the untreated comparison
group can be used to infer the counterfactual
evolution of the average outcome for the treated
in the absence of the treatment.

Difference in differences estimators have been
applied to the study of a variety of issues in eco-
nomics. Card and Krueger (1994) evaluate the
employment effects of an increase in the minimum
wage in New Jersey using a contiguous state
(Pennsylvania), which did not increase the mini-
mum wage, to approximate how employment
would have evolved in New Jersey in the absence
of the raise. Card (1990) applies DID estimators to
evaluate the employment effects of the massive
flow of Cuban immigrants to Miami during the
1980 Mariel boatlift. To estimate the effects of the
boatlift, Card uses a group of four comparison

cities to approximate how employment would
have evolved in Miami in the absence of the 1980
immigration shock. Other applications of the DID
estimator include studies of the effects of disability
benefits on time out of work (Meyer et al. 1995),
the effect of anti-takeover laws on firms’ leverage
(Garvey and Hanka 1999), and the effect of tax
subsidies for health insurance on health insurance
purchases (Gruber and Poterba 1994).

The DID estimator has a simple regression
representation. Let Yit be the outcome of interest
(for example, earnings) for individual i at time t,
with i = 1, ... , N and t = 1, 2. Let Di be an
indicator of membership to the treatment group,
so Di = 1 for the treated and Di = 0 for the
untreated. Finally, let DYi = Yi2 � Yi1 be the
change in the outcome variable between the
pre-treatment and the post-treatment period for
individual i. The regression representation of the
DID estimator is:

DYi ¼ mþ aDi þ ui, (2)

where ui is a regression error, which is mean
independent of Di (that is, E[ui]Di = 1]= E[ui]

1t = 2t =

1
CY

2
CY

1
TY

2
TY

( )
( )

2 2

1 1

ˆ T C

T C

Y Y

Y Y

α =

Difference-in-Difference Estimators, Fig. 1
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Di = 0]). It can be easily seen that the ordinary
least squares estimator of a in Eq. (2) is numerical
identical to the DID estimator, â , in Eq. (1).
Regression standard errors along with the point
estimate, â , can be used to construct confidence
intervals for a and perform statistical hypothesis
tests. As reflected in Eq. (2) and emphasized in
Blundell and MaCurdy (1999), the DID estimator
is a particular case of fixed effects estimators for
panel data, with only two time periods and a
fraction of the sample exposed to the treatment
in the second time period.

Extensions

In some instances, the common trend assumption
adopted for DID is not plausible because treated
and untreated differ in the distribution of some
variables, Xi, that are thought to affect the trend of
the outcome variable. In this situation, treated
and untreated may exhibit different trends in the
average of the outcome variable between t= 1 and
t = 2, even if the treatment does not have any
impact on the outcome of interest. The regression
formulation of the DID estimator is useful to com-
pute a conditional version of the DID estimator that
corrects for the effect of Xi on the trend of Yi:

DYi ¼ mþ aDi þ X0
ibþ ui:

Abadie (2005) and Heckman et al. (1997)
develop semiparametric and nonparametric ver-
sions of the conditional DID estimator.

Panel data are not always necessary to apply
the DID estimator. A simple inspection of Eq. (1)
indicates that â can be estimated from repeated
cross sections, using a cross-section at time t = 2
to estimate Y

T
2 � Y

C
2 and a cross section at time

t = 1 to estimate Y
T
1 � Y

C
1 . A regression formula-

tion of the DID estimator is also available for
repeated cross sections (see, for example, Meyer
1995; Abadie 2005). When the DID estimator is
constructed using repeated cross sections, it is
important to check whether there exist composi-
tional changes in the sample between the two
periods. Compositional changes may constitute a
threat to the assumption that the difference in the

average outcome between treated and untreated
would have stayed constant in the absence of the
treatment.

In general, the DID assumption cannot be
tested directly with data from t = 1 and t =
2 only. However, if the common trend
assumption extends to more than one pretreatment
period for which data are available, pre-existing
differences in the trends of the outcome variable
between treated and untreated can be detected by
applying the DID estimator to pretreatment data.
This is done by constructing DYi as the difference
in the outcome variable for individual i between
two pretreatment periods. Then, a test of the
hypothesis a= 0 in Eq. (2) is a test of the common
trend assumption. In addition, the DID assump-
tion can sometimes be rejected when the depen-
dent variable has bounded support (for example,
when Yi is a binary variable). If the dependent
variable has bounded support the DID assumption
may imply that, in the absence of the treatment,
the average outcome for the treated would have
lain outside the support of the dependent variable
(see Athey and Imbens 2006).

For a more detailed explanation of the theory
behind DID estimators, see Abadie (2005),
Angrist and Krueger (1999), Ashenfelter and
Card (1985), Blundell and MaCurdy (1999),
Heckman et al. (1997), and Meyer (1995).

See Also

▶ Fixed Effects and Random Effects
▶Treatment Effect
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Differential Games

Simone Clemhout and Henry Y. Wan Jr.

A differential game studies system dynamics deter-
mined by the interactions of agents with divergent
purposes. As a limit form of multi-stage games, its
non-cooperative solution is subgame perfect; thus
it may facilitate the study of credible threats and
repeated play. Reducing each stage to a single point
in continuous time, differential game applies con-
trol theoretic tools (including phase diagrams) to
yield results more general and more detailed than
other methods. Its applications range from
common-property resource utilization to macro-
economic stabilization.

Model

A differential game has four components: (a) a state
space, X, where x in X embodies all relevant data at
a particular stage, (b) a time horizon, T: a closed
interval with a final instant equal to infinity or
decided by some termination rule, (c) a set of
players, N ¼ 1, . . . , i, . . . , Nf g; with each
player distinguished by four aspects: (1) a space
for possible moves (or ‘controls’),Ki; (2) a point-to-
set correspondence for allowable moves, Ci: X �
T)Ki, (x, t) 7! Ci(x, t) which vary with (x, t); (3) a
space for admissible ‘strategies’ (or ‘policies’),
Ri = {riri: X � T! U X � T Ci(x, t) and ri satisfies
additional conditions}, where each ri assigns
an allowable move at every (x, t); and (4) the
instantaneous payoff ui: X � T � ∏j Kj ! R,
((x, t), (cj)) 7! ui((x, t), (cj)). The additional condi-
tions include (i) any restrictions on the information
used for decisions, (ii) regularity conditions (e.g.,
being step-wise continuous) needed for a well
definedmodel (d) a state equation for state transition,
F : X � T �Pj Kj ! X, x, tð Þ, cj

� �� � 7! :x,X and
K1 ,. . ., Kn are all subsets of Euclidean spaces.

Players select strategies at the outset, not
piecemeal moves. Strategies are defined here as
state-and-time dependent or ‘feedback’ strategies
including the subclass which are ‘open-loop’ or
time-dependent (only).

An Example with Two Variations

Two users share a natural resource, which may be a
petroleum reserve or fishery, under common-
property tenure. The state space X is the set of all
non-negative resource levels and the time horizon is
T= [0, tf] where tf= +1 or the instant when all the
resource is used up. For all (x, t), i = 1, 2, the
‘allowable moves’ form a set Ci(x, t) = Ki = R+,
the set of all non-negative rates of use. Specimens of
strategies include ri= kx for some k� 0, or ri= g(t)
for some non-negative-valued function. The instan-
taneous payoffs of both players are assumed to be:
ui = exp(�at) log ci for some a > 0. The ‘state
equation’ is: dx/dt = f(x) / � c1 � c2 where:
f(x) = 0 for the case of petroleum reserves, and
f(x) = x(b � log x) for the fishery. The latter form
agrees with the Gompertz recruitment function.
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Solution Concepts
How players choose strategies under various sce-
narios is summarized as three solution concepts,
e.g. (1) The noncooperative equilibrium
(Cournot–Nash): each player’s choice is his ‘best
reply’ to the choices of all other players. This
choice must be ‘best’ for all initial (x, t); (2) The
cooperative equilibrium (Pareto): all players
make choices such that no modification can ben-
efit any player without harming another. This
property holds for all initial (x, t); (3) The hierar-
chical equilibrium (Stackelberg): the ‘leader’
selects a committed choice to elicit the followers’
‘best replies’ so that the leader’s payoff is
maximized.

An equilibrium is a vector of strategies, one for
each player, which is not liable to change. In
differential games, players may change strategies
in midgame, unless prevented by prior commit-
ment (as in (3)), or by requiring the choices to be
appropriate, once and forever (as in (1) and (2)).
Significantly, the Cournot–Nash solution is thus
subgame perfect à la Selten.

The Cournot–Nash solution is most frequently
used. In particular, it depicts externalities under
laissez-faire. For any problem it can be compared
to Pareto solutions which assess any extra gains
resulting from cooperation.

If an acknowledged leader (e.g. the government
in a macroeconomy) can offer credible commit-
ments, he prefers to play Stackelberg (with a higher
payoff for himself) rather than Cournot–Nash,
since all followers’ best replies are now under his
influence rather than given independently.

The differential game sheds light on two addi-
tional features: (i) the credibility of the leader’s
professed strategy which is at issue, since he has
both (a) the opportunity to renege on promises
made and honoured at different times, and (b) the
incentive to renege (his choice is subgame imper-
fect); (ii) ‘Reputation’ (rather than ‘enforcement’)
is often the reason why commitments are kept, and
may be modelled as a state variable suggested in
Clemhout and Wan (1979). Hence credibility is
established from a balance of the gains of
reneging with the damage from reputation lost.
This suggests a synergistic approach between
Cournot–Nash and Stackelberg.

Alternative Formulations
of Cournot–Nash Models Over Time

To characterize the Cournot–Nash differential
game in feedback strategy, one contrasts it with
alternative versions of differing assumptions,
‘what information players use’ and ‘the modelling
of time’. Examples show that:

(a) To explain reality and provide policy rele-
vance, ‘feedback’ strategies are preferable to
‘open-loop’ strategies for two reasons; (1) in
non-cooperative games, the subgame-perfect
equilibrium is the image of reality, and (2) in
models of common-property resources, policy
relevance hinges on identifying the source of
inefficiency. Our petroleum example (cf.
Clemhout and Wan 1985a) is a non-
cooperative model of common-property utili-
zation, and thus should have an inefficient but
subgame-perfect equilibrium. This is the case
when strategies are ‘feedbacks’. The opposite
is true if strategies are modelled as ‘openloop’
in which all equilibria are then efficient and
subgame-imperfect and each is compatible
only with one initial resource stock.

(b) For reasonableness and convenience,
‘history-dependent state variables’ are prefer-
able to ‘history-dependent strategies’. While
history matters in contexts such as perfor-
mance contracts, history-dependent strategies
tend to require an infinite amount of informa-
tion at every move. The use of history-
dependent state variables (Smale 1980,
cf. Clemhout and Wan 1979) is a reasonable
alternative for players with bounded rational-
ity. It also conforms to the finite-dimensional
state space in differential games.

(c) For game-theoretic and analytic reasons ‘con-
tinuous time’ is preferable to ‘discrete time’.
Our fishery example (Clemhout and Wan
1985a) illustrates two points. First only in con-
tinuous time is the model a game, according to
Ichiishi (1983). To ensure non-negativity of the
resource level, discrete-time models require the
allowability of one player’s move to depend
upon the moves of all others at the same time,
thus they become ‘pseudo-games’ by losing

Differential Games 2873

D



playability. The second point is that only in
continuous time are the dual variables (which
are analytically important) derivable from the
conditions necessary for optimality whether the
recruitment function is concave or not. This is
because the adjoint system, in differential equa-
tion form, involves the slope of the recruitment
function alone and not its curvature.

Strengths of Differential Games

Differential games can obtain precise results either
independently of particular functional forms, or by
using empirically validated formulations. In our
fishery example these include characterization of
the resource level: (a) does it reach a sustained
level? (b) does it approach extinction asymptoti-
cally, if so, how rapidly? (c) is it heading for extinc-
tion in finite time? (d) what difference do risks of
random perturbation or extinction make? (e) what if
several harvested species form pre-predator chains?
and (f) do tax-incentives improve allocation effi-
ciency? (Clemhout and Wan 1985a, b, c).

In contrast with differential games, intuitive
reasoning or simple examples (in two or three
periods) can suggest certain outcomes, but cannot
rule out the opposite outcome occurring in plau-
sible situations. Simulation models can start from
any assumptions but cannot assure equilibrium.

In macro-economics, the linear-quadratic-
Gaussian differential game can further analyse
quantitatively real-life data. The estimation and
interpretation of the parameters in such models
is still subject to ongoing research. The same
model also yields deep economic insights in
their micro-economic applications.

Concluding Remarks

Pioneered by Isaacs and generalized by Case, the
theory of differential games is now covered by
excellent texts (e.g., Basar and Olsder 1982), with
reference to contributions by Blaquiere, Berkovitz,
Cruz, Fleming, Friedman, Haurie, Ho and
Leitmann, among others. Further progress in its
economic applications now hinges on the

development of ‘techniques of analysis’, akin to
phase diagrams in control theory. Using these tech-
niques one can deduce implications crucial to econ-
omists working with particular classes of models.
This is often accomplished by utilizing structural
properties common to entire families ofmodels. The
explicit solutions are neither required nor derived.
Such feats are clearly attainable for differential
games, as they have been for control models: the
phase diagram itself has been recently applied to
some models (Clemhout and Wan 1985b) and con-
traction mappings in others (Stokey 1985). Given
the state of the art in thisfield, additional advances in
theory (e.g., generalizing the model, proposing new
solution concepts, etc.) are certainly most welcome,
but no longer crucial for economic applications.

See Also

▶Game Theory
▶Non-cooperative Games
▶Optimal Control and Economic Dynamics
▶Repeated Games
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Difficulty of Attainment

F. Y. Edgeworth

A phrase used by De Quincey, Mill, and others, to
denote a condition which must be superadded to
utility in order that there should exist value in
exchange.

Any article whatever, to obtain that artificial sort of
value which is meant by exchange value, must begin
by offering itself as a means to some desirable pur-
pose; and secondly, even though possessing incon-
testably this preliminary advantage, it will never
ascend to an exchange value in cases where it can be
obtained gratuitously and without effort (De Quincey,
Logic of Political Economy, p. 13; quoted by Mill,
Political Economy, book iii, ch. ii, § 1).

The difficulty of attainment here indicated is
primarily that which is experienced by the pur-
chaser. But it is usual to extend the term to the
difficulty experienced by the producer. Thus De
Quincey continues:

Walk into almost any possible shop, buy the first
article you see; what will determine its price? In the
ninety-nine cases out of a hundred simply . . . diffi-
culty of attainment. . . . If the difficulty of producing
it be only worth one guinea, one guinea is the price
which it will bear.

So Mill, of what he considers the general case,
‘the obstacle to attainment consists only in the
labour and expense necessary to produce the com-
modity’ (ibid., § 2). And by others difficulty of
attainment is used as equivalent to cost of produc-
tion. Thus Walker (First Lesson in Political Econ-
omy, Art. 67), ‘Cost of production is only another
name for difficulty of attainment.’ This transition
from the sense in which the difficulty, like the
other factor utility, is experienced by the individ-
ual purchaser is legitimate, where there exists
such perfect ‘industrial’ competition that it is
free to any one to enter any occupation. In that
case the sacrifice made to attain a commodity by
purchase tends to be equivalent to the efforts and
sacrifices made in attaining it by production. If the
value in exchange were higher, the commodity

would not be purchased; if lower, it would not
be produced.

The wider conception is particularly appropri-
ate to the case which Mill, dividing the different
kinds of difficulty, places second; where, ‘without
a certain labour and expense it [the commodity]
cannot be had; but, when any one is willing to
incur this, there needs be no limit to the multipli-
cation of the product’ . . . up to a point which there
is no need, for practical purposes, to contemplate
(Political Economy, book iii, ch. ii, § 1). In this
case difficulty of production has a certain
pre-eminence over the co-factor utility, both as
(a) a cause, and (b) a measure of value. (a) The
cause of a phenomenon being usually a somewhat
arbitrarily selected portion of its total antecedent
(Mill, Logic, book iii, ch. v, § 3; Venn, Empirical
Logic, p. 57 et seq.), it is not paradoxical that
sometimes utility, sometimes cost, should be
regarded as the cause of value. Utility indeed is
invariably an antecedent. But the scale of utility
may, in the case supposed, be varied without any
variation of value. ‘If the demand for hats should
be doubled, the price would immediately rise; but
that rise would be only temporary, unless the cost
of production of hats . . . were raised’ (Ricardo,
Political Economy, ch. xxx). Whereas, if the cost
of production of an article is varied, its value
varies concomitantly. ‘Diminish the cost of pro-
duction of hats, and their price will ultimately fall
to their new natural price, although the demand
should be doubled, trebled, or quadrupled’
(Ricardo, ibid.). Prediction, the prerogative of
causation, is attached to cost rather than utility.
(b) Accordingly, in the case supposed, the com-
parative difficulty of producing two commodities
affords a simple measure of their relative value. It
is true also that value is proportioned to final
utility. But this measure cannot be read until the
measurement is already given. We cannot tell
what the final utilities will be till we know the
values. In some cases indeed (see below (4) and
(5)) it is conceivable that, given the dispositions,
the Demand-Curves of all the dealers in a market,
we could deduce the rate of exchange which will
be set up. The calculation is indicated by Profes-
sor Walras in his Éléments d’économie politique
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pure, Art. 50. Still difficulty of production, in the
case most favourable to its operation, measures
value directly, as a clock measures time; whereas
utility at best is a measure like the shadow cast by
the sun, which can only be interpreted by a diffi-
cult calculation.

This theory is subject to several reservations
and exceptions.

(1) The pre-eminence of difficulty of production
as a regulator of value depends largely on the
assumption that labour is perfectly homoge-
neous. If all labour consisted of raising weights
in precisely similar circumstances, the theory
might be literally true. ‘If . . . it usually cost
twice the labour to kill a beaver which it does
to kill a deer, one beaver should naturally
exchange for or be worth two deer’ (Adam
Smith, quoted by Ricardo), there being only
one mode of labour, work being as homoge-
neous as, say, gold. But suppose, besides effort
of exertion, the sacrifice of waiting is required.
Then, as between commodities involving these
elements in different proportions (cf. Ricardo,
ch. i, § 4), it would no longer be possible to
assign the rate of exchange between the com-
modities without being given the comparative
remuneration for the two kinds of sacrifice. But
this datum could not in general be obtained a
priori, but only as a result of the higgling of the
market. (This reservation holds even upon the
imaginary supposition that there existed a com-
petition so perfect that it is free to any one to
choose whether he will labour or abstain, a
fortiori, when, as in reality the abstainers
form a ‘non-competing group’; and so fall
under head (3).) Now, in fact, there are not
only two, but many, kinds of sacrifice. The
general principle is that the ‘net advantages’
(Marshall, Principles of Economics, vol. i, 2nd
edn, p. 136) in occupations between which
there is ‘industrial competition’ (Cairnes),
tend to be equal. Accordingly the statement
that the ‘quantity of labour realised in com-
modities’ (Ricardo) regulates their exchange-
able value, can be true only on an average with
wide deviations. Take the case put by De
Quincey of a pearl-diver who sometimes

obtains, along with ‘ordinary’, superior pearls.
The true principle is that the net advantages of
pearl-diving are the same as those of any other
occupations between which there is industrial
competition. How much truth is there in the
proposition that the value of any pearl is pro-
portioned to the ‘quantity of labour realised’ in
it? The instance taken is a mild case of plural
occupations, or joint production. The applica-
tion of the general principle of net advantages
here affords little light as to the value of par-
ticular articles (cf. Sidgwick, Political Econ-
omy, book ii, ch. ii, § 10).

(2) The pre-eminence of difficulty over utility, as
a regulator of value, disappears altogether
when we pass from Mill’s second case to a
category comprising both Mill’s third case
(Political Economy, book iii, ch. ii, § 2), in
which the cost of production increases with
the quantity produced, according to the law of
Diminishing Returns, and the converse case,
in which the cost of production diminishes
with the quantity produced according to the
law of Increasing Returns. In this case the two
factors, utility and value, become coordinate.
As Professor Marshall says (Economics of
Industry, 1st edn, p. 148),

the amount produced and its normal value are to be
regarded as determined simultaneously under the
action of economic laws. It is then incorrect to say
as Ricardo did, that cost of production alone deter-
mines values; but it is no less incorrect to make
utility alone, as others have done, the basis of value.

With reference to what Jevons calls the
‘mechanics of industry’ it seems trifling to
inquire whether the force or the resistance con-
tributes more to the determination of equilib-
rium. The simultaneousness of the two
conditions is indicated by Jevons in his discus-
sion of cost of production (Theory, ch. v). Jev-
ons there entertains the unreal conception that
it is free to the producer to apply his efforts in
‘doses’ to different kinds of production. This at
most is true of the mere inventor as distin-
guished from the entrepreneur and operative.
Still the conception may be usefully employed
as symbolical of the actual working of compe-
tition in a regime of division of labour
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(Pantaleoni, Principii. Theorema di Ricardo ed
Marshall). The simultaneousness of the two
conditions may best be shown by imagining
the disutility, as well as the utility, to be of the
sort called ‘final’.

(3) The coordinateness of difficulty of production
with utility disappears when industrial compe-
tition is no longer supposed. In this case the
assumed equation between the purchaser’s and
the producer’s difficulty of attainment fails. The
typical instance is international trade. There is
no correspondence between the efforts of the
Chinese producer of tea and the sacrifices
which the English purchaser incurs to obtain
it. It is pointed out by Cairnes that the principle
of international trade governs domestic indus-
try where ‘non-competing groups’ exist. With
reference to this case, as well as the preceding,
Dr. Sidgwick justly says: ‘It is not merely
inconsistent with facts but with other parts of
Mill’s teaching, to say broadly that ‘the value of
things which can be increased at pleasure does
not depend . . . upon demand’ (Political Econ-
omy, book ii, ch. ii, § 9). In this case the value of
an article is proportioned to its final utility for
the purchaser in the same sense as in the pre-
ceding cases. But it is not proportioned to the
difficulty of attainment in the same sense.

(4) The coordinateness of difficulty of production
with utility is not even supposable, when we
pass to another category, Mill’s first: ‘things
of which it is physically impossible to
increase the quantity beyond certain narrow
limits;’ such as ‘ancient sculptures’ . . . ‘rare
books or coins’ . . . ‘houses and building-
ground in a town of definite extent,’ and
‘potentially all land whatever’ (Political
Economy, book iii, ch. ii, § 2).

(5) With Mill’s first class go those commodities
which are temporarily ‘unsusceptible of
increase of supply’ (ibid. § 5); in short all
cases of Market as distinguished from Normal
Value.

(6) Lastly, all cases of monopoly must be
excepted from the sphere within which the
difficulty of attainment experienced by the
purchaser is equateable with the difficulty
production. Outside this sphere the difficulty

experienced by the purchaser is due to the
niggardliness of his fellow-man, rather than
the stubbornness of nature; and is measured
only by his own reluctance to part with some
useful commodity, and not also by his
(potential) effort in producing the article
purchased.

It is easier to refine upon these logical distinc-
tions than to prove what is the relative extent and
importance of the categories defined; which con-
ception, if any, may be taken as typical of the
facts. This is a matter of judgment rather than
demonstration; about which there is much dis-
agreement between economists of the last and
the present generation. The case which one treats
as the general rule, another treats as exceptional or
non-existent. Mill speaks of his second category
as ‘embracing the majority of all things that are
bought and sold’ (Political Economy, book iii,
ch. ii, § 2). To the same effect Ricardo on the
very first page of his Principles. The reservations
which are here indicated under heading (1) are
waived by Ricardo. Of the effect of the rate of
profits on value he says, ‘the reader however
should remark that this cause of the variation of
commodities is comparatively slight in its effects’
(ibid., ch. i, § iv.) The difficulties caused by the
difference in the qualities of labour he dismisses in
a few sentences (ch. i). The extreme recoil from
Ricardo’s position is marked by the Austrian
School, who emphasize utility as the determining
principle of value, and assign quite a secondary
place to Cost. See especially Professor Wieser,
Ueber den Ursprung . . . des wirthschaftlichen
Werths; and Dr. Böhm-Bawerk, Kapital und
Kapitalzins, interpreted by Mr James Bonar in
the Quarterly Journal of Economics, October
1888, January 1889. In this attitude they had
been anticipated by Jevons. But Jevons, as has
been shown, admitted cost of production as a
simultaneous factor. The simultaneousness of the
two conditions in a regime of industrial competi-
tion has been defended by the present writer in the
Revue d’Économie Politique for October 1890. In
fine there are those who regard all abstract theory as
futile. Cliffe Leslie, Adolf von Held, Brentano and
others, harp on the unreality of the Ricardian
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assumptions. Neumann’s article on prices in
Schönberg’s Handbuch teems with cases which it
is difficult to reconcile with any theory of the
relation between value and difficulty of attainment.
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Difficulty or Facility of Production

John Eatwell

The materialist view of the world characteristic of
the writings of the classical economists was man-
ifest not only in their concern with production and
accumulation, but also in their theories of value.
Petty and Cantillon, for example, both argued that
the value of commodities is determined by the
amounts of land and labour used in their produc-
tion. Smith dropped land from the calculation, and
argued that the value of commodities is deter-
mined by the quantity of labour used to bring
them to market (at least in the early and rude
state of society), though this material approach
was somewhat blurred by reference to the ‘toil
and trouble’ involved.

In the writings of Ricardo, however, the link
between the material conditions of production and

the value of commodities is both clear and prom-
inent. In the Essay on Profits, prior to the formu-
lation of his theory of value, Ricardo argued that

wherever competition can have its full effect, and
the production of that commodity be not limited by
nature, as in the case with some wines, the difficulty
or facility of their production will ultimately regu-
late their exchangeable value. (1815, p. 60)

To this proposition he appended a footnote:

Though the price of all commodities is ultimately
regulated by, and is always tending to, the cost of
their production, including the general profits of
stock, they are all subject, and perhaps corn more
than most others, to an accidental price, proceeding
from temporary causes. (1815, p. 60n)

The equation between ‘difficulty or facility of
production’ and the ‘cost of production’, or value,
of commodities remained a dominant theme in
Ricardo’s treatment of value in the three editions
of the Principles of Political Economy and Taxa-
tion (1817, 1819, 1821) and in the papers on
Absolute Value and Exchangeable Value, written
in 1823 in the last few months of his life. In the
draft version of these papers he declared, ‘to me it
appears a contradiction to say a thing has
increased in natural value while it continues to
be produced under precisely the same conditions
as before’ (1823, p. 375).

For Ricardo, difficulty of production referred
only to the produced means of production and the
labour required to produce a commodity.
Non-produced means of production, such as the
services of land, are not included. The limited
availability of fertile land will be manifest in the
extent to which more commodities and/or labour
may be required to produce a further unit of out-
put; i.e. the extent to which the difficulty of pro-
duction will be increased.

But whilst the notion of difficulty of produc-
tion is intuitively clear, it is not at all obvious how
it may be represented as a single magnitude and so
related to the exchangeable value of commodities.
It was this latter relationship which was to be the
source of the considerable difficulties which
Ricardo encountered in the formalization of his
theory of value and distribution, in particular once
the influence of changes in distribution on
exchange value was taken into account.
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The representation of difficulty of production
as a single magnitude is possible only if that
magnitude is the quantity of labour embodied
directly and indirectly in the production of the
commodity. Changes in this quantity can derive
only from changes in the technology – where by
technology is meant the produced means of pro-
duction and the labour used in total in the produc-
tion of a commodity, i.e. the means of production
and labour of the integrated sub-system which
would (hypothetically) have as its net product
one unit of the commodity in question (Sraffa
1960, Appendix A). So Ricardo’s adoption of
the labour theory of value was a natural outcome
of his materialist view of economic relations, allo-
wing him to move freely from material conditions
of production to rates of exchange, and from
material net product to the general rate of profit.

Yet it was exactly Ricardo’s material concep-
tion of cost which exacerbated the contradictions
which emerge once the influence of changes in
distribution upon exchangeable value is consid-
ered. In 1823 he commented sadly that ‘the
increased or diminished facility of producing
them’ was ‘by far the greatest cause’ of variation
in the exchangeable value of commodities, though
‘it is not strictly the only one’ (1823, p. 367). The
focus on variation in the value of commodities,
rather than the difference between labour values
and natural prices, precipitated the fruitless search
for an invariable standard of value as a means of
tying variations in prices to variations in the diffi-
culty or facility of production alone.

These difficulties notwithstanding (and the
story of their resolution may be followed in
Garegnani 1984) Ricardo’s persistent use of the
idea of difficulty of production is indicative of his
materialist conception of political economy. The
variables from which his theory of value and
distribution is constructed are objective (in the
sense that they are all, in principle, directly
observable and measurable), being the empirical
description of the process of production and the
real wage determined by the concrete institutional
characteristics of economic society. And
Ricardo’s link between conditions of production
and value is neither misplaced nor archaic – the
dominant explanation of changes in relative

values in modern economies is, surely, the differ-
ential rates of technological progress as between
the production processes of different commodi-
ties, i.e. changes in the difficulty or facility of
production.

See Also

▶British Classical Economics
▶Cost of Production
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Diffusion of Agricultural Technology

David Zilberman

Abstract
A high rate of technological change is a major
feature of modern agriculture. New technolo-
gies are introduced gradually; diffusion is the
process through which technologies spread
throughout the farm sector over time. While
adoption is the decision by an individual pro-
ducer to use a new technology at a given
moment, diffusion is the aggregate measure
of adoption decisions. Early studies of diffu-
sion were conducted by sociologists. Rogers
(1962) measured technology usage as a frac-
tion of farmers that had adopted a certain tech-
nology at a given point in time. Other studies
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measured diffusion by the fraction of land
employed with the new technology. Rogers
noticed that diffusion rates of hybrid corn in
the United States fit very well as an S-shaped
function of time:

Keywords
Diffusion of agricultural technology; Diffusion
of technology; Discrete-choice estimation;
Green Revolution; Imitation model of technol-
ogy diffusion; Technical change; Technology
treadmill; Threshold model of technology
diffusion

JEL Classifications
Q1

A high rate of technological change is a major
feature of modern agriculture. New technologies
are introduced gradually; diffusion is the process
through which technologies spread throughout the
farm sector over time. While adoption is the deci-
sion by an individual producer to use a new tech-
nology at a given moment, diffusion is the
aggregate measure of adoption decisions. Early
studies of diffusion were conducted by sociolo-
gists. Rogers (1962) measured technology usage
as a fraction of farmers that had adopted a certain
technology at a given point in time. Other studies
measured diffusion by the fraction of land
employed with the new technology. Rogers
noticed that diffusion rates of hybrid corn in the
United States fit very well as an S-shaped function
of time:

St ¼ K

1þ exp� aþbtð Þ ,

where St is the level of diffusion at time t, K is the
diffusion level at the limit and K � 1, a is a
measure of initial diffusion, and b is a measure
of the speed of diffusion. Rogers modeled diffu-
sion as a process of imitation. In the early and late
stages of diffusion, the level of diffusion is low
because either the potential population of adopters
or the population of users of the new technology

to be imitated is small. During the middle period
the diffusion rate takes off as there is a sufficient
number of potential adopters, as well as a large
population of established users to imitate. Rogers
(1962) emphasized the role of distance from urban
centres in explaining diffusion, finding that vil-
lages closer to urban centres had higher coeffi-
cients of diffusion.

Griliches (1957) argued that diffusion is an
economic phenomenon and showed, using the
diffusion data for hybrid corn in Iowa, that the
three parameters K, a, and b are affected by profit.
Other studies also found that the rate of diffusion
tends to increase with farm size and the education
of the farmer. However, as the review of Feder
et al. (1985) suggests, the imitation model lacks a
microeconomic foundation. An alternative model,
the threshold model, suggests that the population
of potential adopters is heterogeneous, and at
every moment there is a critical variable that dis-
tinguishes between them. At every moment there
is a threshold level of this variable that separates
adopters from non-adopters.

Threshold models have three components:
microeconomic behaviour, sources of heterogene-
ity, and a dynamic factor that drives the threshold
level up or down. For example, adoption of
mechanical innovation reflects the maximization
of discounted net benefit. Farms vary in size, and
at each moment there is a farm size threshold that
distinguishes adopters from non-adopters. Over
time, the cost of machinery may go down due to
learning by doing, or the gain from adoption may
go up because of learning by using, and that will
reduce the adoption threshold. Empirical models,
based on cross-sections of adopters, use discrete-
choice estimation techniques to identify the key
sources of heterogeneity. They found in many
cases that size increases adoption of mechanical
innovation, education explains adoption of more
complex crops, and modern irrigation technolo-
gies that actually augment land quality are
adopted earlier on lower-quality lands.

Much of the research has attempted to explain
the diffusion of new ‘Green Revolution’ varieties
in developing countries. In those cases, adoption
was often partial (meaning farmers switched only
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a portion of their crops to the new technologies),
and adoption rates were sometimes low, even
given the significantly higher yields of Green-
Revolution varieties. These facts emphasize the
importance of risk considerations in explaining
diffusion processes. Land allocation choices of
riskaverse farmers were modelled as a portfolio,
leading farmers to consider partial adoption of
modern varieties because of their increased vul-
nerability to variable weather conditions. In addi-
tion to risk, wealth, human capital, and physical
conditions, institutional forces have been identi-
fied as major determinants of diffusion rates. For
example, renters are less likely to adopt new inno-
vations than owners, especially when the rental
contract is short. Lack of availability of credit is
another deterrent to adoption. On the other hand,
government policies, in the forms of output price
subsidies and extension services that reduce the
fixed costs of adoption, as well as technology and
credit subsidies, can enhance the diffusion of
modern agricultural technologies. For irrigation
technologies, subsidies of water combined with
restrictive trading regulations slow the diffusion
of improved irrigation practices; water conserva-
tion can be enhanced by reducing constraints on
water trading.

When demand for agricultural products is
inelastic, the main beneficiary of the diffusion of
more efficient technology is the consumer, while
farmers are stuck on a ‘technology treadmill’.
Early adopters also benefit from the introduction
of the new technology, but followers, who make
up the majority of the farm population, may adopt
only to stay competitive, while sometimes the
laggards may go out of business. When the
demand for agricultural products is elastic, then
the gain from adoption of modern technologies
contributes to enhanced land values, but the indi-
vidual farm operators may not gain significantly
because of the technology treadmill effect.

See Also

▶Agricultural Research
▶Diffusion of Technology
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The technology of a firm or country determines
the efficiency with which inputs are mapped into
outputs. Technological change may result in the
ability to produce entirely new products, or it may
allow an existing product to be produced with
fewer inputs. This process has long been viewed
as central to economic growth. The question of
whether or not there is convergence across firms
and countries raises issues related not only to the
process of technical change but also to the diffu-
sion of technology. Beginning in the late 1950s,
economists have formalized their thinking as to
how such technological knowledge diffuses from
one economic entity to another. The early efforts
were primarily directed to understanding firms’
technology adoption decisions that often yield an
S-shaped diffusion pattern over time. Since the
1990s, a vibrant literature has emerged in which
the issues addressed are considerably broader, and
where much more emphasis is placed on seeking
high-quality empirical evidence.

A firm’s technology and its productivity are
closely related, and the two are identical if tech-
nology is identified with total factor productivity,
an approach frequently adopted since the 1950s.
The development of models of endogenous tech-
nical change in the early 1990s represented a step
forward in that the R&D resources devoted to
innovation were separated from the new techno-
logical knowledge itself. For example, consider
the technology production function

_N ¼ �NlHN , (1)

where Z and l are parameters, Z, l> 0. The term
HN denotes the skilled-labour resources devoted
the R&D, which according to Eq. 1 lead to a flow
of new technological knowledge of ̇N . A higher
level of R&D produces a higher level of technol-
ogy, N, and that in turn can be shown to result in
higher productivity.

According to Eq. 1, a higher stock of existing
technological knowledge facilitates innovation.
This stock of technological knowledge will rarely
be entirely self-produced, so that (1) typically
involves the diffusion of technology – diffusion
between different persons, firms or countries.
Technology is sometimes purchased or licensed

in a market transaction, but, due to asymmetric
information and other problems in the market for
technology, non-market transactions in the form
of technological externalities, called knowledge
spillovers, are much more important.

What are the nature and the size of these
knowledge spillovers? Since technological
knowledge is non-rival, such externalities can in
principle benefit many economic agents.

A useful benchmark is the complete diffusion
of technology, which describes the case where
technological knowledge created anywhere in
the world is available worldwide immediately.
This could underlie the assumptions of common-
to-all and free technological knowledge of neo-
classical growth theory. Clearly, this is not true in
reality, where the diffusion of technology is grad-
ual and uneven.

Why? First of all, acquiring technology
involves making complementary investments,
and the equilibrium choice for such investments
often implies that not all technology diffuses. For
instance, in Keller’s (1996) model, international
trade enables domestic producers to raise produc-
tivity by importing specialized foreign intermediate
goods. Since these goods embody foreign R&D
investments, thismeans the diffusion of technology
from one country to another. For this imported
technological knowledge to trigger domestic inno-
vation, however, additional investments are neces-
sary. According toKeller (1996), these investments
mean additional training of workers so that they
have the skills to manufacture products according
to new blueprints. In addition, domestic innovators
may have to invest resources in reverse engineering
the foreign intermediate goods in order to fully
comprehend the underlying foreign technological
knowledge.

Second, another major determinant of the firm’s
decision to acquire the existing technology and
innovate is the degree of product market competi-
tion. For example, in early Schumpeterian endog-
enous growth models, a higher degree of product
market competition leads to lower monopoly
profits and thus to a lower rate of innovation.
More recent work by Aghion et al. (2001), for
example, shows that, if technological laggards
must first catch up with the leading-edge
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technology before battling for technological lead-
ership in the future, the overall effect of more
product market competition may be positive. The
reason for this is that, even though more competi-
tion means lower monopoly profits, technological
leaders now also have an incentive to innovate to
avoid competition with technological laggards,
and, if the latter effect is strong enough, product
competition has a positive effect on technology
diffusion and growth.

Third, there is no complete diffusion because it
is simply not in the interest of the original creator
of the technology, since his market for the tech-
nology would shrink if there were additional sup-
pliers. In some cases, innovators obtain a patent
that provides government-sanctioned protection
of economic interests for a limited period of time
in exchange for release of the technological infor-
mation. Another strategy on the part of the origi-
nal innovator is to use a varying amount of
resources to keep the technological knowledge
secret. At the same time, studies show that it
often is no more than two years until new tech-
nology becomes publicly available.

Another, probably the most important, reason
why knowledge spillovers are limited is that only
the broad outlines of technology are codified – the
remainder is the ‘tacit’ part of the knowledge.
A person who is engaged in a problem-solving
activity can often not fully define (and hence
prescribe) what exactly he or she is doing. Along
these lines, technology is only partially codified
because it is impossible or at least very costly to
fully codify it. For technology diffusion to occur
completely, it may be necessary that the person
who learns about the new technology can observe
another person in the process of applying the
technology. Even if this can be dispensed with,
person-to-person contacts will generally be bene-
ficial to the diffusion of technology.

Research has now turned to the essential task
of assessing the importance of these processes
empirically. As an intangible, technology is intrin-
sically difficult to measure, and economic data is
hard to come by. This is even more the case for the
non-market effects caused by technological
knowledge. The main approach for quantifying
technical change has been to study the

relationship between R&D investments and pro-
ductivity (Griliches 1979). For example, Keller
(2002a) estimates

tf pit ¼ bsit þ X0gþ eit, i ¼ 1, . . . I, and

t ¼ 1, . . . ,T, (2)

where tfpit is log total factor productivity in indus-
try i at time t, sit are industry i’s cumulative R&D
investments (in logs) in period t, X is a vector of
other observed determinants of productivity, and
the error eit picks up unobserved effects. The
parameter b, estimated in Keller (2002a) at
b = 0.15, measures how R&D investments trans-
late into higher productivity, thereby implicitly
capturing the rate of technical change.

This approach is attractive since R&D spend-
ing is the main cause of technical change, and data
on R&D expenditures is relatively easy to collect
and compare across units (firms, industries and
countries). A drawback is that measuring techni-
cal change this way requires an estimate of b. This
can be complicated if productivity is badly mea-
sured, R&D is endogenous, or unobserved deter-
minants on productivity are important, as in
practice is often the case. Applications of
instrumental-variable and control-function
approaches have shown much promise in
addressing the major estimation concerns (see
Gong and Keller 2003). Patents are an alternative
measure of technology, with the advantage that
patent data is available for a broader set of coun-
tries and a longer time horizon than is data on
R&D (Jaffe and Trajtenberg 2002). While patent
counts are an imperfect measure of technology
because the distribution of patent values is
extremely skewed, recent work using citations-
weighted patent data has addressed this point
since citations of a particular patent are a plausible
indicator of its value. At the same time, patents
cannot capture more than the codified part of
technological knowledge, apart from the fact that
across industries and firms the prevalence of
patenting varies strongly for reasons that are dif-
ficult to fully ascertain.

Technology spillovers, as the major form of
technology diffusion, are mainly analysed by
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extending Eq. 2 above to estimate as well the
effects of R&D investments conducted elsewhere.
For example, in addition to the effects of own-
industry R&D, Keller (2002a) estimates the effects
of R&D in other domestic industries Sdoit

� �
, as well

as those of R&D in the same and other foreign
industries Sfit

� �
and Sfoit

� �
, respectively):

tf pit ¼ b1Sit þ b2S
do
it þ b3S

f
it þ b4S

fo
it

þ ~X
0
gþ eit: (3)

In this framework, the estimates of b1, b2, b3,
and b4 determine the relative strength of intra- and
inter-industry, and of domestic and international
technology diffusion. For his sample of eight large
Organisation for Economic Co-operation and
Development (OECD) countries, Keller (2002a)
finds that intra-industry effects dominate inter-
industry spillovers, and that about 25 per cent of
the total effect is due to international technology
diffusion.

Other interesting approaches have employed
multi-country extensions of recent models of
endogenous technical change that include interna-
tional technology diffusion (Eaton and Kortum
1999). Because here the economic environment
is fully specified, it is straightforward to simulate a
model and perform interesting policy experi-
ments. At the same time, typically there is little
data on technology diffusion employed in the
econometric estimation of these models. Conse-
quently, the model’s structure has a great influence
on the results, while the implications for the dif-
fusion of technology are not clear.

One major finding has been that the diffusion
of technology is geographically localized, both
domestically and internationally. For example,
Keller (2002b) studies international technology
diffusion between the G-5 countries (the United
States, Japan, Germany, France, and England) and
nine smaller OECD countries by estimating

tf pit ¼ b sit þ
X
j�G5

exp �dDistij
� �

sjt

" #
þ X0gþ eit, i ¼ 1, . . . , I, and t ¼ 1, . . . , T:

(4)

Here, Distij is the geographic distance between
country i and G-5 country j. The parameter d
determines the extent of geographic localization:
the higher is d, the stronger is the degree of the
localization of technological knowledge, while if
d = 0, international technology diffusion is com-
plete in the sense that geography has no impact
whatsoever. The geographic reach of technology
spillovers is a critical determinant of the cross-
country income distribution, since global spill-
overs favour income convergence while local
spillovers lead to income divergence. Keller’s
(2002b) results for the years 1970 to 1995
strongly reject the null hypothesis of complete
diffusion. Instead, he estimates that with every
additional 1,200 kilometres there is a 50 per cent
drop in technology diffusion. The results imply
that the benefits of being located next to major
technology producers are substantial, highlighting
the danger for isolated areas of being left behind.

While distance still shapes technology diffu-
sion in a major way, there is also evidence that
between 1970 and 1995 geography’s grip on
technology diffusion has weakened. Keller
(2002b) estimates that the size of the d parameter
in Eq. 4 fell substantially from the late 1970s to
the 1990s, consistent with the idea that innova-
tions in information and communication technol-
ogies have led to a major improvement in
technology diffusion.

Such improvements in countries’ abilities to
draw on international innovations also imply that
increasingly the ultimate sources of domestic pro-
ductivity growth lie abroad. This is especially true
for medium-sized and small countries, where the
contribution of foreign technology to domestic
productivity growth often exceeds 90 per cent.
At the same time, because successful technology
diffusion requires complementary investments in
terms of adaptive R&D and/or human capital,
domestic activities have a significant impact on
the ease of technology diffusion.

See Also

▶Transfer of Technology
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Abstract
Digital marketplaces represent a new and
important organizational form in the econ-
omy. Since their emergence in the mid
1990’s, they have transformed many indus-
tries including accommodation, retail, and
transportation. I start this entry by outlining
the ways in which digital marketplaces differ
from traditional firms. I then discuss three
research areas relating to digital marketplaces.
The first research area concerns the determi-
nants of marketplace diffusion and its effects.
The second concerns the economics of digital
market design, with an emphasis on search
and matching, pricing, and trust and safety

mechanisms. The last research area is about
policy issues prompted by digital market-
places. I conclude by discussing new research
topics relating to emerging technologies and
continued marketplace growth.

Keywords
Industrial organization; Digital marketplaces;
Peer-to-peer markets; Search and matching;
Market design; Marketplace design; Digitiza-
tion; Structural change; Sharing economy;
Reputation systems

JEL Classification
J2; J4; L1; L15; L2; L5; L86; M13

Introduction

Digital marketplaces represent a new and impor-
tant organizational form in the economy. They
have enabled new types of transactions such as
online auctions, ride-sharing, and home-sharing,
have grown to dominate verticals such as travel
and books, and have continued spreading through
other industries. The growth and increasing
importance of these marketplaces has prompted
a new and growing body of research. In this entry,
I summarize this research, divided into three
areas: effects on the economy, market design,
and policy implications.

There is no universally accepted definition of
an online marketplace. Delineating between
online marketplaces and traditional firms is
becoming harder as more firms are embracing
technology. One way to do this delineation is to
make a list of companies that could be considered
digital marketplaces and consider what they have
in common. A non-comprehensive list would
include Airbnb, Alibaba, Amazon Marketplace,
Craigslist, eBay, Expedia, Uber, and Upwork.
Although these firms serve different verticals
and use a variety of market designs, they share
certain characteristics. I list these below both to
highlight their salient features and to limit the
scope of this entry.
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• Digital Matching: The process of search and
matching between buyer and seller occurs dig-
itally via a browser, app, or text interface. Dig-
ital interfaces allow for a precise tracking of the
actions of users, which enables algorithmic
matching. This is in contrast to older, relatively
information poor shopping interfaces such as
physical stores or mail-order catalogs.

• Low Entry Costs: A variety of sellers are
allowed to participate in the platform and the
entry costs are typically low. That means that
non-professional sellers such as hobbyist col-
lectors on eBay can compete with large firms
such as Target.

• Ex-post Screening: A significant share of the
screening is conducted ex-post, through
explicit or implicit feedback given by users
regarding transaction quality. Ex-post screen-
ing usually involves online reviews but can
also include data on user engagement and cus-
tomer service complaints.

• Non-exclusive and Short-Run Contracts:
Sellers are not obliged to exclusively use a
particular platform, do not engage in long-
term employment relationships, and retain at
least some control rights over their product.

• Direct Transactions: The money paid by the
buyer is transferred at least partially to the
seller. This excludes other digital intermedi-
aries such as streaming platforms (Netflix and
Spotify), dating sites (Tinder and Okcupid),
and advertising platforms (Google and
Facebook) which have similarities to digital
marketplaces.

These characteristics allow the concept of a
digital marketplace to encompass and subsume a
variety of terms commonly used in research and
public discourse such as ‘peer-to-peer’, ‘the shar-
ing economy’, and ‘the on-demand economy’.
What distinguishes the marketplace from a
re-seller such as Macy’s or Zappos.com is that at
least some of the control rights regarding pricing,
advertising, customer service, and order fulfil-
ment remain with the seller (Hagiu and Wright
2014). This means that the marketplace serves as
an aggregator and matchmaker of heterogeneous
and autonomous buyers and sellers, even if in

some cases the marketplace does participate as a
buyer or seller in its own market.

Digital marketplaces pose new research ques-
tions and challenges for economists. First, the
growth of these firms has affected consumers,
workers, and firms. These effects have prompted
new debates about the proper role of these firms in
society. Much of this debate has happened without
rigorous analysis and the economics profession is
just catching up.

Second, the design of these marketplaces poses
new challenges. Technology has enabled market
mechanisms including reputation systems, search
engines, algorithmic recommendations, and sig-
nalling mechanisms. The choice of the proper
design is important because of the scale of these
companies. A single design change in a major
marketplace can affect hundreds of millions of
consumers and millions of sellers. Due to the
complexity of these markets, design decisions
often have unintended consequences such as alter-
ing the distribution of income on the platform or
making it easier for users to discriminate.

Lastly, these marketplaces have also drawn
attention from regulators. The diverse policy
issues relating to these companies include anti-
trust, licensing, labour practices, data sharing
and privacy, and discrimination. These topics
will become even more salient as more of the
economy becomes intermediated by these firms.

The rest of the entry discusses these three
topics in detail.

The Causes and Consequences of Digital
Marketplace Diffusion

The share of digital transactions varies greatly
across industries, locations, and over time. In the
retail sector, for example, books and magazines
had a 44% digital market share in 2014. In con-
trast, digital purchases of clothing, accessories,
and footwear had a 15% market share and drugs,
health, and beauty had just 4.7% of market share
(Hortaçsu and Syverson 2015). Even within a
given marketplace, growth varies over time and
across cities as shown by Farronato and Fradkin
(2017) for Airbnb, Hall and Krueger (2015) for

2886 Digital Marketplaces

http://zappos.com


Uber, and Cullen and Farronato (2016) for
Taskrabbit, a marketplace for local services.
A theory of digital marketplaces must explain
why a transaction occurs digitally rather than at a
physical location, why the transaction occurs on a
marketplace rather than directly with a seller or
pure reseller, and why the consumer chooses a
particular marketplace (e.g. eBay vs. Amazon or
Airbnb vs Booking.com).

The Causes of Digital Marketplace Diffusion
The consumer’s choice between a digital and a
physical transaction is governed by the benefits of
examining a good in person, the relative hassle
costs between search online and offline, the ben-
efit of instant product availability offline, differ-
ences in assortment, and regulation. In a world
where digital devices are ubiquitous, transactions
with no in-person component, such as flight or
hotel purchases, will naturally take place digitally.
On the other hand, purchases like furniture, where
examining a good in person is valuable, face a
large hurdle to occurring online. Digital distribu-
tion also affects the cost side, most obviously due
to firms no longer needing a physical retail
presence.

Importantly, the attractiveness of digital trans-
actions is endogenous and dynamic because firms
can invest in services, market designs, and tech-
nologies such as same-day delivery, insurance,
matching mechanisms, and customer service to
enable new types of digital transactions. To the
extent that there are returns to scale in these activ-
ities, firms which intermediate large volumes of
transactions in equilibrium have the greatest
incentive to make these investments and to con-
duct research. This also means that the growth in
digital transactions can be driven by innovation
spurred by competition between marketplaces.
These innovations are discussed in the next sec-
tion of this entry.

The growth of digital marketplaces directly
affects consumers, firm owners, and workers.
The magnitude and sign of these effects will
vary depending on whether agents are associated
with traditional firms (e.g. hotels), re-sellers
(e.g. Barnes & Noble), new entrants (e.g. Airbnb
hosts or eBay sellers), or the intermediaries

themselves. Furthermore, there may be spillovers
to seemingly unrelated markets (e.g. the housing
market) or externalities (e.g. traffic congestion or
noise) due to these new transactions.

The Effects of Digital Marketplace Diffusion
Contributions to the literature on the effects of
marketplaces can typically be divided into theo-
retical papers, empirical work which tests predic-
tions, and structural estimation. As an illustrative
example, I discuss Farronato and Fradkin (2017),
which combines all three of these approaches to
theoretically and empirically study the direct
effects of the growth of Airbnb on the accommo-
dations industry in the United States. In their
theoretical model, a market consists of a day and
city. Consumers enter the market and can choose
between Airbnb hosts (peers), traditional hotels,
and an outside option. The role of the marketplace
in this model is to lower the entry and marginal
costs of peers and to increase demand for these
peers. Consequently, the marketplace increases
the competitiveness of peer sellers and increases
the assortment of options available to consumers.

A consumer’s choice between options is deter-
mined both by the extent to which peer hosts offer
a differentiated product and by the price of peer
supply relative to traditional hotels. On the supply
side, traditional hotels have relatively high fixed
costs due to the fact that it takes time andmoney to
build a new hotel. Traditional hotels also have low
marginal costs because cleaning costs and other
services tend to be cheap. In contrast, peer hosts
have low entry costs, which consist of signing up
on the Airbnb on website. On the other hand, their
marginal costs can be high due to opportunity
costs (hosts typically have a traditional job) and
due to risk from the fact that strangers may dam-
age the property or cause other problems.

The above framework predicts that peer trans-
actions will be more likely to occur in places
where hotel fixed costs are higher, when peer
marginal costs are lower, and when demand is
higher. Farronato and Fradkin (2017) show that
these predictions are borne out across major US
cities between 2011 and 2014, where hotel fixed
costs are proxied by undevelopable land area and
building regulations; peer marginal costs are
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proxied by share of unmarried adults, who have
lower risks from hosting; and demand is proxied
by incoming flights and Google searches for
accommodations.

The implication of this framework is that the
entry of the marketplace will have direct effects on
three constituencies: consumers, peer firms, and
traditional firms. Most research studies each of
these effects separately. For example, Cohen
et al. (2016) use discontinuities in Uber’s pricing
algorithm to estimate its consumer surplus. They
find that UberX, the most commonly used service
option on Uber, generated $2.9 billion in con-
sumer surplus in four US cities in 2015. This
large surplus is driven both by technology and
by the fact that taxis, the traditional firms in this
industry, were heavily constrained in their supply
and pricing by regulations. Markets with a ‘long-
tail’ of niche products generate benefits through a
similar mechanism. Quan and Williams (2016)
use transactional data to measure the size of this
gain for apparel and footwear. A related mecha-
nism is that, by allowing for increased entry and
experimentation, digital markets help uncover
unexpectedly high quality products and services.
This mechanism is evident on the crowd-funding
platform, Kickstarter, and its importance has
been documented for music by Aguiar and
Waldfogel (2016).

Turning to producer outcomes, e-commerce
has generally been found to reduce equilibrium
prices and price dispersion (see Lieber and
Syverson (2012) for a summary of the literature
and Ellison and Ellison (2014) for an exception in
the case of niche books). Goldmanis et al. (2010)
study the effect of e-commerce on physical retail
sales. In their framework, the primary character-
istic of digital transactions is lower search costs.
Their empirical results corroborate the model pre-
dictions and show that employment falls the most
at small firms with a physical presence. Cramer
(2016) uses cross-city variation to study the
effects of Uber’s growth on the labour supply
and earnings of traditional drivers and finds no
effect as of 2015. This is due to the fact that Uber
increases the total demand for rides and taxi
drivers can also earn money on Uber. Owners of

taxi medallions have been hurt due to the falling
prices of taxi medallions. In contrast early inves-
tors in successful digital marketplaces have
benefited given the multibillion dollar valuations
of these companies.

Farronato and Fradkin (2017) estimate a struc-
tural model of equilibrium in the accommodations
industry to jointly quantify the effects on con-
sumers, peer producers (Airbnb hosts), and tradi-
tional firms. They find that consumer surplus
increased due to both the fact that that Airbnb
offers a differentiated product and the fact that
hotels face more competitive pressure, especially
in high demand periods where they would other-
wise have market power. Second, traditional firms
lose revenue, and this revenue loss will be driven
by price adjustment in high demand periods in
cities with high hotel entry costs. This prediction
is also corroborated in the case of Airbnb by
Zervas et al. (2015).

In the long-run, the availability of peer-to-peer
accommodations should reduce the equilibrium
number of traditional firms, but we do not study
this effect as it is out of sample. Lastly, we find
substantial dispersion in the marginal costs of
Airbnb hosts and that most hosts are close to the
margin of hosting. Consequently, the typical
host’s listing is usually not booked and hosting
generates much larger benefits in high demand
periods. Hall et al. (2016) find similar results for
Uber drivers, who typically drive part-time and
are highly responsive to price and expected utili-
zation changes on the margin.

The difference between peers and profes-
sionals has generated a vigorous debate in the
media and amongst regulators. The worry on the
part of critics and regulators is that purported
peers are full-time sellers who avoid regulation
by using a marketplace. More generally, the deci-
sion to own or rent an asset such as an apartment is
endogenous. Digital marketplaces enable assets to
be utilized a higher share of the time by making
renting easier for buyers and owners.

Horton and Zeckhauser (2016) study the impli-
cations of the ability to rent out assets on equilib-
rium asset ownership and prices. In their model, a
fall in the cost of bringing an asset to market
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causes owners with a relatively low expected uti-
lization or valuation to switch to renting. On the
other hand, non-owners may now rent due to the
existence of a rental market. The long-run effects
on total asset ownership and prices depend on the
model parameters. Fraiberger and Sundararajan
(2015) calibrate a model of car ownership with a
peer-to-peer market and find that equilibrium
asset ownership should fall.

The above discussion has treated digital mar-
ketplaces as technologies that statically affect the
attractiveness of certain types of trades. In prac-
tice, marketplaces attempt to manage their
growth, both in order to harness network effects
and in order to pre-empt competition. This has
been the stated justification for billion dollar
financing rounds for companies like Uber
(Sorkin 2016). White and Weyl (2016) present a
theory of this decision, where the firm’s expansion
strategy is a function of network effects and their
heterogeneity across users.

Marketplace Design

The role of a digital marketplace is to maximize its
profit by facilitating matches between buyers and
sellers. The value of these matches, including the
cost of using the marketplace, must exceed the
value of the outside option. The marketplace
fulfils its role through its market design, defined
broadly to include both policies and technologies.
Marketplace design varies across industries, over
time within an industry, and within a given mar-
ketplace. Most research suggests that design is an
important factor in marketplace growth and
competition.

It is useful to divide marketplace design
choices into three categories. First, the market-
place chooses the process by which buyers and
sellers match with each other. Second, it chooses
the manner in which prices, inclusive of fees, are
set. Third, it chooses mechanisms which ensure
that goods or services are delivered reliably and
with minimal risk. Although these areas interact
with each other, I follow the literature in describ-
ing them separately.

Search and Matching
Buyers and sellers find each other in a variety of
ways, including directed search, auctions, and
centralized matching. The choice of mechanism
often involves trade-offs between three factors:
the quality of a match, the hassle costs of finding
a match, and the overall balance of matches in the
market.

These trade-offs are well illustrated by the dif-
ferences between Uber’s and Airbnb’s matching
mechanisms, also discussed in Einav et al. (2016).
In Uber’s app, consumers are algorithmically
assigned a car and cannot choose specific makes
and drivers. In contrast, Airbnb’s search engine
allows consumers to choose between all options
which are not explicitly marked as unavailable.
The primary reason for this difference is the rela-
tive difficulty of expressing preferences across
these two markets. Conditional on pickup and
drop-off location, Uber riders mostly care about
wait times, which are predicted by Uber, and
prices, which are set by Uber. In contrast, Airbnb
guests to a given city may have different prefer-
ences over location, room characteristics, and
price. It is difficult to predict the option that a
guest will find most appealing and search rank-
ings, while helpful, do not eliminate the need for
extensive consumer search (Fradkin 2017).

The most common mechanism used for
matching is the search engine, where searchers
form a consideration set through textual search
and filtering. The results shown on each page are
determined according to an algorithm, which may
be as simple as a reverse chronological ordering or
as complex as a personalized ranking determined
by a neural network. The market design for the
search engine consists of the algorithm, the infor-
mation presented about each option, the interface
for search (including filters), and the manner in
which that information is presented.

Numerous papers in economics, marketing,
and computer science have studied search rank-
ing. A full summary of this literature is beyond the
scope of this entry but several lessons stand out.
On the theoretical side, the structure of the search
process affects equilibrium outcomes such as
price dispersion (e.g. Baye and Morgan 2001),
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and intermediaries may have an incentive to divert
search away from the social optimum (e.g. Hagiu
and Jullien 2011). On the empirical side, much of
the literature has found that ranking matters
(e.g. Ursu 2016 and references), that changes in
algorithms can improve match rates in these set-
tings (e.g. Fradkin 2017), and that there is sub-
stantial heterogeneity in the effects of ranking
(Goldman and Rao 2014). There is also an entire
field of computer science focused on designing
recommender systems (see Jannach et al. 2016 for
a recent overview).

From the perspective of the marketplace, the
key choices regarding algorithms are which
objective function to maximize and which infor-
mation to use.

One may naively think that rankings should be
determined according to a prediction of the con-
sumer’s expected utility. However, this ignores
several complicating factors. First, in two-sided
markets, the other side of the market may also
have preferences. For example, Fradkin (2017)
and Horton (2016) show that rejections of
searchers occur on both Airbnb and Upwork, a
business services marketplace created through the
merger of Odesk and Elance, and that these rejec-
tions cause searchers to leave the marketplace.
Therefore, the ability of the search engine to filter
out bad matches is critical for the marketplace to
compete with the outside option. Second, rank-
ings may have equilibrium effects on congestion,
available options, and other outcomes, which the
marketplace should try to account for. Third, alter-
native objective functions may be desired if there
is uncertainty about user preferences, if rankings
serve as incentive mechanisms for sellers, or if
rankings help the marketplace learn. Lastly, much
effort by ranking algorithm engineers goes into
generating ‘signals’ to input into the algorithm,
but incorporating certain signals may be costly
from an engineering perspective and may raise
privacy concerns.

Information regarding users provides a com-
plementary role to the ranking algorithm. Lewis
(2011) studies information and disclosure costs
for car auctions on eBay. He shows that the infor-
mation displayed in photos and text affects equi-
librium prices and that reductions to disclosure

costs increase the information provided in the
market and equilibrium prices. Tadelis and
Zettelmeyer (2015) use a field experiment to
show how the provision of information in the
market can increase prices even for low quality
goods, which see an increase in demand due to the
reduction in quality uncertainty. Data on historical
transaction volume and online reviews is also
ubiquitous in digital marketplaces and will be
covered later in the entry.

The design of the filtering and sorting interface
in a marketplace also affects market outcomes.
The managers of digital marketplaces consider
design important and employ well compensated
user experience designers to create these inter-
faces. Much of their work involves devising
visual cues to users that make the interface easy
to understand and convenient to use. Other design
decisions involve the dimensions on which users
are allowed to search. Fradkin (2017) notes that
Craigslist’s search engine in 2005 did not let users
filter for short-term rentals based on trip dates, that
there were no standardized prices, and that the
geography filter was inaccurate. In contrast,
Airbnb searchers in 2014 used trip date filters,
price filters, and map filters over 50% of the
time. I estimate a model of choice amongst a set
of search results and show that with a random
ranking rather than the actually seen consideration
set, searchers would be 68% less likely to find a
suitable option. Relatedly, Chen and Yao (2016)
estimate a model of search on a travel site and use
it to show that filters (called ‘refinements’ by the
authors) increase the utility of products by 17%.

Both Uber and Airbnb are two-sided markets,
where both buyers and sellers have heterogeneous
preferences over potential transactions. A simple
form of preference heterogeneity in many markets
occurs due to the limited capacity of firms. Uber
drivers and Airbnb hosts can only service one trip
at a time. Consequently, there needs to be a mech-
anism that allows the seller to signal preferences,
which include availability. Otherwise, searching
users will be rejected from seemingly good
matches.

Both Uber and Airbnb solve at least part of the
availability problem by operating a payments
platform, which gives them data on bookings as
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they happen. In contrast, Homeaway, traditionally
a marketplace for vacation rentals, has historically
operated based on a pay to list model and was
consequently unable to track bookings in real
time. Furthermore, even on Airbnb, peer hosts
do not always signal to the platform when they
are unavailable. There are other reasons why
sellers may reject. For example, an Uber driver
may not like the destination of a trip or an Airbnb
host may not want guests with no reviews. Users
may also discriminate against certain ethnicities
or nationalities (e.g. Doleac and Stein 2013; Ge
et al. 2016; Edelman et al. 2016).

Sellers who reject buyers create an externality
for the platform because buyers do not like being
rejected. Romanyuk (2017) theoretically shows
how the platform can coarsen the information set
of sellers in order to increase matching probabil-
ities and welfare. This justifies the movement
towards ‘instant booking’ and away from commu-
nication in successful digital marketplaces. Under
‘instant book’ systems, sellers pre-commit to a
coarse set of conditions under which they will
accept a buyer. This allows the marketplace to
display only options which are guaranteed to
accept a buyer’s proposal. Other mechanisms
that can alleviate these problems include capacity
signalling (Horton 2016) and platform rules
which punish users who reject frequently.

Lastly, marketplaces such as Amazon, eBay,
and Taobao, the major Chinese retail marketplace,
have developed search advertising platforms that
allow sellers to bid for paid placement next to
‘organic’ results determined by an algorithm.
Paid advertising has potentially interesting effects
on market outcomes. First, and most directly, it
offers another way for the marketplace to earn
revenue. Second, it allows sellers with private
information about the returns to high placement
to signal that information in a credible manner.
Third, it potentially reduces the overall quality of
a user’s experience. Lastly, it gives sellers and
products a way to be discovered (Zhang 2017).

Pricing
From eBay’s auction mechanism to Uber’s surge
pricing, digital technology has enabled a variety
of innovative pricing mechanisms. The market

design decisions regarding pricing mechanisms
can be divided into three components. First, who
has the right to set prices and what mechanism
should be used? Second, what price should be set
or recommended to the seller, conditional on a
mechanism? Third, how should the marketplace
generate revenue?

Moving first to the question of control rights
and mechanism, the literature has identified sev-
eral factors that affect who sets the price and how.
The first is the relative importance of price dis-
covery versus the hassle costs of price discovery
(Einav et al. Forthcoming). A second factor deter-
mining the price mechanism is the relative infor-
mational advantage of the marketplace and the
seller. If individual sellers receive more informa-
tive private signals regarding demand conditions
or costs than the marketplace, then they should set
prices. Third, the presence of moral hazard or
spillovers can shift the optimal price setting deci-
sion (Hagiu and Wright 2016).

The auction mechanism is best in situations
when demand, and consequently a good price, is
uncertain. Einav et al. (Forthcoming) use eBay
data to show that sellers use auctions for used
goods, idiosyncratic products, and when they
have less experience. They also show that demand
for auctions relative to fixed price has fallen over
time. This is likely to be driven by the availability
of an outside option (Amazon) for consumers
where prices are fixed and have the reputation
for being low. Given that auctions take cognitive
effort and time, consumers prefer fixed price
mechanisms, all else equal. There is also a recent
literature (Backus and Lewis 2016; Bodoh-Creed
et al. 2016; Coey et al. 2016) examining the effi-
ciency of various auction formats on eBay.

Auctions have proven to be a successful mech-
anism in other marketplaces such as Upwork, for
business services, and Thumbtack, for local ser-
vices. In both settings, buyers demand the fulfil-
ment of an idiosyncratic task (e.g. interior
painting or programming) and face search costs.
An auction mechanism where sellers bid reduces
the search costs for the buyer and allows for price
and quality discovery. Furthermore, because each
task is idiosyncratic, there is typically no low
friction outside option for the buyer. While this
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format is advantageous for the buyer, it may be
unattractive to the seller. Consequently, online
marketplaces have experimented with features
such as reserve prices and limits on the number
of bids in order to make seller participation more
attractive.

Another common arrangement in market-
places, seen on Airbnb and Etsy, leaves the pricing
up to the seller. In both of these marketplaces,
sellers offer idiosyncratic products and services
and have significant cost heterogeneity, which
may vary over time. Consequently, both market-
places make it easy for sellers to change prices and
set prices based on specific conditions
(e.g. weekend vs. weekday). On the other hand,
neither marketplace forces the sellers to accept
pre-determined prices. One drawback of seller
pricing is that sellers may choose to obfuscate
relevant product prices and characteristics from
consumers (Ellison and Ellison 2009).

The costs and benefits of platform mediated
pricing can change over time. Advances in data
collection and machine learning may make it
more attractive for marketplaces to set prices.
For example, Airbnb has implemented ‘Pricing
Tips’, which suggest prices to hosts, and ‘Smart
Pricing’, which automatically sets prices if
sellers opt-in. There is an interesting incentive
problem in these mechanisms because market-
places generally have a different objective than
sellers.

In other cases, as on Uber and in many lending
marketplaces, the marketplace determines the
price. Centralized price setting is efficient when
marketplaces are better able to observe aggregate
demand conditions than individual sellers, can
group sellers into well-defined categories, and
benefit from internalizing externalities arising
from pricing decisions. For example, because
Uber observes both real-time and historical user
behaviour and can experiment, it can predict the
demand and supply responses to changes in price
at a detailed geographic and temporal level (Hall
et al. 2016). Furthermore, because consumers are
relatively indifferent between drivers and car
makes conditional on a minimal quality threshold,
Uber can set the same price for all cars in each
category and location. This allows Uber to set

prices in order to maximize a marketplace-wide
objective function.

A final consideration is the fee structure in a
marketplace. Marketplaces use a variety of fees
including platform entry fees, listing fees, bidding
fees, and transaction fees, which may be fixed or a
percentage of the sale price. Furthermore, market-
places also choose how a fee is spread across
buyers and sellers and whether there are addi-
tional surcharges for value added services
(e.g. international site visibility on eBay). There
has been little theoretical or empirical work on this
topic, although there are clear parallels between
optimal marketplace fees and the literatures on
pass-through (Weyl and Fabinger 2013), platform
design (Weyl 2010), and platform competition
(Rochet and Tirole 2003). Hagiu and Wright
(2016) provide an analysis of optimal revenue
sharing between a principal and agent where
there is two-sided moral hazard. They find that
the side that gets control rights over the non-
contractible and transferable action, such as pric-
ing or equipment maintenance, is typically the one
that receives a larger percentage of the sale reve-
nue. Platform fees are often obfuscated and may
differ in their salience relative to the prices set by
sellers. These factors can shift the optimal fee
structure for behavioural reasons.

Some settings, notably local services market-
places, face the threat of disintermediation, where
buyers and sellers meet on the platform but trans-
act off of the platform. Generating revenue while
avoiding disintermediation is challenging and is a
hypothesized reason for the failure of Homejoy,
an ‘Uber for cleaning’ start-up. Other local ser-
vices marketplaces such as House, Porch, and
Thumbtack have avoided disintermediation by
relying on bidding or ad placement fees rather
than the transaction fees.

Although the economics of optimal fees is
complex, an interesting fact is that many market-
places avoid experimenting with fee structures.
For example, Upwork, both in its current iteration
and previous one as Odesk, has consistently kept a
20% transaction fee on contracts. This may be the
result of a brand commitment to a ‘fair price’ or
due to the difficulty of measuring the equilibrium
effects of platform fees.
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Reputation Systems and Other Mechanisms
for Trust and Safety
A final component of marketplace design con-
cerns ensuring that transactions are safe and reli-
able and convincing users that this is the case.
Both buyers and sellers face risks in anonymous
transactions. Sellers risk not being paid, having
their assets damaged, or having to deal with an
overly demanding or unpleasant buyer. Buyers
face the risk of not getting the good or service
that they expected to get. The typical solution to
the problem of trust has been a combination of
firms developing reputable brands and govern-
ments requiring that sellers comply with
regulations.

Digital technology offers new mechanisms to
make transactions safe and lowers the costs of
existing mechanisms. A non-comprehensive list
of these mechanisms includes digital reputation
systems, escrow services, insurance, fraud detec-
tion algorithms, identity and credential verifica-
tion, dispute resolute procedures, and customer
service. I begin by describing reputation systems,
which have been the most salient of the above to
both users and researchers.

Reputation systems work by tracking the trans-
actions of an agent and allowing the counterparty
to rate or review the transaction after it has been
completed. Much of the work regarding reputa-
tion systems has focused on determining whether
reviews affect consumer demand and seller
behaviour. The overwhelming consensus is that
reviews do affect demand and that they reduce
moral hazard on behalf of sellers (e.g. Dellarocas
2003; Cabral and Hortaçsu 2010; Luca 2013;
Pallais 2014). Furthermore, the existence of mar-
ketplaces such as eBay or Airbnb seems impossi-
ble without reputation systems, suggesting that
reputation systems ‘work’.

That said, just because reputation systems have
effects, does not mean that they are appropriately
designed. One fundamental problem for any mar-
ketplace is that informative reviews are a public
good because writing reviews takes effort and has
the potential to trigger retaliation. A second prob-
lem concerns the best manner in which to use
review information throughout the platform.
Importantly, these two choices are related because

the incentives of reviewers depend on how the
marketplace uses those reviews.

The empirical literature on reputation system
design has studied review informativeness as a
sufficient statistics for its design quality. Fradkin
et al. (2017) use the setting of Airbnb to study the
extent to which submitted reviews accurately rep-
resent the experiences of guests and hosts. They
find that approximately 70% of users submit
reviews after a transaction and that public reviews
typically conform with more objective metrics of
transaction quality including private and anony-
mous ratings only seen by the platform, customer
service complaints, and return rates to the plat-
form. This suggests that even without financial
incentives, reviews are informative.

That said, the reviews are not fully informative.
The authors use two large-scale field experiments
in Airbnb’s reputation system to study sources of
information loss in the review system. The first
experiment studies a simultaneous reveal system
proposed initially in Bolton et al. (2012). The idea
behind this policy is that, in a two-sided review
system, there is the potential that a negative
review results in retaliatory negative review by
the counterparty. A simultaneous reveal system
removes this possibility by ensuring that reviews
are not revealed until both parties have submitted
or the submission period has expired.

Fradkin et al. (2017) evaluate such a system
and show that while it does work as predicted, the
overall effects are relatively small.

The other Airbnb experimental policy that
they study incentivizes reviews through cou-
pons. They show that the coupon induced
reviews have lower ratings and that the explana-
tion for this is that those with worse experiences
are less likely to review. This corroborates find-
ings by Dellarocas and Wood (2007) and Nosko
and Tadelis (2015) for eBay. Cabral and Li
(2014) study a similar experiment in which the
seller provides a rebate for a review and show
that this policy induces reviews but that these
reviews are biased upward by reciprocity on
behalf of buyers. Fradkin et al. (2017) also doc-
ument that social reciprocity generated by com-
munication between buyers and sellers results in
upwardly biased ratings.
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One potential solution to the problem of par-
tially informative reviews is to augment or aggre-
gate these reviews in an appropriate manner.
Nosko and Tadelis (2015) show that if non-
reviewers have worse experiences, then the
review rate is also informative about seller quality.
They demonstrate how a search algorithm can use
this additional data to steer buyers towards better
sellers. Other papers have studied alternative
methods for eliciting, displaying, and aggregating
reviews (Horton 2014; Aperjis and Johari 2010;
Dai et al. 2012). Design choices also include the
review prompt, whether reviews should be asso-
ciated with reviewer identifies, and the types of
reviews that are included in an aggregate score.

Reputation systems also face the threat of
manipulation by interested parties. For example,
Mayzlin et al. (2014) use differences in reputation
system design across Expedia and Tripadvisor to
document that hotels leave promotional reviews
for themselves and fake negative reviews for com-
petitors. One way to reduce the threat of fake
reviews is to require that reviewers have a valid
transaction prior to a review.

Lastly, there are a variety of other less studied
trust and safety mechanisms used by market-
places. For example, some marketplaces such as
Airbnb and Uber conduct identity verification
through both government issued documents and
social media (e.g. ensuring a legitimate Facebook
account). Other platforms such as Lyft and
Thumbtack conduct formal background checks
and verify professional certifications and licenses.
New companies have arisen with the goal of
reducing the costs of these activities. For example,
Checkr offers an API for conducting verification,
and Sift Science offers a service for identifying
fake accounts, malicious content, and credit card
fraud.

Customer service and dispute resolution are
also roles undertaken by marketplaces. In the
case of a bad transaction, the marketplace may
compensate the buyer or seller or find them a
better match for free. A reputation for having a
reliable customer service operation can be an
important competitive advantage. Sometimes
marketplaces also offer explicit insurance con-
tracts. For example, both Airbnb and Uber

provide insurance for sellers for any property
damage occurring during a transaction. Determin-
ing the importance of these mechanisms is a topic
for future research.

Policy Relating to Digital Marketplaces

Do laws regarding offline transactions apply to
related digital transactions and who bears the
responsibility for enforcement? These dual ques-
tions unite a seemingly disparate set of policy
questions about marketplaces including taxation,
licensing, zoning, and discrimination. Intermedi-
aries generally argue that they are not responsible
for enforcing government regulations regarding
the transactions of independent buyers and sellers.
Marketplaces view enforcement as costly because
assuming regulatory responsibility creates legal
risk and complexity, especially when laws vary
across jurisdictions. In contrast, governments
often argue that intermediaries are best situated
to enforce regulations because they have a com-
parative advantage in enforcement and because
they generate value from these transactions. The
observed balance between these positions
depends on the economics of each regulation,
the importance of each marketplace, and on idio-
syncrasies in political environments.

One of the first policy issues with this flavour
concerned the collection of taxes by Amazon and
eBay. Sales taxes in the United States are col-
lected at the local level. However, jurisdictions
often do not have the power to collect taxes from
externally located sellers. Instead, consumers are
legally required to calculate and pay the appro-
priate tax. However, due to the lack of enforce-
ment, many do not pay. Research by Goolsbee
(2000) and Einav et al. (2014) shows that the lack
of effective sales tax on online purchases pro-
vides a competitive advantage for online market-
places relative to traditional retailers. States
have, with varying degrees of success, tried to
pass laws to compel major online marketplaces
to collect appropriate taxes. One, as of yet
unresolved question, is whether this regulatory
burden constitutes a significant entry barrier for
new companies.
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Taxation issues are also relevant for vertical
specific taxes. For example, Airbnb has tradition-
ally not collected hotel taxes on its transactions.
The argument for not collecting taxes has an addi-
tional layer of complexity in the case of Airbnb,
who has argued that individual hosts who occa-
sionally rent out a room do not necessarily engage
in transactions covered by hotel taxes. Airbnb’s
strategy has been to offer the possibility of
collecting taxes as a carrot to cities in exchange
for legitimizing the Airbnb-style transaction with
explicit regulation.

Another issue, especially important in services
marketplaces, is whether sellers must comply with
existing licensing regulations. For example, taxi
drivers in many major cities must obtain a medal-
lion and a license to drive. In contrast, Uber and
Lyft have their own vetting mechanisms which
involve fewer upfront costs but more ex-post
monitoring through reputation systems. If there
is no conceptual difference between an Uber ride
and a taxi ride, then this creates a disparate regu-
latory burden on traditional taxi drivers. Propo-
nents of ride-sharing make two related arguments.
The first is that the ride-sharing transaction is
different from a traditional taxi transaction and
therefore does not fall under the same regulatory
framework. The second argument is that tradi-
tional taxi regulation is a form of regulatory cap-
ture to exclude competition.

The success of ride-sharing suggests that con-
sumers do not value traditional taxi licenses
enough to continue using taxis. Similarly, con-
sumers are willing to book on Airbnb even though
most hosts do not go out of their way to follow
hotel safety regulations. Other marketplaces, such
as Thumbtack, verify licenses on behalf of sellers
but do not require that sellers be licensed to bid for
a job. They leave it up to the consumer to deter-
mine whether the service provider has the ability
to do the job.

Employment regulation poses another legal
grey area for marketplaces. Peer-to-peer market-
places typically treat their sellers as independent
contractors and do not provide them with benefits
such as health insurance, retirement plans, or
vacation. However, some share of sellers on
these platforms work full-time hours (Hall and

Krueger 2015). This has raised a vigorous regula-
tory debate regarding whether these workers are
misclassified and, if not, whether new employ-
ment regulations are needed to account for gig-
work (Harris and Krueger 2015). A longer run and
more speculative concern is that new technology
may shift the economy wide mix of jobs to alter-
nate models, with fewer protections and benefits.
Equity issues also arise in other contexts. For
example, ride-sharing companies might decrease
public support for public transport, which would
hurt those who rely on public transport the most.

Other areas of debate include the scope of
zoning laws and externalities from transactions.
For example, critics of Airbnb claim that the pres-
ence of tourists hurts a neighbourhood, especially
if tourists are loud or disruptive. These critics also
allege that properties are being converted from
long-term rentals to short-term rentals, even
though zoning excludes hotels from particular
city areas. However, there is still no academic
research regarding the validity of these claims
and whether Airbnb increases housing prices and
results in evictions.

In response to this debate, some cities and
Airbnb have agreed on regulatory frameworks
which often cap the number of nights a listing
can be rented. This type of regulation ostensibly
reserves property for long-term rentals but allows
individuals to make extra money by renting the
place to tourists on occasion.

Another regulatory issue is digital discrimina-
tion and equity. Companies cannot compel two
parties to transact with each other. At the same
time, the Civil Rights Act makes it illegal for
hotels and motels to discriminate based on race,
colour, religion, or national origin. This raises the
question of whether marketplaces are responsible
for reporting and banning discriminatory sellers.

Relatedly, marketplaces can try to reduce dis-
crimination by removing race related information,
but there is a potential for such measures to back-
fire. For example, removing real names and user
pictures may reduce overall trust in the platform.

Marketplaces also possess a variety of data that
is useful in city planning and enforcing regula-
tions. For example, if cities had data on Airbnb
transactions, then they could find and leverage
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fines for any violations by hosts. Data on out-
comes could also be used to evaluate the effec-
tiveness of existing regulations in ensuring
service quality. However, data sharing also raises
privacy concerns because both governments and
third-parties could potentially abuse this data.

There are already active secondary markets for
data, and there may be reasons to regulate the
manner in which marketplace data can be sold.
These issues are just beginning to gain policy
relevance.

Conclusion

The digital marketplace represents a novel and
increasingly important form of economic activity.
I have discussed three aspects of the economics of
these marketplaces. First, what is the effect of
marketplaces on economic outcomes? Second,
how should these markets be designed? Lastly,
what is the appropriate regulation? By necessity,
this entry only skims this complicated topic.

Digital marketplaces also have a role to play as
laboratories to study economic behaviour.
Detailed data on behaviour allows researchers to
observe behaviour such as search, communica-
tion, pricing, and labour supply decisions with
unprecedented granularity. It is also much easier
to conduct experiments online (Horton et al.
2010). This creates several advantages for
researchers. First, they can use prior experiments
conducted by the platform in clever ways to iso-
late casual mechanisms. Second, researchers can
help companies design experiments with both an
academic and business relevance. Lastly, because
digital marketplaces have low entry costs, it is
relatively easy to conduct experiments on the
platform even without the platform’s cooperation.

In conclusion, I will briefly mention several
speculative topics that may have relevance in the
future. First, new technologies such as voice inter-
faces and the Blockchain may further affect the
structure of digital businesses. In particular, the
Blockchain may reduce the costs of entry and the
structure of reputation systems (e.g. Catallini and
Gans 2016). Second, as digital transactions become
ubiquitous, companies such as Uber may be able to

implement Pigouvian taxation in order to reduce
congestion externalities. This could result in amore
efficient transportation system. Lastly, many digital
marketplaces are already large players in their
respective industries. If there are substantial net-
work effects and returns to scale, then these com-
panies may be subject to anti-trust enforcement.
These topics are sure to generate exciting research
for many years to come.
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Dimensions of Economic Quantities

P. H. Wicksteed

A unit is a concrete magnitude selected as a stan-
dard by reference to which other magnitudes of
the same kind may be compared. A derived unit is
a unit determined with reference to some other
unit. Thus the unit of area may be derived from the
unit of length by being defined as the area of the
square, erected on the unit of length. The unit of
speed may be derived from the unit of length and
the unit of time, by being defined as that speed at
which the unit of length is traversed in the unit of
time. In relation to the derived units of area and
speed, the units of length and time would then be
fundamental— ‘fundamental’ being a term correl-
ative to ‘derived’.

The theory of dimensions is concerned with
‘the laws according to which derived units vary
when fundamental units are changed’ (Everett).
A fundamental unit, together with the magnitudes
of like kind referred to it, is regarded as having
one dimension. Thus a length had the dimension L.
The unit of length enters twice into the unit of
area, first determining the base and then the alti-
tude of the unit rectangle, and therefore the dimen-
sions of an area are LL, usually written L2. If we
alter the unit of length, say from a foot to an inch
(1:12) the unit of area will be reduced in the same
ratio twice successively (1:144 in all). The varia-
tions of the unit of area, therefore, are directly as
the squares of the variations in the unit of length.
The units of length and of time enter once each
into the unit of speed, but they do not enter on the
same footing. If the unit of time be the minute, and
the unit of length the foot, the unit of speed will be
a foot per minute. This unit will become smaller if
we make the unit of length smaller, since an inch
per minute is a smaller speed than a foot per
minute; but it will become larger if we make the
unit of time smaller, a foot a second being a
greater speed than a foot a minute. This is
expressed by saying that the dimensions of time
T enters negatively into speed. The dimensions of
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speed, then, are expressed as LT–1. A unit into
which a dimension enters negatively is always a
unit of rate, and measures amount of x per unit of
y, �y being the quantity the dimension of which
enters negatively.

We have now examined simple cases of the
variations of derived units, but it is obvious that
the numerical values of concrete magnitudes vary
inversely as the units by reference to which they
are estimated. The smaller the unit the greater the
numerical value of any given magnitude. The
numerical value of a magnitude, therefore, will
vary inversely as the unit whose dimension enters
into it positively, and directly as the unit whose
dimensions enters into it negatively. Thus, let the
unit of speed (dimensions LT–1) be a foot per
minute, and let the numerical value of a certain
concrete speed be 10, i.e. let the speed be ten per
minute. Then change the unit of length to an inch
(1:12) and the unit of time to a second (1:60); the
derived unit will now be an inch per second, and
its relation to the former derived unit is obtained
by altering directly in the ratio of 1:12 (dividing
by 12) and inversely in the ratio of 1:60
(multiplying by 60), so that the new unit is five
times as great as the old one, an inch per second
being five times as great a speed as a foot per
minute; but the numerical value of the concrete
speed we had to express must be altered inversely
as 1:12 and directly as 1:60, and is now only 2 –
i.e. the speed is two inches per second – or
one-fifth of what it was before.

If we are measuring such a magnitude as feet of
vertical motion per foot of horizontal motion in
the path of a projectile, the dimensions will be
LL–1 and will cancel each other. No change in the
unit of length, then, will in any way affect the
numerical value of this magnitude, and as no
other dimension enters into it at all, it may be
said to have no dimensions. Angular magnitudes,
defined as ratios between arcs and radii, trigono-
metrical functions, and ratios generally are of this
nature. They have no selected units, and their
numerical values are absolute.

When the elements of the theory of dimensions
have been thoroughly grasped it will be easy to
apply it to economic questions; and it will be
found an invaluable check in the more intricate

problems of co-ordination and analysis. Thus, if
the unit of value-in-use or utility be taken as
fundamental, and regarded as having the
dimension U, and if the commodity we are con-
sidering be taken as having the dimension Q, then
degree of utility of the commodity, being the rate
at which satisfaction is secured per unit of com-
modity consumed, will have dimensions UQ–1,
and, will be readily distinguished from rate of
enjoyment, accruing to the consumer, per unit of
time, with dimensions UT–1. Price, determined
by marginal, or final, degree of utility, will have
dimensions UQ–1 or P; and hire, being price per
unit of time, will obviously have dimensions
PT–1 or UQ–1T–1. When the thing hired is
money and is used commercially, the utility
derived from it is a commodity of like nature
with itself. The dimension U then becomes Q,
and the dimensions of interest (as a rate) are
QQ–1T–1 or T–1, which will be found on reflec-
tion and experiment to be correct.

The theory of dimensions should be applied to
economics in close connection with the diagram-
matic method. But of course the connection
between dimensions, as now explained, and the
geometrical dimensions of the diagrams is purely
arbitrary. The physicist may, according to his con-
venience, represent the height of a projectile – a
magnitude of one dimension – by a line, or by an
area, and speed by a line of an inclination. So the
economist may represent a magnitude measured
by a complicated derived unit by a line, or a
magnitude measured by a fundamental unit by
an area or a solid; and if he keeps the theory of
dimensions well before him he may vary his
methods indefinitely without any danger of con-
fusion. In all cases, however, the dimensions of
those quantities represented by areas or solids will
be compounded of the dimensions of those
represented by the lines which determine them.
Again, those who have any acquaintance with the
elements of the calculus will see that if the equa-
tion of a curve be differentiated to x then the area
of the derived curve will have the same dimen-
sions as the ordinate of the fundamental curve; the
ordinate of the derived curve will have the dimen-
sions of the ordinates of the fundamental curve
positively, and those of its abscissae negatively;
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and the abscissae of the two curves will have the
same dimensions. In other words, differentiation
introduces the dimensions of the variable to which
we differentiate negatively, and integration intro-
duces the dimensions of the variable to which we
integrate positively (Fig. 1).

By way of illustration take a figure, on the
ordinate of which intensity of desire, or degree
of utility, is represented, while supply of commod-
ity per unit of time is measured on the abscissae.
Now imagine a third axis (of Z) perpendicular to
the page, along which time is measured. Such a
figure will enable us to represent all the quantities
we have to deal with in an ordinary problem of
consumption. Rate of supply is represented on
axis of X, dimensions QT–1; degree of utility on
axis of Y, dimensions UQ–1; time on axis of Z,
dimension T; rate of enjoyment on areas parallel
to plane of axes of X and Y, dimensions UQ–
1QT–1 or UT–1; total enjoyment on solid figure,
dimensions UQ–1QT–1T, or U; total supply on
areas parallel to plane of axes of X and Z, dimen-
sions QT–1T, or Q, and in like manner price, hire,
total sum paid, etc., may be read, and their dimen-
sional relations seen at a glance.

[The theory of dimensions was (according to
Jevons, Principles of Science, 1887, p. 325) first
clearly stated by Joseph Fourier. He expounded it
with great lucidity in his Théorie Analytique de la
Chaleur, 1882, §§ 159–62. An excellent popular
statement of the theory, as it has since been
elaborated, will be found in the beginning of
J. D. Everett’s C.G.S. System of Units, 1891. Jev-
ons was the first to suggest the application of the
theory to economics (Theory of Political Economy,
1888, pp. 232–52), but he unfortunately fell into

some apparent errors and confusions which made
the suggestion barren in his hands. A criticism of his
treatment of the subject and an independent
working-out of his suggestion, by the writer of the
present article will be found in the American Quar-
terly Journal of Economics for April 1889,
pp. 297–314.]
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Direct Taxes

John Kay

The distinction between direct taxes and indirect
taxes traditionally rests on a view of the incidence
of the two kinds of tax. The incidence of a tax
identifies who suffers loss of income or welfare as
a result of the imposition of the tax. This may
differ from the location of the legal liability for
payment of the tax if the payer is able to shift part
or all of this liability to some other agent. The
capacity to shift the tax burden in this way
depends on the elasticities of demand and supply
of the taxed factor or commodity. Direct taxes are
those for which the legal liability and the inci-
dence are identical: indirect taxes are those
where the tax is shifted, most usually to final
consumers.
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Thus income taxes are generally regarded as
direct taxes and commodity taxes as indirect. This
supposes that factor supplies are completely
inelastic and commodity supplies perfectly elas-
tic, an empirical observation which may hold in
particular cases but which cannot be seen as a
universal truth. In reality, all taxes are shifted to
some extent and none completely. A more recent
reformulation of the direct/indirect distinction
(Atkinson and Stiglitz 1980) describes indirect
taxes as those differentiated by the nature of the
transaction and direct taxes are those differenti-
ated by the identity of the transactors; but this too
breaks down on closer examination and the clas-
sification is one with no particular economic sig-
nificance. The most important direct taxes are
progressive wealth, income and expenditure
taxes levied on individuals, and tax imposed on
the income of corporations.

Before the emergence of modern systems of
public finance, ad hoc wealth taxes were a primary
source of revenue. But this was possible only
when wealth mostly took the form of real property
and revenue requirements were relatively minor.
Many countries still have a tax on wealth, but
there is none in which it makes an important
contribution to revenue. Taxes are often levied
on transfers of capital, on death or sometimes
when substantial gifts are made. Such a tax may
be donor or donee based. An inheritance tax lev-
ied on the donor is a progressive tax based on the
total of gifts made by the tax payer. An accession
tax on the donee is one in which the rate of tax is
based on the cumulative total of gifts received.

Although there is extensive academic discus-
sion of the potential of a direct tax on expenditure,
no major country has adopted one. Direct taxes
are primarily income taxes, on the incomes of
individuals and of corporations. We begin by
looking at the base of the tax and then consider
the criteria which should determine the rates at
which income – personal or corporate – should be
taxed.

It seems trite to observe that in order to tax
income it is necessary to define it, but in fact the
taxing statutes of most states do not attempt to do
so. Income is exemplified rather than defined. For
economists, the classic definition of income is that

of Hicks (1939) – ‘income is the maximum value
which a man can consume during a week and still
be as well off at the end of the week as he was at
the beginning’. By the same principle, corporate
income might be defined as the maximum which a
company can distribute, and still be as well off at
the end of the accounting period as at the begin-
ning. But these are not operational concepts for a
tax inspector. How is he to determine what a man
expects? And what is he to do if these expecta-
tions are unreasonable?

Thus attention has instead been devoted to the
concept of ‘comprehensive income’, or
Haig–Simons income, so-called after its principal
advocates (Simons 1938). As Hicksian income
looks forward, so Haig-Simons looks back, and
measures not what a man could have expected to
consume but what he could in fact have con-
sumed. If expectations are always fulfilled, then
the two concepts are identical: but windfall gains,
excluded from the Hicksian concept of income,
fall within the Haig–Simons one. It follows that
Haig–Simons income requires that all accruing
capital gains should be included within the tax
base and taxed as income. In fact no country has
gone as far as this; some tax certain capital gains
as income; almost all tax most kinds of capital
gain more lightly, if at all.

The application of either a Hicksian or a
Haig–Simons measure of real income implies
indexation of the tax base. This means not only
that capital gains should be adjusted for inflation,
but that investment income – paid or received –
should be adjusted also.

Such inflation adjustment should relate to indi-
vidual income, to capital gains, and to the income
of corporations. Inflation adjustment to the
income of individuals is very rare, although sev-
eral countries now provide for indexation in cal-
culating capital gains. Most attention to the effects
of inflation on the measurement of income has
been given in the corporate sector inflation.
Accounting profit becomes a misleading indicator
of the returns earned by a company under inflation
because depreciation is generally based on the
historic cost rather than the current cost of equiv-
alent assets; because the rise in the price of goods
held in stock (stock depreciation) is included in
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profits; and because interest paid or received is
expressed in nominal rather than real terms. All
countries with recent experience of high rates of
inflation have considered changes to accounting
standards to remove these distortions but agree-
ment on appropriate adjustments has proved
elusive.

In the absence of accepted accounting princi-
ples, tax systems have responded to inflation in ad
hoc ways. The inadequacy of historic cost depre-
ciation allowances has been partly compensated
for by acceleration of the rate at which such
allowances may be taken. Relief for the effect of
inflation on stock values has been given, either by
accepting accounting practices such as LIFO (last
in, first out) which automatically give relief at
current prices, or by particular measures of stock
relief. Tax authorities have been much more reluc-
tant to make allowance for the effect of inflation in
eroding the value both of the monetary assets of
companies and of their debts.

A tax system which was fully indexed in this
way would be neutral with respect to the rate of
inflation, but it would not equalize pre-and post-
tax rates of return because the real return earned
by the company would continue to be subject to
tax. Full neutrality could be achieved by means of
a cash flow tax, which allows immediate deduct-
ibility of all capital expenditure – either in stocks
or on fixed assets – but denies any relief for
financing costs, whether interest or otherwise.
Such a tax was proposed by theMeade Committee
(1978) and it uses as its base the flow of funds
from the real operations of the company to those
who finance it.

Once income has been defined, at what rate
should it be taxed? Differentiation between types
of personal income was a principal issue when
income tax was introduced in the nineteenth cen-
tury. The argument rested on the precariousness of
income from employment relative to property
income, and this, is was suggested, provided a
reason for taxing investment income more
heavily. These arguments read rather oddly in a
twentieth-century context, in which inflation and
economic fluctuations have generally made prop-
erty income appear more precarious than earn-
ings, and this argument has largely vanished

from discussion and its consequences from tax
schedules.

A tax schedule is progressive if the average rate
of tax increases with income. This does not
require that marginal tax rates are increasing and
indeed a linear tax schedule is progressive if its
intercept is positive. There is no unambiguous
measure of progressivity, and the same term is
sometimes used to cover both the extent to
which the schedule deviates from proportionality
and the redistributive effect of tax structure. It will
be apparent that a tax which departs substantially
from proportionality but generates little revenue
will have less redistributive effect than a more
nearly proportional but heavier tax.

Nineteenth-century utilitarian arguments
suggested alternative rate structures. The principle
of equal sacrifice, for example, demanded a
schedule which imposed equal utility losses on
all the taxpayers. This implied payments from
those with higher incomes, but not necessarily
proportionately larger payments, the outcome
depending on the elasticity of the marginal utility
of income. Utility maximization subject to a rev-
enue constraint requires equal marginal sacrifices,
with similar implications.

However, these analyses take no account of the
effects of tax schedules on labour supply. Like
indirect taxes, income taxes impose a deadweight
loss or excess burden in addition to the revenue
which they raise. The magnitude of these losses
depends on marginal tax rates and the wage elas-
ticity of labour supply. It follows that there is a
direct conflict between the progressivity of a tax
schedule – which implies high marginal rates of
tax – and its efficiency properties – which require
low marginal rates.

Mirrlees (1971) was the first to examine this
trade-off explicitly and although a substantial lit-
erature on optimal income tax structures has
developed since, relatively few results of general
application have emerged. There is some indica-
tion that marginal tax rates should be lower at the
extremes of the distribution than in the middle of
it. The disincentive effects of high marginal tax
rates depend on the numbers of individuals in the
relevant range, whereas their redistributive func-
tion depends on the number of individuals above
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that range. As we move up the income distribu-
tion, this redistributive effect steadily diminishes,
while the disincentive effect remains; and thus the
balance between the two factors changes in a
direction which points to lower marginal rates of
tax. Similar arguments can be applied at the lower
end of the distribution.

While the welfare effects of income taxation
are principally the product of marginal rates, the
overall effect on labour supply is determined by
both income and substitution effects, and is there-
fore influenced by the average as well as the
marginal tax rate at any point in the distribution.
For this reason, while the efficiency costs of
increasing taxation are unambiguous the labour
supply effect may be positive or negative in sign.
Labour supply is presumably zero at tax rates of
100 per cent, however, and if an interior maxi-
mum exists (which is by no means certain) then
there will be some rate below this which yields
maximum revenue. This observation yields what
has become known as the Laffer curve.

The structural issues which influence redistri-
bution across the income distribution are
concerned with vertical equity in taxation. Hori-
zontal equity reflects its concern with the relative
tax burdens at the same point in the income dis-
tribution. Horizontal equity implies that individ-
uals in the same circumstances should be treated
similarly and would exclude, for example, ran-
dom taxation (even though this might, under cer-
tain circumstances, be efficient). However the
principle of horizontal equity has limited applica-
tion because of the difficulty of agreeing an objec-
tive definition of ‘similar circumstances’. The
most important issues of horizontal equity in prac-
tice concerns the tax treatment of the family, an
area of taxation in which there is direct conflict
between two conflicting principles – the desire to
respect the right of individuals to individual treat-
ment, which points to an individual basis for tax-
ation, and the desire to relate liability to the whole
of an individual’s circumstances, which necessar-
ily includes the circumstances of those with whom
he or she lives. Most tax systems incorporate
elements of both individual and unit bases.

In fixing the rate of corporate income tax, it is
necessary to begin by asking why we tax

corporate income at all. Although corporations
have distinct legal personalities, they have no
economic personality and ultimately generate no
command over resources other than those of the
individuals who work for them, manage them,
buy their products, or own their shares. It is
these individuals who pay corporation tax. The
economic rationale for corporate income taxes
therefore requires justification.

One such argument is that they are there: the
phenomenon of tax capitalization implies that if
particular assets, such as the equity of corpora-
tions, are subject to discriminatory taxation then
these taxes will be reflected in the prices of the
assets concerned. To remove such a tax would
effect no current efficiency gain, and would confer
windfall gains on current shareholders; this is the
rationalization of the traditional maxim that ‘an
old tax is a good tax’. Corporation tax may also
enable countries to derive revenue from the assets
of non-residents; this is a powerful argument for
such a tax in many countries.

An important point is that in the absence of
corporate income tax, individuals would avoid the
personal income tax through incorporation. This
suggests that the income of corporations should be
attributed to its owners and taxed as their income.
Although the possibility of full integration of cor-
porate and personal income taxation has been
discussed, and was recommended for Canada by
the Carter Commission (1966), no country has yet
adopted it. The classical system of corporation tax
is one in which the income of corporations is
taxed at a flat rate entirely separate from the
income of shareholders. This is the system used
in the United States; most European countries,
however, now employ an imputation system in
which the shareholder receives some credit
against his own income tax bill on dividends for
corporation tax paid by the company from which
he receives them. This relieves the element of
double taxation implicit in the classical system,
but still tends to tax income accruing through
corporations more heavily than other kinds of
income.

Corporation tax has usually been seen as a tax
on capital employed in the corporate sector. It
follows that this purpose is discriminated against
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relative to other uses of capital in the domestic
economy, such as agriculture or property. This is
the approach adopted in Harberger’s classic
(theoretical) analysis of the incidence of corpora-
tion tax (Harberger 1962), which traced its effects
on returns to capital in different sectors of the
economy. It is also implicit in most empirical
studies of the impact of corporation tax, such as
those of Musgrave and Krzyzaniak (1964), which
have considered the question of the extent to
which a tax on the capital employed by corpora-
tions can be shifted forward into the prices of
goods produced by the corporate sector. Their
work suggested that the extent of such shifting
might be substantial.

More recent analysis has challenged this
approach to the incidence of company taxation
(Stiglitz 1976). The argument is that corporation
tax cannot appropriately be represented as a tax on
capital employed. Most corporate taxes allow
extensive deductions for capital costs, such as
interest and depreciation. If capital costs are
fully deductible, then the corporate tax system is
neutral. Such neutrality can be achieved either if
all investment costs can be expensed, or if depre-
ciation allowances correspond to true economic
depreciation and financing costs are fully deduct-
ible, through tax relief on interest paid and impu-
tation for company dividends. If the tax regime
provides – as is common in many countries – both
for deductions for the costs of finance and for
accelerated depreciation, then the corporation tax
may actually act as a subsidy to corporate capital
rather than a tax. The post-tax rate of return may
exceed the pre-tax rate. Such a tax may still yield
revenue, since it will still fall on pure profits,
i.e. returns earned by the firm which are not
directly attributable to its capital employed.

Pure profits are generated by entrepreneurship,
a word which may describe the classic entrepre-
neurial function of bringing different factors of
production together; the exploitation or establish-
ment of monopoly rents; or the generation of new
means of organization or invention. Thus the new
view of corporation tax sees it as a levy on those
items, combined with a rather arbitrary array of
taxes and subsidies to different types of invest-
ment. The rates of these taxes and subsidies

depend on the degree to which a given activity
can be financed by debt rather than equity and the
relationship between true economic depreciation
and what is permitted for tax purposes.

Direct taxation can be adjusted sensitively to
bold social and economic objectives, and as mod-
ern states have developed and their revenue
requirements have grown so reliance on them
has tended to increase. More recently, however,
dependence on personal income tax has been seen
to imply excessive rates. The result has been some
moves back towards broadly based indirect taxes,
particularly the value added tax, which has been
introduced throughout the European community
and in about thirty other states.

Similar pressures have been evident in the cor-
porate sector. Taxing corporate income is therefore
not the only means of taxing corporations and,
given the difficulties involved in identifying the
country within which income arises, measuring
income in a period of inflation, and taxing declin-
ing real profitability, taxes on corporate income
have tended to diminish in importance. The aver-
age share of total OECD tax receipts derived from
corporation tax fell from 9.2 per cent to 7.4 per cent
between 1965 and 1983. At the same time, how-
ever, other taxes on business, particularly payroll
and social security taxes, have tended to increase:
implying an overall shift in relative tax rates on
capital and labour as factors of production.

See Also

▶Taxation of Income
▶Taxation of Wealth

Bibliography

Atkinson, A.B.., and J.E. Stiglitz. 1980. Lectures on public
economics. New York: McGraw Hill.

Carter Commission. 1966. Report of the Royal Commis-
sion on Taxation.

Harberger, A.C. 1962. The incidence of the corporation
income tax. Journal of Political Economy 70: 215–240.

Hicks, J.R. 1939. Value and capital. Oxford: Clarendon
Press.

Meade, J.E. (chairman). 1978. The structure and reform of
direct taxation. London: Allen & Unwin.

2904 Direct Taxes

https://doi.org/10.1057/978-1-349-95189-5_1554
https://doi.org/10.1057/978-1-349-95189-5_1276


Mirrlees, J.A. 1971. An exploration in the theory of opti-
mal income taxation. Review of Economic Studies 38:
175–208.

Musgrave, R.A., and M. Krzyzaniak. 1964. The shifting of
the corporation income tax. Baltimore: Johns Hopkins
Press.

Simons, H.C. 1938. Personal income taxation. Chicago:
Chicago University Press.

Stiglitz, J.E. 1976. The corporation tax. Journal of Public
Economics 5(3–4): 303–311.

Directly Unproductive Profit-Seeking
(DUP) Activities

Jagdish N. Bhagwati

Keywords
Chicago School; Directly unproductive profit-
seeking (DUP) activities; Endogeneous tariffs;
Immiserizing growth; Lobbying; Optimal tar-
iffs; Predation; Production subsidies; Public
choice; Regulation; Rent seeking; Revenue
seeking; Shadow pricing; Smuggling; Tariff
seeking; Tariffs; Transfer problem; Voluntary
export restrictions

JEL Classifications
F2

Directly unproductive profit-seeking (DUP) activ-
ities are defined (Bhagwati 1982a) as ways of
making a profit (that is, income) by undertaking
activities which are directly (that is, immediately,
in their primary impact) unproductive, in the sense
that they produce pecuniary returns but do not
produce goods or services that enter a conven-
tional utility function or inputs into such goods
and services.

Typical examples of such DUP (pronounced
appropriately as ‘dupe’) activities are (i) tariff-
seeking lobbying which is aimed at earning pecu-
niary income by changing the tariff and therefore
factor incomes; (ii) revenue-seeking lobbying
which seeks to divert government revenues
towards oneself as recipient; (iii) monopoly

seeking lobbying whose objective is to create an
artificial monopoly that generates rents; and
(iv) tariff-evasion or smuggling which de facto
reduces or eliminates the tariff (or quota) and
generates returns by exploiting thereby the price
differential between the tariff-inclusive legal and
the tariff-free illegal imports.

While these are evidently profitable activities,
their output is zero. Hence, they are wasteful in
their primary impact, recalling Pareto’s distinction
between production and predation: they use real
resources to produce profits but no output.

DUP activities of one kind or another have
been analysed by several economic theorists,
among them (i) the public-choice school’s leading
practitioners, their major work having been
brought together in Buchanan et al. (1980),
(ii) Lindbeck (1976) who has worked on ‘endog-
enous politicians’, and (iii) the Chicago ‘regula-
tion’ school, led by Stigler, Peltzman, Posner and
also Becker (1983).

However, a central theoretical breakthrough
has come from the work of trade theorists who
have systematically incorporated the analysis of
DUP activities in the main corpus of general equi-
librium theory.

The early papers that defined this general-
equilibrium-theoretic approach, and which were
set in the context of the theory of trade and wel-
fare, were: Bhagwati and Hansen (1973) which
analysed the question of illegal trade (that is,
tariff-evasion), Krueger (1974) which analysed
the question of rent-seeking for rents associated
with import quotas specifically and quotas more
generally, and (iii) Bhagwati and Srinivasan
(1980) who analysed the phenomenon of
revenue-seeking, the ‘price’ counterpart of
Krueger’s rent-seeking, where a tariff resulted in
revenues which were then sought by lobbies.

The synthesis and generalization of these and
other apparently unrelated contributions, showing
that they all related to diversion of resources to
zero-output activities, was provided in Bhagwati
(1982a) where they were called DUP activities.
The following significant aspects of the theoreti-
cal analysis of DUP activities are noteworthy.

First, they are generally related to policy inter-
ventions (but they need not be: plunder, for
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instance, pre-dates the organization of govern-
ments). In so far as policy interventions induce
DUP activities, they are analytically divided into
two appropriate categories (Bhagwati and
Srinivasan 1982):

Category I: Policy-triggered DUP activities.
One class consists of lobbying activities. Exam-
ples include: rent-seeking analysis of the cost of
protection via import licences (Krueger 1974);
revenue-seeking analysis of the cost of tariffs
(Bhagwati and Srinivasan 1980), of shadow
prices in cost–benefit analysis (Foster 1981), of
price versus quantity interventions (Bhagwati and
Srinivasan 1982), of non-economic objectives
(Anam 1982), of rank-ordering of alternative
distorting policies such as tariffs, production and
consumption taxes (Bhagwati et al. 1984), of the
optimal tariff (Dinopoulos 1984), of the transfer
problem (Bhagwati et al. 1985), and of voluntary
export restrictions relative to import tariffs
(Brecher and Bhagwati 1987).

Another class consists of policy-evading activ-
ities. Examples include: analysis of smuggling
(Bhagwati and Hansen 1973), its implication for
optimal tariffs (Johnson 1974; Bhagwati and
Srinivasan 1973), and alternative modelling by
Kemp (1976), Sheikh (1974), Pitt (1981) and
Martin and Panagariya (1984).

Category II: Policy-influencing DUP activi-
ties. The other generic class of DUP activities is
not triggered by policies in place but is rather
aimed at influencing the formulation of the policy
itself. The most prominent DUP-theoretic contri-
butions in this area relate to the analysis of tariff-
seeking. Although Brock andMagee (1978, 1980)
pioneered here, the general equilibrium analyses
of endogeneous tariffs began with Findlay and
Wellisz (1982) and Feenstra and Bhagwati
(1982), the two sets of authors modelling the
government and the lobbying activities in
contrasting ways. Notable among the later contri-
butions are Mayer (1984), who extends the anal-
ysis formally to include factor income-
distribution and therewith voting behaviour, and
Wellisz and Wilson (1984). Magee (1984) has an
excellent review of many of these contributions.
The implication of endogenizing the tariff for
conventional measurement of the cost of

protection has been analysed in Bhagwati (1980)
and Tullock (1981).

The choice between alternative policy instru-
ments when modelling the response of lobbies
and governments to import competition has also
been extensively analysed. The issue was raised
by Bhagwati (1982b) and analysed further by
Dinopoulos (1983) and Sapir (1983) in terms of
how different agents (for example, ‘capitalists’
and ‘labour’) would profit from different policy
responses such as increased immigration of cheap
labour and tariffs when import competition inten-
sified. It has subsequently been explored more
fully by Rodrik (1986), who compares tariffs
with production subsidies.

Second, Bhagwati (1982a) has noted, general-
izing a result in Bhagwati and Srinivasan (1980),
that DUP activities, while defined to be those that
waste resources in their direct impact, cannot be
taken as ultimatelywasteful, that is, immiserizing,
since they may be triggered by a suboptimal pol-
icy intervention. For, in that event, throwing away
or wasting resources may be beneficial. The
shadow price of a productive factor in such
‘highly distorted’ economies may be negative.
This is the obverse of the possibility of
immiserizing growth (Bhagwati 1980). Thus,
Buchanan (1980), who has addressed the issue
of DUP activities and defined them as activities
that (ultimately) cause waste, has been corrected
in Bhagwati (1983): the definition of DUP activ-
ities cannot properly exclude the possibility that
DUP activities are ultimately beneficial rather
than wasteful. This central distinction between
the direct and the ultimate welfare impacts of
DUP activities is now universally accepted. DUP
activities are therefore defined now, as in
Bhagwati (1982b) and subsequent contributions,
as wasteful only in the direct sense.

Third, Bhagwati et al. (1984) have raised yet
another fundamental issue concerning DUP
activities. Thus, where DUP activities belong to
Category II distinguished above, full endo-
geneity of policy can follow. If so, the conven-
tional rank-ordering of policies is no longer
possible. We have the determinacy paradox: pol-
icy is chosen in the solution to the full ‘political-
economy’, DUP-theoretic solution and cannot be
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varied at will. These authors have therefore
suggested that, where full endogeneity obtains,
the appropriate way to theorize about policy is to
take variations around the observed DUP-
theoretic equilibrium. Thus, traditional eco-
nomic parameters such as factor supply could
be varied; similarly now the DUP-activity
parameters such as, say, the cost of lobbying
could be varied. The impact on actual welfare
resulting from such variations can then be a
proper focus of analysis, implying a wholly dif-
ferent way of looking at policy questions from
that which economists have employed to date.

Finally, DUP activities are related to Krueger’s
(1974) important category of rent-seeking activi-
ties. The latter are a subset of the former, in so far
as they relate to lobbying for quota-determined
scarcity rents and are therefore part of DUP
activities of Category II distinguished above
(Bhagwati 1983).

See Also

▶Bribery
▶Rent Seeking
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Aaron Director’s enduring contribution to eco-
nomics came via his role in the development of
the Chicago law and economics tradition. Director
was born in Charterisk (in present-day Ukraine) in

1901 and emigrated to the United States with his
family in 1913. He received his undergraduate
degree from Yale University and his graduate
training at the University of Chicago. Although
he came to Chicago in 1927 to work with Paul
Douglas on labour economics, it was Frank
Knight and Jacob Viner who, via their price theory
courses, had the greatest influence on him. Direc-
tor remained at Chicago as a graduate student and
part-time instructor until 1934. The 1930s were a
heady period at Chicago, where the student body
included George Stigler, Paul Samuelson (who
credits Director’s teaching with stimulating his
interest in economics), and Milton Friedman –
each of whom helped to reshape economic think-
ing in the middle third of the 20th century – as well
as Rose Director (Aaron’s sister and, eventually,
Rose Friedman). Aaron Director was very much
part of this milieu. He left the University of Chi-
cago for the US Treasury Department in 1934 and,
save for an aborted attempt to complete a disserta-
tion on the history of the Bank of England,
remained in Washington, DC, until 1946, when
he returned to the University of Chicago to take
up a position in the Law School, where he
remained until his retirement in 1966.

Director’s appointment in the Law School was a
result of the efforts of Henry Simons, the first
economist on the law faculty at Chicago, and Frie-
drich Hayek, whose Road to Serfdom was
published in the United States largely because of
Director’s intervention with the University of Chi-
cago Press. The plan, as laid out by Simons, was for
Director to head up the ‘Free Market Study’, a
Volker Fundfinanced project, housed in the Law
School and dedicated to undertaking ‘a study of a
suitable legal and institutional framework of an
effective competitive system’ (Coase 1998,
p. 246). However, Simons committed suicide in
the summer of 1946, and Director was asked to
take on Simons’s basic Law School price theory
course, ‘Economic Analysis of Public Policy’. This
providedDirector with an initial forum for bringing
the perspective he had learned from Knight and
Viner into the Law School’s teaching programme.

The transition from having an economist on the
Law School faculty to the establishment of a law
and economics tradition at Chicago began not
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long after this, when Edward Levi invited Director
to collaborate in the teaching of the antitrust
course. Levi would teach a traditional antitrust
course for four days each week; Director would
then come in on the fifth day and, using the tools
of price theory, show that the traditional legal
approach could not stand up to the rigours of
economic analysis. The basic pattern was very
simple: Director would ask whether the practice
in question was, in general, consistent with
monopolistic profit maximization. The answer
was often negative, which meant that there had
to be some sort of legitimate rationale for the
supposedly anti-competitive practice in question.
What Director’s price theory showed was that the
‘simple and obvious’ answers were often wrong-
headedly simplistic. This process had a profound
impact on students and colleagues alike. Direc-
tor’s antitrust students – a group that included
Robert H. Bork, Ward Bowman, Kenneth Dam,
Edmund Kitch, Wesley J. Liebeler, John S.
McGee, Henry Manne, and Bernard H. Siegan –
have often spoken of the ‘conversion’ they expe-
rienced in this class, and even Levi himself
became a partial convert (see Kitch 1983; Director
and Levi 1951). What was perhaps Director’s
most significant contribution on the missionary
front came after his retirement, when he and Rich-
ard Posner spent time together at Stanford in
1968 – Posner’s first year on the Stanford Law
School faculty. It was Director who taught Posner
to think like a Chicago economist, introduced him
to Stigler and Ronald Coase, and in this and other
ways was instrumental in Posner’s move to the
Chicago Law School after only one year on the
Stanford faculty. The rest, as they say, is history.

Although Director’s published output was
slight, his influence extended well beyond the
classroom. His insights made their way into the
antitrust literature – and, eventually, antitrust
policy – through the writings of students and
colleagues, as Sam Peltzman (2005) has detailed.
Director’s primary legacies are in the analysis of
predatory pricing (via McGee 1958), resale price
maintenance (via Telser 1960), and tie-in sales
(see Director and Levi 1951; Bowman 1957;
Burnstein 1960), but his influence was also prom-
inent in Stigler’s view of oligopoly and antitrust

policy, Posner’s (1969) perspective on oligopoly
and cartels, and Robert Bork’s influential articles
on antitrust (for example, Bork and Bowman
1965; Bork 1967). These contributions coalesced
in a distinctive Chicago approach to antitrust anal-
ysis, an approach that Herbert Hovenkamp (1986,
p. 1020) says ‘has done more for antitrust policy
than any other coherent economic theory since the
New Deal’, and whose influence is inescapable.

Director’s impact at the Law School went far
beyond antitrust: He was also the prime mover in
the early professionalization of law and econom-
ics. Director formally established the nation’s first
law and economics programme, which
maintained visiting fellowships for law and eco-
nomics scholars, and, in 1958, founded the Jour-
nal of Law and Economics. Within a few decades,
Director’s efforts at Chicago had been replicated
in a set of thriving and well-funded law and eco-
nomics programmes at major law schools around
the country. One would be hard pressed to name
an individual in our discipline who has had as
much influence as Director without a much more
extensive bibliography.
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Discrete Choice Models

Takeshi Amemiya

These are those statistical models which specify the
probability distribution of discrete dependent vari-
ables as a function of independent variables and
unknown parameters. They are sometimes called
qualitative response models, and are relevant in
economics because the decision of an economic
unit frequently involves discrete choice: for exam-
ple, the decision regarding whether a person joins
the labour force or not, the decision as to the
number of cars to own, the choice of occupation,
the choice of the mode of transportation, etc.

Despite their relevance, however, it is only
recently (approximately in the last twenty years)
that economists have started using them

extensively. There seem to be three reasons for a
recent surge of interest in such models: (1) Econ-
omists have realized that econometric models
using only aggregate data cannot accurately
explain economic phenomena nor predict the
future values of economic variables well.
(2) Large scale disaggregated data on consumers
and producers have become available. (3) The
rapid development of computer technology has
made possible estimation of realistic models of
this kind.

Note that when aggregated over many individ-
uals, discrete variables behave almost like continu-
ous variables and therefore can be subjected to
standard regression analysis. A discrete choice
model becomes necessary when we want to model
the behaviour of an individual economic unit.

As econometric applications of these models
have increased, we have also seen an increase of
theoretical papers which address the problem of
their specification and estimation. Biometricians
have in fact used such models longer than have
econometricians, using them, for example, to
analyse the effect of an insecticide or the effect
of a medical treatment. However, since the ver-
sions that econometricians use are generally
more complex than those used by biometricians,
it has been necessary for the former to develop
new models and new methods of statistical
inference.

There are cases where a discrete decision of an
economic unit is closely interrelated with the deter-
mination of the value of a continuous variable. For
example, a decision to join the labour force neces-
sitates the decision of howmany hours to work and
at what wage rate. A decision to buy a car cannot be
separated from the decision of how much to spend
on a car. The joint determination of the values of
discrete variables and continuous variables belongs
to the topic of limited dependent variables.

Other closely related topics are Markov chain
models and duration (or survival) models. These
models introduce the time domain into discrete
choice models thereby making the models
dynamic. In Markov chain models time changes
discretely, whereas in duration models time
moves continuously.
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Those who wish to study the subject in more
detail than the present entry are referred to
Amemiya (1981, 1985), Maddala (1983), and
McFadden (1984).

Univariate Binary Models

Model Specification
The simplest type of a discrete choice model is a
univariate binary model which specifies the
binary (1 or 0) outcome of a single dependent
variable. Let yi be the ith observation on the binary
dependent variable and xi the ith observation on
the vector of independent variables. Then a gen-
eral univariate binary model is defined by

P yi ¼ 1ð Þ ¼ F x0i b
� �

, i ¼ 1, 2, . . . , n; (I)

where P stands for probability, F is a particular
distribution function, and b is a vector of unknown
parameters. For example, the event yi = 1 may
signify that the ith individual buys a car and the
elements of the vector ximay include the income of
the ith individual and the price of the car the indi-
vidual must pay if he decides to buy a car.

Note that we have assumed the argument of
F in (I) to be a linear function of the independent
variables. As in the linear regression model, this
linearity assumption is more general than appears
at first, because xi need not be the original eco-
nomic variables like income and price, but instead
could contain various transformations of the orig-
inal variables. However, the model in which the
function F depends on a nonlinear function of the
independent variables and unknown parameters
can be handled with only a slight modification of
the subsequent analysis.

A variety of models arises as we choose dif-
ferent distribution functions for F. The most
commonly used functions are the standard nor-
mal distribution function F and the logistic dis-
tribution function L. These functions are
defined by

F xð Þ
ðx
�1

2pð Þ
�1=2

exp �2�1t2
� �

dt

and

L xð Þ ¼ 1þ e�xð Þ�1

When F = F, the model is called the probit
model, andwhenF = L, it is called the logitmodel.

The decision regarding which function to use
should be based both on theoretical considerations
and on howwell a model fits the data. However, as
long as a researcher experiments with various
independent variables and with various ways in
which the independent variables appear in the
argument of F, the particular choice of F is not
crucial.

Let us consider by way of an example how
this model arises as the result of an individual
maximizing a utility function. Consider the deci-
sion of a person regarding whether he drives a car
to work or travels by public transport. We sup-
pose that a level of utility is associated with each
alternative and the person is to choose the alter-
native for which the utility is greater. Let Ui1 and
Ui0 be the ith person’s utilities associated with
driving a car and travelling by public transport
respectively. We assume that they are linear func-
tions of independent variables with additive error
terms as follows:

Ui1 ¼ x0i1b1 þ ei1;

and

Ui0 ¼ x0i0b0 þ ei0:

Here, the vector xi1 may be thought of as
consisting of the time and the cost which would
be incurred if the ith person were to drive a car,
plus his socio-economic characteristics. The error
term may be regarded as the sum of all the
unobserved independent variables. Defining
yi = 1 if the ith person travels by car and yi = 0
if he travels otherwise, we have

P yi ¼ 1ð Þ ¼ P Ui1 > Ui0ð Þ
¼ F x0i1b1 � x0i0b0

� �
;
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where F is the distribution function of ei0 – ei1.
Thus, a probit model will result from the normal-
ity of ei0 – ei1. The normality may be justified on
the ground of a central limit theorem.

If a probit model fits the data well, so will a
logit model because the logistic distribution func-
tion is similar to the standard normal distribution
function.

Estimation
Let us consider the estimation of the parameter
vector b in the model (I). We shall first discuss
the maximum likelihood (ML) estimator and
second, the minimum chi-square (MIN w2)
estimator.

The likelihood function based on
n independent binary observations y1, y2, . . ., yn
is given by

L ¼
Yn
i¼1

F x0ib
� �yi

1� F x0ib
� �� �1�yi

:

The ML estimator bb is obtained by maximizing
ln L. Under general conditions bb is consistent and
asymptotically normal with the asymptotic
variance–covariance matrix given by

Vbb ¼
Xn
i¼1

f 2 x0ib
� �

F x0ib
� �

1� F x0ib
� �� � xix0i

" #( )�1

;

where f is the derivative of F.
Since an explicit formula for the ML estimator

cannot be obtained for this model, the calculation
of the estimator must be done by an iterative
method. The log likelihood function can be
shown to be globally concave in the probit and
logit models. In these models, therefore, a stan-
dard iterative algorithm such as the
Newton–Raphson method will generally con-
verge to the global maximum.

TheMIN w2 estimator, first proposed by Berkson
(1944) for the logit model, works only if there are
many observations on y for each of the values taken
by the vector x. Let us suppose that xi takes T vector
values x1, x2,. . ., xT and classify integers 1, 2,. . .,
n into T disjoint sets I1, I2,. . ., IT by the rule: i � It if

xi = xt. Define nt = number of integers contained
in It and bPt ¼ n�1

t

X
i� It

yi . Then, by a Taylor

expansion, we have approximately

F�1 bPt

� �
□x0tbþ f F�1 Ptð Þ� �� 	�1 bPt � Pt

� �
;

where F�1 denotes the inverse function of F. The
MIN w2 estimator ~b is the weighted least squares
estimator applied to this last heteroscedastic
regression equation; that is,

~b ¼
XT
t¼1

wtxtx
0
t

" #�1XT
t¼1

wtxtF
�1 bPt

� �
;

where

wt ¼ nt f
2
t F�1 bPt

� �h i
= bPt 1� bPt

� �h i
:

TheMIN w2 estimator has the same asymptotic
distribution as the ML estimator. Its advantage
over the latter is computational simplicity, while
its weakness is that it requires many observations
for each value of the independent variables. The
required number of observations increases with
the number of the independent variables. If an
independent variable takes many values it may
be necessary to group the values into a small
number of groups in order to define the MIN w2

estimator. But such a procedure will introduce a
certain bias to the estimator.

Multinomial Models

A multinomial model is a statistical model for
independent discrete variables, some of which
take more than two values: Supposing that yi
takes mi + 1 integer values 0, 1,. . ., mi, the model
is defined by specifying the

Xn

i¼1
mi probabilities:

P yi ¼ jð Þ ¼ Fij x,bð Þ, i ¼ 1, 2, . . . , n

j ¼ 1, 2, . . . ,mi:
(II)

Note that P (yi = 0) need not be specified
because the sum of the mi + 1 probabilities is
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one for each i. It is important to let m depend on
i because the number of alternatives available to
different individuals may differ.

Defining
Xn

i¼1
mi þ 1ð Þ binary variables

yij ¼ 1 if yi ¼ j

¼ 0 if yi 6¼ j, i ¼ 1, 2, . . . , n

j ¼ 0, 1, . . . ,mj;

the likelihood function of the model can be
written as

L ¼
Yn
i¼1

Ymi

j¼0

Fij x,bð Þ
yij

:

Note that this reduces to the L equation of
Section “Univariate Binary Models” if mi = 1
for all i.

The ML estimator of b is consistent and
asymptotically normal with its asymptotic
variance–covariance matrix given by

Vbb ¼ � E
@2logL

@b@b0


 ��1

;

which will be equal to Vbb equation in
Section “Univariate Binary Models” in the binary
case. The MIN w2 estimator can be also defined
for the multinomial model, although the definition
will not be given here.

Ordered Models
An ordered multinomial model arises when
there is an unobserved continuous random vari-
able y�t which determines the outcome of yi by the
rule

yi ¼ j if andonly if aj < y�t < ajþ1,

j ¼ 0, 1, . . . ,m, a0 ¼ �1, amþ1 ¼ 1:

Such a rule may be appropriate, for example, if
yi = j signifies the event that the ith individual
owns j cars and y�t refers to a measure of the
intensity of the ith individual’s desire to own
cars. If the distribution function of by y�t � x0tb is

F, the last equation leads to an ordered model
defined by

P yi ¼ jð Þ ¼ F ajþ1 � x0tb
� �� F aj � x0tb

� �
:

As in the binary case, the choice ofF andL for
F is most frequently used.

An ordered model is attractive because of its
simplicity. However, in many economic applica-
tions it may be an oversimplification to assume that
the outcome of a multinomial variable can be
completely determined by the outcome of a simple
continuous variable. For example, for owning cars
it is probably more realistic to assume that the ith
person owns j cars ifUij > Uik for all k 6¼ j, where
Uij is the utility that accrues to the ith person if he
owns j cars. In this case m continuous variables
Uij � Ui,j + 1, j = 0, 1,. . ., m, determine the out-
come of the discrete variable.

A multinomial model which is not an ordered
model is called an unordered model. The models
discussed in the next parts of this section are all
unordered.

Multinomial Logit Model
A multinomial logit model is described below by
defining the probabilities of the ith individual who
faces three alternatives j = 0, 1, and 2. A gener-
alization to the case of more alternatives can be
easily inferred. The three probabilities are given
by

P yi ¼ 2ð Þ ¼ D�1exp x0i2b
� �

P yi ¼ 1ð Þ ¼ D�1exp x0i1b
� �

,

P yi ¼ 0ð Þ ¼ D�1;

where D ¼ 1þ exp x0i1b
� �þ exp x0i2b

� �
:

McFadden (1974) showed how a multinomial
logit model can be derived from the maximization
of stochastic utilities. Suppose that the ith individ-
ual’s utility Uij associated with the j th alternative
is the sum of the nonstochastic part mij and the
stochastic part eij and that the individual chooses
the alternative for which the utility is a maximum.
Suppose further that ei0, ei1 and ei2 are indepen-
dent and identically distributed according to the
distribution function exp[�exp(�e)] – called the
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type I extreme value distribution. Then we can
show

P yi ¼ 2ð Þ ¼ P Ui2 > Ui1, Ui2 > Ui0ð Þ
¼ exp mi2ð Þ = exp mi0ð Þ þ exp mi1ð Þ½

þ exp mi2ð Þ�;

and similarly for P (yi = 1) and P (yi = 0). Thus,
the model defined by three equations above fol-
lows from putting mi2 � mi0 ¼ x0i2b and mi1 � mi0
¼ x0i1b.

The multinomial logit model has been exten-
sively used in economic applications, such as the
choice of modes of transportation, the choice of
occupations, and the choice of types of appli-
ances. The likelihood function of the model can
be shown to be globally concave; consequently,
the ML estimator can be computed with
relative ease.

A major limitation of the multinomial logit
model lies in its independence assumption.
Consider the choice of transportation modes
and suppose first that the alternatives consist
of car, bus, and train. Then the assumption of
independent utilities may be reasonable. Next,
to use McFadden’s famous example, suppose
instead that the choice is among a car, a red
bus, and a blue bus. Then it is clearly unrea-
sonable to assume that the utilities associated
with the red bus and the blue bus are indepen-
dent. In the next subsection we shall consider a
multinomial model which corrects this
deficiency.

Nested Logit Model
We continue the last example. Let Uj = mj + ej,
j = 0, 1 and 2, be the utilities associated with car,
red bus, and blue blus, respectively. (The sub-
script i is suppressed to simplify notation.) Fol-
lowing McFadden (1977), suppose that e0 is
distributed according to the type I extreme value
distribution and independent of e1 and e2 and that
the joint distribution of e1 and e2 is given by

F e1, e2ð Þ ¼ exp� exp �r�1e1
� ��

þ exp �r�1e2
� �� �r

, 0 � r � 1:

This distribution is called Gumbel’s type
B bivariate extreme value distribution. The corre-
lation coefficient is 1 � r2, and if r = 1 (the case
of independence), F(e1, e2) becomes the product
of two type I extreme value distributions.

Under these assumptions it can be shown that

P y ¼ 0ð Þ ¼ exp m0ð Þ = exp m0ð Þ þ exp r�1m1ð Þ�
þ exp r�1m2

� ��Pg
and

P y ¼ 1jy 6¼ 0ð Þ
¼ exp r�1m1ð Þ = exp r�1m1ð Þ þ exp r�1m2ð Þ½ �:

The other probabilities can be deduced from
the above. Note that the last equation shows that
the choice between red bus and blue bus is made
according to a binary logit model, while the pre-
vious equation shows that the choice between car
and noncar is also like a logit model except that a
certain weighted average of exp(m1)and exp(m2) is
involved.

Multinomial Probit Model
A multinomial probit model is derived from the
assumption that the utilities Ui0, Ui1,. . ., Uimi are
multivariate normal for every i. Its advantage is
that general assumptions about the correlations
among the utilities are allowed. Its major disad-
vantage is that the calculation of the choice prob-
ability requires the evaluation of multiple
integrals of joint normal densities, which is feasi-
ble only for a small number of alternatives.

Multivariate Models

A multivariate discrete choice model specifies the
joint probability distribution of two or more dis-
crete dependent variables. For example, the joint
distribution of two binary variables y1 and y2 each
of which takes values 1 or 0 is determined by the
four probabilities Pjk = P (y1 = j, y2 = k), j,
k = 0, 1. (Of course, the sum of the probabilities
must be equal to 1.)
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A multivariate model is a special case of a
multinomial model. For example, the model of
two binary variables mentioned in the preceding
paragraph may be regarded as a multinomial
model for a single discrete variable which takes
four values with probabilities P11, P10, P01, and
P00. Therefore, all the results given in section
“Multinomial Models” apply to multivariate
models as well. In this section we shall discuss
three types of models which specifically take into
account the multivariate feature of the model.

Log-Linear Model
A log-linear model refers to a particular parame-
terization of a multivariate discrete choice model.
In the previous bivariate binary model, the
log-linear parameterization of the four pro-
babilitites is given as follows:

P11 ¼ D�1exp a1 þ a2 þ a12ð Þ,
P10 ¼ D�1exp a1ð Þ,
P01 ¼ D�1exp a2ð Þ;

and

P00 ¼ D�1; (III)

where D ¼ 1þ exp a1ð Þ þ exp a2ð Þ
þexp a1 þ a2 þ a12ð Þ

There is a one-to-one correspondence
between any three probabilities and the three a
parameters of the log-linear model; thus, the two
parameterizations are equivalent. An advantage
of the log-linear parameterization lies in its fea-
ture that a12 = 0 if and only if y1 and y2 are
independent.

Equations (III) may be represented by the fol-
lowing single equation:

P y1, y2ð Þ / exp a1y1 þ a2y2 þ a1a2y1y2ð Þ:

Each equation of (III) is obtained by inserting
values 1 or 0 into y1 and y2 in this equation. This
formulation can be generalized to a log-linear

model of more than two binary variables. The
case of three variables is given below:

P y1, y2, y3ð Þ / exp a1y1 þ a2y2 þ a3y3 þ a12y1y2ð
þ a13y1y3 þ a23y2y3
þ a123y1y2y3Þ:

The first three terms in the exponential func-
tion are called the main effects. Terms involving
the product of two variables are called second-
order interaction terms, the product of three
variables third-order interaction terms, and
so on.

Note that the last equation has seven parame-
ters, which can be put into one-to-one correspon-
dence with the seven probabilities that completely
determine the distribution of y1, y2, and y3. Such a
model, without any constraint among the param-
eters, is called a saturated model. Researchers
often use a constrained log-linear model, called
an unsaturated model, which is obtained by set-
ting some of the higher-order interaction terms to
zero; e.g. Goodman (1972). See also Nerlove and
Press (1973) for an example of a log-linear model
in which some of the a parameters are specified to
be functions of independent variables and
unknown parameters.

Multivariate Nested Logit Model
The multivariate nested logit model is a special
case of the nested logit model discussed in sec-
tion “Nested Logit Model”, which is useful
whenever a set of alternatives can be classified
into classes each of which contains similar alter-
natives. It is useful in a multivariate situation
because the alternatives can be naturally classi-
fied according to the outcome of one or more of
the variables.

For example, in the bivariate binary case, the
four alternatives can be classified according to
whether y1 = 1 or 0. Let Ujk be the utility asso-
ciated with the choice y1 = j and y2 = k,j, k = 0,
1 and assume as before that Ujk = mjk + ejk,
where m’s are nonstochastic and e’s are random.
As a slight generalization of the Gumbel distri-
bution in section “Nested Logit Model” assume
that
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F ej1, ej0
� � ¼ aj exp � exp �r�1

j ej1
� �hn

þ exp �r�1
j ej2

� �
�rjg, j ¼ 1, 0

and that (e11, e10) are independent of (e01, e00).
Then the resulting multivariate nested logit
model is characterized by the following
probabilities:

P y1 ¼ 1ð Þ ¼ a1 exp r�1
1 m11

� �þ exp r�1
1 m10

� �� �r1
� a1 exp r�1

1 m11
� �þ exp r�1

1 m10
� �� �r1n

þ a0 exp r�1
0 m01

� �þ exp r�1
0 m00

� �� �r0g;
P y2 ¼ 1jy1 ¼ 1ð Þ ¼ exp r�1

1 m11
� �

=

exp r�1
1 m11

� �þ exp r�1
1 m10

� �� �
;

P y2 ¼ 1jy1 ¼ 0ð Þ ¼ exp r�1
0 m01

� �
=

exp r�1
0 m01

� �þ exp r�1
0 m00

� �� �
:

We may further specify mjk ¼ x0jkb:

Multivariate Probit Model
This model is conceptually different from the
models of the preceding two sections in that here
the marginal probabilities are specified first and
the joint probabilities are then defined in a certain
natural way.

As an example of a bivariate binary probit
model, let us suppose y�t eN mj, 1

� �
, j = 1, and

2, and y�t is unobservable and its value determines
the value of the observable binary variable yj
bythe rule

yj ¼ 1 if y�j > 0

¼ 0otherwise:

This rule determines the marginal probabilities

P yi ¼ 1ð Þ ¼ F mj
� �

, j ¼ 1 and 2:

Thus, the model will be complete when we spec-
ify the joint probability P (y1 = 1, y2 = 1).
A natural way to specify it would be to assume

that y�1 and y
�
2 are jointly normal with a correlation

coefficient r and define

P y ¼ 1, y2 ¼ 1ð Þ ¼ P y�1 > m1, y
�
2 > m2

� �
:

Usually, a researcher will further specify m1 ¼
x01b and m2 ¼ x02b and estimate the unknown
parameters b and r; see Morimune (1979) for an
econometric example of this model.

A bivariate logit model may be defined simi-
larly. But, unlike the probit case, there is no natu-
ral choice among many bivariate logistic
distributions with the same marginal univariate
logistic distributions.

Choice-Based Sampling

In models (I) or (II), the independent variables xi
were treated as known constants. This is equiva-
lent to considering the conditional distribution of
yi given xi. This practice was valid because it was
implicitly assumed that yi and xi were generated
according to either random sampling or exoge-
nous sampling.

Under random sampling, y and x are sampled
according to their true joint distribution P (y|x)
f (x). Thus the likelihood function denoted LR, is
given by

LR ¼
Yn
i¼1

P yijxið Þ f xið Þ:

Under exogenous sampling, a researcher sam-
ples x according to a certain distribution g (x),
which may not be equal to the true distribution
f (x) of x in the total population, and then samples
y according to its true conditional probability
P (y|x). Thus the likelihood function, denoted LE,
is given by

LE ¼
Yn
i¼1

P yijxið Þ g xið Þ:

In either case, as long as the parameters that
characterize P (y|x) are not related to the
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parameters that characterize f (x) or g (x), the
maximization of LR or LE is equivalent to the
maximization of

L ¼
Yn
i¼1

P yijxið Þ ;

which is equivalent to the L of
Section “Multinomial Models”.

Under choice-based sampling, a researcher
samples y according to fixed proportions H (y),
and then, given y, samples x according to the
conditional density f(x|y). By the formula of con-
ditional density,

f xjyð Þ ¼ P yjxð Þf xð Þ=Q yð Þ;

where Q (y) = Ex P (y|x), and Ex denotes the
expectation taken with respect to the random vec-
tor x. Thus, the likelihood function under choice-
based sampling, denoted Lc, is

Lc ¼
Yn
i¼1

Q yið Þ�1P yi j xið Þ f xið ÞH yið Þ:

Unlike random sampling or exogenous sam-
pling, choice-based sampling requires new analy-
sis because the maximization of Lc is not
equivalent to the maximization of L on account
of the fact that Q (y) depends on the same param-
eters that characterize P (y|x).

In particular, it means that the standard ML
estimator which maximizes L is not even consis-
tent under choice-based sampling. The reader
should consult Amemiya (1985) or Manski and
McFadden (1981) for the properties of the choice-
based sampling ML estimator which maximizes
Lc in various situations.

Choice-based sampling is useful when only a
small number of people sampled according to
random sampling are likely to choose a particular
alternative. For example, in a transportation study,
random sampling of individual households in a
community with a small proportion of bus riders
may produce an extremely small number of bus
riders. In such a case a researcher may be able to

attain a higher efficiency of estimation by sam-
pling bus riders at a bus depot to augment the data
gathered by random sampling.

An interesting problem in choice-based sam-
pling is how to determine H (y) to maximize the
efficiency of estimation. Although there is no
clear-cut solution to this problem in general, it is
expected that if Q (j) is small for some j then the
value ofH (j) which is larger thanQ (j) will yield a
more efficient estimator than the value of H (j)
which is equal to Q (j). Note that if in the formula
for Lc,H (j) = Q (j) for every j, then Lc is reduced
to LR.

Distribution-Free Methods

Consider the univariate binary model (I). There,
we assumed that the function F(�) is completely
specified and known. Recently, Manski (1975)
and Cosslett (1983) have shown how to estimate
b consistently (subject to a certain normalization)
without specifying F(�).

Manski’s estimator is based on the idea that as
long as F satisfies the condition F(0) = 0.5, one
can predict yi to be 1 or 0 depending on whether
xi0b is positive or negative. His estimator of b is
chosen so as to maximize the number of correct
predictions. If we define the characteristic func-
tion w of the event E by

w Eð Þ ¼ 1 ifEoccurs

¼ 0otherwise;

the number of correct predictions can be mathe-
matically expressed as

S bð Þ ¼
Xn
i¼1

yiw x0ib≧0
� �þ 1� yið Þw x0ib < 0

� �� �
:

Manski calls this the score function – and
hence his estimator the maximum score estimator.
The estimator has been shown to be consistent,
but its asymptotic distribution is unknown.

Cosslett proposed maximizing the likelihood
function L in Section “Estimation” with respect to
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both b and F, and called his estimator the gener-
alized ML estimator. For a given value of b, the
value of F which maximizes that L is a step
function, and Cosslett showed a simple method
of determining it. Finding the optimal value of b,
however, is the computationally difficult part.
Like the maximum score estimator, the general-
izedML estimator of b is consistent but its asymp-
totic distribution is unknown.

See Also

▶Censored Data Models
▶Labour Supply of Women
▶Limited Dependent Variables
▶Logit, Probit and Tobit
▶ Selection Bias and Self-Selection
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Discriminating Monopoly

John M. Hartwick

In The Wealth of Nations, Adam Smith refers to
two instances of price discrimination. In Book V,
Chapter I, Part III, he ruminates on the problem of
finding the best set of levies for toll roads and
commends the practice of charging for luxurious
carriages more than for working men’s wagons
even though the vehicles are of the same weight.
He suggests that the rich can subsidize the poor by
this tariff scheme. In Book IV, Chapter V, he notes
that some groups of producers have sold their
produce abroad at lower prices than at home. He
views this as cross-subsidization and deplores the
high prices which he sees as resulting in the domes-
tic market. Smith’s first problem, how to set tolls,
has occupied economists to this day, although the
solution was laid out in principle by Dupuit (1844)
and with considerable precision by Edgeworth
(1910): let each user’s levy in excess of his or her
marginal cost of usage (whichmay be zero on a toll
bridge) be proportional to his or her intensity of
preference as expressed by his or her elasticity of
demand. Edgeworth in fact worked out details of
two sorts of price discrimination – that practised by
a private profit-maximizing monopolist and that
practised by a ‘statemonopoly’ interested in raising
Z dollars of profit from the users of the monopoly
while at the same time reducing welfare as little as
possible. The solution to this state monopoly or
public utility pricing problem we refer to today as
Ramsey pricing (Ramsey 1927, who attributes the
idea for his paper to Pigou).

Smith’s second instance of price discrimina-
tion can most usefully be viewed as the case of a
monopolist selling at distinct prices in two
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separate markets, domestic and foreign, with dis-
tinct demand curves. Barone (1921, pp. 291–2)
analysed it from this perspective diagrammati-
cally and Yntema (1928) filled in the algebraic
details.

Pigou (1920) presented his synthesis of results
and introduced the terms first, second and third
degree price discrimination – degrees referring to
the fineness with which separate prices can be
assigned to separate units demanded of the
monopolist. He graphically worked out the two
market case with linear demands in his Appendix
III, pointing out that given two markets, only one
might be served under uniform pricing whereas
both might be served under price discimination. In
1904 he had in fact independently of Dupuit
analysed what we now call perfect price discrim-
ination, or the situation in which each unit pro-
duced by a monopolist fetches a different price,
each of which being bounded above by the
buyer’s willingness to pay. In her synthesis,
J. Robinson (1933, p. 205) asked whether the
monopolist would produce more under third
degree price discrimination relative to his output
under a uniform price.

The toll-setting problem turns on the fact that if
users were charged commensurate with the wear
and tear they cause (marginal cost pricing), insuf-
ficient revenue would generally be raised to cover
the cost of building on obviously desirable road,
bridge, railroad, telephone network etc. For exam-
ple, the wear and tear caused by the marginal
bridge user is approximately zero and thus no
revenue would be raised by charging according
to costs of usage. Dupuit realized that an individ-
ual’s willingness to pay for a trip could far exceed
his or her incremental cost of usage and suggested
collecting revenue on the basis of each individ-
ual’s maximum willingness to pay. The revenue
so collected ‘would not have the slightest relation
to the costs of production’ (p. 271) but would
reflect the total utility in dollars per day’s use of
the project. This is price discrimination: each user
pays generally a different price for the same
service.

To sharpen his exposition Dupuit turned to
shipping tons of ore across a bridge. At high prices
obviously fewer tons will be shipped, since buyers

of the ore will be obliged to absorb the charges
and will demand less at high prices inclusive of
delivery charges. Dupuit discussed the hypothet-
ical case of each additional ton crossing the bridge
‘paying’ a slightly lower toll evaluated at the
maximum willingness to pay for the ton in ques-
tion. This is the case of perfect price discrimina-
tion and a variant is practised in the form of block
pricing. Firms occasionally sell the first say 1000
bricks at $3 each, the second thousand at $2.50
each, the third thousand at $2.25 and so
on. Robinson reflected on the issue of the monop-
olist brick seller selecting the break points (1000
bricks, 2000 bricks etc.) simultaneously with
price per brick in order to maximize profits. One
can see that perfect price discrimination is a pro-
cedure for transferring consumer surplus (the area
under an individual’s demand curve up to the
quantity consumed less the amount actually
paid) to the seller of the product.

Price discrimination is practised by a monopo-
list because it permits profits to rise above what
they would be if a single or uniform price were
charged. To see this suppose that in two separate
markets the monopolist were practising price dis-
crimination and maximizing aggregate profit. If
he were now obliged to sell in both markets at a
single uniform price his optimand can never rise
since the single price represents a new constraint
on his pursuit of maximum profit. Pursuing this
case in more detail, let Q1(p) be the demand curve
for gadgets by citizens abroad (or for return rail
car trips for wheat shippers on a line) and Q2(p)
the demand curve for gadgets from local people
(or for return rail car trips for potash producers
located in the wheat farming area). Then the
monopolist’s profit under price discrimination is
p = p1Q1(p1) + p1Q2(p2) � C(Q1 + Q2) where
C(�) is total cost, increasing and convex in
Q = Q1 + Q2, and pi is the price in market
i with quantity sold Qi(pi). Profits attain a maxi-
mum when CQ = pi[1 + (1/� i)], where

CQ�dC=dQ and � i ¼ dQi

dpi
� pi
Qi

< �1

is the elasticity of demand in market i. This profit-
maximizing condition is referred to as the
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Robinson–Yntema condition and was first set out
by Edgeworth (1910). The left-hand side is mar-
ginal cost and the right-hand side is the marginal
revenue in market i. For |� 1|⋛|� 2|, p1⋚ p2. For
n > 2, the analysis is the same. (Edgeworth made
CQ a constant at c, defined his elasticity as

dQ

d pi � cð Þ �
pi � cð Þ
Q

and arrived at his ‘equal elasticity condition’ for
profit-maximizing monopoly price discrimina-
tion.) A monopolist forced to sell at a single
price (presumably because the product can be
readily resold) will maximize profit when
CQ = p{1 + [1/(o1� 1 + o2� 2)]}, where oi =
Qi/Q.

Edgeworth investigated when deviations in p1
and p2 from a uniform p would increase welfare
(consumer surplus), while Robinson argued that
price discrimination would raise Q from the level
corresponding to a uniform profit-maximizing
price if the more elastic demand curve is concave
and the less elastic demand curve is convex.

The basic first order condition for monopoly
price discrimination can be written as

DQ1

Q1

¼ DQ2

Q2

¼ 1;

where

DQi ¼ pi � CQ

� � dQi

dpi
:

This illuminating formula indicates that each
output would to a first approximation rise propor-
tionately if there were no monopoly and no price
discrimination, and it can orient one’s intuition in
viewing Robinson’s result on concavity and con-
vexity of demand schedules. Schmalensee (1981)
and Varian (1985) have pointed out that a neces-
sary condition for total net consumer surplus to
rise as the monopolist switches from a uniform
price to profit-maximizing price discrimination is
that there be a rise in total output delivered.

The public utility or state monopoly problem in
price discrimination is to raise Z dollars of profit

by charging diverse prices to distinct customers
while reducing welfare least. These profits
might be assigned to cover the fixed costs of a
public facility. Let B1(p) and B2(p) be the areas
under each demand curve for price p. The state
monopoly pricing problem is to maximize
W = B1(p1) + B2(p2) � C(Q1 + Q2) subject to
Z = p1Q1 + p2Q2 � C(Q1 + Q2). The first order
condition can be expressed as

DQ1

Q1

¼ DQ2

Q2

¼ l;

where l is a function of the level Z of profit sought
and the DQi’swere defined above. This problem is
an instance of Ramsey (1927) optimal excise tax
analysis and has been put into a general equilib-
rium context in Hartwick (1978). Contemporary
price discrimination schemes (e.g. Oi 1971) have
incorporated income elasticities of demand as
well as price elasticities and arrived at two-part
tariffs involving a ‘membership’ fee and a user’s
fee for service.

In closing, we note that high prices in peak
times and low in off-peak times are not forms of
monopoly price discrimination, since such peak-
load prices vary with changes in the marginal
costs of production. Under price discrimination,
prices deviate from marginal costs of production
only in accord with variations across buyers in
their ‘intensities’ of demand. Marginal cost
remains the same for each buyer.

See Also

▶Basing Point System
▶Consumer Surplus
▶Monopoly
▶ Price Discrimination
▶ Public Utility Pricing
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Discrimination

Peter Mueser

Discrimination may be said to occur in a market
where individuals face terms of trade that are
determined by personal characteristics which do
not appear directly relevant to the transaction.
Most concern has centred on differential treatment
by race or ethnic group, and by sex. The primary
focus has been on the labour market and housing
market, with research motivated, in large part, by
controversy over the role of government in
maintaining or eliminating observed differentials.

The first extensive literature on the economics
of discrimination dates to the equal pay contro-
versy in Britain beginning before the turn of the
century, focusing on the lower wages of women.
Although interest in the economics of pay differ-
entials by sex abated in the two decades following

World War II, many aspects of the more recent
theory appeared in this literature. The modern
development of systematic models of economic
discrimination began with the publication of Gary
Becker’s The Economics of Discrimination
(1957). With the passage of laws prohibiting dis-
crimination in the US, Britain and other countries
in the 1960s and 1970s, research in the area has
again grown.

Market Discrimination and Personal
Preferences

Becker’s (1957) treatment took market discrimi-
nation to be the result of personal tastes of partic-
ipants, providing a simple, closed model with a
variety of testable implications. Earnings differ-
entials, and discrimination in housing and other
markets stem from the attempts of owners,
workers and customers to avoid contact or inter-
action with certain groups.

Consider first the influence of employer pref-
erences. Rather than maximizing profits,
employers maximize a utility that incorporates
the personal characteristics of employees. If
employers prefer to hire workers from group
A rather than group B and are willing to sacrifice
profits to do so, they may be said to have discrim-
inatory tastes. Where such employers dominate
the market, the relative wages of group
B workers must adjust downward if any are to
be hired, and the resulting difference equals the
pecuniary value of the employed preference.
Where there are variations in taste among
employers, relative wages are determined by the
shape of the taste distribution, and the proportion
of A and B workers to be hired.

Employees may also be taken to have discrim-
inatory preferences over the group membership of
their co-workers. If discriminating workers and
members of the group they shun are perfect sub-
stitutes in production, employers have an incen-
tive to provide separate facilities for groups, but
no wage differential between groups will occur. In
order for such preferences to cause wage differen-
tials, the technology of production must preclude
complete separation. For example, if it is
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necessary for supervisors to interact with assem-
bly line workers, and supervisors prefer one group
of workers to another, an employer who has no
taste for discrimination and faces a competitive
labour market will hire members of both groups
only if their wages differ correspondingly.

Customers’ tastes may also influence market
wages in the absence of employer preferences.
The extension of this approach to a variety of
markets is clear. Housing discrimination would
occur if owners required a premium in order to
sell or rent to individuals in certain groups. How-
ever, in markets for goods, in contrast to services,
no appreciable price differential could survive
unless restrictions on resale were binding.

In any of these cases, some market participants
may have a taste for discrimination without mar-
ket differentials occurring if there are a sufficient
number of non-discriminating participants to
interact with the disliked group. One obvious
source of non-discriminating participants is fel-
low group members. If groups are equally
represented among employers, various kinds of
workers, and customers, complete segregation
can occur without economic loss to any group.
Preferences against trading with those outside
one’s own group can only affect terms of trade
where groups have different resources or skills.
The formal model is, however, silent on the source
of such differences.

Competition and Discriminatory
Preferences

It is widely argued that, in the long run, competi-
tion in markets for output and capital will drive
out discriminating employers. Since discrimina-
tion by race and sex has long existed, this result
has frequently been taken as grounds for rejecting
the model (Arrow 1972). In fact, this conclusion
follows only from a particular version of the
model, in which the taste for discrimination
imposes a direct utility loss on the employer for
each employee hired from the disliked group.
Since non-discriminating employers suffer no
such utility loss, under free competition, where
they can expand production or buy out

discriminators, they will take over the market.
This need not be the case. A polar example has
been termed nepotism, in which preferences for
hiring one group act much like a net subsidy for
the employer. In this case, those with the strongest
discriminatory preferences ultimately dominate
the market.

In general, discriminating employers earn
lower money profits than those who do not dis-
criminate, but this does not imply that under com-
petition they will be driven from the market.
Foregone profits must be recognized as consump-
tion expenditures, and, so long as employer
resources are sufficient to permit any consump-
tion, there is no inconsistency between perfect
competition and the existence of stable, long-run
wage differentials stemming from employer
preferences.

While market discrimination may survive
competition, restrictions on competition will
often result in more severe discrimination. In a
competitive market, any market differential trans-
lates into a pecuniary cost that the discriminating
employer must pay. But where prices do not
equalize supply and demand, the employer’s cost
of discrimination may decline.

An effective minimum wage or, during times
of economic decline, a wage that is downwardly
rigid, allows the employer to hire both more pro-
ductive workers and those most preferred without
paying a higher wage. In contrast, if wages do not
adjust immediately in an economic upturn, the
cost of discrimination will increase.

Where a union successfully bargains for wages
above the competitive level, discriminatory hir-
ing, on the basis of either employers’ or union
members’ preferences may take place at lower
cost. In fact, discrimination against blacks by
unions in the US was explicit and widespread
until the 1930s, but by the 1960s union represen-
tation for blacks and whites was nearly identical.
Black representation has been greatest in indus-
trial unions, where unionization often hinges on
the ability to organize both black and white
workers, and proportionally lowest in craft
unions, where unions frequently exercise power
by limiting membership. Despite the historically
high level of union discrimination, it appears to
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have contributed relatively little to observed
black–white wage differentials in the US.

The cost of discrimination to firms may
decline where there are restrictions on profit
maximization. Those who manage non-profit
organizations, regulated monopolies or govern-
ment bureaucracies will devote more resources
to improving their own working conditions;
unless faced with direct constraints, they will be
more likely to exercise personal preferences in
the kinds of workers they hire (Alchian and
Kessel 1962).

Finally, in markets with search costs, discrim-
ination may occur even if there are sufficient
non-discriminating participants to trade with
members of the disliked group, since the appro-
priate matching cannot occur.

Discrimination as Exploitation

It is frequently asserted that discrimination is
engaged in because it is profitable. In general,
there is some level of discrimination by members
of any group that will improve the terms of trade
so as to increase their money incomes. Discrimi-
nation by white employers, under some condi-
tions, may increase the incomes of whites by
increasing both employer profits and the earnings
of white workers. Similarly, tastes that restrict
blacks and women to certain kinds of jobs may
increase money income both for employers and
white male employees.

If discriminators’ preferences are taken seri-
ously, however, the impact of discriminatory pref-
erences on money income is irrelevant. Although
Becker’s original treatment calculated such wel-
fare effects, like any such comparison it required
an arbitrary normalization to compare individuals
with differing preferences. Changes in money
income due to discrimination can be taken to
represent group welfare if discriminatory behav-
iour does not reflect actual personal preference.
However, individual incentives in a competitive
market can no longer explain discrimination,
since those who discriminate least receive the
greatest gains. It is necessary that some process
exist by which the group enforces its will on

individual choices. Exploitation must have its
roots in a social or political process.

Historically, there is no question that the enact-
ment of discriminatory laws and provision of
unequal public services has often represented the
exploitation of groups with little political power.
J.S. Mill (1869) argued that limitations on
women’s legal rights and the restrictions they
faced in entering certain occupations, were part
of a policy to provide men both with higher earn-
ings in the labour market and greater authority
over their wives at home. The history of govern-
mental action regarding blacks in America since
the Civil War is replete with examples of policies
designed to benefit whites with political power at
the expense of blacks.

Despite the government’s often central role in
furthering dominant group interests, there are
clearly other channels by which groups exercise
influence. An ethnic group is generally bound
together by an ideology that dictates members’
actions in a wide variety of contexts. Although
some members may internalize such ideology,
compliance is enforced by systems of social
norms and sanctions within the group. The pro-
cess by which such systems develop is not well
understood, although it has been shown that dis-
criminatory norms may be self-enforcing once
established (Akerlof 1976). Nonetheless, it is
clear empirically that economic relations among
groups, and their relations within the power struc-
ture, are critical in determining group ideology
and, in turn, individual actions.

For example, it is a recurrent observation that
severe ethnic or racial antagonism often can be
traced to the point at which groups first find them-
selves competing in the labour market. Some
writers have argued that all discrimination by
race or ethnic group can be traced to such a
dynamic, in which groups mobilize political and
economic resources to further their material inter-
ests. The goal of such action is seen to be the
exclusion of the competing group from the labour
market or, failing this, the creation of a caste
system providing the dominant group with pref-
erential treatment (Bonacich 1972).

As a rule, it is among lower income groups that
racism appears most virulent and associated
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violence most common. In part, this reflects the
fact that racism is a source of power to those
groups whose alternatives are limited. In some
measure, social norms, personal animosity and
collective violence substitute for political power
and state action.

In contrast to the assumption of the preference-
based model, the treatment here implies that dis-
criminatory preferences cannot be taken as exog-
enous. Tastes, or apparent tastes, may develop to
further group interests. This is not to say that
individual actions are ever completely determined
by group interests, even where these are unambig-
uous. Within the most tightly structured groups,
for example where ethnic identity is strong, dis-
criminatory collusion against outsiders relies
heavily on the availability of explicit policing
mechanisms. Where individual behaviours are
difficult to observe, and the benefits of violating
collusive rules are great, discrimination will be
less successful.

It must be stressed that many of the conclu-
sions of the taste-based model may apply even
where groups’ interests play a critical role in
shaping individuals’ actions. For example, the
model tells us that if white workers who compete
with black workers merely refuse to work with
them, white workers obtain no net gain in income.
It is only through the adoption of discriminatory
practices by employers that white workers realize
gains.

Statistical Discrimination

Participants in a market have an incentive to con-
sider personal characteristics if these provide
information that is relevant to the exchange but
costly to obtain by other means. Statistical dis-
crimination occurs where an ascribed characteris-
tic serves this function. The widely accepted use
of sex in markets for various kinds of insurance is
an obvious example. Markets for credit and rental
housing have similar structures, as does the mar-
ket for labour. Initial screening is particularly crit-
ical in hiring for entry level positions in firms with
internal labour markets, where a firm often under-
takes extensive worker training, and implicit

contracts limit the employer’s ability to adjust
wages in accord with realized productivity.

Some labour market analysts have attempted to
limit the term statistical discrimination to contexts
in which an employer distinguishes groups that do
not differ in average productivity (Aigner and
Cain 1977). For example, where an employer
favoured men over women because women were
more likely to quit after receiving firm-specific
training, this would not be labelled discrimina-
tion. In contrast, statistical discrimination would
be said to occur if an employer screened by race in
jobs where expected ability was critical because
he was unable to judge the abilities of blacks.
Such a distinction becomes muddied when it is
recognized that matching the worker to the job is
part of the productive process.

In certain respects, observed patterns of
employment for women and blacks are consistent
with statistical discrimination. Both are seriously
under-represented in jobs offering extended pro-
motion ladders, and, historically, firms often
explicitly reserved for white males the training
that prepared an employee for promotion.

Since such persistent statistical discrimination
results from the efficient use of information, the
basis of wage differentials would seem to rest on
pre-market influences, not market dynamics.
However, it is possible that group differences are
themselves the result of employer expectations.
Assume employers believe that members of a
particular group have lower levels of the skills
necessary for success in screened jobs. In so far
as performance is ultimately rewarded for those
placed in screened positions, members of this
group, because they are less likely to be hired
into such positions, will have reduced incentives
to invest in relevant skills. Any one employer who
hired members of that group into these positions
would find workers to be less productive, so
beliefs would be confirmed.

In addition to a number of technical conditions
(Arrow 1972), in order for such a ‘self-fulfilling
prophecy’ to be stable, the actions of a single firm
must not alter individual incentives. If it were
possible for a firm to contract with individuals to
fill positions prior to the point when they acquire
such skills, individuals who entered contracts,
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whatever their group membership, would face the
same incentives to obtain skills, and the vicious
circle would be broken. The acquisition of such
skills must therefore occur well in advance of the
point that individual workers and firms can easily
enter into agreements. Differences in socialization
by sex, or cultural differences by race or ethnic
group, if in response to disparate treatment in the
labour market, could reflect this kind of vicious
circle.

Explaining Market Differentials

Earnings for women have been appreciably below
those of men in almost all societies, past and
present. Differences in levels of market participa-
tion and other observable personal attributes
explain only a portion of the differential. Histori-
cally, some of the difference may be identified
with governmental or institutional discrimination.
Nevertheless, the enactment of laws in many
countries prohibiting discrimination in the 1960s
and 1970s have had little effect on the overall
distribution of wages by sex. There is no obvious
way to identify the impact of discrimination in
explaining observed differences. Any unobserved
direct market discrimination may induce differ-
ences in labour market participation and measur-
able pre-market factors, yet any unmeasured
differences between men and women that are not
due to discriminatory treatment, may also contrib-
ute to the wage differential.

Women have historically performed the bulk of
household work and child care, participating in
the labour market less continuously and less inten-
sively than have men. Given this division of
labour within the family, women who expect to
marry have less incentive to develop skills requir-
ing continuous labour market participation.
Non-discriminating employers may simply pay
women less because they have not invested in
those skills that are most valuable in the market.

How the earnings gap is viewed must depend
partly on the source of the family’s division of
labour. If it results from market discrimination, or
social norms constructed to benefit dominant
males, it may be analysed in terms of the models

of discrimination. However, such a division is
also consistent with joint optimization by husband
and wife: if the bearing and rearing of children are
even weakly complementary, it is efficient for the
family to have the women specialize in both these
non-market tasks. Sex-typed socialization would
then merely reflect preparation for anticipated
roles.

That perfect equality would occur in the
absence of all labour market discrimination
seems unlikely. Nonetheless, unless there are
strong sanctions, employers have an incentive to
practise statistical discrimination, magnifying
whatever sex differences would occur in its
absence.

The labour market disadvantages suffered by
many ethnic and racial groups is similarly open
to interpretation. Thomas Sowell (1981) has
argued that cultural differences between arriving
immigrant groups and blacks in the US are more
important in explaining their economic progress
than the levels of discrimination they faced.
While it is clear that cultural factors are critically
important, the degree to which these or other
pre-market differences explain observed earn-
ings differentials is unclear. The theory implies
that discrimination will be most common and
most damaging against groups with low levels
of resources, those who would be disadvantaged
in its absence.

For blacks in the US, slavery and subsequent
governmental discrimination induced shortfalls in
human resources that would have limited black
achievement under the best of conditions. None-
theless, up through the 1960s, measured
pre-market differences explained only a modest
portion of observed earnings differentials.
Although unobserved premarket differences may
have played a role, given the pervasiveness of
explicit market discrimination, it seems likely
that discrimination further depressed the black
position. To what degree labour market differ-
ences that persist despite the prohibition of dis-
crimination since 1965 – most notably in rates of
unemployment – are due to unmeasured
pre-market differences, possibly associated with
statistical discrimination, or to other market dis-
crimination, is an open question.
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Disequilibrium Analysis

Jean-Pascal Benassy

A convenient way to define ‘disequilibrium’ is of
course as the contrary of ‘equilibrium’. Unfortu-
nately this leaves us with no unique definition as
the word equilibrium itself has been used in the
economic literature with at least two principal
meanings. The first one refers to market equilib-
rium, i.e. the equality of supply and demand on
markets. This is the meaning we shall retain in

this entry, and therefore the disequilibrium anal-
ysis we shall be concerned with here is the study
of nonclearing markets, also called
non-Walrasian analysis by reference to the most
elaborate model of market clearing, the
Walrasian model.

The second meaning of equilibrium is some-
what more general. A typical definition is given
by Machlup (1958) as ‘. . . a constellation of
selected interrelated variables, so adjusted to one
another that no inherent tendency to change pre-
vails in the model which they constitute’. Dealing
with disequilibrium in this second meaning would
be a quite formidable (and actually extremely
imprecise) task, which is why we want to limit
ourselves in this entry to disequilibrium analysis
in the first sense.

We should note that the entry RATIONED
EQUILIBRIA presents concepts of equilibria in
the second, but not in the first sense of the word,
i.e. more specifically equilibria without market
clearing or non-Walrasian equilibria.

The Essence of the Theory

Disequilibrium analysis is best appraised by ref-
erence to the standard equilibriummarket clearing
paradigm, corresponding to the notions of
Marshallian or Walrasian equilibrium. There all
private agents receive a price signal and assume
that they will be able to exchange whatever they
want at that price. They express demands and
supplies, sometimes called ‘notional’, which are
functions of this price signal. An equilibrium price
system is a set of prices for which demand and
supply match on all markets. Transactions are
equal to the demands and supplies at the equilib-
rium price system.

Two characteristics deserve to be stressed: all
private agents receive price signals and make
rational quantity decisions with respect to them.
But no agent makes any use of the quantity signals
sent to the market. Also no agent actually sets
prices, the determination of which is left to the
‘invisible hand’ or to the implicit Walrasian auc-
tioneer. This logical hole of the theory was
pointed out by Arrow (1959) when he noted
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there was ‘. . . a logical gap in the usual formula-
tions of the theory of the perfectly competitive
economy, namely, that there is no place for a
rational decision with respect to prices as there is
with respect to quantities’, and more specifically
‘each individual participant in the economy is
supposed to take prices as given and determine
his choices as to purchases and sales accordingly;
there is no one left over whose job is to make a
decision on price’.

Disequilibrium analysis takes this strong logi-
cal objection quite seriously, and its purpose is to
build a consistent theory of the functioning of
decentralized economies when market clearing is
not axiomatically assumed. The consequences of
abandoning the market clearing assumption are
actually quite far-reaching: (i) The transactions
cannot be all equal to demands and supplies
expressed on markets. Rationing will be experi-
enced and quantity signals will be formed in addi-
tion to price signals (ii) Demand and supply
theory must be substantially modified to take
into account these quantity signals. One thus
obtains a theory of effective demand, as opposed
to notional demand which only takes price signals
into account (iii) Price theory must also be
amended in a way that integrates the possibility
of non-clearing markets, the presence of quantity
signals, and makes agents themselves responsible
for price making, (iv) Finally expectations, which
in market clearing models are concerned with
price signals only, must now include quantity
signals expectations as well.

History

Though roots may be found earlier, an
uncontestable grandfather of disequilbrium anal-
ysis in the sense we use here is of course Keynes
(1936). He rightfully perceived that one of his
main contributions in the General Theory was
the introduction of quantity adjustments, and
more specifically income adjustments, in the eco-
nomic process, whereas the then dominant ‘clas-
sical’ economists focused on price adjustments
only. As Keynes (1937) wrote ‘As I have said
above, the initial novelty lies in my maintaining

that it is not the rate of interest, but the level of
incomes which ensures equality between savings
and investment’.

Unfortunately for many decades things did not
go much further: macroeconomists added the
level of income in their equations, thereby allo-
wing for unemployment. But concentration on the
‘equilibrium’ of the goods and money markets,
exemplified by the dominant IS–LM model,
obscured the ‘disequilibrium’ nature of the
model. As for microeconomics, it was basically
unaffected by the Keynesian revolution, and cor-
relatively a growing gap developed between
microeconomics and macroeconomics.

A few isolated contributions in the post-war
period made some steps toward modern disequi-
librium theories. Samuelson (1947), Tobin and
Houthakker (1950) studied the theory of demand
under conditions of rationing. Bent Hansen
(1951) introduced the ideas of active demand,
close in spirit to that of effective demand, and of
quasi-equilibrium where persistent disequilibrium
created steady inflation. Patinkin (1956, ch. 13)
considered the situation where the firms might not
be able to sell all their ‘notional’ output. Hahn and
Negishi (1962) studied non-tâtonnement pro-
cesses where trade could take place before a gen-
eral equilibrium price system was reached. Hicks
(1965) discussed the ‘fixprice’method as opposed
to the flexprice method.

A main impetus came from the stimulating
works of Clower (1965) and Leijonhufvud
(1968). Both were concerned with the microeco-
nomic foundations of Keynesian theory. Clower
showed that the Keynesian consumption function
made no sense unless reinterpreted as the response
of a rational consumer to a disequilibrium on the
labour markets. He introduced the ‘dual-decision’
hypothesis, a precursor of modern effective
demand theory, showing how the consumption
function could have two different functional
forms, depending on whether the consumer was
rationed on the labour market or not. Leijonhufvud
(1968) insisted on the importance of short-run
quantity adjustments to explain the establishment
of an equilibrium with involuntary unemployment.

These contributions were followed by the mac-
roeconomic model of Barro and Grossman (1971,
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1976), integrating the ‘Clower’ consumption func-
tion and the ‘Patinkin’ employment function in the
first ‘disequilibrium’ macroeconomic model.

Then the main development was that of micro-
economic concepts of non-Walrasian equilibrium
proposed notably by Benassy (1975, 1976, 1977,
1982), Drèze (1975) and Younès (1975). These,
which generalize the notion of Walrasian general
equilibrium to non-market clearing situations,
gave solid microeconomic foundations to the
field. The main concepts are reviewed in the
entry RATIONED EQUILIBRIA.

From then on, the field has developed quite
rapidly, notably in the direction of macroeco-
nomic applications and econometrics, as we
shall outline below. We shall now review quickly
the main elements of disequilibrium analysis.
Longer developments can be found notably in
Benassy (1982).

Non-Clearing Markets and Quantity
Signals

A most important element of the theory is obvi-
ously to show how transactions can occur in a
market in disequilibrium, and how quantity sig-
nals are generated in the decentralized trading
process. To make things clear and intuitive, we
shall start with the simple case of two agents, one
demander and one supplier in a market which
does not necessarily clear. They meet and express,
respectively, an effective demand ~d and supply ~s
(note that we do not use notional demands and
supplies which are fully irrelevant in this context).
We shall now indicate how transactions and quan-
tity signals are formed in this example. Transac-
tions will be denoted d* and s* respectively and
they must of course satisfy d* = s*.

The first principle we shall use is that of vol-
untary exchange, i.e. that no agent can be forced to
trade more than he wants on a market. This con-
dition is quite natural and actually verified on
most markets, except maybe for some labour mar-
kets which are regulated by more complex con-
tractual arrangements. It is written in this
example:

d� � ~d s� � ~s

which implies that:

d� ¼ s� � min ~d , ~s
� �

Actually in this simple example, there is not rea-
son why these two agents would exchange less
than the minimum of demand and supply, as they
would be both frustrated in their desires of
exchange. This simple ‘efficiency’ assumption
leads us to take the transaction as:

d� ¼ s� ¼ min ~d , ~s
� �

the well-known ‘rule of the minimum’.
Now at the same time as transactions take

place, quantity signals are set across the market:
faced with the supply ~s , and under voluntary
exchange, the demander knows that he will not
be able to purchase more than ~s.Symmetrically the
supplier knows that he cannot sell more than ~d .
Each agents thus receives from the other a quan-
tity signal, respectively denoted as ~d and ~s, which
tells him the maximum quantity he can respec-
tively buy and sell. In this example:

d ¼ ~s s ¼ ~d

and the transactions can thus be expressed as:

d� ¼ min ~d , d
� �

s� ¼ min ~s, ~sð Þ

Let us move now to the general case (which is
explored more formally in the entry on
RATIONED EQUILIBRIA). Agents, indexed by
i, exchange goods indexed by h. On each market
h a rationing scheme transforms inconsistent
demands and supplies, denoted ~dih and ~sih , into
consistent transactions, denotedand d�ih and s�ih ,
which balance identically (i.e. total purchases
always equal total sales). At the same time, and
continuing to assume voluntary exchange, each
agent receives a quantity signal, respectively ~dih or
~sih for demanders and suppliers, which tells him
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the maximum quantity he can buy or sell, and the
rationing scheme is equivalently written:

d�ih ¼ min ~dih, dih
� �

s�ih ¼ min ~sih, sihð Þ

where dih and sih are functions of the demands and
supplies of the other agents on the market. These
quantity signals may result from the signals sent to
each other by agents in decentralized pairwise
meetings (as in the above two agents example)
or result from a more centralized process (as in a
uniform rationing scheme).

We thus see that on a market we may have
unrationed demanders or suppliers, or rationed
ones. The rationing scheme is called efficient if
there are not both rationed demanders and
rationed suppliers in the same market. An efficient
rationing scheme implies the well-known ‘rule of
the minimum’, according to which aggregate
transactions equal the minimum of supply and
demand. Such an assumption, which was very
natural for our example with two agents, may
not be valid if one considers a macroeconomic
market, as not all demanders and suppliers meet
pairwise. In particular it is well known that the
property of market efficiency may be lost in the
process of aggregating submarkets, whereas vol-
untary exchange remains. Note, however, that the
concepts that follow do not require that property
of market efficiency.

Now it is clear that the quantity signals
received by the agents hould have an effect on
demand, supply and price formation. This is what
we shall explore now.

Effective Demand and Supply

Demands and supplies are signals that agents send
to the ‘market’ (i.e. to the other agents) in order to
obtain the best transactions according to their
criterion. The traditional ‘notional’ or Walrasian
demands and supplies are constructed under the
assumption (which is actually verified ex-post in a
Walrasian equilibrium) that each agent can buy
and sell as much as he wants on each market.

There is thus an equality between the signal the
agent sends to the market (demand or supply) and
the transaction he will obtained from it.

In disequilibrium analysis there is of course a
difference between the signals sent (effective
demands and supplies) and their consequences
(the transactions actually realized). Effective
demands and supplies expressed by an agent in
the various markets are the signals which maxi-
mize his expected utility of the resulting trans-
actions, knowing that these transactions are
related to the demands and supplies by equalities
of the type seen above, i.e.:

d�ih ¼ min ~dih, dih
� �

s�ih ¼ min ~sih, sihð Þ

The results of such expected utility maximization
programmes may be quite complex, depending
for example on whether quantity constraints are
expected deterministically or stochastically, or
whether agents act or not as price markers, as we
shall see in the next section. In the case of deter-
ministic constraints, there exists a simple and
workable definition of effective demand, which
generalizes Clower’s original ‘dual decision’
method: effective demand (or supply) on one par-
ticular market is the trade which maximizes the
agent’s criterion subject to the constraints encoun-
tered or expected on the other markets. This def-
inition thus naturally integrates the well-known
‘spillover effects’, which show how disequilib-
rium in one market affects demands and supplies
in the other markets.

We shall immediately give an illustrative
example of this definition, due to Patinkin
(1956) and Barro and Grossman (1971), that of
the employment function of the firm. Consider a
firm with a production function y = F(l)
exhibiting diminishing returns, and faced with a
price p on the output market and a wage w on the
labour market. The traditional ‘notional’ labour
demand results from maximization of profit
py – wl subject to the production constraint
y = F(l), which yields immediately the usual
Walrasian labour demand F0�1(w/p). Assume
now that the firm faces a constraint y on its sales
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of output (i.e. a total demand y). According to the
above definition the effective demand for labour ~l
is the solution in l of the following programme:

Maximize py� wl s:t:
y ¼ F lð Þ
y � y

the solution of which is:

~l ¼ min F0�1
w=pð Þ, F�1 yð Þ

n o
We see that the effective demand for labour may
have two forms: the Walrasian demand just seen
above if the sales constraint is not binding, or, if
this constraint is binding, a more ‘Keynesian’
form equal to the quantity of labour just necessary
to produce the output demand. We see immedi-
ately on this example that effective demand may
have various functional forms, which intuitively
explains why disequilibrium models often have
multiple regimes (see for example the three
goods–three regimes model in the entry
FIX-PRICE MODELS.

In the case of stochastic demand, the pro-
gramme yielding the effective demand for labour
becomes evidently more complex. One obtains
some results quite reminiscent of the inventories
literature as developed for example by Arrow
et al. (1958) or Bellman (1957). See Benassy
(1982) for the link between these two lines of work.

Price Making

We shall now address the problem of price making
by decentralized agents, and we shall see that
there too quantity signals play a prominent role.
It is actually quite intuitive that quantity signals
must be a fundamental part of the competitive
process in a truly decentralized economy. Indeed,
it is the inability to sell as much as they want that
leads suppliers to propose, or to accept from other
agents, a lower price, and conversely it is the
inability to buy as much as they want that leads
demanders to propose, or accept, a higher price.
Various modes of price making integrating these
aspects can be envisioned. We shall deal here with

a particular organization of the pricing process
where agents on one side of the market (usually
the suppliers) quote prices and agents on the other
side act as price takers. Other modes of pricing
(bargaining, contracting) are currently studied,
but have not yet been integrated in this line of
work. As we shall see this model of price making
is quite reminiscent of the imperfect competition
line: Chamberlain (1933), Robinson (1933), Tri-
ffin (1940), Bushaw and Clower (1957), Arrow
(1959), Negishi (1961).

Consider thus, to fix ideas, the case where
sellers set the prices (things would be quite sym-
metrical if demanders were setting the prices), and
in order to have only one price per market, let us
characterize a market by the nature of the good sold
and its seller (we thus consider two goods sold by
different sellers as different goods, a fairly usual
assumption in microeconomic theory since these
goods differ at least by location, quality, etc. . .). On
each ‘market’ so defined we thus have one seller,
the price maker, facing several buyers. As we saw
above, for a given price this seller faces a quantity
constraint s, actually equal to the demand of the
other agents on that market. But the price level is
now a decision variable for the seller, and this
quantity constraint (the others’ total demand) can
be modified by changing the price: for example in
general the seller who wants to sell more knows
that, others things being equal, he should lower the
price. The relation between the maximum quantity
he expects to sell and the price set by the price
maker is called the expected demand curve. If
demand is forecasted deterministically, this
expected demand curve will be denoted as:

S p, yð Þ

where y is a vector of parameters depending on
the exact functional form of that curve (for exam-
ple elasticity and a position factor for isoelastic
curves). If demand is forecast stochastically, the
expected demand curve will have the form of a
probability distribution on s (i.e. total demand)
conditional on the price.

For a given expected demand curve, the price
maker chooses the price which will maximize
profits, given the relation between price and
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maximum sales. For example, continuing to con-
sider a firm with production function F(l), the
programme yielding the optimum price is the
following in the case of a deterministic expected
demand curve:

Maximize py� wl s:t:
y ¼ F lð Þ
y � S p, yð Þ
l � l

where l is the constraint the firm possibly faces on
the labour market, where it is a ‘wage taker’. Note
that, according to our definition above, the effec-
tive demand for labour of this same firm would be
given by the above programme, from which the
last constraint would be deleted.

Both the price and quantity decisions of price
makers depend on the parameters y. Of course it
would require quite heroic assumptions on the
computational ability and information available
to price setters to assume that they know the
‘true’ demand function (i.e. the ‘true’ functional
form with the ‘true’ parameters). But the theory
developed here gives a natural way of learning
about the demand curve. Indeed, each realization
p, s in a period is a point on the ‘true’ demand
curve in that period (Bushaw and Clower 1957).
Using the sequence of these observations, plus
any extra information available (including for
example the price of its competitors), the price
maker can use statistical techniques to yield an
estimation of the demand curve. Whether this
learning would lead to the ‘true’ demand curve
is still an unresolved problem.

Expectations

Of course, the modifications we outlined
concerning the signal structure affect not only the
current period, but the future periods aswell, and as
compared to traditional ‘competitive’ analysis, dis-
equilibrium analysis introduces expected quantity
signals in addition to expected price signals. Such
an introduction allows for example to rationalize
the traditional Keynesian accelerator (Grossman
1972). The introduction of such quantity

expectations into the microeconomic setting was
made in Benassy (1975, 1977b, 1982). Macroeco-
nomic applications of the corresponding concepts
can be found in Hildenbrand and Hildenbrand
(1978), Muellbauer and Portes (1978), Benassy
(1982, 1986), Neary and Stiglitz (1983).

Scope and Uses of Disequilibrium
Analysis

We have briefly outlined the basic elements or
building blocks of disequilibrium analysis. We
saw that it generalizes the traditional theories of
demand, supply and price formation to cases
where, in the absence of an auctioneer, markets
do not automatically clear. This theory is thus a
quite general one, and the scope of its applications
very broad. Up to now there have been in the
literature three particularly active areas of devel-
opment: (1) The construction of various concepts
of equilibria with rationing, or non-Walrasian
equilibria. These concepts, which generalize the
traditional notion of Walrasian equilibrium to the
cases where not all markets clear, show how
mixed price-quantity adjustments can bring
about a new type of equilbrium in the short run.
(2) The development of numerous macroeco-
nomic applications, which basically use the
above concepts in the framework of aggregated
macromodels, and derive policy implications, for
example to fight involuntary unemployment.
(3) Finally new econometric methods have been
developed to deal with such models, as traditional
methods were more suited to the study of equilib-
rium markets.

Microeconomic concepts of non-Walrasian
equilibria are reviewed in the entry RATIONED
EQUILIBRIA. We shall now very briefly
outline the macroeconomic and econometric
developments.

Macroeconomic Applications

Many contributions in the field started from a
reconsideration of Keynesian models, and it is
therefore no surprise that many macroeconomic
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applications have been made. The early model of
Barro and Grossman (1971) has been followed by
a huge macroeconomic literature, notably aimed
at policy analysis and the study of involuntary
unemployment. A very valuable feature of dis-
equilibrium macromodels is that, like the micro-
economic models, they endogenously generate
multiple regimes in which various policy tools
may have quite different impacts. These models
are thus a particularly useful tool for synthesizing
hitherto disjoint macroeconomic theories. One
finds a number of macroeconomic applications
in books by Barro and Grossman (1976), Benassy
(1982, 1986), Cuddington et al. (1984),
Malinvaud (1977), Negishi (1979). We may note
that the same methods can also be used to study
the problems of centrally planned economies
(Portes 1981).

A few lessons can be drawn from these macro-
disequilibrium models. The first is that, even
though these models were at the very beginning
aimed at bridging the gap with Keynesian analy-
sis, they proved to be of more general relevance,
and were able to generate non-Keynesian results
as well as the traditional Keynesian results. Sec-
ondly, and more generally, whether or not a policy
tool is efficient may depend very much on the
‘regime’ the economy is in. A famous example
is the Barro and Grossman fixprice macroeco-
nomic model, with its ‘Classical unemployment’
and ‘Keynesian unemployment’ regimes. Finally,
it appears that the results of these models are quite
sensitive to both the price formation mechanism
on each market, as well as on the expectations
formation mechanisms on both price and quanti-
ties (cf. for example, Benassy (1986), which
experiments with various hypotheses).

This quite naturally leads to the need of further
theoretical work, and to the necessity of empiri-
cally testing these models, an issue to which we
now turn.

Disequilibrium Econometrics

In order to estimate microeconomic or macroeco-
nomic disequilibrium models a whole new econo-
metric technology has developed in recent years.

Let us consider the very simplest case, that of a
single market with a rigid price. The most basic
system to estimate is then:

Xd ¼ adZd þ ed
Xs ¼ asZs þ es
X ¼ min Xd, Xs

� �
where Xd is quantity demanded, Zd is the set of
variables affecting demand, ad is the vector of
corresponding parameters and ed is a demand
disturbance term (and symmetrically on the sup-
ply side). The market is assumed for the moment
to function efficiently so that transaction X is the
minimum of demand and supply Xd and Xs. The
problem in estimating such a model, as compared
with an equilibrium model, where by assumption

X ¼ Xd ¼ Xs

is that only X is observed, not Xd or Xs. Techniques
for dealing with these problems are reviewed in
Quandt (1982). Of course this is the simplest
possible model, and numerous extensions are
now considered: (1) The prices may be flexible,
either within the period of estimation, or between
successive periods. The price equation must
then be estimated simultaneously with the
demand–supply system. (2) Since some applica-
tions are made on macroeconomic markets, the
‘minimum’ condition may not be satisfied, and is
replaced by an explicit procedure of aggregation
of submarkets. (3) Finally models with several
markets in disequilibrium have been estimated,
notably at the macroeconomic level.

Concluding Remarks

The development of disequilibrium analysis
has clearly led to an enlargement and synthesis
of both traditional microeconomics and
macroeconomics.

Usual microeconomic theory in the market
clearing tradition has been generalized in a num-
ber of directions: the study of the functioning of
non-clearing markets and the formation of quan-
tity signals, a theory of demand and supply
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responding to these quantity signals as well as to
price signals, the integration of quantity expecta-
tions into microeconomic theory. This line of
analysis further includes a theory of price making
by agents internal to the system which also brid-
ges the gap with the traditional theories of imper-
fect competition.

As for the corresponding macroeconomic
models, they turn out to be a very useful syn-
thetical tool, as they cover all possible disequilib-
rium configurations. They are more general than
either traditional Keynesian macromodels, which
considered only excess supply states, or than ‘new
classical’ macromodels which postulate market
clearing at all times. They are of course the natural
tool to study problems such as involuntary
unemployment.

Still richer developments lie ahead with further
developments in the theories of price and wage
formation in markets without an auctioneer. The
methodology outlined here will permit us to
derive the micro and macro consequences, as
well as the consequences in terms of economic
policy prescriptions. Much is also to be expected
of the development of the associated econometric
methods, which should allow us to choose the
most relevant hypotheses, and to characterize spe-
cific historical episodes.

See Also

▶Equilibrium: An Expectational Concept
▶Rationed Equilibria
▶Temporary Equilibrium
▶Uncertainty and General Equilibrium
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Disguised Unemployment

Amit Bhaduri

Marx set out the notion that a ‘reserve army’ of
unemployed labour is more or less continuously
maintained in the course of capitalistic develop-
ment. In the initial phases, this reserve army may
be created through the destruction of the
pre-capitalistic modes of production while, in
later phases, a systematic bias in favour of
labour-displacing innovations could serve the
same purpose. This entails a broad vision of cap-
italistic development under extremely elastic sup-
ply conditions for labour where the actual level of
wage employment is usually demand-determined.
This means that the supply of labour tends to

adjust to its demand through various routes such
as, higher participation rate (e.g. as more married
women join the labour force or the average
schooling period is shortened), interregional and
international migration of labour etc., all this tak-
ing place against the background of continuous
induced innovations. Under these circumstances,
it is not very useful to think of a ‘natural’ rate of
growth, set by the growth of labour force and of
labour productivity, as the maximum feasible
growth rate of a capitalist economy (Marglin
1984 pp. 103–8).

The elastic nature of the labour supply and its
adjustability to the level of demand entail the
existence of open or disguised unemployment as
an untapped reservoir of labour in the normal
course of capitalist development. However, such
disguised unemployment although real is a some-
what amorphous phenomenon in an advanced
capitalist economy for two distinct reasons. First,
under normal circumstances, many potential
entrants (e.g. married women, late school-leavers,
young people on the farm) may not actually even
try to enter the labour market unless demand is
seen to be high with all sorts of job vacancies
exceeding their corresponding numbers in regis-
tered unemployment. Second, the economic
nationalism in the richer countries often takes
the form of strictly regulating the migration of
‘guest-workers’ so that open unemployment in
the (potentially) labour-exporting countries,
rather than disguised unemployment in the
advanced capitalist countries, becomes the normal
pattern. And yet, prolonged stagnation in eco-
nomic conditions in an advanced capitalist coun-
try may make this phenomenon of disguised
unemployment more visible, as the redundant
workers either seek various forms of self-
employment with virtually no invested capital or
try to sell their labour services directly as porters,
odd-jobmen, domestic servants, farm-hands etc.
(Robinson 1956, pp. 157–8). Their earnings in
these peripheral jobs would then become the ‘res-
ervation price’ of this marginalized labour force.
When unemployment dole and social security set
a higher reservation price, some of this unemploy-
ment may come out in the open instead of being
disguised. In this sense, it is probable that the
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growth of the welfare state may openly register as
unemployed some who would have been other-
wise unemployed in a disguised fashion earlier.
And, the reverse could happen if the social secu-
rity measures are cut by the government.

The existence of such disguised unemploy-
ment on a significant scale is usually accommo-
dated by a secondary or informal labour market
mostly in the service sector. This is much more
easily visible in the phenomenon of massive
migration to urban centres from rural areas in
many developing countries. While all such
migrants from rural areas aspire to limited job
opportunities in organized industries located in
urban areas, only a small fraction among them
are actually able to find proper jobs at any given
point of time. The rest spend their time, waiting in
search of appropriate jobs. In the meantime, they
somehowmanage to disguise their unemployment
either by self-employing themselves with tiny
amounts of invested capital (e.g. polishing shoes,
cleaning cars etc.) or by selling their labour ser-
vices directly in odd jobs or even, simply taking
recourse to the support of the elaborate kinship
system in more traditional societies e.g. by living
off better-placed relatives and migrant workers
from their home areas. Thus, the phenomenon of
disguised unemployment in the urban areas of
many developing countries becomes closely
linked with the massive migration from rural
areas during the course of industrialization.

A distinguishing feature of disguised unem-
ployment in such an informal sector is the irregu-
lar and often long hours of work per day. This is
evident enough in the case of most self-employed
persons in the informal sector; but even those who
are employed on a wage-labour basis usually have
highly flexible wage contracts in many respects
(e.g. domestic servants, odd-jobmen etc.). Partly
the explanation lies in the lower unionization of
this sector. However, a deeper explanation lies in
the fact that most self-employed persons as well as
workers paid at the piece-rate have to work
extended hours per day simply to make a liveli-
hood. But this also could have a limited advantage
for some of them insofar as the entire family can
participate in the work (e.g. traditional carpet
making, weaving and other types of artisan work

are often done by many members of the family
working together). In this context, we have to
make a sharp distinction between labour-service
and the labourer providing such service: the same
amount of labour service (say, 18 hours per day)
may be spread out over several family members
working as labourers (say, three). In some cases,
each family member (labourer) may on an average
have a lighter work load (of only six hours) per
day compared to an average worker in the orga-
nized industry. This brings us to a somewhat dif-
ferent analytical dimension of disguised
unemployment: some persons may be unem-
ployed in a disguised manner not only in the
sense of having a very low earning rate
i.e. income-wise unemployment but also in the
sense of relatively light work-intensity per day,
i.e. time-disposition-wise unemployment. And,
unless one believes in the neoclassical proposition
that income necessarily reflects the marginal prod-
uct, one would have to devise, a third (and sepa-
rate) criterion of disguised unemployment in
terms of abnormally low productivity of labour.
However, given the structure of reward in a cap-
italist economy, one needs to be careful in apply-
ing these concepts. Thus, an ‘important person’
belonging to the board of directors of several large
corporations, may be making a well-above-
average income by attending only a couple of
board meetings per month. Such a person may
very well be considered to be disguised unem-
ployed by the time-disposition criterion and even
perhaps by the labour-productivity criterion
although, he cannot, by any means, be considered
unemployed, disguised or not, by the income cri-
terion! Also recall in this context that
‘unproductive labour’ was a common category
used in the classical tradition of political economy
and, all those engaged in unproductive labour
(e.g. ‘priests, prostitutes and professors’
according to a picturesque phrase employed by
Rosa Luxemburg) could be considered to be dis-
guised unemployed by the productivity criterion.

In the normal organization of factory work
under the capitalist system, the threefold distinc-
tion between income-wise, time-wise and
productivity-wide disguised unemployment may
not be particularly relevant. Thus, an unemployed
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industrial worker is both income– and time-wise
unemployed and of course, he does not have much
a chance to be productive either. However, such a
distinction can be highly relevant in the context of
traditional, family-based agriculture, especially
for characterizing such phenomena as rural pov-
erty or the existence of surplus labour. Consider
for example a typical rural woman in the poorest
strata: in addition to all her other work inside and
outside the house, she may have to spend long
hours collecting wood for fuel and carrying water
home from a distance. Although she has excep-
tionally hard and long working hours every day
and must be considered time – and disposition-
wise fully employed and certainly productive in
every normal sense of the term, in keeping her
family going under most difficult circumstances,
in all probability she would not be classified as
‘gainfully employed’ by the income criterion.
Indeed her case is the opposite of that our ‘impor-
tant person’who has a high income by attending a
couple of board meetings every month. It is to be
noted that the worst kind of rural poverty is often
concentrated among people who are fully
employed by the time-disposition criterion, but
may be described as disguised unemployed by
the income criterion, because of their miserably
low earning rate per hour of work. After all, this is
what the phrase ‘eking out a living’ usually
means.

There can hardly be any serious doubt that in
the backward agriculture of many populous coun-
tries (e.g. in South Asia), a high proportion of the
population engaged in cultivation have extremely
low income and, in this sense suffers from dis-
guised unemployment by the income-criterion.
Nevertheless, it is far more problematic to identify
what such disguised unemployment by the
income criterion implies in terms of either the
time-disposal or the productivity criterion. If one
were to believe in the ideologically potent neo-
classical slogan that all ‘factors of production’
including labour always tend to get paid according
to their marginal product even in pre-capitalist,
backward agriculture, then that proportion of pop-
ulation with extremely low income could be said
to be rather unproductively engaged in agricul-
ture. Their low income would be the ‘evidence’ of

their low productivity which in turn would imply
a corresponding level of disguised unemployment
in agriculture. But this would involve implicit
theorizing based on the dubious assumption that
income (earning) is always positively associated
with productivity, even in traditional agriculture.

Such implicit theorizing apart (a sophisticated
example of which is the so-called ‘efficiency
wage’ hypothesis e.g. Bliss and Stern 1978) the
important question remains as to whether there is
any meaningful sense in which one can argue
about the existence of significant surplus labour
and disguised unemployment in backward agri-
culture, judged by the productivity criterion.
This would imply that some surplus labour can
be withdrawn from agriculture without adversely
affecting the level of agricultural output. Or, in
more textbookish jargon, ‘at the margin’ labour
contributes nothing to output so that, the mar-
ginal product of labour is zero in such agricul-
ture. Put in such general terms, the formulation is
too fuzzy to be useful. For instance, if by ‘mar-
gin’, one means the intensive margin of higher
labour input per unit of land, then considerable
empirical evidence exists, at least in India, to
suggest that the smaller-sized land holdings usu-
ally do use family labour more intensively, both
in current agricultural operations and in direct
investment of labour for improving land quality.
As a result, the total output, taking all crops
together over the year, tends to be higher per
unit of land on smaller holdings (Bharadwaj
1974, chs. 2, 3 and 7 provide an excellent
account). This tendency towards an inverse rela-
tion between farm size and productivity per acre
in traditional agriculture would tend to cast doubt
on the simple-minded proposition that the ‘mar-
ginal’ product of labour is zero, especially if the
notion of intensive margin is used.

Without going into such finer points of inten-
sive and extensive margin, Schultz (1964, ch. 4)
proposed the ‘epidemic test’: the 1918–19 influ-
enza epidemic in India killed 6.2% of the 1918
population and 8.3% of the working population in
agriculture (the latter according to Schultz’s esti-
mate). Schultz found that, although the weather
conditions were roughly similar in 1916–17 and
in 1919–20, in the latter year agricultural output
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was lower by about 3.8%, providing circumstan-
tial evidence that withdrawal of labour from agri-
culture did affect output level. However, apart
from many statistical and conceptual problems
(e.g. the relation between acrage change in the
sense of extensive margin and output change
which is a resultant of both extensive and inten-
sive margin in his macro-level statistical investi-
gation), this ‘epidemic test’must be deemed to be
over-simplistic despite its apparent ingenuity. At
best, it showed that a random x% withdrawal of
labour from cultivation did affect the acrage
and/or output level. But it does in no way establish
the impossibility of selectively withdrawing x%
labour through suitable reorganization of agricul-
tural production at the family and regional level
(e.g. Sen 1967). And yet, most of the important
initial proponents of the ‘surplus labour’ doctrine
had in mind such selective (but not random) with-
drawal of labour that may be induced by industri-
alization and expansion in urban employment
opportunities (Nurkse 1953; Lewis 1954). And,
once it is recognized that such withdrawal of
labour from agriculture can be accompanied by
reorganization of labour in the family farm
through adjusting the hours of work of the family
members staying back on the farm or through
higher availability of land per cultivating family,
it seems plausible to argue analytically
(e.g. Takagi 1978) as well as empirically that,
labour can usually be released from agriculture
without adversely affecting the level of agricul-
tural output. Indeed, post-revolutionary experi-
ences of agrarian reorganization in China and
Vietnam demonstrated the possibility of using
surplus labour to improve the quality of land
through better drainage and irrigation without sig-
nificant drop in short-run agricultural output,
despite all the serious problems of lack of ade-
quate incentive to private production in coopera-
tive and collective agriculture.

See Also

▶Harris–Todaro Hypothesis
▶Labour Surplus Economies
▶Robinson, Joan Violet (1903–1983)
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Disintermediation

Charles Goodhart

‘Intermediation’ generally refers to the interposi-
tion of a financial institution in the process of
transferring funds between ultimate savers and
ultimate borrowers. The forms of services that
such financial intermediaries provide, the charac-
teristics of their liabilities and assets, and the
rationale for their existence is described else-
where. For this purpose, we only need to assume
that a certain pattern of financial intermediation is
given, say by actual historical development, or is
theoretically optimal.

Disintermediation is then said to occur when
some intervention, usually by government agen-
cies for the purpose of controlling, or regulating,
the growth of financial intermediaries, lessens
their advantages in the provision of financial ser-
vices, and drives financial transfers and business
into other channels. In some cases the transfers of
funds that otherwise would have gone through the
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books of financial intermediaries now pass
directly from saver to borrower. An example of
this is to be found when onerous reserve require-
ments on banks leads them to raise the margin (the
spread) between deposit and lending rates, in
order to maintain their profitability, so much that
the more credit-worthy borrowers are induced to
raise short-term funds directly from savers, for
example, in the commercial paper market.
Another, more recent, example arises when strin-
gent capital adequacy requirements lead banks to
provide funds to borrowers in a form that can be
packaged into securities of a kind that can be
on-sold to ultimate savers, rather than kept on
the books of the banks involved, and thereby
need larger capital backing.

Disintermediation not only refers to those
instances where financial flows are constrained
by intervention to pass more directly from saver
to borrower (than in an unconstrained context),
but also where such flows pass through different,
and generally less efficient, channels than would
otherwise be the case. This latter is just as com-
mon in practice. For example, where constraints
and regulations are imposed on some sub-set of
domestic financial institutions, substitute services
of a similar kind will become provided by ‘fringe’
financial institutions that are not so constrained.
More generally, in the absence of exchange con-
trol, constraints and burdens on the provision of
domestic financial services will encourage finan-
cial institutions to provide these same services
abroad, notably in the international Euro-markets.
Indeed, the development of the Euro-markets pro-
vides a case study of the power of disintermedia-
tion out of more rigorously controlled domestic
financial markets into an international milieu not
subject to such controls. The likelihood of such
disintermediation imposes a limit on the authori-
ties’ ability to impose controls and regulations on
financial intermediaries. If such controls are to be
effective, they presumably force financial inter-
mediaries to behave in a way that they would not
voluntarily do, and hence represent a burden on
them. There will then be an incentive for the
controlled financial intermediary to seek to escape
such a burden, for example through disintermedi-
ation. This represents a perennial problem for the

monetary authorities. Logically, it might seem to
lead to a tendency for the authorities to be forced
to extremes, either to prevent disintermediation
altogether by extending the ambit of controls to
all forms and kinds of financial intermediation, or
alternatively to allow complete laissez-faire
within the financial system, despite the dangers
of financial instability that might ensue. In prac-
tice, however, the authorities try to seek a com-
promise in the form of regulations sufficiently
well-designed to maintain monetary control and
financial stability, without being sufficiently bur-
densome to cause large-scale disintermediation.
This is not, however, an easy exercise and requires
continuous adjustment by the authorities as the
financial system evolves.

See Also

▶ Financial Intermediaries
▶Monetary Policy

Displacement in the Middle East:
Where the Past is Prologue?

Dawn Chatty and Maira Seeley

Abstract
The Middle East is now the major refugee-
producing region of the world, as well as the
major hosting region, with nearly 63% of the
world’s refugees (UNHCR statistics 2014).
These major population flows and changes
going back to the middle of the 19th century
have had significant impacts on the develop-
ment of the region throughout the 20th century
and into the 21st.
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Displacement at the End of the Ottoman
Empire

The Middle East has been the focus of centuries, if
not millennia, of movements of people. For much
of the past 500 years the largely involuntary move-
ment of people was supported by a system of
government which encouraged and tolerated vari-
ations among people, drawing out differences
between neighbours and encouraging the forma-
tion of unique identities based on cultural, linguis-
tic or religious grounds. In this heartland of the
Ottoman Empire, belonging was not based on
physical birthplace alone, but specifically included
the social community of origin (Humphreys 1999;
Kedourie 1984). Immigrants – forced and
voluntary – were readily accepted into the fabric
of this multicultural empire and institutionalised
mechanisms were set up by the state to assist in
their integration (Chatty 2010). The Ottoman
Empire upon which such identities were based
came to an end with the First World War.

Amid the rubble at the end of the Great War
was a startling range of social movement. This
included social groups on the Russian-Ottoman
border lands, such as the Armenian, Circassian
and other Northern Caucasus peoples (Barkey
and Von Hagen 1997; Brubaker 1995). Other dis-
possessions had their origins in the lines drawn on
maps by the great Western powers (e.g. the
Sykes–Picot agreement) to create new nation
states (Bocco et al. 1993; Gelvin 1998; Helms
1981; Morris 1987; Wilkinson 1983). These
include the Palestinians, the Kurds, the pastoral
Bedouin and a variety of ‘stateless peoples’. In
some cases, such as those of the Yazidis, the
Assyrians and some Armenian groups, migration
was closely linked to regional efforts to create a
pan-Arab, socialist or Islamic society

(Al-Rasheed 1994; Khalidi 1997; Lerner et al.
1958). These refugees, exiles and ‘exchangees’
found new homes and created new communities
without much attention or assistance from the new
international order. They established themselves
in new soil, but managed their memories so as not
to lay down new roots, but rather to strengthen the
commonality and trust in their immediate social
network. They were creating moral and economic
communities with social capital that oiled internal
social cohesion (Chatty 2010).

These forced migrant movements also had pro-
found impacts on the economic development of the
region in the early 20th century. Armenians fleeing
Turkish persecution began to arrive in the Arab
world in the early 1900s, moving into Palestine
and Transjordan in the early 1910s (Al-Khatib
2000). While economic data from this early period
is scarce, these Armenian refugees contributed
expertise in trades such as shoemaking, machine
mechanics and still photography, as well as finan-
cial expertise, supporting the development of local
economies (Becker and El-Said 2013). Circassian
and Chechen refugees arriving in Palestine, Syria
and Jordan during the same period expanded agri-
cultural production, and much of Jordan’s develop-
ing market economy was initially structured along
ethnic lines, with displaced ethnic groups playing a
critical role (Becker and El-Said 2013). Refugees
from all three ethnic groups also played crucial
roles in Jordan’s early urban development, partic-
ularly in and around Amman.

The transnational links created by forced
migration in the Middle East also contributed to
a continued re-imagination of geographic and
social space in response to population move-
ments. In this region the mass movement of peo-
ple over the past 150 years makes the attempt to
regard the area as a set of homelands or cultural
regions bewildering, to say the least. The Assyrian
Arabs, once largely found in pre-and post-colonial
Iraq, have reappeared in Chicago; the Circassians
have centred their diasporic headquarters in New
Jersey; and Iraqi refugees and exiles have found
new community nodes in London and other major
western cities. Remittance links between these
new communities and the Middle East also con-
tributed significantly to the economic
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development of the region; charitable organisa-
tions formed by, for example, the Iraqi diaspora
in the USA, including Chaldeans, previously pro-
vided critical financial support for Iraqis seeking
refuge in Syria and Jordan, as well as education
and medical aid (Blayney 2011). The ‘here’ and
the ‘there’ have become blurred in such trans-
local or diasporic situations and the cultural cer-
tainty of the ‘centre’ becomes equally unclear.
Thus the experience of displacement was not
restricted to those who have moved to the periph-
ery, but also affected those in the core.

It is clear that nationalism played an important
role in the politics of ‘place-making’ out of territo-
rial spaces. Thus, the creation of natural links
between places and people lay largely with the
dominating cultural group which controlled the
state. However, contestation or opposition to these
natural links was common among the dispossessed,
as evidenced by the emergence of ethnic ‘counter-
nations’ such as the Circassians, the Palestinians,
the Kurds and the Armenians. Palestinians, for
example, expressed a deeply felt relationship to
the ‘villages of origin’ and the ‘land’ in general.

In many of the states of the region, Syria being
just one case in point, the sense of national unity
was created through the struggle for independence
(Brandell and Rabo 2003). Beginning in 1920,
with the awarding of the League of Nations man-
date to the French administration, the territory was
divided into a number of states. Through common
cause and hostility, the population of the terri-
tories rebelled and continue to fight the French
policy of ‘dividing and ruling’ Syria as six sepa-
rate statelets. After more than a decade of insur-
rection and conflict the French government agreed
to reunite the territory administratively into a sin-
gle state. The exceptions were the areas that had
been attached to Mount Lebanon, to create the
new state of Greater Lebanon and the Sanjak of
Alexandretta.

Displacement and the Creation of New
States

The close link between culture, national identity
and territory, which has been so characteristic of

European nation states, does not translate as easily
to the contemporary states which make up the
modern Middle East. In the new states which
emerged after the demise of the Ottoman Empire,
the violent displacement of people, often through
compulsory exchange, was generally accompa-
nied by a variety of state and international assis-
tance, which included the granting of citizenship
and housing aid, the provision of land, and some-
times financial packages as well as employment.
Thus, for example, Asia Minor Greeks were taken
and given space to live by the Greek state. The
League of Nations’ Refugee Settlement Commis-
sion (the effective predecessor of the United
Nations High Commission for
Refugees – UNHCR), financed such resettlement
by high-interest international loans, assisted with
land allocations and agricultural start-up pack-
ages. Between 1923 and 1930, it set up some
2000 villages which were created at the Greek
state’s direction in the newly conquered zones
from which Muslims had been forced to leave
‘voluntarily’ (Hirschon 1998; Loizos 1999).

Most of the dispossessed, uprooted and
deported, who struggled to build new lives and
re-create communities in the early 1920s, how-
ever, were not provided with much national or
international assistance. They were often left to
their own devices to survive and reconstruct their
networks and communities. Not having interna-
tional support was balanced, however, by being in
the midst of supportive social environments made
up of discrete communities of people who had
migrated into the region decades earlier and who
shared common beliefs about their identities
based on ideas of religion and, also, ethnicity
(Barth 1969; Eriksen 1993). Thus when the Mus-
lims from Crete arrived on the Levantine and Asia
Minor coasts, they expected to be resettled on
abandoned properties. On their arrival, however,
they often found that the formerly Greek
Orthodox-owned lands and houses which should
have been available to them had been appropri-
ated by local people or government officials
(Loizos 1999, p. 245). But their more widely
flung social networks along both coasts meant
that they were able to tap into a supportive envi-
ronment made up of similarly discrete
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communities who had arrived and settled in these
territories a century earlier.

They ‘healed’ each other and built new com-
munities based on trust, exchange and mutuality.
They, too, consciously retained a separate identity
from the rest of their surroundings and thus
actively sought to mark themselves out as an
unassimilated minority. The Cretans Muslims in
Turkey re-created their past by retaining certain
selected key elements of their culture while other
parts diminished in importance (cf. Hirschon
1998).

The Muslim Circassians and related peoples,
the Armenians and Eastern Christian peoples, the
Palestinians and the Kurds represented a signifi-
cant range of the ethno-religious communities that
were dispossessed, uprooted and eventually,
largely through their own efforts, re-established
in the Arab Middle East. These four communities
are elaborated in Chatty (2010), bringing the
voice of the forced migration to the fore. This
work uniquely extends our understanding of dis-
placement and dispossession in the modern Mid-
dle East beyond the Palestinian case, which has
rightly dominated contemporary scholarship. The
work pulls in the nearly 3 million ‘others’ (mainly
Muslim and Christian forced migrants of the 19th
and 20th centuries) and sets the Circassians and
Chechnyans, the Armenians and other Christian
groups as well as the Kurds on a level playing field
with Palestinian refugees.

These four cases give us a deeper and more
complex understanding of the meanings of home
and homeland, myth and myth-making, commu-
nity regeneration, economic development and
resilience, as well as the local rejection of diaspora
and transnationalism to reaffirm the process of
social and economic integration without cultural
assimilation in new physical spaces (Chatty
2010). It addresses the unique roles that each of
these forced migrant communities have played in
the modern development of, for example, com-
mercial monopolies in particular trades (jewellery,
tailoring, textiles and photography), as well as in
the security services (Circassian and Armenians in
Syrian gendarmerie and Circassians and
Chechnyans in the Royal Household protocol
and security services of Jordan).

The contributions of these displaced ethno-
religious communities to the development of
their host countries have been significant. As
noted above, the early 20th century influxes of
Circassians, Chechens and Armenians were
instrumental in economic and urban development
in the Levant, especially in previously isolated
Transjordan. The displacement of Palestinians in
1948 and after also impacted the region in several
critical ways. The majority of Palestinians seeking
refuge during and after the 1948 war settled in
Lebanon, Syria, Transjordan, Egypt and Iraq, and
the impact of Palestinians on the development of
Amman, Jordan’s capital, provides insight into the
effects of Palestinian displacement. By 1950,
500,000 Palestinian refugees were in Jordanian-
controlled territory, and additional refugees fled to
Amman in the 1950s (Hanania 2014). These mass
arrivals prompted urban development in the cap-
ital and the construction of new roads and munic-
ipal infrastructure. Palestinian refugees also
contributed significantly to the formation of a
new middle class of professionals and skilled
workers in Amman (Hanania 2014). Many refu-
gees brought higher levels of education and tech-
nical skills that fuelled economic and social
development in the capital, and the arrival of
wealthy Palestinian families drove demand for
imported and manufactured goods, as well as
investment (Hanania 2014). Additional refugees
arrived during and after the 1967 war, contribut-
ing further to Amman’s expansion. Remittances
from Palestinians employed in the Gulf in later
decades were also an important factor in the
development of Jordan’s public and private sec-
tors, as a source of start-up funding (Chatelard
2010). After the 1990 Gulf War, most of the
educated professional Palestinians who had
helped to build the economy of Kuwait in the
1960s, 70s and 80s were expelled and ‘returned’
to Jordan (many had grown up in Kuwait and had
never visited Jordan before). They invested their
savings largely into property, fuelling a construc-
tion spurt that witnessed an exponential period of
growth in Amman in the decade that followed.

However, the influx of refugees (many of
whom had little education or formal technical
training) also led to a sharp rise in unemployment
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in Jordan, with the majority of Palestinians living
in refugee camps and reliant on humanitarian aid,
as well as heavy pressure on Amman’s existing
water resources (Hanania 2014). It is also critical
to note that the development impact of Palestinian
refugees differed in other host countries, such as
Lebanon (Chaaban et al. 2010).

21st Century Displacement Within
the Region

The 21st century has seen a new wave of dispos-
session in the Middle East, so large and so sudden
as to threaten the economic and political stability
of many countries in the region. Lebanon, Iraq,
Syria and Jordan have seen waves of dispossessed
and displaced enter their countries over the past
five years, which have dwarfed the refugee loads
experienced in Europe in previous decades.

Critics of the 2003 Iraq war have tended to
focus on the cost in money and lives rather than
on the catastrophic consequences for Iraq. One
consequence in particular deserves more attention
than it has received: the plight of Iraq’s 4 million
refugees, most of whom have remained in the
region. Crucially, Iraqis’ recent refuge in the
neighbouring countries of Syria, Jordan and Leb-
anon rapidly became a protracted crisis, notwith-
standing the tolerance of their hosts. Unwilling to
return and largely unable to emigrate further west
or north, Iraq’s refugees in the Middle East remain
in a perilous situation.

In the aftermath of the invasion of Iraq in
March 2003, the western powers prepared for
1 million Iraqi ‘refugees’ to flee their country.
Camps were duly set up to receive those who
might try to escape the conflict. However, six
months after the fall of the Iraqi regime, few Iraqis
actually had fled their country. The international
aid regime had miscalculated the Iraqi people’s
response to the invasion; the empty emergency
camps were dismantled and pre-positioned food
and equipment were removed.

Three years later, in 2006, the West was caught
off-guard as hundreds of thousands of Iraqis fled
their homes to escape the deadly sectarian vio-
lence which had escalated with the al-Askari

mosque bombing in Samarra in the February of
that year. That single event became the iconic
image of sectarian violence and the ‘unmixing’
of people which followed. Nearly 4 million Iraqis
fled their homes in 2006 and 2007, with 1–1.5
million crossing national borders into Syria and
Jordan. The UNHCR and affiliated NGOs raced to
set up reception centres and to provide emergency
aid. In both Syria and Jordan, Iraqis were not
regarded legally as refugees by the host govern-
ments, partially because neither country was a
signatory to the 1951 United Nations Convention
relating to the Status of Refugees.

Many of the Iraqis seeking asylum were from
the educated, professional middle class. The
extent of the extraordinary ‘brain drain’ from
Iraq during this period has been well documented
(Sassoon 2009). A number managed to escape
with savings, which helped to ease their transition
in exile. Migrations during previous decades
meant that some Iraqi social networks were
already in place in the host countries. The residual
cultural memory of the ‘millet’ system of the
Ottoman Empire, which gave minority/religious
communities a limited amount of power to regu-
late their own affairs, meant that Iraqi arrivals in
these cities were generally tolerated, if not
actively comforted. Also, memory of the
Pan-Arab aspirations in the region meant that
Iraqis were seen as temporary guests and ‘Arab
brothers’.

The Iraqi displacement crisis has reached a
critical stage. International interest in Iraq is
declining. Yet the lack of security, continuing
civil conflict and economic uncertainty makes it
unlikely that a mass Iraqi return will occur. More
likely, Iraqi refugees will remain in neighbouring
states under increasingly difficult circumstances.
As their savings diminish and their circular move-
ments into and out of Iraq to make money become
more precarious, it is likely that irregular and
long-distance migrations will occur in larger
numbers.

Iraqi displacement has had a number of effects
on host countries’ development. As noted above,
movements in and out of Iraq have both enabled
some of the displaced to continue to transfer
income generated within Iraq to neighbouring
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countries, while family members are based in
Syria, Lebanon and Jordan (Crisp et al. 2009).
Many Iraqi refugees in these countries have
come from middle class origins, with some bring-
ing considerable investment to their countries of
refuge, fuelling economic development. Most of
the 25,000 Iraqis who have gained residence
rights in Jordan since the beginning of the Iraqi
conflict in 2003 have done so through investment
(Chatelard 2010). In Jordan, a majority of
displaced Iraqis surveyed by UNHCR in 2009
were professionals and 35% held a university
degree (Crisp et al. 2009).

However, very few Iraqis in the three host
countries are able to access employment, and
many suffer from high levels of need. As of
2008, 42% of Iraqis in Jordan depended on remit-
tances from Iraq for survival, while 24% of Iraqis
in Syria depended on remittances from abroad
(Harper 2008). In Syria, the arrival of refugees
caused a dramatic increase in the price of basic
necessities and rents, as well as strain on public
services in education and healthcare, lowering the
quality of services provided (Al-Miqdad 2007).

The speed with which Syria disintegrated into
violent armed conflict after 2011 shocked the
world; it has also left the humanitarian aid regime
in turmoil as agencies struggled to react effec-
tively to the massive displacement crisis. By
2015 there were more than 5 million Syrians
seeking refuge in neighbouring countries, as well
as another 6 million internally displaced in the
country. The international aid regime has
attempted to provide assistance to refugees who
register with the UN if they are deemed needy.
Perhaps only 5–10% of these millions have been
able to access food vouchers and basic survival
kits. For the most part, refugees in the
neighbouring countries are not permitted to
work, making their reliance on the UN particu-
larly significant.

Each country bordering on Syria has
responded differently to this complex emergency:
Turkey rushed to set up its own refugee camps for
the most vulnerable groups, but generally permit-
ted self-settlement; Lebanon refused to allow the
international humanitarian aid regime to set up
formal refugee camps; and Jordan facilitated the

creation of a UN refugee camp near its border with
Syria. Turkey, Lebanon and Jordan have all
granted refugees “guest” status under domestic
legislation. And although Turkey has signed the
1951 Convention, it has reserved its interpretation
of the Convention to apply only to Europeans
seeking refuge/asylum in Turkey. UN estimates
are that over 80% of the Syrian refugee flow
across international borders is self-settling in cit-
ies, towns and villages where they have social
networks. Despite a general rejection of encamp-
ment among those fleeing, still some 15–20% of
the Syrian refugee population is in camps.

Each of these states has established a variety of
temporary measures to deal with the crisis, which
has reached proportions far outstripping the dis-
placement crisis at the end of the Second World
War. With refugees from Syria now estimated at
nearly 3 million in Turkey and 1.5 million in
Lebanon and officially nearly 700,000 in Jordan,
as well as nearly 1 million now in Europe, the
crisis threatens not only the security of the hosting
nations in the region but also the unity of the
European Union. Syrians who have sought refuge
in the neighboring states are largely not permitted
to work (although Jordan has recently sought to
increase the accessibility of work permits for Syr-
ian refugees). Many are unable to access adequate
education, food and healthcare for their families.

The Syrian refugee crisis has also had wide-
ranging effects on the socioeconomic develop-
ment of neighbouring countries in the region,
who have received the vast majority of refugees
from the conflict. In Lebanon, increasing demand
for public services has both strained public
finances and lowered the quality of services pro-
vided (World Bank 2013). The Lebanese Ministry
of Health and Social Affairs reported a 40%
increase in use of its health and social pro-
grammes (World Bank 2013). This strain on social
safety nets and services is ultimately pushing tens
of thousands of Lebanese below the poverty line
and may be increasing the youth unemployment
rate in a country already experiencing significant
poverty (World Bank 2013). It is important to
note, however, that high unemployment has long
been present in the Middle East and that current
unemployment may not have been caused directly
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by locals’ competition with Syrian refugees (IRC
2016).

Overall, competition from Syrian refugees has
driven down wages in the informal sector and
negatively affected working conditions in host
countries (IRC 2016). In Jordan, overall unem-
ployment has risen from 14.2% to 22.1% since the
beginning of the refugee crisis, with more signif-
icant increases among youth and less educated
sectors of the population, and there is some evi-
dence that Syrians may have replaced Jordanians
in specific sectors, such as construction, whole-
sale and retail (Stave and Hillesund 2015). Child
labour is more prevalent among refugee families,
whose children have lower school enrolment rates
than Jordanian children: while 95% of Jordanian
children are still in school at 17, less than 40% of
Syrian children are still in school at age of
15 (Stave and Hillesund 2015). As in Lebanon,
the refugee influx in Jordan has strained social and
public services, particularly in education, deterio-
rating the quality of services provided (REACH
2014).

The presence of Syrian refugees has, however,
brought benefits for host countries that may have a
positive impact on their long-term development.
In Jordan, direct investment by Syrians has stim-
ulated industry and created employment opportu-
nities for both Jordanians and Syrians (IRC 2016).
In Turkey, 26% of newly registered businesses in
2014 were either Syrian-owned or possessed Syr-
ian capital (Del Carpio and Wagner 2015). The
increase in humanitarian aid flows to host coun-
tries has also boosted local economies: each US$1
spent on humanitarian assistance had a multiplier
value of 1.6 for the Lebanese economy (UNHCR
and UNDP 2015). In addition, each US$1 of cash
assistance spent by Syrian refugees in Lebanon
generated US$2.13 of Lebanon’s GDP (IRC
2016). Lebanon, Jordan and Turkey have all
proven relatively economically resilient during
the refugee crisis (IRC 2016).

Conclusion

Over the past 150 years the Middle East has pro-
vided refuge and asylum to numerous groups of

people dispossessed of their property as a result of
the upheaval leading to and including the end of
empire and ensuing neo-colonial enterprises
endorsed by the League of Nations. The Middle
East has provided comfort and relief both on an
individual basis and also for social groups. Per-
haps as a residual trait of the tolerance which the
Ottoman empire had enshrined in itsmillet system
towards multi-ethnic and plural society, the states
to emerge from the Arab Ottoman provinces all
tolerated, if not actively, the development of these
minority cultures.

Only in the mid-20th century did a different
instrument for managing and ordering the
displaced and disposed emerged – the refugee
camp. Here, a system of control and standardised
routine emerged as the principal tool for manag-
ing large numbers of displaced and refugee
populations around the world. In the Middle
East, the United Nations Relief and Works
Agency, established in 1949, was set up to deal
with nearly 1 million Palestinians displaced by the
1947–48 War. Here, the basics of life, food, shel-
ter, healthcare and primary education were pro-
vided by the Agency, but the interstitial nature of
the lives of the individual refugees was not
addressed (Brand 1988; Farsoun and Zacharia
1997; Peteet 1991; Rosenfeld 2004).

For the earlier wave of involuntary migrants of
the Middle East, return to the homelands of origin
was a hope, a nostalgic dream or a unifying myth.
Those early Muslim refugees of the 19th and early
20th century knew they could not go back. They
had to create their homelands in new spaces. None
of the populations exchanged after the 1923
Treaty of Lausanne had any ambiguity about
their condition. The liminality might have been
physical, but there was no question of their future.
They had to create a new community, both imag-
ined and moral, in which new ties or kinship and
trade could emerge. The Kurds, perhaps more
than any other group, held out for a return and
alternated between a realistic hope and a nostalgic
dream. Their homeland remains divided between
four modern states.

Many Palestinian refugees live within a hun-
dred miles of their original villages and urban
neighbourhoods. Some can even see the lights of
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their hometowns and settlements at night. Some
Armenians have travelled back to visit the
homeland – both in Turkey and in the Republic
of Armenia. So, too, have the Circassians and
other Caucasians. A few Kurds, recent migrants
to Syria, have managed to smuggle themselves
across the border, sometimes on the backs of
Peshmergas fighters, to visit their mountainous
places of birth. The effort to reverse the misfor-
tune of displacement and dispossession and to
em-place themselves has become a strategy for
survival and its success is a measure of the resil-
ience of the forced migrant as exhibited by the
new communities established by Circassians,
Armenians, Palestinians and Kurds in the Arab
Middle East.

How successful forced migrants are in
re-creating and re-placing themselves depends
on the nature of the displacement and disposses-
sion itself. The way people experience movement
to a new place and the extent to which this is a
shocking and disruptive experience is determined
by the conditions under which they move and
whether they can extend their notions of territorial
attachment to new areas not necessarily adjacent
to each other. Thus the Cretan Muslims were able
to re-create their identity in several new locations
outside of Crete, on the northern coast of Lebanon
and Syria as well as on an island off the coast of
Izmir in Turkey. For most forced migrants, how-
ever, the move is generally conducted in more
traumatic conditions. The task of re-creating a
place, a home or a neighbourhood, of ‘producing
a locality’, is dominated by the effort to
re-establish some continuity with the past places
of origin. This work of continuity maintenance
and management of memory is clearly articulated
in the writings of Hirschon (2001), Parkin (1999),
Malkki (1995), Loizos (1999) and Chatty (2010).

The nature of post-Ottoman Arab society – as
separate from its politics – has been such that it
has tolerated and acknowledged multiple layers of
belonging in the struggle to make new places in
the world. Although not physically displaced, the
peoples of the Arab provinces of the post-
Ottoman Empire have spent most of the 20th
century creating new identities, and em-placing
themselves in a new social order. This process of

re-placing and re-creation has had a variety of
impacts on the development of Middle Eastern
nations absorbing waves of refugees, from the
first arrivals of Circassians, Chechens and Arme-
nians in the early 20th century, to the current
Syrian refugee crisis. Despite the challenges of
integrating large and often destitute populations
into still-developing regional economies, the con-
tributions of early forced migrants to the eco-
nomic and urban development of Jordan,
Lebanon and Syria, as well as the contributions
of professionally skilled Palestinians to their host
countries’ development, both in the region as well
as in the Arabian Gulf, demonstrate the strong link
between forced migration and both local and
regional development. More recent arrivals of
Iraqi and Syrian refugees have had complex
impacts on the development of host countries,
many of which are still emerging. Despite the
significant strains on public finances and services
that these refugee influxes have created, as well as
social tensions, there are indications that the pres-
ence of Iraqi and, in particular, Syrian refugees
may positively impact their host countries’ long-
term development.

Ethnic minority communities in the Middle
East have found ways to economically, physically
and socially integrate themselves in their new
surroundings, but at the same time resist the nat-
ural phenomena of assimilation over the long
term. Patronage and real as well as ‘fictive’ kin-
ship networks are powerful positive forces; so too
are the religious and charitable associations which
these groups set up to help those less fortunate in
their communities.

Whether the current wave of dispossessed from
Syria can weather the storms of dislocation with
similar support and equanimity to that of their
forefathers remains to be seen. Much will depend
upon the way in which international humanitarian
emergency assistance can unfold and develop into
concerted measures to educate and assist the
displaced in finding sustainable livelihoods. An
educated population has agency and will contrib-
ute to the development of its host state. A current
refugee population with no access to education or
employment remains vulnerable and passive and a
drain on the national economy. It remains to be
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seen whether lessons from the late Ottoman
reforms will be learned regarding the integration
of refugees and other forced migrants, recognising
their potential contributions to the long-term
development of host countries.

See Also

▶ International Coordination in Asylum Provision
▶Labour Markets in the Arab World
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Dispute Resolution
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Abstract
The high cost of disputes creates an incentive
for parties to disputes to settle. In civil litiga-
tion and arbitration, settlement failure may
arise from asymmetric information or opti-
mism. Devices to induce settlement include
voluntary disclosure and mandatory discovery.
The effects of these are considered, as are the
English rule (whereby the loser at trial pays the
reasonable legal costs of the winner), the use of
contingency fees, and the operation of conven-
tional arbitration and final offer arbitration.
Researchers continue to propose new arbitra-
tion mechanisms in the hope of improving the
dispute resolution process.

Keywords
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ling; Screening; Arbitration; Final offer arbi-
tration; Contingency fees; English rule; Fee-
shifting; Optimism; Self-serving bias

JEL Classification
C7

Disputes may arise in a variety of settings,
including labour negotiations, civil disputes and
family conflict. If individuals fail to reach an
agreement, there exist a variety of mechanisms
for resolving the dispute. These include civil
litigation, arbitration and, in labour relations,
the strike. Resolving disputes in these ways is
costly, thereby creating a contract zone within
which both parties strictly prefer to settle.
Given the high cost of disputes, considerable
research has been devoted to understanding
why settlement sometimes fails to occur and
how different mechanisms affect the dispute
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rate. Here we focus on dispute resolution in the
context of civil litigation and arbitration.

Why Settlement Fails

The dominant rational choice explanation for set-
tlement failure is asymmetric information. An
alternative explanation, not consistent with the
assumption of full rationality, is optimism. If
agents have symmetric information and beliefs
about the expected outcome of a dispute, theory
suggests a settlement will occur. However, if one
party has private information about the expected
outcome of the dispute, settlement failure can
occur. Similarly, if one or both parties to the
dispute are subject to optimism, a contract zone
may fail to exist.

There are two basic models in the asymmetric
information literature, which make different
assumptions about the structure of information.
When the uninformed party makes the offer, we
have a screening model which was developed by
Bebchuk (1984). When the informed party makes
the offer we have a signalling model developed by
Reinganum and Wilde (1986). Both models’ pre-
dictions are consistent with the existence of costly
disputes in equilibrium.

To explore the intuition behind these models,
consider a civil dispute in which the failure of
negotiations would result in a trial. Suppose a
plaintiff known to be harmed has private informa-
tion concerning the damages she has incurred and
that this information would be revealed at trial.
Further, suppose the plaintiff is one of two types: a
weak type with a low expected payoff at trial or a
strong type with a high expected payoff. A risk-
neutral plaintiff will accept a settlement offer if
and only if it equals or exceeds her expected net
payoff from trial. The defendant knows the prob-
ability that he is facing a weak or strong plaintiff
but not the plaintiff’s exact type. In a screening
model, the uninformed defendant makes an offer
to the plaintiff. He will choose between a low
(screening) offer that only weak plaintiffs would
accept and a high (pooling) offer that both types
would accept. If he makes the low offer, then a
strong plaintiff would proceed to trial. The

screening offer is more likely to be optimal for
the defendant when there is a high prevalence of
weak plaintiffs, when court costs are low, and
when the difference in expected trial awards for
the two plaintiff types is large.

If the informed plaintiff is allowed to make the
offer, this is called the signalling game. While
these games generally have multiple equilibria,
the D1 refinement (Cho and Kreps 1987) has
been employed to focus on a separating equilib-
rium in which the weak plaintiff submits a low
demand to the defendant, while the strong plaintiff
submits a high demand. Under D1, it is assumed
that an out of equilibrium offer is made by the
plaintiff willing to make that offer for the largest
set of acceptance probabilities. In equilibrium, the
high demand must be rejected with a sufficiently
high probability so as to discourage the weak
plaintiff from also making this demand. These
rejections lead to a positive probability of trial
with the strong plaintiff.

While we used a two-type model to motivate
the discussion, the Bebchuk and Reinganum and
Wilde models employ a continuum of types
whose distribution is known by the uninformed
party. These models have been extended in
numerous ways by allowing for two-sided infor-
mation asymmetries (Schweizer 1989; Daughety
and Reinganum 1994) and multiple offers (Spier
1992) among other extensions. While the effects
of policy variables (such as cost shifting at trial)
are often sensitive to the modelling details, the
prediction that asymmetric information can result
in costly disputes is quite robust. Excellent sur-
veys of the literature are provided by Spier (1998)
and Daughety (1999).

The empirical studies by McConnell (1989),
Conlin (1999) and Osborne (1999) support the
model of asymmetric information.

The optimism or self-serving bias explanation
for settlement failure relies on bargainers who
have potentially inaccurate beliefs about the
expected outcome at trial. For example, the plain-
tiff’s belief about the probability she will prevail
at trial may exceed the defendant’s belief about
this same probability. If these differences in
beliefs are not based on differences in informa-
tion, then we are in the realm of the optimism
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model. Versions of this model have been
employed by Landes (1971), Posner (1973),
Shavell (1982), and Priest and Klein (1984). Opti-
mism violates rationality, but Bar-Gill (2002)
finds that cautious optimism can allow the opti-
mistic party to obtain a larger portion of the joint
surplus from settlement. As a result, cautious
optimism can persist in an evolutionary setting.
Babcock and Loewenstein (1997) survey an
experimental literature documenting the existence
of a self-serving bias which leads players in the
role of a plaintiff to expect a greater payoff at trial
than the defendant, even though both are exposed
to the same set of facts. When players are exposed
to the facts of the case before being assigned their
role as plaintiff or defendant, the self-serving bias
tends to disappear.

Waldfogel (1998) and Farmer et al. (2004) find
empirical evidence that is consistent with the opti-
mism model. Note that the optimism and asym-
metric information explanations are not mutually
exclusive. It is possible that each factor is respon-
sible for some proportion of observed disputes.

Mandatory Discovery and Voluntary
Disclosure

If asymmetric information causes disputes, it is
logical to ask whether voluntary disclosures and
mandatory discovery can eliminate these
asymmetries. In a screening model where credi-
ble disclosure is costless, Shavell (1989) shows
that plaintiffs with strong cases will reveal
enough information to ensure that all cases settle.
Plaintiffs who do not reveal their information
(those with weak cases) receive a pooling offer
that all accept. However, the work of Sobel
(1989) shows that this result is not robust to the
introduction of positive costs of disclosure. He
also shows that a costless (to the plaintiff) dis-
covery procedure will lead to greater settlement.
Farmer and Pecorino (2005) consider costly dis-
covery and disclosure in both the signalling and
the screening games. Costly disclosures may be
made in the signalling game but not the screening
game, while costly discovery may be invoked in
the screening game but not the signalling game.

If the cost of these procedures is not too high, the
combination of the two will lead to a great deal of
information transmission and a large reduction in
the dispute rate.

Why then do disputes persist? Perhaps, as
Shavell (1989) suggests, private information has
strategic value if withheld until trial. Hay (1995)
develops a model in which an initial informational
asymmetry on the merits of the case is resolved by
mandatory discovery, but by the time this occurs a
new asymmetry – namely, the extent of attorney
preparation – has emerged. This second asymme-
try leads to trials in the equilibrium of the model.
Hay notes that the extent of attorney preparation is
not subject to discovery. This is also true of pref-
erences. Farmer and Pecorino (1994) show that
asymmetric information on risk preferences can
lead to trial, and that this information is neither
subject to discovery nor easy to credibly transmit.
As a result, this type of asymmetry may tend to
persist in the face of mandatory discovery and
opportunities for voluntary disclosure.

Other Institutional Features

There is a voluminous literature which examines
how a variety of institutional features affect settle-
ment in civil litigation. What follows is a much
abbreviated discussion of a large and complex
literature. One difficulty in addressing this question
is that even a single institution is likely to have
multiple effects on the litigation process. Thus, a
single institution may have conflicting effects on
the dispute rate and may also have important influ-
ences on other aspects of the litigation process.

A classic example of this difficulty is reflected
in the analysis of the English rule under which the
loser at trial pays the reasonable legal costs of the
winner. If the probability of a finding for the
plaintiff at trial is private information, then fee
shifting at trial reduces settlement rates by, in
effect, spreading out the distribution of player
types (Bebchuk 1984). If players are optimistic
in their assessments of the probability that the
plaintiff will prevail, then fee shifting will aggra-
vate this optimism and reduce the probability that
a contract zone will exist (Shavell 1982).
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This prediction – that fee shifting will increase
the probability of trial – is made with expenditure
at trial held constant. It is well established that the
fee shifting at trial will increase expenditure
(Braeutigam et al. 1984). If the expenditure effect
is strong enough, it can result in fewer (but more
costly) disputes (Hause 1989). The English rule
also affects the mix of cases which are filed. It
discourages cases where there are large stakes but
a low probability of success, and encourages low
stakes cases with a high probability of success
(Shavell 1982).

Many of the theoretical predictions on fee
shifting at trial appear to be borne out in the data
(see Hughes and Snyder 1998).

Under a contingency fee, the plaintiff’s law-
yer receives a percentage of the judgment at trial
if the plaintiff wins the case and nothing if she
loses. The effects of contingency fees on the
litigation process are very complex and wide
ranging (see Rubinfeld and Scotchmer 1998, for
a survey). However, one effect of contingency
fees on settlement is clear: if the attorney controls
the settlement decision, he will have an excessive
incentive to settle the case relative to the interests
of his client. The reason is that the attorney bears
most of the costs of a trial but is paid only a
fraction of the award. On the other hand, if the
client controls the case, she may have an exces-
sive incentive to reject a settlement offer and
bring the case to trial. (This is particularly true
if the contingency percentage is not lower for
cases which settle early.)

When a single defendant faces multiple plain-
tiffs in sequence, some interesting issues regard-
ing settlement arise. Spier (2003a, b) and
Daughety and Reinganum (2004) have analysed
the use of most favoured nation (MFN) clauses in
the context of repeat litigation. Suppose a plaintiff
settles early under MFN. If another plaintiff later
settles for more, the early settlement is adjusted
upward. An MFN clause can be a mechanism
whereby the defendant commits to not raising
his offer to plaintiffs who settle later in the pro-
cess. While there is some ambiguity of the effects
ofMFN on settlement rates and the overall dispute
costs (see especially Spier 2003a), the general
thrust of these papers suggests that MFN clauses

are efficiency enhancing in the sense that they will
reduce the expected dispute costs associated with
litigation.

Arbitration

Under conventional arbitration (CA), the arbitra-
tor is free to impose her preferred settlement on
the bargaining parties. Under final offer arbitra-
tion (FOA), each party to the dispute submits an
offer to the arbitrator who must pick one of the
submitted offers. While there is some evidence
that submitted offers affect the outcome in CA
(Farber and Bazerman 1986), for the purpose of
the following discussion we assume that they do
not. From a modelling standpoint, this makes CA
look exactly like a simple version of civil litiga-
tion. Under FOA, the submitted offers clearly
affect the outcome, a feature which has important
implications for dispute resolution.

Consider the two-type version of the screening
model where the plaintiff can have a strong or a
weak case. In CA, the defendant will either make an
offer that only a weak plaintiff will accept or a
pooling offer that both types will accept. If all nego-
tiation takes place prior to the submission of offers to
the arbitrator, then under FOA it is possible that the
defendant will make an offer that neither type will
accept, resulting in a 100% dispute rate (Farmer and
Pecorino 2003). This can occur because the sequen-
tially rational offer submitted to the arbitrator influ-
ences the acceptable settlement prior to arbitration.
The lack of early settlement allows the defendant to
commit to an offer which is optimal against the
entire distribution of plaintiff types. Farmer and
Pecorino (2003) also show (in contrast to CA) that
costless voluntary disclosure never takes place when
FOA is the dispute resolution mechanism. The rea-
son is that information has strategic value in this
game. Both of the impediments to settlement
discussed above disappear if bargaining is permitted
after offers are submitted to the arbitrator but prior to
the arbitration hearing.

While not totally conclusive on this point, the
results of Farmer and Pecorino (1998) also sug-
gest that allowing for bargaining after offers are
submitted to the arbitrator can increase settlement
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for reasons different from those discussed above.
Because a submitted offer affects the outcome of
arbitration, it will tend to reflect private informa-
tion. This may in turn promote settlement. Taken
together, the results on FOA suggest that the
effects of this institution on settlement are sensi-
tive to whether or not bargaining occurs in the face
of offers submitted to the arbitrator. In major
league baseball, a prominent use of FOA, a good
deal of bargaining and settlement occurs after
offers have been submitted to the arbitrator.

FOAwas proposed by Stephens (1966) and has
since become an important alternative to
CA. Researchers continue to propose new arbitra-
tion mechanisms in the hope of improving the
dispute resolution process. Combined arbitration
(Brams andMerrill 1986) is a mixture of FOA and
CA. Other proposed mechanisms include tri-offer
arbitration (Ashenfelter et al. 1992) and amended
final offer arbitration (Zeng 2003).

See Also

▶Epistemic Game Theory: An Overview
▶Epistemic Game Theory: Incomplete Information
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Distortions

T. N. Srinivasan

The voluminous literature on distortions, includ-
ing a masterly survey by Jagdish Bhagwati
(1971), contains no formal definition of the term
distortion. The analysis often proceeds in terms of
specific examples. Bhagwati analyses distortions
in the context of foreign trade policies and the
welfare of home consumers. He characterizes dis-
tortions as departures from the equality of the
marginal rate of transformation of one commodity
into some other through foreign trade (the
so-called foreign rate of transformation) with
transformation through domestic production (the
domestic rate of transformation) and with the
marginal rate of substitution in the consumption
of the same pair of commodities by each

consumer. Also, the failure to achieve aggregate
production efficiency, in the sense of not produc-
ing on the boundary of the set of production
possibilities given available resources and tech-
nology, is deemed a distortion.

Given non-interdependent consumer prefer-
ences the above equalities and production effi-
ciency are indeed necessary conditions (leaving
aside corner optima) for a feasible allocation to
be Pareto Optimal. Any combination of produc-
tion, consumption, and foreign trade vectors
such that there is no positive excess demand
for any commodity is feasible. Pareto Optimality
ensures that no other feasible allocation can
make at least one consumer better off without
making some other consumer worse off. These
conditions are also sufficient if it is assumed that
the aggregate production set and individual pref-
erences are convex. Further, if each consumer
has a positive endowment of every commodity,
any such Pareto Optimal allocation can be
sustained as a competitive equilibrium provided
redistribution of endowments among consumers
or of their incomes through lump sum transfers
in feasible. This is in essence the second funda-
mental theorem of neoclassical welfare
economics.

Bhagwati, and others analysing distortionary
taxation (Atkinson and Stiglitz 1980), factor
market distortions (Magee 1976) etc., all seem
to take (implicitly) the second fundamental the-
orem as the point of departure. This suggests the
following definition: a distortion exists in an
economy in which lump sum transfers or their
equivalents are feasible redistribution instru-
ments, if some Pareto Optimal allocations from
the point of view of consumers of that economy
cannot be characterized as competitive equilib-
ria. This is consistent with the argument of
Arrow (1964) that

the best developed part of the theory
(of externalities) related only to a single problem:
the statement of a set of conditions, as weak as
possible, which insure that a competitive equilib-
rium exists and is Pareto-efficient. Then the denial
of any of these hypotheses is presumably a suffi-
cient condition for considering resort to nonmarket
channels of resource allocation – usually thought of
as government expenditures, taxes, and subsidies.

2952 Distortions



Adistortion can clearly arise in situations when
some of the premises of the theorem are violated.
Obviously, if lump sum income transfers are
infeasible, even if all the other premises are satis-
fied some Pareto Optima cannot be characterized
as competitive equilibria. Hence any redistribu-
tion achieved through other instruments may be
Pareto dominated by an equilibrium achievable
with lump sum transfers. Violations of other pre-
mises will in general call for the use of additional
policy instruments besides lump sum transfers. If
externalities or increasing returns in production
lead to non-convexity of the aggregate production
set, in general, a set of Pigouvian taxes and sub-
sidies are the needed additional instruments. If
price-taking producers and consumers do not per-
ceive a country’s market power in its foreign trade
then taxes on foreign trade are needed.

The preceding discussion implicitly views the
distortions as structural features of the economy or
in Bhagwati’s terminology, as endogenous and the
policies as ‘first best’ responses that assure Pareto
Optimality. However, if the same policy instru-
ments are used in the absence of distortions or at
levels that are not ‘first best optimal’ in their
presence, the resulting equilibrium will be Pareto
dominated by another achievable equilibrium by
refraining from their use in the former case and by
using them at first best optimal levels in the latter.
Bhagwati characterizes such inappropriate use of
policy as autonomous policy imposed distortion.

Policymakers may have other objectives
besides consumer welfare. Johnson (1965) termed
such social concerns non-economic objectives.
The literature that followed (Bhagwati and
Srinivasan 1969) addressed two policy questions.
The first derives the ‘first best’ policy that achieves
a given non-economic objective, with the least cost
in terms of consumer welfare. One feasible policy
for achieving the non-economic objective has a
higher cost than another, if the equilibrium associ-
ated with the former is Pareto dominated by an
equilibrium achievable using the latter and making
lump sum transfers between consumers as needed.
The second question is the ranking of alternative
feasible policies starting from the ‘first best’ to
‘second best’, ‘third best’ etc. in terms of their
cost in achieving the non-economic objective.

Governments may wish to raise the output (for
instance, for reasons of national defence) of some
industry above its level in a laissez-faire competi-
tive equilibrium through policy intervention.
A production subsidy (or its equivalent) to that
industry is the appropriate first best policy for
achieving the production (non-economic) objective.
Such a subsidy would be non-optimal, and hence a
distortion, in the absence of the objective. Bhagwati
characterizes such interventions as policy imposed
instrumental distortions, the word instrumental sig-
nifying that the policy is an instrument for achiev-
ing non-economic objectives. Trade tariffs and
quotas, consumption taxes and subsidies, wage sub-
sidy and similar factor use taxes or subsidies turn
out to be the first best policy instruments for achiev-
ing suitably specified non-economic objectives.
Each such policy could also be a feasible policy
for achieving non-economic objectives for which it
is not the first best.

The impacts, measured in alternative ways, of
particular policies or processes in the presence of a
distortion rather than the optimal policy response
to it have been analysed. An example is the impact
of an import tariff in an economy with a distortion
in the labour market in the form of a minimum
wage above its market clearing level. The litera-
ture on immiserizing growth (Bhagwati 1968) and
its offshoots analyse the impact of the processes
factor accumulation, technical change, external
capital inflow, etc. on an economy with a tariff
distortion. This diverse literature establishes two
important common propositions. First, given an
existing distortion, the impact of policies other
than the first best or of processes could be in a
direction opposite to that they would have taken
had there been no distortion or had the distortion
been addressed with a first best policy. For exam-
ple, the accumulation of capital which would have
increased consumer welfare had there been an
optimal tariff could be welfare-worsening in its
absence. The shadow price of a factor to be used in
social cost benefit analysis is a small open econ-
omy with a distortionary tariff can be negative.
Thus the withdrawal of that factor from its
existing employment for use in a project instead
of adding to the project’s cost increases its social
value! (Srinivasan and Bhagwati 1978). An
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implication of this is that some of the production
activities in an economy are subtracting rather
than adding value at shadow prices, while obvi-
ously their value added at market prices is
positive.

The second proposition shows that policies
other than the first best, even if distortionary, can
increase welfare. Thus given an existing distor-
tion, introduction of another can improve welfare.
In the so called Harris-Todaro (1970) economy a
distortionary minimum wage is enforced in urban
manufacturing activity. Rural workers migrate to
urban areas as long as their expected wage (taking
into account the probability of being unemployed)
exceeds the rural wage. If the first best policy of a
wage subsidy to both sectors is not feasible, an
output subsidy to agriculture can improve welfare
compared to the laissez-faire equilibrium. The
second proposition is an illustration of the general
theorem of the second best: ‘if there is introduced
into a general equilibrium system a constraint
which prevents the attainment of one of the
Paretian conditions, the other Paretian conditions,
though still attainable, are in general, not desir-
able’ (Lipsey and Lancaster 1956). The constraint
of this theorem is the equivalent of a distortion and
violating other attainable Paretian conditions is
equivalent to introducing other distortions. The
theory of the second best is rigorously analysed
by Guesnerie (1979, 1980).

The literature on rent seeking (Krueger 1974)
and directly unproductive profitseeking (DUP)
activities (Bhagwati 1982) has highlighted
another aspect of distortions. A distortion by rais-
ing the demand price of a commodity above its
relevant supply price creates a rent that may trig-
ger a competition for acquiring it. For example, an
import quota (tariff) by raising the domestic price
above the import price could trigger a competition
for quota rents (tariff revenues), thereby diverting
resources from production. However, such a
diversion takes place in the context of an existing
distortion (an inappropriate quota or tariff) and as
such, paradoxically, it can improve consumer wel-
fare if it succeeds in reducing the welfare loss
associated with the distortion more than the wel-
fare loss it creates in reducing resources available
for production. It has also been shown that the

welfare ranking of policies that achieve a given
non-economic objective can be reversed once
seeking activities triggered by such policies are
taken into account.

To sum up, a distortion by definition creates a
welfare loss; first best optimal policies could often
be devised to offset this loss; if for some reason,
first best policies are infeasible, other welfare-
improving policies may exist and sometimes,
they can be ranked as ‘second best’, ‘third best’
etc.; however, such policies, can have effects in
directions opposite to those they would have
had in the absence of a distortion; distortions
have implications for social cost-benefit analysis;
finally distortions can trigger rent-seeking
activities.

See Also

▶Optimal Tariffs
▶ Pareto Efficiency
▶ Pareto Distribution
▶ Second Best
▶Taxes and Subsidies
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Distributed Lags
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Abstract
This article reviews various aspects of distrib-
uted lag models. Specific attention is paid to
the interpretation of model parameters.
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Distributed lag models correlate a single depen-
dent variable with its own lags and with current
and lagged values of one or more explanatory
variables. Examples concern the current and
dynamic correlations between output and

investment and between sales and advertising.
Distributed lag models typically assume that the
explanatory variable is exogenous. (In case of
doubt, one usually resorts to vector autoregressive
models where two or more variables can be
endogenous; see Sims 1980.)

This article highlights a few aspects of distrib-
uted lag models. The two main aspects are repre-
sentation and interpretation. Useful extended
surveys appear in Dhrymes (1971), Griliches
(1967) and Hendry et al. (1984).

Representation

Consider a dependent variable yt and, for ease of
notation, a single explanatory variable xt. Indica-
tor t runs from 1 to n and it can concern seconds,
hours, days or even years. A general (auto-
regressive) distributed lag model is given by

yt ¼ mþ a1yt�1 þ :::þ apyt�p þ b0xt

þ b1xt�1 þ ::: þ bmxt�m þ et, (1)

where p andm can take any positive integer value,
and where it is usually assumed that et is an
uncorrelated variable with mean zero and variance
s2. (Part of the literature assumes the label distrib-
uted lags model for the case where p= 0 and m=
1. Below we will see that such a model is often
approximated by a model as in (1).)

As the model contains the lagged dependent
variables, it is called an autoregressive distributed
lag model with orders p and m, in short ADL(p,
m). The model allows for delayed effects of xt, as
b0 can be 0, and it also allows for time gaps in
these effects when some b parameters are zero and
others are not.

Reducing the Number of Parameters
Basically, given fixed and finite values of p andm,
the parameters in (1) can be consistently estimated
with ordinary least squares (OLS). (Typically one
uses information criteria as those of Akaike or
Schwarz to choose the relevant values of p and
m in practice.) In practice, p and m can be large,
and in theory even as large as 1. This can be
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inconvenient, for two reasons. First, the variables
yt and xt each can be strongly autocorrelated, and
then the regression in (1) suffers from multi-
collinearity. Second, with many parameters in a
model there might be many values to evaluate and
interpret.

To reduce the number of parameters and to
facilitate interpretation, one can impose restric-
tions. Early suggestions are the Almon and Shiller
lag structures, where the parameters are made
functions of i, i = 0, 1, 2,... , m (see Almon
1965, and Shiller 1973), and the so-called Koyck
transformation (see Koyck 1954).

Almon and Shiller Transformations
Consider the version of (1) with p = 0 and m =
m and set m at 0 for convenience, that is, consider

yt ¼ b0xt þ b1xt�1 þ :::þ bmxt�m þ et: (2)

Almon (1965) proposes to reduce the number
of parameters by assuming the approximation

bi ¼ a0 þ a1iþ a2i2 þ :::þ aqiq: (3)

with q>m. This makes the sequence of bi param-
eters a polynomial and hence a smooth function
without possibly implausible spikes.

Working out the Almon lags, one can derive
that the structure implies that

biþ1 � 2bi þ bi�1 ¼ gi, (4)

where gi is a function of ai values. Shiller (1973)
considers this as too restrictive and he proposes to
assume that

biþ1 � 2bi þ bi�1 	 N 0, z2
� �

, (5)

for i = 1, 2, ... , m � 1.

Koyck Transformation
The Koyck model can be interpreted as a model
which includes adaptive expectations. Suppose
that

yt ¼ aþ bx�t þ et, (6)

where x�t denotes the expected value of xt, an
expectation formed at t � 1. When the adaptive
expectations schedule is assumed, like

x�t ¼ lx�t�1 þ 1� lð Þxt, (7)

with again |l| < 1, then substituting (7) into (6)
gives

yt ¼ a 1� lð Þ þ lyt�1 þ b 1� lð Þxt þ et
� let�1: (8)

The short-run effect of xt on yt is b(1 � l),
while the long-run effect is b 1�lð Þ

1�l ¼ b, as could be
expected given (6).

Consider the case werem equals1, and where
all a parameters are set to zero. When it is further
assumed that bj = b0l

j-1, with |l| < 1 for j is
1,2,..., then (1) becomes

yt ¼ mþ b0xt þ b0lxt�1 þ b0l
2xt�2 þ :::

þ et: (9)

Subtracting lyt-1 from this expression gives

yt ¼ 1� lð Þmþ lyt�1 þ b0xt þ et � let
� 1, (10)

which is again (8). This Koyck transformation
leads to a rather simple model with a moving
average (MA) error term. The appropriate estima-
tion method is maximum likelihood, as it is
described in, for example, Hamilton (1994,
p. 132) for general ARMA models. Note that the
parameter l appears in the autoregressive part and
in the MA part.

Restructuring the Model
An alternative way to reduce the number of
parameters, also in order to facilitate interpreta-
tion, is to restructure the model.

To overcome multicollinearity, one can rewrite
model (1) in the so-called error correction format.
This format combines levels and differences of
levels, which is convenient as these are usually
much less correlated than the levels themselves,
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and hence multicollinearity will be much less of a
problem. An additional feature of the error cor-
rection format is that it provides an immediate
look at key parameters such as the total effect,
the current effect, and the speed at which the
total effect is accomplished.

With Dj denoted as the j-th order differencing
filter, that is, Djyt = yt � yt-j, an error correction
representation for (1) reads as

D1yt ¼ m

þ
Xp
j¼1

aj�1

 !
yt�1�

Pm
i¼0bi

1�Pp
j¼1 aj

xt�1

" #

þb0D1xt�
Xm
i¼2

biDi�1xt�1

�
Xp
j¼2

ajDi�1yt�1þ et,

(11)

where lagged levels are suitably combined into
differenced variables such that at each lag a
higher-order differenced variable appears. This
representation even further reduces chances of
having multicollinearity. Note that the model can
also be written in terms of lagged levels and first
differences only, that is as

D1yt ¼ m

þ
Xp
j¼1

aj�1

 !
yt�1�

Pm
i¼0bi

1�Pp
j¼1 aj

xt�1

" #

þb0D1xt�
Xm
i¼1

giD1xt�i

þ
Xp
j¼1

yjDi�1y1þ et

(12)

With the use of (11), all but two parameters (that
is, a1 and b1) can be directly estimated by using
OLS, while â1 and b̂1 straightforwardly follow
from applying OLS to (1). Note that model (11)
can also be written such that the levels (now at t�
1) enter at t � 2 or, say, t � p.

Interpretation

We now turn to the interpretation of distributed
lag models.

Long-Run and Short-Run Effects
The error correction model in (11) provides
immediate estimates of current and dynamic
effects. (Fok et al. 2006, show that when the series
yt and xt have a unit root and are cointegrated, as
defined by Engle and Granger 1987, one should
speak of the long-run effect, while when the series
are stationary there is a total or cumulative effect.
For the latter, see also Hendry et al. 1984.) The
current effect is b0 and the long-run or total
effect is Pm

i¼0 bi
1�Pp

j¼1 aj
: (13)

Note that the long-run effect can be larger or
smaller than the short-run effect, depending on the
values of the parameters. The parameters in the
error correction model, when written as

D1yt ¼ mþ r yt�1 � gxt�1½ � þ b0D1xt

�
Xm
i¼2

biDi�1xt�1

�
Xp
j¼2

ajDj�1yt�1 þ et, (14)

can be estimated using non-linear least squares.
This method provides direct estimates of the
long-run effect g and its associated standard
error.

Duration Interval
As well as the long-run and short-run effects, one
may also be interested in the speed with which the
effect of xt decays over time. To be able to com-
pute this so-called duration interval, one needs

explicit expressions for @ ytþk

@ xt
for all values of

k running from 1 to, potentially, 1. Given the
expression in (1), these expressions are easily
derived as
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@yt
@xt

¼ b0
@ytþ1

@xt
¼ b1 þ a1

@yt
@xt

@ytþ2

@xt
¼ b2 þ a1

@ytþ1

@xt
þ a2

@yt
@xt

⋮
@ytþk

@xt
¼ bkj þ

Xk
j¼1

aj
@ytþ k�jð Þ

@xt

where it should be noted that ak= 0 for k> p, and
that bk = 0 for k > m. Hence, the final form of a
distributed lag model (see Harvey 1990), is

yt ¼
X1
i¼0

dixt�i þ error, (15)

where

di ¼ @ytþi

@xt
: (16)

With these di, one can derive all kinds of sum-
mary effects (like mean and median, or half lives
of shocks) of xt on yt.

When di decays monotonically, it is useful to
define the decay factor by

pk ¼
@yt
@xt

� @ytþk

@xt
@yt
@xt

This can be computed only for discrete values
of k as there are only discrete time intervals. This
decay factor is a function of the model parameters.
Through interpolation, one can decide on the time
k it takes for the decay factor to be equal to some
value of p, which typically is equal to 0.95 or 0.90.
This estimated time k is then called the p per cent
duration interval. This measure is frequently used
in advertising research (see Clarke 1976; Leeflang
et al. 2000; Franses and Vroomen 2006).

Final Issues

Distributed lag models continue to be a standard
empirical approach. When the models are applied,

there are at least two further issues that one needs
to address, that is, next to selecting p and m and a
useful transformation. The first concerns the sta-
tistical analysis of the model. For example, if yt
and xt are not stationary, one needs to rely on
cointegration techniques that involve
non-standard asymptotic theory. The theory that
is most relevant here is formulated in Boswijk
(1995). Also, in the case of the Koyck model,
one faces the so-called Davies (1987) problem.
Under the null hypothesis that b0 = 0, the model
collapses to yt = et, and hence l is not
identified then.

The second issue concerns aggregation over
time. It may be that yt and xt are not available at
the same sampling frequency. For example, tele-
vision commercials last for 30 seconds and recur
each hour, say, while sales data are available only
at the weekly level. Tellis and Franses (2006) have
a few recent results, but more work is needed.
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Distribution Theories: Keynesian

Mauro Baranzini

As Kaldor has pointed out, Keynes was never
interested in the problem of distribution of income
as such; the determination of its level was his main
concern: ‘One may nevertheless christen a partic-
ular theory of distribution as ‘Keynesian’ if it can
be shown to be an application of the specifically
Keynesian apparatus of thought’ (Kaldor 1956,
p. 94). Since the middle Fifties a large number of
neo-or post-Keynesian models of economic
growth and income distribution have appeared,
originating mainly in the University of Cam-
bridge. Post-Keynesian distribution theory now
occupies an undisputed place in most macro-
economic textbooks. These models have been
labelled as ‘post-Keynesian’ since savings pas-
sively adjust to the externally given full-
employment investment, via redistribution of
income between wages and profits and/or among
social classes. This contrasts with the
pre-Keynesian or neo-classical framework,
where investment is governed by saving, and
where the production function and marginal pro-
ductivity theory play a crucial role in determining
income distribution. The ‘post-Keynesian’ model

also differs from the static Keynesian scheme,
where changes in the level, rather than in the
distribution, of income ensure equality between
saving and investment.

The Role of Social Classes

In order to study income distribution in classical,
post-Keynesian and neo-Ricardian theories it is
relevant to define what kind of relationships
exist between property and income earners. Prop-
erty rights are fundamental determinants of distri-
bution if the production process requires some
form of cooperation from individuals having the
power of ‘withdrawing’ certain essential inputs.
As in most classical theories, social classes remain
crucial for post-Keynesian theories, and their dis-
tinctive feature is given by their saving and con-
sumption behaviour. In more sophisticated
theories (Pasinetti) the assumption of ‘separate
appropriation’ of each production factor is no
longer in the foreground, and workers’ income is
made up by wages and profits on accumulated
savings. In a general sense in post-Keynesian
theories different rates of saving are associated
with different economic or social classes. And
the distribution of income among classes will be
such as to yield an overall saving equal to the
desired level of full-employment investment. We
shall start by considering the origin of Keynesian
income distribution theories.

The Hharrod–Domar Dilemma

When in the late Thirties and in the Forties the first
macro-economic models of economic growth
were developed, the theory of income distribution
was caught in an impasse, represented by the well-
known Harrod–Domar equilibrium condition
s = g(K/Y), where s is the aggregate saving
ratio, g the natural rate of growth (which can
include ‘labour saving’ technical progress), and
K/Y the capital/output ratio. If these three vari-
ables are all given, then it is unlikely that the
Harrod–Domar condition can be satisfied.
Hence, in order to have a model in which the
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possibility of steady growth is assured, it is nec-
essary to relax one or another of the assumptions.
The equality between s and g(K/Y) can be
obtained by: (a) flexibility in K/Y (also referred
to as the technology assumption); (b) flexibility in
s (saving assumption); (c) flexibility in g (labour-
market and/or labour-supply assumption).

The above three cases can, of course, be com-
bined in various ways as, for instance, in Samuel-
son andModigliani’s (1966) model, where (a) and
(b) apply simultaneously.

Two Different Ways of Answering
the Harrod–Domar Dilemma

Solution (a) above was adopted by the neoclassi-
cal or marginalist school:

Instead of there being fixed coefficients in produc-
tion there may exist a production function offering a
continuum of alternative techniques, each involving
different capital– labour ratios; . . . The conse-
quence is that the capital–output ratio v is adjust-
able, instead of being fixed, and this provides a way
in which s/v and n may be brought into equality
(Hahn and Matthews 1964, p. 785).

The second answer to the Harrod–Domar
dilemma, that is, the assumption of a flexible
aggregate saving ratio, was primarily adopted by
the (neo-) Keynesian or Cambridge School. Of
course there are many ways in which one can
give flexibility to s ; but the one which has played
the major role is the hypothesis of a two-class
society (namely workers and capitalists, or con-
sumers and entrepreneurs), each with a different
(constant) propensity to save. In this way there
always exists a distribution of income between the
two classes which produces precisely that saving
ratio that will equal the value g(K/Y), so satisfying
the Harrod–Domar equilibrium condition. The
validity of this approach is reinforced by the fact
that the assumption of a uniform aggregate saving
ratio ignores all possible differences in saving
(and consumption) behaviour between, for
instance, different classes of income receivers, or
categories of income or even different sectors of
the economy. Moreover the problem of aggregat-
ing savings might give rise to particular and
unknown difficulties, so that it may be safer to

consider it in a disaggregate way, as the
neo-Keynesian model does. Thirdly, this assump-
tion also receives empirical support from the
observed high rates of saving out of corporate
profits and lower rates out of labour income. Con-
sidering a full-employment long-run equilibrium
growth model with a capitalis’ class (whose
income is derived entirely from capital) and a
workers’ class (whose income is derived from
wages and accumulated savings), both with con-
stant propensities to save, the Cambridge econo-
mists were in a position to (1) provide a solution to
the Harrod–Domar dilemma (by specifying an
aggregate saving ratio s which equals g(K/Y),
where g and K/Y are both exogenously given);
(2) determine the long-run equilibrium value of
the rate of profits, the distribution of income
between profits and wages, and the distribution
of disposable income between the two classes;
(3) allow the existence of an income residual,
namely the wages, consistent with the assumption
of a relationship between the savings of that class
of individuals (the capitalists) who are in the posi-
tion to control the process of production and the
patterns of capital accumulation; and (4) give
some insights into the process of accumulation
of capital by specifying the equilibrium capital
shares of the two classes. This range of results is
obtained within a fairly simple framework and on
the basis of relatively few assumptions, much less
‘hybrid, opposite and extreme’ than those of the
marginalist model.

Kaldor’s Theory of Distribution

Kaldor’s distribution theory plays a fundamental
role in the Cambridge or post-Keynesian theories
of income distribution. His original analysis
appeared first in the Review of Economic Studies,
1956 and, in a slightly different form in Essays on
Value and Distribution in 1960. Kaldor considers
a one-sector growing economy in which there are
two classes: one whose income is derived entirely
from capital (the capitalists, who are not wage-
earners) and a second one which derives its
income uniquely from wages (the workers). At
each of these two groups he attaches a fixed
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propensity to save, sc and sw respectively, higher
for the capitalists and lower for the workers.
Kaldor’s model, as well as all other neo- or post-
Keynesian models, is based on the assumption of
long-run, full-employment equilibrium.

Assuming that national income (Y) is divided
into wages (W) and profits (P) and a situation of
steady growth, where all variables grow at the
same rate g and where all ratios among macro-
economic variables remain constant, Kaldor
derives explicit formulae for the overall rate of
profits and share of profits in national income.
Additionally, by making the ‘classical’ assump-
tion that sw (the propensity to save of the workers)
is zero, he obtains the following two simple rela-
tionships: P/K = g/sc andP=Y ¼ gK=sc. The first
solution shows that the equilibrium rate of profits
depends only on the exogenously given rate of
growth (g) and on the constant propensity to save
of the capitalists’ class. The second solution
shows that the long-run share of profits in national
income is determined by the rate of growth, the
capital/output ratio (K) and the propensity to save
of the capitalists (all exogenously given).

Pasinetti’s Theorem

As we have seen, Kaldor’s saving function con-
siders, essentially, two types of income. What
happens if we assume that the saving propensities
differ, not according to classes of income, but
according to classes of individuals (a more realis-
tic assumption, referring to the weak definition of
social class discussed above)? It is at this point
that the basic contribution of Pasinetti may be
brought in, where he assumes that saving propen-
sities differ by class (assumed inter-generationally
stable), rather than by type of income. His contri-
bution, in his own words

has come from the discovery of a fundamental
relation (passed unnoticed in the whole of previous
economic literature) which links profits to savings
through the ownership of the capital stock. This
relation simply follows from the institutional prin-
ciple that profits are distributed in proportion to the
ownership of capital and that the ownership of
capital derives from accumulated savings
(Pasinetti 1974, p. 127)

In this way the workers’ class is allowed to own
a share of the total capital stock, from which it
derives an interest income. By solving the model
Pasinetti obtains an explicit value for the rate of
profits and share of profits in national income; in
particular the former turns out to be P/K = g/sc,
which has been defined as Pasinetti’s Theorem, or
‘Cambridge equation’ (as a matter of fact it should
be defined as the ‘New Cambridge equation’, since
the original one had been found by Kaldor).
Pasinetti’s analytical results are similar to those
obtained byKaldor; there is, however, a fundamen-
tal difference, since Pasinetti’s solutions have been
obtained without making any assumption whatso-
ever on the propensity to save of the workers,
which may assume positive values indeed. These
results are undoubtedly of importance and establish
a direct and simple relationship between the rate of
profits and the rate of growth, through the interac-
tion only of the capitalists’ propensity to save.
More precisely, the value of the rate of profits
shows that on the long-run equilibrium growth
path, the propensity to save of the workers, through
influencing the distribution of income between
capitalists and workers, does not influence the dis-
tribution of income between profits and wages.

Implications of the ‘New Cambridge
Equation’

The first thing that can be stressed is that the rate
of profits and the share of profits in national
income both vary inversely with sc. Hence, all
other things being equal, the less the capitalists
save and the greater is their return on capital (but
with a smaller share of the capital stock). Exactly
the opposite is true for the workers: the more they
spend, the less they will receive for their future
consumption (through a reduced share of the cap-
ital stock).

Secondly, as Pasinetti himself points out in the
original exposition and more recently (Pasinetti
1974, Ch. VI) the irrelevance of workers’ propen-
sity to save gives the neo-Keynesian growth
model much more generality than it appears at
first sight. It is not necessary to make any hypoth-
esis whatever on the aggregate saving behaviour
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of the workers for the simple reason that both the
rate of profits and the distribution of income are
determined independently of the propensity to
save of the workers. Therefore the workers could
be divided into any number of sub-categories we
wanted. Again, the particular saving behaviour of
any sub-category of workers would influence the
distribution of income among the various
sub-classes of workers and, of course, between
the workers and capitalists, but the distribution
of income between wages and profits would not
be affected at all, given the constancy of the cap-
italists’ propensity to save.

Third and finally, the ‘New Cambridge equa-
tion’ shows and uncovers, for the first time in
modern economic theories, the ‘absolute strategic
importance’ of the saving behaviour of just one
group of individuals (the capitalists) for the deter-
mination of the most vital relationships of the
model. On the other hand the saving behaviour
of the other class (or sub-classes) has nearly no
power at all: they can save as much as they want,
and of course receive an interest on it, but they
will not influence the distribution of income
between profits and wages. Moreover the share
of wages in national income is a residual, once the
share of profits (a function of the capital/output
ratio, the rate of growth and the propensity to save
of the capitalists) has been determined. The con-
cept of residual of the classical economists is to be
found again: but while for Ricardo the residual
was represented by profits, in post-Keynesian
models wages are a residual, once profits have
been determined.

The Marginalists’ Reply
to the ‘Cambridge Equation’

The results obtained by the neo-Keynesian econ-
omists did of course attract the attention of the
neoclassical economists, who defined the Cam-
bridge equation of income distribution as a ‘para-
dox’. Their reaction was not surprising, since the
Cambridge equation makes the whole ‘well-
behaved’ production function framework irrele-
vant. With the aim of defending the theory of
marginal productivity of capital, Meade (1963,

1966) and Samuelson and Modigliani (1966) set
out to find a condition for which Kaldor-
Pasinetti’s Theorem would be prevented from
operating, by arguing that when the propensity
to save of the workers is exactly equal to the
propensity to save of the capitalists times the
profits share, then the capitalists cannot in equi-
librium survive in the system and their propensity
to save cannot determine the rate of profits. In
such a situation all equilibrium savings of the
system would be provided by the workers only,
and the two-class system would become a single-
class model where the marginalist scheme could
be applied again to determine income distribution.
But, as the ensuing debate has shown, such a
situation is very unlikely to happen in the real
world and, more importantly, it does represent a
‘knife-edge’ solution since in equilibrium it
applies only when sw = s. To devise one ‘knife-
edge’ in order to answer another one (the
Harrod–Domar’s) may not represent the best
counter-argument.

Other Criticisms of the ‘Cambridge
Equation’

The most common criticisms of post-Keynesian
income distribution models (cf., for instance,
Bliss 1975, Ch. 6; Samuelson and Modigliani
1966) seem to concentrate on: (a) the assumption
of the equality, in the long-run, between the rate of
profits earned by the capitalists and the rate of
interest earned by the workers on their accumu-
lated savings; (b) the constancy of the propensity
to save of the two classes, exogenously given and
hence independent of other variables as, for
instance, the rate of interest or the rate of popula-
tion growth; and (c) the assumption and identifi-
cation of individuals who retain their class
identity forever, that is, of classes which are
intergenerationally stable.

Let us consider these points in some detail. In
the late Sixties and early Seventies several authors
have suggested that if one were to assume a dif-
ferentiated rate of return for workers’ and capital-
ists’ savings, the Cambridge equation would no
longer apply. As a matter of fact, as Pasinetti
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(1974, pp. 139–41) has formally proved, this may
not be true: the hypothesis of a differentiated
interest rate comes to reinforce his analysis,
since ‘A rate of interest lower than the rate of
profit has the same effect of a higher propensity
to save of the capitalists, as it redistributes income
in favour of the class that owns the physical cap-
ital stock.’ The second criticism was put forward
by economists who thought that the introduction
of the life-cycle hypothesis on savings into the
two-class model (where individuals would make
their saving plans on the basis of the level of the
interest rate and of other life-cycle parameters)
would make the equilibrium interest rate a func-
tion of all parameters of the model. The assump-
tion of the life-cycle hypothesis is of course not
strictly compatible with the neo-Keynesian frame-
work, where investment is independent of sav-
ings; nonetheless it has been shown that even in
the context of a two-class life-cycle model, as long
as there exists a class of ‘pure’ capitalists, the
equilibrium interest rate is a function of the
behavioural parameters of the capitalists only.
The third main criticism concerns the assumption
of intergenerationally stable classes; one would
expect that the relaxation of this assumption
would invalidate the relevance of the Cambridge
theorem. But it is not really so, as few authors
seem to conclude.

Vaughan (1979), for instance, in his analysis
obtains a third solution for the interest rate,
which approaches Pasinetti’s solution when the
net transference of individuals between classes is
low, as it may be the case over the very long run
which constitutes the framework of these
models.

Conclusions

Summing up we may say that post-Keynesian
theories place themselves half-way between clas-
sical and marginalist theories of income distribu-
tion, since on the one hand they reject the strong
version of the social-class theory of distribution
postulated by classical economists, where each
income share meets a strong ‘claim’ associated
with the property of an essential input (labour,

capital or land). Instead post-Keynesian theories
put forward a much more flexible concept of
social class, characterized by a given saving and
consumption behaviour (for Pasinetti the workers
may even be divided into sub-classes). But on the
other hand post-Keynesian theories differentiate
themselves from the models of competitive eco-
nomics where individuals react only with respect
to the markets on which they have little effect.
Post-Keynesian theories do moreover allow for
elements of monopoly power, and retain the con-
cepts of residual income and circularity of the
production process contemplated by classical
economists. It may well be that their extension to
include certain elements of the life-cycle theory of
saving and consumption behaviour will give them
some micro-foundations.

See Also

▶Kaldor, Nicholas (1908–1986)
▶Widow’s Cruse
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Distribution Theories: Marxian

David M. Gordon

It is hard to imagine a more important topic within
Marxian economics than the distribution of
income and the means of production among the
principal classes in capitalist economies. For
example: (1) The share of profits (or, inversely,
the share of wages) constitutes one important
component of the rate of profit. (2) The rate of
profit operates as a fundamental determinant of
the pace of investment and, therefore, of accumu-
lation. (3) The rate of accumulation serves as a
kind of life-force invigorating capitalist econo-
mies over time – regulating their growth and
development, and the wealth of their participants.
(4) Distribution, production and accumulation are
thus fundamentally interconnected, forming the
foundation of lives and livelihoods in capitalist
societies.

In this respect, indeed, Marx himself regarded
‘distribution relations’ as part of the core of the
capitalist economy. Criticizing those who ven-
tured an ‘initial, but still handicapped, criticism
of bourgeois economy’ by seeking to distinguish
between the level of priority of production and
distribution, Marx affirmed that both production
relations and distribution relations are part of the
‘material foundations and social forms’ of any
given historical epoch. Distribution relations and

production relations are ‘essentially coincident’,
he argued, since ‘both share the same historically
transitory character’. (Marx 1894, pp. 883, 878).

And yet, despite these reasonably self-evident
theoretical connections, the analysis of distribu-
tion has remained substantially underdeveloped in
the historical evolution of Marxian economics.
While such classic issues as crisis theory, the
transformation problem and the usefulness of the
labour theory of value have been intensively and
vigorously reviewed, the determination of distri-
bution patterns over time and cross-sectionally
has been elided in synthetic treatments of Marxian
analytics and largely ignored in more focused
scholarly investigations.

More recent developments in Marxian econom-
ics, fortunately, have finally begun to overcome
this traditional reticence. This essay provides a
brief review of traditional attention – or, more
accurately, inattention – to the problem of distribu-
tion and then surveys some promising recent culti-
vations of this historically fallow terrain.

Terms of Analysis

Before beginning that review, however, it will be
useful to clarify the defining boundaries of this
topic.

It is probably most useful to begin with the role
of distribution in the determination of profitabil-
ity, that central fulcrum of economic behaviour.
A familiar accounting identity reminds us that the
rate of profit of the individual firm, r, can be
expressed as the product of the share of profits in
firm value-added, sr, the ratio of output to utilized
capital stock, yu, and the ratio of utilized to owned
capital stock, K *, or

r�sr � yu � k�; (1)

where

r�P=K0; sr�P=y; yu ¼ Y=Ku; k
��Ku=K0;

(2)

and P is firm profits, K0 is the value of the firm’s
owned capital stock, Y is firm value-added, and Ku

2964 Distribution Theories: Marxian



is the portion of the owned capital stock which is
currently utilized. In the aggregate, abstracting
from variation among firms for such purposes,
the same accounting identity applies.

In this accounting identity, distribution rela-
tions primarily affect the level of and changes in
sr, the share of profits in firm revenue. Factors
affecting the rate of capital accumulation and
the productivity of the means of production pri-
marily affect yu. Secular trends in the robustness
of aggregate demand and its fluctuations over
the business cycle have their most direct impact
on k*.

At this first level of approximation, then, anal-
ysis of distribution relations among the principal
classes of a capitalist economy can begin with a
focus on the determinants of sr. Such analyses
would immediately concern themselves with the
wage share, sw, as well, since sw � (1 � sr).

This is, of course, only a first level of approx-
imation. At a second level of investigation, we
must deal with three further refinements of focus.

1. Accounting Eq. 1 is formulated in revenue
terms, not in value terms, so it does not yet
encompass the Marxian concern with the
value-theoretic determinations of economic
relations. But this additional consideration
requires simply that we add an analysis of the
rate of exploitation (or the rate of surplus
value), e, to the definition of our task, since
conventional Marxian value analytics establish
a straightforward transformation between the
profit share and the rate of exploitation. In one
simple formulation, for example, the rate of
exploitation is equal to the ratio of profits (∏)
to wages (W) weighted by the capital–labour
ratio (k1), or e � kL � (P W) . (See Marglin
1984, pp. 57–60 and 191–192, for a useful
elaboration of these relations of equivalence.)

2. The first level of approximation, represented
by Eqs. 1 and 2, also allows for the existence of
only two classes in capitalist economies,
abstracting from all other relevant economic
groupings or subsidiary classes. At a second
level of approximation, therefore, we must also
consider the existence of and determination of
the shares of any other categories of economic

agents, beyond our starting groups of capital-
ists and workers, which may seem relevant or
necessary for our analyses.

3. A share of revenue need not necessarily trans-
late into an exactly equivalent share of real
income, since the prices confronting workers
and capitalists may not exactly parallel each
other over time. The relative purchasing power
of their revenues received, and therefore the
distribution of income, may consequently
vary as a result of changes in the relative prices
of capital goods and wage goods as well. It is
conceivably useful, therefore, to decompose
the profit share in Eq. 1 into two terms, one
involving a ratio of ‘real’ profits to real income
and the other a ratio of capital-goods prices to
an index of (weighted) output prices. (See
Weisskopf 1979, for useful elaboration of this
kind of decomposition.)

A final consideration seems critical for defin-
ing the scope of our analysis. It is taken for
granted within the Marxian tradition that a given
class’s share of revenues is conditioned, at the
most basic level, by the extent of its power over
the means of production. And yet, over time, a
given class’s relative control of the means of pro-
duction will be responsive to systematic changes
in its share of revenues. It is not at all inappropri-
ate, therefore, to treat the class distribution of
revenues and the class distribution of control
over the means of production as interdependent
and mutually-determining over the long term. We
may therefore define our task most broadly, in this
respect, as the analysis of the determination of
class (and group) shares of revenue (and therefore
of income) and of the class distribution of relative
control over the means of production.

Marx was himself clear on the importance of
defining the analysis of distribution in both of
these two senses. ‘It may be said . . .’ he wrote at
the end of Volume III of Capital (1894, p. 879),
‘that capital itself . . . already presupposes a dis-
tribution: the expropriation of the labourer from
the conditions of labour [and] the concentration of
these conditions in the hands of a minority of
individuals . . .’ This underlying dimension of dis-
tribution ‘differs altogether’, he continued, ‘from
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what is understood by distribution relations . . .
[as] the various titles to that portion of the product
which goes into individual consumption’. This
does not in any way suggest, he insisted, that
distribution in this former sense does not involve
‘distribution relations’ or should somehow remain
peripheral to our analysis:

The aforementioned distribution relations, on the
contrary, are the basis of special social functions
performed within the production relations by cer-
tain of their agents . . . . They imbue the conditions
of production themselves and their representatives
with a specific social quality. They determine the
entire character and the entire movement of
production.

Traditional Analysis

Inherited approaches to the problem of distribu-
tion are most easily viewed through three some-
what separable lenses: the growth-theoretic
perspective, crisis-theoretic hypotheses of a rising
profit share, and antipodal crisis theories based on
a falling profit share.

Long-Term Trajectories

Marxian economics has not always found it
congenial to reflect upon the long-term growth
paths of capitalist economies, since such perspec-
tives are tainted in some minds by associations with
concepts like ‘stability’ and ‘equilibrium’. It is none-
theless possible to extract from traditional Marxian
analyses a clear approach to the logic of determina-
tion of ‘steady-state’ tendencies – provided this
exercise is understood, in Marglin’s words (1984,
p. 52), ‘as a subset of Marxian theory and not as an
attempt to represent the whole’.

It seems reasonably clear, in that context, that
distribution relations are exogenously given to the
traditional model, determined outside the set of
basic interactions which jointly establish ‘equilib-
rium’ rates of growth and rates of profit. Historical
conditions, not directly subject to internal eco-
nomic analysis, establish a ‘customary’ wage.
Existing levels of productiveness, also exogenous
to the system, determine the level of output per

hour and therefore, given the wage, the profit
share as a residual. The behavioural hypothesis
that capitalists save all profits combines with the
determination of consumption by customary wage
levels to create the conditions for a feasible and
warranted steady-state combination of profit rates
and growth rates. Marglin concludes (1984, p. 62):
‘In contrast with the inherited neoclassical
approach, in which resource allocation determines
income distribution, causality here runs from
[exogenously-determined] distribution to growth.’

There is, of course, nothing intrinsically wrong
with these assumptions about directions of cau-
sality. Treating distribution as exogenous to the
internal operations of the capitalist economy has
simply meant that Marxian economists have
tended to elide the factors determining distribu-
tion, setting them aside as consequences of ‘his-
torical and moral elements’ and the ‘technical’
conditions of production.

Hypotheses of a Rising Profit Share

Distribution has played a somewhat more explicit
role in analyses of tendencies toward economic
crisis. One group of theories has built upon
hypotheses of a secular tendency toward an
increasing profit share.

Perhaps the first systematic example of this
hypothesis emerges in Lenin’s account of imperi-
alism and monopoly capitalism (1917). In its
essence, Lenin’s argument begins with the rela-
tively simple hypothesis of increasing oligopoly
and therefore, ‘since monopoly prices are
established’ (p. 241), of relatively reduced com-
petitive pressures. With the help of financial oli-
garchies, corporations are able to achieve a
continuously rising profit share and therefore to
amass ‘an enormous “surplus of capital”’ (p 212).
With this surplus of capital, capitalists are pro-
mpted to export capital overseas and, eventually,
to reduce efforts at technical improvements. Over
time, ‘the tendency to stagnation and decay, which
is characteristic of monopoly, continues to operate
. . .’ (p. 241; emphasis in the original).

The model begins, therefore, with a strong
hypothesis about distribution – presuming a
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strong initial tendency under monopoly capital-
ism towards a rising profit share. And yet, the
conditions which would be necessary to derive
this as a prevailing long-term tendency are
unexplored. There is no real analysis of wages,
although prevailing assumptions about competi-
tive labour markets are implicitly incorporated
into the model. There is equal taciturnity about
the initial determination of real productivity, even
though the rate of growth of real productivity must
exceed the growth of real wages for the initial
condition of a rising profit share and an ultimate
‘surplus of capital’ to hold. And, despite the inter-
national orientation of the analysis, there is no real
incorporation of a model of international pricing
and exchange which would support the hypothe-
sis of rising profit shares in all the advanced
countries.

These elisions are subsequently reproduced in
most 20th-century analyses of underconsumption
and monopoly capital. The models begin with a
premise of growing capitalist power, most fre-
quently from increasing monopoly control over
product markets. This power leads to a rising
‘surplus’ and therefore to a rising profit share.
From that set of initial premises, the problems of
effective demand and urgent efforts to absorb the
surplus follow naturally (Bleaney 1976; Baran
and Sweezy 1966). As with Lenin, however,
there is remarkably little attention to the condi-
tions which permit this initial increase in the profit
share. What about wages? Or labour productivity?
Or conditions of international pricing? There is, in
general, the simple presumption that conditions
have evolved in a such a way as to permit consis-
tent increases in the profit share, but little reflec-
tion on the relations which make those conditions
possible. Baran and Sweezy admit some of this
inattention, particularly to the social relations
which would allow real productivity growth to
outstrip real wage growth (1966, pp. 8–9):

We do not claim that directing attention to the
generation and absorption of surplus gives a com-
plete picture of this or any other society. And we
are particularly conscious of the fact that this
approach, as we have used it, has resulted in almost
total neglect of a subject which occupies a central
place in Marx’s study of capitalism: the labour
process.

Hypotheses of a Falling Profit Share

For completeness, it is useful to consider the alter-
native hypothesis of a falling profit share,
although attention to this possibility has only
emerged within Marxian analysis more recently,
primarily in the post-World War II era.

This hypothesis has relatively simple analytic
foundations. For whatever reasons, working-class
power may increase sufficiently to allow wages to
rise more rapidly than labour productivity and
therefore to result in a persistent increase in the
wage share of revenues.

The hypothesis follows most naturally in a
cyclical context and bears close connections to
Marx’s own analysis of cyclical dynamics in
Chapter XXV of Vol. I of Capital (1867). In the
short run, rapid expansion may lead to tight labour
markets, increasing workers’ bargaining power
and resulting in a rising wage share. (Boddy and
Crotty (1975) provide a useful development of
this cyclical model in relatively traditional terms.)

The hypothesis needs further grounding in
order to serve as the basis for a theory of economic
crisis, however. The forces which lead to tight
labour markets in short-term expansions could
plausibly result in comparably slack labour mar-
kets during short-term contractions and therefore
to a recovery of the profit share. In order properly
to ground a theory of secular crisis upon this
hypothesis of a falling profit share – and therefore
fully to develop a ‘profit squeeze’ theory of eco-
nomic crisis – one must show why cyclical con-
tractions do not restore the profit share and, other
things equal, the rate of profit. This requires ana-
lyses of conditions which permit rising worker
power – even in the age of oligopolistic competi-
tion – from one business cycle to the next. Until
the mid-1970s, Glyn and Sutcliffe (1972) were the
principal Marxian economists to have formally
developed such an analysis, and in their case
primarily for the sole case of England.

Even in their case, however, the analytic
requirements for the secular version of the ‘profit
squeeze’ theory of crisis are not fully developed.
What are the explicit conditions of labour market
competition which explain particular patterns of
wage growth? Under what conditions in the
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organization of production and the promotion of
technical change would real productivity growth
fail to keep pace with real wage growth? What are
the conditions of international economic linkages
which would or would not support tendencies
towards a falling profit share? A further problem
involves the closeness of the relationship between
profits and surplus value; Shaikh (1978) reviews
some of the problems with casual assumptions
about this connection.

Kalecki and Mandel as Connecting
Writers

We can find in the work of Michal Kalecki and
Ernest Mandel some early instances of the kinds
of concerns which have fuelled more recent
explorations.

Particularly in his later essays, Kalecki iden-
tifies but does not yet develop some of the lines of
inquiry which would be necessary for a more
advanced analysis of distribution. In ‘Class Strug-
gle and Distribution of National Income’ (1971),
Kalecki refines the analysis of the relationship
between wages and the profit share, noting that
analyses of the conditions of product market com-
petition are necessary ‘to arrive at any reasonable
conclusion on the impact of bargaining for wages
on the distribution of income’ (p. 159); that trade
union power is likely, ceteris paribus, to reduce
the level of the mark-up; and that, in general,

class struggle as reflected in trade-union bargaining
may affect the distribution of national income but in
a much more sophisticated fashion than expressed
by the crude doctrine: when wages are raised,
profits fall pro tanto. (p. 163)

In ‘Trend and Business Cycle’ (1968), Kalecki
develops what he regards as a more satisfactory
analysis of the relationship between short-and
longer-term determinants of investment and there-
fore, a fortiori, the conditions which are likely to
affect movements in the profit share over time.

Both of these analyses are entirely preliminary,
however, since they constitute more of a pro-
gramme for further work than a report on com-
pleted analyses. In particular, Kalecki notes that

most of his analysis hangs on a handful of coeffi-
cients which he takes as given for his purposes,
including the level of labour productivity, the
share of gross profits flowing into capitalist con-
sumption, capitalists’ propensities to invest, and
the rate of embodied technical progress. ‘To my
mind’, he concluded, ‘future inquiry . . . should be
directed . . . towards treating . . . the coefficients
used in our equations . . . as slowly changing vari-
ables rooted in past development of the system’
(p. 183). The real problem, in short, is not to
assume the central parameters of the determina-
tion of profits and investment but rather to derive
them from determinant structural and historical
analysis.

Mandel serves as a transitional figure in a differ-
ent way. Although much of Mandel’s analysis is
hard to pin down precisely, he has nonetheless
helped highlight the importance of an integration
between formal Marxian analytics and structural/
historical analysis. In Late Capitalism (1972), in
particular, he suggests the rich possibilities for anal-
ysis of the particular conditions which might or
might not give rise to variations in the rate of surplus
value. There is much to learn, he urged (p. 183):

Late capitalism is a great school for the proletariat,
teaching it to concern itself not only with the imme-
diate apportionment of newly created value
between wages and profits, but with all questions
of economic policy and development, and particu-
larly with all questions revolving on the organiza-
tion of labour, the process of production and the
exercise of political power.

Recent Explorations

As this review is being written, a rich range of
Marxian work on distribution in advanced capi-
talist societies has recently been completed or is
currently under way. Since much of it is still in
progress and unpublished, full references are dif-
ficult and probably inappropriate for an enduring
encyclopedia. This final section will therefore
concentrate on a synthetic review of the kinds of
explorations which have recently been undertaken
and the promising possibilities which have begun
to emerge.
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Changing Power Relations

One central problem in traditional Marxian anal-
ysis, which the examples of Kalecki and Mandel
as connecting figures help to highlight, was the
reluctance to forge determinate linkages between
formal analytic categories, on one side, and the
structure of and changes in power relations, on the
other. Many appear to have felt either that these
two loci of investigation operated at different
levels of logical abstraction or that power rela-
tions, with all the social complexity of phenomena
like the class struggle, could not be rendered ana-
lytically or studied empirically in any kind of
formal or rigorous fashion. One is left with ana-
lyses, to quote Harris (1978, p. 166), which
remain ‘essentially ad hoc and tentative’.

Recent work has begun to overcome these
hesitations. It has pursued careful and analytically
determinate investigations of the relationship
between power relations and, among other vari-
ables, the profit share. Attention has been focused
primarily on three different dimensions of power
relations: capital–labour relations, global link-
ages, and contests over state policy and practice.

Capital–Labour Relations

It has been recognized since Marx that class
struggle over wages could conceivably affect
distribution. But the formal linkage of condi-
tions of class struggle to the determination of
wage and profit shares has been hampered by
the impression that levels and rates of change of
productivity are determined orthogonally – by
technical conditions and the pace of
investment – and therefore that the two kinds
of concerns could not somehow be combined
into a single, inclusive, determinate analysis of
changes in the profit share itself.

This problem appears to have been overcome.
In recent work, particularly by Weisskopf,
Bowles and Gordon (1983), a ‘social model of
productivity growth’ has formally linked factors
affecting capital–labour relations with the more
traditional analyses. Several hypotheses about

factors affecting the level of labour intensity in
production have been both elaborated mathe-
matically and tested empirically. This ‘social
model’ appears to provide a robust explanation
of variations in rates of productivity in the
United States in the decades following World
War II.

One crucial insight in that work is also begin-
ning to invigorate Marxian wage analysis. Tradi-
tional perspectives on wage determination,
building upon the ‘reserve army’ effect, focused
on the relationship between wage bargaining and
the threat of unemployment. As capitalist socie-
ties have developed, however, the threat of unem-
ployment has been tempered by the availability of
various components of what is typically called the
‘social wage’ – such as unemployment insurance
and income maintenance expenditures. This has
prompted the development of a more inclusive
measure of the threat to workers of job dismissal:
an index of ‘the cost of job loss’. It calculates the
expected income loss resulting from job termina-
tion, usually calculated as a percentage of the
expected annual income if still employed, and
incorporates estimates of the average wage in
employment, expected unemployment duration,
available income-replacing benefits, and available
non-income-replacing benefits (which workers
receive whether employed or not). (For provi-
sional definition and measurement, see Weisskopf
et al. 1983). Building upon these insights, it is
likely that we will soon see much more fully
developed and sophisticated analyses both of the
determinants of wage growth and of the relation-
ship between wage growth and labour demand.

Taken together, these new hypotheses about
wage change and productivity growth them-
selves combine to provide the possibility of
much more advanced hypotheses about determi-
nants of changes in the profit share. Given that it
is formally true that the rate of change of the real
profit share is equal to the rate of change of real
productivity minus the rate of change of real
wages, analytic determinations of changes in
the class distribution of revenues can now
properly reflect both ‘social’ and ‘technical’
determinations.
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Global Power

As noted above, another elision in traditional
Marxian analyses of distribution has involved
international connections. Traditional analyses
have either assumed perfect competition, an awk-
ward first approximation, or have tended, follow-
ing models of monopoly capitalism, to assume a
constant or rising price mark-up. But in an open
economy, neither assumption seems useful, even
as a first approximation, because of the likelihood
of secular changes in a given economy’s relations
with other suppliers and buyers in global markets.
And these changes are quite likely to affect the
distribution of revenues, since they are bound to
affect either relative input prices or the mark-up
and through either path potentially to influence the
real profit share.

Analyses of international linkages have lagged
behind studies of capital–labour relations, but
some promising initial exploration are under
way. Two principal avenues of approach seem to
be emerging. One seeks explicitly to model the
effects of changes in the level and variability of
the terms of trade on domestic productivity and
profitability. The other aims at understanding and
eventually modelling the effects of changing con-
ditions of international power and, in particular,
the effects of the internationalization of capital
and growing multinational corporate leverage
over domestic labour. (Bluestone and Harrison
(1982) provide a useful early account of some of
these latter effects for the US.) This kind of work
is still in its early stages but seems increasingly
essential in a more and more interdependent
economy.

State Policy and Practice

The state can obviously have important effects
on the private distribution of income among clas-
ses, both through tax policies and through the
effects of expenditures on the costs of production
and the relative bargaining power of the respec-
tive classes. Work on these connections has not
yet moved beyond its early stages. Gough (1979)

reviews the paths of likely effect on both the tax
and expenditure side. Bowles and Gintis (1982)
provide one provisional study of the effects of
state policies on the profit share in the United
States. And some of the studies of capital–labour
relations discussed above are beginning to shed
important light on the effects of ‘social wage’
expenditures on private-sector wage and produc-
tivity determination.

Combined Effects

These three dimensions of power relations need
not be quarantined in separate cells of analytic
isolation. It is possible to derive an inclusive
model of their combined effects which retains a
focus on the power relationships incumbent in
each. Bowles et al. (1986) provide one such
model of the determination of the profit rate; it
includes factors affecting labour intensity, relative
international power, and relationships with the
state. Applied econometrically, the model appears
to provide the most robust account available of
variations in the rate of profit in the US in the
postwar era. Although the study focuses on the
rate of profit as a dependent variable, its approach
could also permit more focused analysis of the
profit share as a potentially separable component
of profitability.

Comparative Analysis

It seems equally important, finally, to advance our
understanding of the factors which explain cross-
sectional variations in the levels and time patterns
of the class distribution of revenues and income.
This task must inevitably come rather late in the
game, since it largely presupposes the availability
of existing models of distribution which work for
at least one country or groups of countries on their
own terms. At the time of writing, some promising
initial studies of cross-national variations in the
determination of profit rates and shares are just
under way. The best existing review of the polit-
ical economic history upon which such studies
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must build is the excellent comparative analysis
provided by Armstrong et al. (1984).

One, Two . . . Many Classes?

One final analytic task remains. Almost all recent
studies of distribution have accepted the tradi-
tional preoccupation with a two-class model of
capitalist economies – focusing almost exclu-
sively on the single pair of opposing magnitudes,
the profit share and the wage share. It is important
at least to consider the possibility that a more
variegated categorization of individuals would
be fruitful, even for traditional Marxian problem-
atics. What about managers? The petty bourgeoi-
sie? Financiers? Different strata of the working
class?

Empirical analyses aimed in this direction have
lagged in large part because of continuing uncer-
tainty and conflict over the appropriate definition
of group boundaries and their inter-relationships.
Two main approaches appear to have emerged as
the principal lines of inquiry within the Marxian
perspective.

One approach seeks to derive a more complex
mapping of primary and ‘intermediate’ or ‘sub-
sumed’ classes from the method and essential
categories of traditional Marxian analysis. Sharp
debates nearly overwhelmed these efforts in the
mid-to late-1970s, but it is conceivable that a
relatively widespread agreement on the terms of
analysis may be emerging in the mid-to late-
1980s. Almost all of these analyses presuppose
the usefulness of a single category of ‘productive
workers’ and seek to distinguish, as carefully as
possible, among various groups of intermediate
agents and non-productive workers whose
incomes largely draw upon realized surplus
value. Wright (1978) offers one useful early
review of the possibilities and problems in this
approach, while Resnick andWolff (1985) present
an interesting recent treatment.

A second approach, usually encompassed under
the general heading of ‘segmentation theory’, has
paid primary attention to the importance of various
divisions within the working class. Different

analyses of labour segmentation have emerged in
studies of various countries, and it is not at all clear
that a single uniformmodel of labour segmentation
in advanced capitalist formations can or should
emerge. These studies nonetheless suggest the
promise and importance of studying (a) the effects
of different structures of production and labour on
the opportunities and realized incomes of individ-
ual members of the working class; and (b) the
potential impact of systematically structured divi-
sions within the working class on the wage share of
the class as a whole. Gordon et al. (1982) provide
one important analysis of segmentation for the
United States; Wilkinson (1981) offers one useful
early compilation of comparative studies; while
Bowles andGintis (1977) provide a formal analytic
integration of segmentation analysis within the
value-theoretic context ofmore traditionalMarxian
theory.

These two approaches are potentially comple-
mentary, not conflicting, since the former concen-
trates largely on the group distribution of realized
surplus value while the latter primarily explores
the group distribution of variable capital. They
have not yet been properly vetted, compared,
and integrated, however, so we still await a com-
plete and satisfactory theoretical and empirical
account of the distribution of revenues among all
the relevant categories of individuals in capitalist
economies.

See Also

▶Marxian Value Analysis
▶ Surplus Approach to Value and Distribution
▶ Surplus Value
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Distribution Theories: Neoclassical

Christopher Bliss

Whenever a theory becomes involved in contro-
versy the question of what constitutes that theory
itself becomes a contentious issue, and the neo-
classical theory of distribution is no exception to
that general rule. Some have seen marginal pro-
ductivity as an essential feature of neoclassical
theory. Others have regarded the aggregation of
capital or an aggregate production function (even
a function of the Cobb–Douglas form) as essen-
tial. Neoclassical distribution theory is viewed as
general equilibrium theory by many but Friedman
has defended the ‘Marshallian’ or partial equilib-
rium approach.

The truth is that any body of ideas widely
maintained for a long time inevitably develops
and transforms itself, absorbs some ideas, discards
others, and fathers traditions and sub-traditions.
As the neoclassical theory of distribution has been
the predominant view in the leading countries for
the development of economics for over 100 years,
it is not surprising that it conformed to this pattern
and expressed itself in diverse even contradictory
voices. Many, whether or not they like neoclassi-
cal theory, hold that one voice represents the true
message, but neoclassical theory, like christian
doctrine, may stand on certain fundamentals but
is not and could not be monolithic.

It is important to distinguish between ‘neoclas-
sical theory’ on the one hand and the history of the
development of that theory on the other. Both are
valid subjects for study but a scientific assessment
of the theory should address itself to the best
modern statements. This principle has not always
been respected, particularly in the heat of contro-
versy, and some maintain that the theory went
wrong from the start, and that if one could only
go back to where the vital mistakes were made
everything would become clearer. (For an exten-
sive development and discussion of this line of
argument, see Baranzini and Scazzieri 1986.)
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However, the development of economic theory is
not like a complicated calculation in which every
step is supported by every earlier step. As with
any other discipline, the logical standing of a
theory and the history of the development of that
theory are distinct entities.

By way of illustration of the last point, consider
the way in which the theory developed in its early
stages. The ‘neoclassical’movement, whose lead-
ing members may be taken to include Böhm-
Bawerk, Edgeworth, Gossen, Jevons, Marshall,
Menger, Walras, Wieser and Wicksell, did not
begin with a theory of distribution but quite
neglected that side of the economic problem. By
focusing on marginal utility and the demand for
given resources in a barter economy, the neoclas-
sical economists were able to develop a powerful
and flexible method, the marginal principle, so
impressive that it has often been taken to define
their approach. The so-called ‘psychic’ notion of
marginal utility represented the refinement, no
more, of the old idea of ‘value in use’. However
with its help the neoclassicals eventually
succeeded in clarifying, as Smith, Ricardo and
Mill had all failed to clarify, how value in use,
value in exchange and cost of production could
coexist. Only the Austrians with their concept of
‘imputation’ hung on to the idea that utilities were
in some sense primary and other values derived.

Put in unashamedly modern terms, the central
neoclassical idea is that the pricing of goods and
the pricing of factors of production are governed by
common principles, mainly the forces of supply
and demand generated by agents who maximize
their objectives. From the perspective of the history
of the development of the theory the definition is
anachronistic. Economics did not develop and
refine the notion of a factor of production or the
concept of maximizing an objective and later arrive
at the neoclassical theory of distribution. Rather the
two processes took place in tandem. Despite the lip
service to classical ideas paid by some members of
the neoclassical school, notably Marshall, neoclas-
sical is a misnomer. The neoclassicals were not
revivalists of classical economic ideas, an Oxford
Movement of classical political economy. They
were revolutionaries.

The Distribution of Income

The theories with which we are concerned are
designed to explain the levels of payment to the
various factors of production – rents, wage rates,
and rates of profit – and by extension the shares of
the various factors in the total product. That is to
say that they are concerned with the functional
distribution of income.

We shall not discuss the distribution of per-
sonal or household incomes, sometimes called
the size distribution. The size distribution of
household incomes takes the form of a function
relating the level of income and the number of
units receiving that income. It is true that given the
distribution of the ownership of factors among
units, strictly the quantities supplied to the various
markets, and given also the rates at which those
factors are remunerated, the size distribution may
be derived. However, except in the short run, the
interrelationship between the functional and size
distributions is more complicated. This is mainly
so because the quantities of factors which may be
accumulated by individual units, land and capital,
and even the quantity of labour, respond to rates of
return to the various factors. Pasinetti (1962) pre-
sents a model which unusually takes this inter-
relationship into account. For a discussion of the
Pasinetti model and some of the criticisms which
it has attracted, see Marglin (1984, pp. 324–8). On
the distribution of personal income and wealth,
see Atkinson (1975).

Factors of Production

It is not surprising that the concept of a factor of
production plays a leading role in neoclassical
theory because it lends itself to the view that the
inputs used in production stand to each other in a
relation of symmetry, governed by common
principles. This is not to say that no differences
between the conditions applying to factors are
admitted. The symmetry is most marked in
the treatment of the demand for factors, while
on the supply side important differences are
recognized.
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The membership of the trinity of land,
labour and capital, which have always been
taken to be factors of production, goes back to
the classical writers, and an additional factor
called ‘entrepreneurship’ is widely recognized
by neoclassical and classical writers alike. The
development of the theory along formal lines
has tended until recently to suppress the role of
the entrepreneur and to make the firm into a
rather lifeless object. However lately the
increasing employment of economic theory in
industrial economics has given rise to some
richer treatments of the firm.

The employment of the concept of a factor of
production has been criticized. It has been argued
that labour in particular does not submit itself to
the laws of supply and demand like any other
input. The introduction of distinctive features of
the various factors and their markets tends to
undermine the simple symmetry of pure theory.
Some have detected apologetics in the designation
of capital as a factor of production. On this see the
discussion of ideology below.

Marginal Productivity
and the Determination of Factor Prices

Do marginal productivities determine factor
rewards? This apparently straightforward ques-
tion conceals conceptual complications and,
depending on the context to which the question
is applied, either ‘no’ or ‘yes’may be defended as
reasonable answers. Robertson (1931) argued that
the wage rate ‘measures’ the marginal productiv-
ity of labour. The reference is to the demand curve
for labour, which is the schedule of the marginal
productivities of various quantities of labour.
Robertson was reminding his readers that the
wage rate in a competitive market is determined
by the intersection of the demand curve and the
supply curve – both blades of the scissors cut the
paper. If marginal productivities are values deter-
mined by the equilibrium solution as much as are
wages and prices, talk of one determining the
other is misplaced. The same point applies when
the marginal product of capital and the return to
capital are under consideration.

In certain contexts however it is reasonable to
see marginal productivity as the determinant and
the payment to the factor as determined. Consider
the claim that managers of large enterprises are
paid very large salaries because the marginal
value productivity of a good manager amounts to
a great deal of money. Supposing this argument
correct, the high marginal productivity is a general
feature which does not depend upon solving out the
whole equilibrium. Contrast this with the case of a
micro unit, say a farm, facing a given wage rate for
labour and able to vary the quantity of labour
employed. For that exercise the wage rate is given
and the marginal product is determined by it.

A Simple Neoclassical Model

In this section we examine a static model. Growth
and capital will be considered below. The idea is
to construct a model in which factor prices will
drive everything else, including goods prices
through cost functions. This requires special
assumptions but makes for a model which can be
easily presented and which suffices to illustrate
some points about the neoclassical model of dis-
tribution. For a much more thorough review of
neoclassical models, see Ferguson (1969).

We assume factors and goods to be distinct and
that factors are not directly consumed. Let there be
F factors available in given quantities, and
G goods producible from those factors, F and G
need not be equal and there may be more goods
than factors, or less or the same number. The
production function for the ith good is:

vi ¼ f i xi
� �

i ¼ 1, . . . ,Gð Þ; (1)

where vi is the output of the i th good and xi is a
vector of factor inputs to the production of the ith
good. fi( ) is a concave constant returns production
function. The cost function shows the unit cost of
producing good i given factor prices. Factor prices
are a vector w and the unit cost of the i th good is
Ci(w), whereCi(w) is the solution to the programme:

min
xi

wxi; (2)
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subject to:

f i wi
� � 
 1: (3)

We denote the prices of goods by vector c(w),
where the i th element of c(w) is Ci(w). There are
H households. Let the h th household own factors
xh, in which case its income will be w � xh. All the
household’s income is assumed spent on goods
and the vector of goods demanded by household
h is denoted zh and is given by the h th household’s
demand function:

zh ¼ zh c wð Þ,w � xh� �
h ¼ 1, . . . ,Hð Þ: (4)

Now note that factor prices w imply demands
for factors as may be seen by the following line of
reasoning. Given w, we have household incomes
w � xh and goods prices c(w). Hence we have total
demands for goods:X

h

zh c wð Þ,w � xh� � ¼ z: (5)

The amount of factor j used in the production
of good i is the partial derivative of Ci(w) with
respect to wj, denoted cij . The matrix of these

coefficients, denoted C, depends on w only.
Hence demand for factors is C � z, supply is
�xh, and we have shown that excess demands
for factors are a function of factor prices.

To prove the existence of factor prices such that
factor demands and supplies are equal (strictly
such that there is excess demand for no factor),
one has to establish the continuity of the relation-
ship between factor prices and excess demands for
factors, and then employ a fixed point theorem
(see Arrow and Hahn, 1971, ch. 5).

We note some salient features of this model.
First, prices of factors are determined by the sup-
ply and demand for those factors although
demands for factors are derived demands
depending on their employment to produce
goods. Secondly, both the technology of produc-
tion and tastes influence the solution for factor
prices. Thirdly, factor prices measure the marginal
products of factors, a property which is ensured by

the process of cost minimization. However there
is clearly no sense in which marginal products are
prior to prices.

More and Less General Models

The model of the previous section is designed to
illustrate the manner in which the determination of
the distribution of income may be viewed as the
outcome of a general equilibrium of supplies and
demands for factors of production. The model is
less general than the standard general equilibrium
model. It exhibits, for example, constant returns to
scale production functions, no joint production
and no direct consumption of factor services.
Also, goods are not used as inputs to the produc-
tion of goods. The introduction of those features
would undermine the model’s neatness without
introducing fundamentally new principles.

More striking results are produced when the
model is made still more specialised. The factor
input coefficients may be treated as constants
independent of w. In this fixed coefficient case
the marginal product of a factor in producing a
good is undefined. In an extreme case there is only
one factor, usually labour, with the result that
relative goods prices are independent of demand.
(For a discussion of this non-substitution result
and its extension to an economy which uses fixed
capital, see Bliss, 1975, ch. 11.) Models of this
kind typically introduce the use of goods as inter-
mediate inputs to the production of goods. How-
ever so long as there is no genuine joint
production (the term genuine joint production is
used to distinguish the production of final
demands jointly from the notional joint produc-
tion that arises when fixed capital goods are
treated as one of the products of the productive
process.), the inputs used to produce final output
may all be reduced to the quantities of the factor
incorporated in them.

The model of Sraffa (1960), sometimes known
as the neo-Ricardian model, will be seen to be a
version of this model, but including an elegant
extension to fixed capital goods. Hahn (1982)
has argued against the claim that the
neo-Ricardian approach leads to new insights by
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pointing out that the model is a special case of the
general equilibrium model.

The Problem with Capital

The introduction of capital into the theory of dis-
tribution raises two issues which should be distin-
guished, even though they are not entirely
unrelated. One is the aggregation of capital, the
other is the nature of the supply of capital in the
long run.

Although many expositions of the theory have
been expressed in terms of an aggregate called
capital, and there have even been attempts to
formally underwrite this approach, it is now gen-
erally recognized that there is no rigorous method
of aggregating a heterogeneous collection of cap-
ital goods. (The most famous attack on the use of
aggregate capital is Robinson, 1953–4); see also
Champernowne, 1953–4; Harcourt, 1972 and
Marglin, 1984, ch. 12.) In this respect capital
stands on a par with other types of input, labour
for example. Highly aggregated models should
therefore be seen as simple devices for illustrating
how a type of model functions and not as descrip-
tions of the world. Unfortunately, some writers
who emphasize the problems of aggregating cap-
ital are quite cavalier when it comes to discussing
the aggregation of labour or output. Formally
however there is little difference between the
cases.

With many distinct capital goods, demands for
inputs are demands for the services of particular
capital goods. However the supply of capital in
the long run is the supply of saving, which may
translate itself as required into particular capital
services. Hence a long-run neoclassical theory of
distribution depends on a model of long-run sav-
ing, a point which deserves emphasis.

We show how the solution for the quantities of
capital goods and equilibrium prices may be
obtained in a simple constant returns growth
model. Let there be N goods, and let the quantities
of them which make up the capital stock used by
one unit of labour be represented by the elements
of a vector x. Let consumption be proportional to a
vector co, and g the rate of growth of the labour

force. Let y be the total stock of goods available
next period for consumption and as inputs to next
period’s production. The production function
corresponding to a unit labour input is:

F y, xð Þ ¼ 0: (6)

In steady state growth with a per capita con-
sumption of aco, y will be aco + (1 + g)x. Hence:

F aco þ 1þ gð Þx, x½ � ¼ 0 (7)

Given a particular per capita consumption aco,
(7) may be satisfied by various values of x, but
only one of these will be the efficient and equilib-
rium value. To see this let V(x1) be the maximum
value of b such that bco is a sustainable per capita
consumption starting with a capital stock x1. If x1

is the steady state composition of the capital stock
for consumption bco then x2=x1 must solve:

max
x2

a (8)

subject to:

F 1þ lð Þx2 þ aco, x1
� � 
 0; (9)

and

V x2
� � 
 bco: (10)

Let the Lagrange multipliers attaching to the
constraints (9) and (10) be respectively m and Z
and let Fi(i = y, x) denote the vector of partial
derivatives of F with respect to the output and
input vectors. The necessary conditions for a solu-
tion to (8)–(10) are:

1þ mco � Fy ¼ 0; (11)

and

mFy 1þ lð Þ þ �Vx ¼ 0: (12)

Equation (12) states that the marginal rates of
substitution between outputs of the various goods
shall be equal to the marginal rates of substitution
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between those same goods as inputs to the long-
term provision of future consumption; compare
Dorfman et al. (1958, ch. 12). This condition
reduces the degrees of freedom enjoyed by the
steady state capital stock to one. That last degree
of freedom depends on the level of steady state
consumption the determination of which requires
a saving condition.

Theory and Ideology

According to its Marxist critics, neoclassical distri-
bution theory is irredeemably apologetic in charac-
ter, and it is indeed the case that some economists in
the past saw the theory, and in particular the concept
of marginal productivity, as throwing a relatively
favourable light on capitalism. When the justifica-
tion for the earnings of capital owning rentiers was
being questioned, the notion that capital earns no
more than its ‘contribution’ to production was not
unwelcome in the salons. The idea that the rich are
rewarded according to the marginal productivity of
their ‘waiting’ sounded better still.

It can need a positive effort to see that all this is
strictly irrelevant to the scientific standing of neo-
classical theory. No one supposes that Newton’s
mechanics should be dismissed because its author
saw in it the justification of a hierarchical organi-
zation of social life. A play on the overtones of
words such as ‘earning’ or ‘waiting’ to justify the
distribution of income should be similarly
disregarded. Of course the neoclassical theory of
distribution can be used to analyse the effects of
policy, including policies to redistribute income.
In a perfect world the conclusions which emerged
from such investigations would be independent of
the political stance of the investigator. We do not
live in a perfect world, but the fact that the scien-
tific ideal is never fully attainable should not lead
us to conclude that economics can know nothing
but self-serving apologetics.

See Also

▶Adding-up Problem
▶Clark, John Bates (1847–1938)

▶Marginal Productivity Theory
▶Wicksteed, Philip Henry (1844–1927)
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Distribution, Ethics of

J. B. Clark

The primary fact of economics is the production
of wealth. The division of the product among
those who create it is secondary in logical order
and, in a sense, in importance. Yet the most impor-
tant subject of thought connected with social
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economy is distribution. If the term be used
broadly enough it designates all of the economic
process that presents moral problems for solution.
On the settlement of the ethical questions
concerning the division of the social income
depends not only the peace of society but the
fruitfulness of industry. It is a striking fact that
Ricardo, whose studies carried economic science
forward in the direction of the truth concerning
distribution, but stopped short of that goal, and so
strengthened the hands of social agitators, realized
the paramount importance of the subject on which
his thought was chiefly concentrated: ‘To deter-
mine the laws which regulate this distribution’, he
says in his preface, ‘is the principal problem in
political economy.’

Scientific errors concerning the law of distri-
bution react more harmfully on production than
do errors of doctrine concerning production itself.
Among self-asserting people, industry loses fruit-
fulness whenever the belief is widely diffused that
products are shared according to an unjust princi-
ple. If it were a general conviction that social
evolution is in the direction of iniquity – that dis-
tribution already robs the workers and will rob
them more hereafter – no force could prevent a
violent overturning of the social order.

Industry has its fruits and its sacrifices; it cre-
ates useful things at the cost of working and
waiting. Where production is carried on in a col-
lective way, both the products and the burdens of
the process have to shared by different classes of
men according to some principle. The apportion-
ment that has to be made is not only of products,
which represent positive values, but of sacrifices,
which may be treated as negative values of a
‘subjective’ kind. While the term distribution, as
currently used, designates only the apportionment
of the positive values, or products, it is capable of
being used in a more complete sense, and made to
include the apportionment of the negative ones
also. It would then include all of economic science
that involves moral problems.

Both parts of this twofold distributive process
must in any case be studied if the ethical questions
connected with industry are to be solved. There is
no independent standard of justice in the distribu-
tion of products only. What a man ought to get out

of the collective income of mankind depends on
howmuch he or some one who represents him has
sacrificed in helping to create it. The apportion-
ment of the positive values referred to is insepa-
rably connected with that of the negative values.
Political economy must tell us how both products
and burdens are actually shared, and ethics must
tell us how both of them ought to be shared, if the
existing plan of social industry is to be morally
tested.

Political economy has not as yet furnished a
theory of the actual distribution of positive values,
or products of industry, that has met with general
acceptance. It has scarcely attempted to furnish a
theory of the distribution of the negative values.
Ethical science has not furnished a clear standard
of justice in the double apportionment.

Every producer experiences in his own person
the double effect of industry; he is first burdened
and then rewarded. The net effect of the two
influences on the man’s well-being may be termed
the subjective resultant of production. A complete
science of distribution must study the economic
resultants in the case of different classes of men.
How is a labourer on the whole affected by indus-
try? What is the measure of the net benefit that
comes to him from this source? How is a capitalist
affected? How do the net effects compare with
each other?What tendencies are at work to change
the two, both absolutely and relatively? These are
economic questions; while the ethical question is
what the resultants in the two cases ought to be.

The personal resultant of industry is always a
positive quantity. Work yields a net gain; the fruits
of it are worth more than they cost. For the most
hardly-used classes an industrial life is, by eco-
nomic tests, more than worth living. The hours of
labour in a day are increasingly burdensome as the
period of work is prolonged. A man might labour
three hours a day with little weariness and no
injury. The eighth hour is wearying, and the
tenth is more so. There comes a time at which
work naturally stops, if the man is free, because
working longer would cost more in the way of
pain than it would secure in the way of pleasure.
Final or marginal labour is that which just pays for
the weariness that it costs. The gain that comes
through labour offsets the burden that it entails at
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the point in the working day at which the burden is
greatest. The less onerous labour of the earlier
hours affords a net personal gain. If the man is
paid by the hour he earns a part of his wages very
easily. Intramarginal labour, as we may term it,
affords a net subjective gain, what some would
call producers’ rent.

Though the wages of all hours may be equal by
money standards, they are of unequal utility to the
man who gets them. His first earnings are spent on
necessities, later ones on comforts, and final or
marginal ones on things that figure in his estimate
as luxuries. The last hour of his labour may ensure
to him only the least important thing that he gets at
all. It is the minimum benefit secured by an hour’s
labour that offsets the maximum sacrifice caused
by it. There is therefore a second net gain coming
to the worker in the spending of his money. As the
sixpence or dime that is spent for a luxury benefits
the man enough to offset the weariness of final or
most fatiguing labour, those that are spent for
food, clothing, etc., afford an additional benefit.
Theman enriches himself whenever he buys a loaf
of bread. In general the sacrifices and the benefits
of production just offset each other at the point at
which the sacrifices are the greatest and the gains
are the least. Everywhere except at the margin the
gains are greater and the sacrifices are less.

Again the positive resultant of industry is
increased by social organization. Anarchy, even
if it were peaceful, would increase sacrifices and
diminish rewards. Whatever might be true of a
sparsely settled world, a crowded world is depen-
dent on the multiplying of productive power that
combination brings. All classes are debtors to
society. No serious case can be made against the
existing social order on the ground that it lessens
the gain that labour naturally brings.

The indictments brought against the social
order are based on the comparative treatment
that society accords to men of different classes.
Are the benefits conferred on different ones what
they ought to be relatively? Does society proceed
capriciously in the allotment of rewards and sac-
rifices? Do some classes fail to get the proportion-
ate benefit that is properly theirs? Are social
tendencies in the direction of equity or away
from it? These are the ethical questions to be

solved by a comparision of the ideally just distri-
bution with the actual one.

Of the ideals of distribution that have been
advanced none has been crude enough to provide
for the apportionment of the products of industry
and take no account of the burdens. A rule of
equal rewards for unequal sacrifices would have
no moral support. Ethical studies in this field
really have as their object the attainment of a
rule for adjusting what we have termed the per-
sonal resultants of industry, or a rule that, if
followed in practice, would make the net effect
of industry on the welfare of different classes
equitable. Communistic theories make equality
nearly synonymous with equity; but the thing
that is to be equalized is seldom mere property
or income. If the principle of equality be carried
into refinements, so as to bring to one level the net
benefits that society confers on all its members,
the rule approaches, though it is still far from
reaching, the ultimate moral ideal of distribution.

The better socialistic ideals are refinements of
the rule of equality. In applying the rule to indi-
viduals, inheritance is the first disturbing influ-
ence encountered. The law of inheritance is
based on a certain solidarity of families. Where it
is in force the sacrifices of a parent may accrue to
the benefit of a child. What we have termed the
resultant of industry in the case of the heir to an
estate is not to be measured by adding together
positive values, represented by the enjoyments
that the property brings, with negative values,
represented by the inheritor’s own sacrifices. If
he be considered apart from his family the values
in the case are nearly all positive. A crude level-
ling of individuals’ net gains accruing from indus-
try demands the abolition not only of inheritance,
but of gifts from parents to children. Where it is
advocated it is in the interest of purely individu-
alistic equality.

The handing over of all capital to the state
sweeps away even more completely inequalities
of wealth in permanent possession. In theory it
might avoid the evil connected with the abolition
of inheritance, that, namely of reducing the capital
that is necessary if wages are to be sustained at a
high rate; since it is conceivable that the state itself
might accumulate capital with needed rapidity.
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This measure also would, in effect, disregard the
solidarity of families and tend to put men on a
footing of individualistic equality.

Economic difficulties do not need to be con-
sidered in the shaping of a moral ideal. The vest-
ing of all capital in the state would save the
student of applied ethics one serious difficulty,
that, namely, of determining whether the sacrifice
of abstinence is unduly rewarded as compared
with that of labour, or, in other words, whether
interest is too high as compared with wages.
A socialistic state has its moral duty simplified,
since it has only to reward different kinds of
labour equitably.

A scheme that is too crude to have much sup-
port makes the wages and the working hours equal
for all. Estimate the wages in money or its equiv-
alent, gauge labour by time only, and bring both to
an equality in the case of the whole adult popula-
tion. Even the rewards are not thus in reality
equalized, and the sacrifices are very unequal. In
real rewards unmarried men would be favoured
and large families would suffer. The real sacrifices
incurred would vary according to the nature of the
work performed.

An improvement on this scheme provides a
stipend for each dependent member of a family,
and tries to equalize sacrifices by so reducing the
number of hours of labour per day in occupations
that are disagreeable or hurtful, as to bring all
employments to a certain uniformity of
burdensomeness. In the case of very disagreeable
work the hours would be reduced to a minimum,
while in occupations that are less and less repel-
lent they would be shortened proportionately less.
Production would of course suffer by this arrange-
ment, and the ideal that the plan of division pre-
sents is that of small but equal pay, with easy
work, for all.

Another scheme does not content itself with
equalizing what we have termed the personal
resultants of industry, but aims to level inequal-
ities of condition that lie at the back of industry
itself. Society should do more for the lame and the
blind than for those who have all faculties in
possession, in order that the ultimate condition
of all may be made as nearly equal as is possible.
Here is the levelling policy in perhaps its most

ambitious mood. It is not the treatment of men by
society that is to be equalized, but the treatment of
them both by nature and society. The industrial
organism is to deal with its members unequally in
order that it may somewhat neutralize the partial-
ity of nature.

A rule of division that is often regarded as
ethically lower than either of those above speci-
fied is that of compensation according to actual
production. Give to a man the wealth that he
creates, neither more nor less. Every one owns
what he brings into existence; let not society
wrest or filch from him any part of it. Let it keep
itself clear from robbery and fraud.

If workers lived side by side in peaceful anar-
chy, with no division of labour and no exchanges,
each man would get what he created. He would get
little, but he would get all that would be his own.
Introduce now a social union that multiplies prod-
ucts ten-fold but increases somemen’s returns only
five-fold, and you seem to benefit these men and to
rob them at the same time. If in organized industry
some of the product that is distinctly attributable to
labour itself finds its way into the hands of men
who do not create it, the labourer suffers a wrong,
even though the share that he still keeps may be
larger by reason of the fact of his connection with
the men who rob him. Such is the conception of
industrial society that exists in many minds. The
socialistic indictment against society is that it
filches from workers a part of their share of the
extra product of industry due to organization. Does
society, under natural law, take from labour a prod-
uct that is distinctly attributable to it? This is one of
the most important questions in economics.
A successful analysis of social production answers
it. What needs to be known is what part of the
composite result of industry is distinctly due to
labour itself. In a land peopled by isolated pro-
ducers and managing to live in peace, each man
would get his own; does exchange vitiate this
result? If so, organization proceeds here on an
unusual principle; since the complications of soci-
ety as a rule disguise essential facts of primitive
industry, but do not annual them. The presumption
is that the man who got his own when he worked
alone gets it when he trades with his neighbour on
terms of genuine freedom, and that a true analysis
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of social relations will show the fact. If so, society
tends actually to conform to the rule ‘to every man
the product that is distinctly attributable to the
sacrifices that he or others in his interest have
made’. There is common honesty in the distribu-
tion that takes place under natural law.

The literature of the subject of economic ethics
is not as scanty as it is one-sided. The basis of the
socialistic movement is ethical, and much of the
literature is designed to prove that society is orga-
nized on a plan that systematically wrongs
workers in the apportionment of the social
income. A defence would naturally aim to show
that the law of distribution is not itself iniquitous,
however many particular cases of injustice might
arise under it. A weak point in the defence is the
lack of a clear demonstration of the complete
nature of the actual law of distribution, a lack
that, as is hoped, may soon be supplied. In the
meanwhile statistics are appealed to on both sides
to prove, on the one hand, that the actual appor-
tionment of wealth is departing more and more
from the ideal standard, and, on the other, that it is
tending towards it.

Reprinted from Palgrave’s Dictionary of Polit-
ical Economy.

Distribution, Law Of

J. B. Clark

The most important share of the income of society
is the one falling to labour. The so-called ‘wage
fund’ theory accounted for the rate at which
labourers are paid on the ground that wages
come from a fund of capital devoted to the fund
and that the rate per man depends on the size of the
fund and the number of the claimants. The dis-
covery of the fact that wages come from the prod-
uct of industry, and not from capital, has made a
new theory necessary, and has opened the way to
the discovery of a general law of distribution.

The parties in the division of the general prod-
uct of industry are – (1) those who contribute to

production the element labour; (2) those who con-
tribute instruments, or wealth in productive forms;
and (3) those who bring labour and productive
wealth into co-ordination by hiring both of these
agents, and receiving and selling their products.
The labour furnished includes the work of man-
agement, as well as other kinds of industrial effort;
and the productive wealth, as the term is here
used, includes land as well as other instruments.
The co-ordinating function is, in this enumeration,
kept distinct from the other two; the man who
performs it is not to be treated in this connection
as a labourer or as a capitalist, but as the employer
of both labour and capital.

The shares to be accounted for are thus wages,
interest, and pure profit, and these shares will
include the rent of land and the wages of superin-
tendence. The generic varieties of gain come from
putting forth productive effort of some kind, from
furnishing productive wealth in some form, and
from bringing the effort and the wealth into
coordination.

The scientific law of distribution determines
what reward shall attach to the performing of
one of these functions. It does not gauge the
income of a particular man, since a man nearly
always performs more than one function.
A capitalist usually works, a labourer usually has
capital, and an entrepreneur, or coordinator of
labour and capital, almost invariably owns some
productive wealth, and does some directive work.
A scientific study aims to discover what deter-
mines the gain that attaches to the working, to
the saving, and to the coordinating. As a man is
a composite functionary, it tells us how much he
naturally gets in each of his various capacities.

The nature of the distributive process. Social
production is a synthesis of distinguishable ele-
ments. Distribution is an analysis; and it reverses
the synthetic operation step by step. In organized
production one worker does not complete a prod-
uct from the beginning; if he applies his energy to
crude nature and begins the making of something
that the wants of society require, he passes the
product in an incomplete state to a successor. This
man in turn advances the article nearer to comple-
tion and hands it over to a third man. The product,
when ready for final use, has passed through the
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hands of a series of workers each of whom has put
his touch on it and passed it to his successor.

The process may be represented by Table 1.
The garment, when completed, is an aggregate of
distinct utilities, and we use the term sub-product
to denote the quality imparted to it by each spe-
cific group of producers. The sharing of the value
that a coat represents among the groups that have
performed the specific operations of production is
an analytical operation, that follows, in a reverse
direction, the steps of the productive synthesis.

The first sub-product in the series is wool. It
embodies an ‘elementary utility’, or one that
results from calling a raw material into existence.
The merchant’s sub-product is only the special
utility imparted to the wool by conveying it to
his warehouse, assorting it, and dividing it into
quantities convenient for purchasers. It is mainly a
‘place utility’, which is the service-rendering
quality that a thing acquires by being taken to
the place where it can be used; though in a com-
plete statement it would be necessary to recognize
a ‘form-utility’ due to assorting and dividing. The
manufacturer’s sub-product is not the cloth, but
the ‘form-utility’ imparted to the wool by trans-
muting it into cloth. The tailor’s sub-product is the
further ‘form-utility’ imparted to the cloth by
making a coat of it. Each specific utility is created
by the joint action of labour and capital; and each
of these agents must have its share of the value
embodied in its sub-product.

In order that the action of labour and capital
within the sub-groups may be a joint-action at all,
it is necessary that a certain coordinating act be
done. Some one must hire labour of the right kind,
borrow capital and invest it in the proper forms,

and cause the two to cooperate. This is the work of
the entrepreneur, in an unusually limited sense of
the term. This functionary, in his capacity as entre-
preneur, is not a capitalist and not a labourer,
however frequently it may happen that the man
who performs the coordinating function may per-
form others as well. The coordinator, as such, is
not a business manager or superintendent. The
performing of this function does not require sala-
ried labour; indeed, after the process is begun, it
scarcely requires effort at all. Bargaining opera-
tions first divide the total product of industry
among the general groups of which society as a
whole is composed. How much wealth shall come
to the entire group of workers, capitalists, and
entrepreneurs who are engaged in the creating of
the finished products, woollen garments? That
depends on the price for which the garments sell.
A myriad of finished products from other groups
in the world at large must come, by way of
exchange, to minister to the wants of the men in
this one group; and the quantity and quality of
those products is fixed by the sale of the clothing.
This sale, and others like it, perform the first and
most generic dividing act that takes place in the
process of distribution. It determines the total
income of those who contribute to the production
of clothing.

What fixes the part of the income of this gen-
eral group that goes to each of the sub-groups that
compose it? Bargains again. Each group must buy
the utilities made by those that come earlier in the
series, and sell them, with the addition of its own
utility, to the group that succeeds it. The
manufacturing group buys wool and sells cloth;
and what it receives, less what it pays, constitutes
the reward of the manufacturing operation. As the
first division of the income of society resolves it
into rewards of general producing groups, the first
subdivision resolves the portion falling to one
general group into shares for the sub-groups that
constitute it.

A further division is to be effected: it is that of
the shares falling to labourers, to capitalists, and to
entrepreneurs in each sub-group. Here is the test
operation of distribution; in this smallest of fields
is created and divided the wealth that rewards
each class in industrial society.

Distribution, Law Of, Table 1 Synthesis resulting in the
completed product, clothing.

Subproduct Resulting from:

1. Elementary utility:
wool

Joint result of Capital and
Labour.

2. Place utility:
transporting

Joint result of C0 and L0.

3. Form-utility:
manufacturing

Joint result of C00 and L00.

4. Form-utility: tailoring Joint result of C000 and L000.
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The productive operation from the fruit of
which labour and capital get their pay is intra-
groupal; it goes on within the specific industry in
which a particular force of men and their quota of
capital are engaged. The value that rewards wool-
len weavers and spinners and the men who furnish
them capital is created wholly within the mill, and
the sum that is divided between these classes is a
sum on which no others have any claim. Yet the
fact that labour and capital both migrate freely
from group to group, so that workers from any
group are able to share in the special gains that
may come to the earners in any other, creates a
certain solidarity of labour on the one hand, and
capital on the other. Give to the wool spinners an
advance of wages, and movements of labour will
in the end distribute the gain among the whole
working class. On the other hand, change the
cardinal relations of labour and capital as a
whole, and you change them in the end within
every sub-group. Labour is in reality trans-
groupal, and capital is the same. Each is a produc-
tive agent, the field of which extends directly
across the sub-groups of the diagram. It is the
relation of all capital to all labour that determines
wages and interest. The law of wages is nothing if
not general, and the same is true of the correlative
law of interest.

It is a familiar fact that interest and wages tend
toward uniformity in different occupations. Men
of different productive powers may earn different
rewards, even within a single trade; and the labour
of management regularly receives more than work
of the ordinary kinds. Men differ in the amount of
working force that they possess, but men of like
power tend to receive uniform wages throughout
the series of industrial groups. If wages are high in
the woollen mill the young men and women who
are about to enter the field seek out this part of it,
and by their competition reduce the wages there
prevalent to the rate that prevails elsewhere. Inter-
est tends to a similar uniformity; under free com-
petition it tends to keep the same rate in all
industries.

With interest has often been vaguely grouped
what we have termed pure profit itself; the gross
gains loosely attributed to capital tend toward
equality. It is, however, in a special way that the

element that we have distinguished as pure profit
tends toward equality in different industries.
Wherever it comes into existence it sets at work
forces that tend to sweep it again out of existence.
In a way this gain is self-annihilating. The uniform
rate toward which pure profit tends – though it
never reaches it in all groups at once – is a zero
rate. Here indeed, we reach controverted ground,
and can claim only to present one theory, not a
view that has universal support; but the evidence
in favour of the correctness of the view is simple
and conclusive. Competition tends to annihilate
pure profit. The existence in one sub-group of a
gain that is in excess both of interest on all the
productive wealth that is there used, and of pay for
all labour, is an inducement to the entrepreneurs of
the group to hire in the market both capital and
labour, and secure the pure profit that their joint
industry creates. Let woollen mills pay wages,
including salaries, and a double interest on the
capital that they use, and the mills will speedily
enlarge their capacity. The increase in the product
will then reduce the price of it, and ultimately
bring the enlargement to an end. Under natural
law the sub-groups are in stable equilibrium
when, aside from insurance and taxes, each earns
wages on all labour, including the labour of man-
agement, interest on all capital employed, and
nothing more. On this point the testimony of
experience confirms the conclusions of theory.

The equilibrium is never in practice perfect.
Causes that cannot here be analysed in any fulness
cause the element pure profit to continually
reappear. Inventions, as applied in particular
industries, give to one and another of the
sub-groups a gain that is in excess of that which
perfectly stable conditions would afford. The
occupation of new land creates, in a local way, a
pure profit for the earlier comers. Continually
appearing in particular parts of the field, and
slowly disappearing by reason of
competition – such is this element of the social
income. If we watch a single sub-group we find
the profit at intervals appearing and disappearing;
if we watch the industrial field as a whole we find
it everywhere present, though not long at the same
points. Pure profit depends on a relation between
industrial groups. What the manufacturer pays to
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the earlier groups in the series above represented,
and what he receives from the tailoring group,
determine this part of his gain. The actual position
of the entrepreneur himself, in the diagram that
describes the sub-groups, is on the line that sepa-
rates his own industry from the following one. He
is a purchaser of everything that is produced on
the left of that line. In the buying of materials he
purchases the products of the earlier sub-groups,
and in the paying of wages and interest he virtu-
ally buys the sub-product created in the group to
which he himself belongs. The entrepreneur of the
woollen mill buys wool, and so pays for the
sub-products created by wool growers and mer-
chants; and he buys the form-utility created in the
woollen mill itself by making bargains with work-
men and capitalists, giving them fixed sums, and
inducing them to relinquish their claims on the
cloth. As the place of a particular workman and of
a particular amount of capital is, in the diagram,
intra-groupal, so that of a particular entrepreneur
is inter-groupal. Workers and capitalists get their
pay from results secured wholly within their own
industries, while entrepreneurs get theirs from the
fruits of mercantile transactions between earlier
groups and later ones. Pure profit does not depend
on the relation between capital and labour. More-
over, where this profit exists it is local, it depends
on the relations between adjacent groups.

We have shown that there is no law of wages
that is merely local. There is no force that gauges
the pay of wool-spinning independently of the
wages paid in other employments. There is a
level toward which all wages tend. There is like-
wise a level toward which interest in every group
tends. What is the law that fixes these levels?
What is the general law of wages and interest?
Here again we are on ground that is actively
contested, and we therefore only indicate the
nature of a certain theory without claiming for it
a position of general acceptance, and without
arguing any points in controversy.

In presenting it we may utilize a Ricardian
formula for determining the rent of land. If we
apply to a fixed area of land an increasing amount
of labour, we get returns that diminish per capita.
The first man set working on 100 acres creates a
certain amount of wealth as the result of the

tillage. Adding a second man does not double
the crop. Adding a third does not increase by a
half the product due to the former two. Each man,
as he comes into the field, adds less to the total
output of the industry than did any of his
predecessors.

This hypothesis makes the men enter the field
in a certain order of time, and the one who is the
final man is so in a literal sense – he is the last to
arrive. Actually putting the men into the field one
at a time is not necessary in order to reveal the
principle that governs the final productivity of
labour. Let the full complement of men occupy
the field at once, and there will still be what may
be treated as the final increment of labour. Take
any man away from the force that tills the field,
and the remaining men will gain in per capita
productivity by reason of his absence. The depar-
ture of one man out of a force numbering twenty
does not reduce the crop by a twentieth, since the
nineteen men remaining work at better advantage
by reason of the withdrawal of one. The final
productivity of labour is gauged by what would
be lost if one man out of the force were to stop
working. We may, by way of illustration, actually
set the men working one at a time, and find what
the last comer creates; or we may set them all
working at once and see what would be lost by
the departure of one. The conclusion is the same in
either case: the final unit of labour is the least
productive.

If, now, land were the only form of productive
wealth that figured in the case, wages would equal
the amount created by this final or twentieth man.
That would gauge the amount that the employer
would lose through the departure of any one man
in the force. It would determine what he could
afford to pay to any one. Each man tends to get
what he is separately worth.

What would be true in the case of labour
applied to land, and using no other capital worth
considering, is actually true of labour applied to a
fixed amount of general capital, or to a fixed
quantum of wealth in all productive forms, includ-
ing both land and other instruments. For the field
of limited extent in the Ricardian illustration sub-
stitute a fixed value, expressible in pounds or
dollars, and invested in such appliances of every
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kind as working the needs of the working com-
munity require. If there are a hundred men in the
force, the departure of one of them will not reduce
the product by 1 per cent. His departure will add
somewhat to the productivity of the remaining
workers. After he is gone the capital will adapt
itself in form to the needs of the ninety-nine, and it
will be in a slight degree more ample in quantity
per man. Wages are gauged, as in the former case,
by the final productivity of labour. What on the
whole is lost by the departure of one man fixes the
importance to employers of every man. If each
man gets what employers would lose by his
absence, he gets that he is effectively worth.

This principle in a reversed application fixes
the rate of interest. It is the productivity of the final
increment of capital, as employed by a fixed
labour force, that gauges the pay of each incre-
ment. Let there be 100 men using 100 units of
capital. Take, now, one unit of capital away, and
you will not reduce the product by 1 per cent. The
99 units of capital will have gained in productivity
per unit in consequence of the departure of the
hundredth. The loss inflicted on the entrepreneur
by the withdrawal of the one unit of capital gauges
the importance of any single unit. Each unit of
capital gets as its compensation what would be
lost if one unit of capital were withdrawn. This
diminution of the total product due to the depar-
ture of the final unit of capital gauges the impor-
tance to the entrepreneur of each separate unit. It
determines what he will pay for the use of each
one. Interest is therefore gauged by the final pro-
ductivity of capital. Each pound or dollar tends,
under natural law, to secure for its owner what, in
production, it is separately worth.
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Distributive Justice

Edmund S. Phelps

Social justice is justice in all of the relationships
occurring in society: the treatment of criminals,
children and the elderly, domestic animals, rival
countries, and so forth. Distributive justice is a
narrower concept for which another name is eco-
nomic justice. It is justice in the economic rela-
tionships within society: collaboration in
production, trade in consumer goods, and the pro-
vision of collective goods. There is typically room
for mutual gain from such exchange, especially
voluntary exchange, and distributive justice is
justice in the arrangements affecting the distribu-
tion (and thus generally the total production) of
those individual gains among the participants in
view of their respective efforts, opportunity costs,
and contributions.

In earlier times the discussion of distributive
justice tended to focus upon the obligations of the
individual toward those with whom he or she had
exchanges. So an employer was expected to be
just or not to be unjust, and the problem was to
demarcate employer injustice. With the rise of
governments capable of redistribution and the
spread of economic liberalism, the focus shifted
to the distributional obligations of the central gov-
ernment. Let enterprises and households pursue
their self interests while the government attends to
distribution (within the limits of its just powers).
Distributive justice is largely about redistributive
taxation and subsidies. The latter may take many

Distributive Justice 2985

D



forms such as public expenditures for schooling
and vocational training (beyond the point justified
only by the Pareto principle from the status quo
ante) as well as cash subsidies for the employment
of labour or low-wage labour (whether paid to
employer or employee).

Note that the so-called negative income tax,
whatever the claims for or against it as a tool of
social justice, does not appear to be an instrument
for distributive justice unless restricted somehow
to those participating (more than some threshold
amount?) in the economy (and thus in the gener-
ation of the gains to be (re)distributed). In any
case, it will not be discussed here, although
some propositions about subsidies apply also to
the negative tax.

The suggestion that distributive justice might
(at least in principle) require subsidies, not merely
tax concessions or tax forgiveness for the working
poor, tends to raise the eyebrows of some and
accounts for the fact that distributive justice raises
the hackles of a few. As long as the Iroquois and
the Sioux have no contact, there are no gains to be
distributed and distributive justice does not apply;
if they are let free to engage in bilateral inter-tribal
exchanges, however, the payment of a subsidy to
pull up the wage of the lowest earners, who are
Sioux, say, would come partly or wholly at the
expense of the Iroquois. Now some commentators
object to the notion that the Sioux, whose
exchanges with the Iroquois are entirely voluntary
and all of whom have benefited (or could have),
we may suppose, might deserve an additional
payment from the Iroquois, perhaps through
some supra-tribal authority. Ayn Rand (1973),
for example, argues that it is one thing to require
of a poor person a fare for riding a bus with empty
seats that the other riders can finance out of the
benefits they receive from the bus – she has no
qualms about such a free ride – and another thing
for the poor person to tax the other riders. But she
has got the economics wrong in the application of
her (actually rather Rawlsian) ethical premise. Up
to a point, a subsidy to the poorest-earning group
(the Sioux in the above example) would have the
others (the Iroquois) still with a net gain – a gain
after the tax needed to pay the subsidy. This is
because of diminishing returns: When the group

of Sioux workers is added to the fixed pool of
Iroquois’ labour and land, the extra product added
by the first arrivals – and, more generally, the
average of the extra products added by the suc-
cession of Sioux workers – is larger than the extra
product resulting from the last of these workers,
which is the ‘marginal product’ of Sioux labour;
the Iroquois could afford a subsidy equal to the
excess of the average extra product over the mar-
ginal product. Correctly applied, then, the
Randian objection is to a gain-erasing or, at any
rate, a gain-reversing subsidy, not to any subsidy
whatsoever.

Another objection to the concept of distribu-
tive justice and to the admissibility of subsidies
argues that if these notions were sound it would
make sense, by analogy, to apply them to marriage
allocation, to the matching of husbands and
wives; since we never hear of such applications
the ideas are presumably unsound. Of course, it
would strike us as novel and foreign to see a
proposal for a tax on marriage with Iroquois men
and a subsidy to marriage to Sioux men on the
ground that the former were apparently more
attractive to women (from either tribe) and the
resulting inequality of benefits unjust and
demanding correction. But the reasons might be
other than the supposed unacceptability of the
ideas of distributive justice. Maybe the impracti-
cality of deciding on the taxes and subsidies
stands in the way. Perhaps a marriage subsidy
would be demeaning while employment subsidies
would not, being graduated or even a flat amount
per hour. Yet the key observation may be that,
although there is economic exchange here and
although racial discrimination or racial prejudices
could cause real injustices, the Sioux and Iroquois
men in this example are not cooperating for
mutual gain and so no problem about the just
division of such gains can arise; they are compet-
ing, or contesting, for partners, not forming part-
nerships with one another. Thus distributive
justice cannot apply here.

The terms offered to the working poor, as
already implied, is the locus classicus to which
notions of distributive justice have been
applied. However, two other arenas in which
issues of justice are being fought out should be
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mentioned. One of these is the problem of inter-
generational justice. It was first addressed in a
celebrated paper in 1928 by Frank Ramsey, who
adopted as the criterion of optimality the stan-
dard associated with utilitarianism – the sum of
utilities over time. This conception of inter-
generational justice encountered difficulties
when in the 1960s it was applied to optimum
saving of a society in which the population is to
grow without bound, although that odd demo-
graphic case may have put utilitarianism to an
unfair (and absurd) test. In 1970 John Rawls
struggled with the problem of intergenerational
justice in a famously problematic section of his,
only to conclude that ‘. . . the difference princi-
ple [i.e., Rawls’s maximin or, more accurately,
leximin principle] does not apply to the savings
problem. There is no way for later generations to
improve the situation of the least fortunate first
generation.’ This seems to say that inter-
generational justice, if there is such a thing, is not
a problem of distributive justice, since there is no
cooperation for mutual gain among generations,
not even between adjacent ones in the chain. But
the premise that the current generation cannot be
helped by succeeding generations appears, on the
face of it, to be a slip in Rawls’s economics. In a
closed economy, we can help future generations by
providing themwithmore capital – even in an open
economy enjoying perfect capital mobility, we can
provide them with social overhead capital that the
world capital market would not provide (or not so
cheaply) – and, if overlapping with us, they can
help us by meeting consumption claims we make
through our issue of public debt and pension enti-
tlements. Thus distributive justice does apply here,
with a precision fit. What Rawls may be interpreted
to mean is that if, being the least fortunate owing to
heaven-sent technological discoveries over the
future, the present generation were permitted to
invest nothing (not even gross of depreciation!) –
rather as we can imagine the poorest in the static
problem to begin by sullenly asking for equality –
the future generations could not bribe the present
one to do something in their mutual interest –
unlike the static problem in which the rich can
explain the benefits of trickle-down. But in fact
the next generation can bribe the present one with

some old-age consumption in return for some
investment. It may be conjectured that a
maximin-optimal growth path would still exist in
a model along the lines of the Phelps-Riley model
notwithstanding the introduction of technological
progress.

The other arena in which we find a debate over
distributive justice is the international trade field.
When a giant nation trades with a small number of
pygmy countries, not large enough even in the
aggregate to influence relative prices in the giant
state, the latter receive all the gains from trade and
the former gets nothing and loses nothing; this is
exactly the Rawlsian maximin solution if per-
chance the pygmy countries are poorer (in some
suitably defined way) than the giant. But if these
tiny countries ‘spoil the market’, worsening their
terms of trade in the course of exporting to and
importing from the giant, because they are not of
negligible size at least in the aggregate, then the
Rawlsian solution is not obtained by the free
market. The recent North–south problem of
which the ‘Southern’ countries complain can be
understood as the tendency of the ‘Northern’
countries that are already the richest countries,
such as the North American and European coun-
tries, to retain the gain from trade resulting from
the aforementioned change in the terms of trade
caused by the ‘Southern’ countries through their
trade with the ‘Northern’ ones. The ‘Southern’
countries believe justice to require that the ‘North-
ern’ countries arrange to give back that gain
through some appropriate international transfer
mechanism.

There are able and serious philosophers who
would be happy to see distributive justice left to
the economists. In fact, the history of philosophy
has been seen as a process of divesting itself of a
sub-field as soon as it could thrive independently.
Likewise, there are economists who would leave
the subject to philosophers. But, whichever group
receives the lion’s share of the contract to work on
it, it seems that the economics (as well as philos-
ophy) of the problems being studied is an essential
element of the subject. In this sense and for this
reason, the necessary cross listing notwithstand-
ing, distributive justice is an important field under
economics.
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Distributive Politics and Targeted
Public Spending

Brian G. Knight

Abstract
This article analyses common pool problems
associated with the provision of local public
goods by central legislatures. In response to
incentives associated with common pool
problems, legislators act to maximize spend-
ing for their home jurisdiction but to restrain
spending elsewhere due to the associated tax
costs. The resolution of this conflict between
jurisdictions depends in the United States
upon the distribution of political power across
Congressional delegations. Incumbents are
rewarded for delivering federal spending to
their jurisdiction through increased voter
support.

Keywords
Common pool problems; Distributive politics;
Earmarked projects; Lobbying; Local public
goods; Proposal power; Targeted public
spending
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While conventional models of political economy,
such as the median voter model, focus on the
provision of national public goods, most federal
spending programmes, such as the US interstate
highway system, are more aptly characterized as
local in nature. While in the United States the
benefits of federal spending are concentrated in
specific geographic units, such as states, counties,
and Congressional districts, the associated tax
costs are, by contrast, geographically dispersed.
This common pool feature of federal
spending – concentrated spending but dispersed
financing – leads to a geographic tug-of-war in
which jurisdictions attempt to increase
own-jurisdiction spending but to reduce spending
elsewhere due to the associated tax costs. This
conflict between jurisdictions is reflected most
intensely in the budget process within the US
Congress, whose members are locally elected
and thus naturally respond to these common
pool incentives.

In this article, I first summarize evidence
suggesting that Congressional representatives are
responsive to the common pool incentives associ-
ated with concentrated spending but dispersed
costs. Having established the empirical saliency
of this common pool problem in Congress, I then
summarize the literature examining how this con-
flict is resolved. In particular, I analyse the effects
of Congressional delegation characteristics, such
as size, ideology, seniority, and committee assign-
ments, on the geographic allocation of federal
funds. Finally, I review evidence on the effects
of the geographic distribution of federal funds on
electoral outcomes.
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As described in Knight (2006), common pool
problems underpin several theoretical models of
the legislative process, such as the universalism
model of Weingast, Shepsle, and Johnsen
(1981) and the legislative bargaining model of
Baron and Ferejohn (1989). Whether or not Con-
gressional delegations respond to these incentives
in practice, however, is primarily an empirical
question. It may be the case, for example, that
political parties, or related Congressional organi-
zations, serve as collective mechanisms through
which legislators internalize the tax costs in other
jurisdictions associated with own-jurisdiction
spending. One of the first papers to directly mea-
sure the responsiveness of representatives to com-
mon pool problems is by DelRossi and Inman
(1999), who examine the geographic distribution
of water projects authorized by the Water
Resources Development Act of 1986. In particu-
lar, the authors compare the size of project
requests before and after changes in local
matching requirements, which significantly
increased the fraction of project costs financed
by local governments. As hypothesized, districts
experiencing larger increases in matching rates
requested significantly less funding for water pro-
jects. In a similar vein, Knight (2004b) examines
Congressional voting in 1998 over whether to
finance a set of transportation projects, which
were earmarked for specific Congressional dis-
tricts and were funded primarily via federal gaso-
line taxes. As predicted, support for funding was
concentrated in those districts receiving more in
funding and also in those districts with lower
gasoline tax burdens.

How is this geographic battle between jurisdic-
tions resolved? Which states and Congressional
districts win and why? Regarding the mere size of
delegations, an important feature of the US Con-
gress is its bicameral structure in which each state
has an equal number of delegates in the Senate but
in which seats are apportioned between states
according to population in the House of Repre-
sentatives. This equality of delegation sizes in the
US Senate provides small states with power dis-
proportionate to their population; Senators from

California, the largest state, currently have over
60 times as many constituents as do senators from
Wyoming, the smallest state. In attempting to
measure the magnitude of this small-state bias,
Atlas et al. (1995) and Lee (1998) find that small
states receive significantly more per capita in
aggregate federal spending than do large states.
While this finding is certainly provocative, it is
difficult to distinguish between the role of Senate
representation and other factors, such as popula-
tion density, that make small states inherently
different from larger states. In attempting to
address this issue of unobserved differences
between small and large states, Knight (2004a)
demonstrates that small states receive consider-
ably more per-capita funding in projects
earmarked in Senate bills; in House bills, by con-
trast, small and large states receive similar project
spending on a per-capita basis. Knight (2004b)
also identifies two theoretical channels underlying
this small-state bias in the US Senate. Relative to
their population, small states are disproportion-
ately represented on key committees (the proposal
power channel) but are also cheaper coalition
partners (the vote cost channel) given that they
pay a smaller share of federal taxes. Interestingly,
both channels are shown to be empirically impor-
tant and, taken together, explain over 90 per cent
of the measured small-state bias. In a related study
of the size of delegations, Falk (2006) studies
discontinuities in the apportionment of seats in
the US House arising from both timing
(re-apportionment occurs once every ten years)
and rounding issues (delegation sizes must be
integers). Using this variation in delegation
sizes, he finds that increases in seats per capita
lead to statistically significant increases in federal
spending per capita.

Delegations of similar sizes, however, may
differ significantly in their composition. Key dif-
ferences between delegations in the degree of
political power include majority party affiliation,
seniority, and representation on key committees.
Regarding majority party affiliation, Levitt and
Snyder (1995) find that the Democratic Party
used its majority control of Congress to channel
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federal funds into Congressional districts with a
high percentage of Democratic voters during the
period 1984–90. However, they find no evidence
that, conditional on the percentage of Democratic
voters, districts represented by Democrats
received higher federal spending. Levitt and
Poterba (1999) report that states with very senior
Democratic representatives experienced more
rapid economic growth than did other states.
However, they find no relationship between the
partisan affiliation of delegations and the geogra-
phy of federal spending, a key hypothesized chan-
nel of the measured differences in economic
growth. Regarding the role of Congressional com-
mittees, Knight (2005) finds that Congressional
districts represented on key committees received
substantially more funding in projects earmarked
in transportation bills authorized in 1991 and
1998. He interprets this result as evidence of the
importance of proposal power associated with the
committee’s ability to set the legislative agenda.
De Figueiredo and Silverman (2002) examine
interactions between committee representation
and lobbying in an empirical examination of
earmarked projects for universities. In particular,
they find a strong correlation between lobbying
outlays by universities and the receipt of federal
funding; this link between lobbying and spending,
however, is found to be much stronger for those
universities located in districts that are
represented on key appropriations committees.

We have focused throughout this survey on the
determinants of the geographic distribution of
federal funds. Politicians, however, have an
incentive to put forth the effort to secure project
funding only if they perceive that the associated
political gains are sufficiently high. While clearly
important, measurement of the effects of federal
spending on incumbent vote shares is plagued
with endogeneity problems. For example, incum-
bents facing the strongest opposition have the
strongest incentives to put forth effort in securing
funds. Thus, there may be a downward bias in
ordinary least squares (OLS) estimates of the
effect of federal spending on incumbent vote
shares. As an instrument for district-specific fed-
eral spending, Levitt and Snyder (1997) use fed-
eral spending outside of the district but within the

state. The idea is that other actors, such as Sena-
tors or governors, also play a role in the geo-
graphic distribution of federal funds. Using this
exogenous variation in federal spending, they
conclude that an additional $100 per capita in
spending translates into an additional two percent-
age points in incumbent vote shares.

We conclude that common pool problems
associated with concentrated project benefits but
dispersed costs are reflected not only in the behav-
iour of Congressional delegations but also in the
resulting distribution of federal funds. Who wins
and who loses in this geographic battle is deter-
mined in part by state size and the political power
of delegations. Consistent with these results, evi-
dence suggests that incumbent re-election pros-
pects are significantly enhanced by increases in
federal spending.
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Diversification of Activities

A. Cosh

Diversification is the process by which the mod-
ern corporation extends its activities beyond the
products and markets in which it currently
operates. It is a major determinant of the structure
of modern industrial economies and has important
implications for competition and efficiency. Rob-
inson (1958, p. 114) defines diversification as ‘the
lateral expansion of firms neither in the direction
of their existing main products, as with horizontal
integration, nor in the direction of supplies and
outlets, as with vertical integration, but in the
direction of other different, but often broadly sim-
ilar, activities’. The extent of diversification can
be measured in a number of ways, but is hampered
by the difficulty of precisely defining the bound-
aries between different products, markets and
industries. It is not a simple task to assess the

degree to which a firm spreads its operations
over different activities. The more narrowly
defined are these activities the greater will be the
apparent degree of diversification. These prob-
lems are not unique to the measurement of diver-
sification and similar difficulties arise in the
measurement of concentration in industry. Indeed
the process of diversification itself has played a
major part in blurring the distinction between
industries and in creating these measurement
problems. However, it is clear that diversification
must involve the firm in producing new products
which are sufficiently different from its existing
products to involve the firm in new production or
distribution activities. Diversification may there-
fore involve only a small change of direction, or a
dramatic switch into an entirely new line of busi-
ness. In the literature the former is referred to as
related, or narrow spectrum diversification and the
latter as unrelated, or broad spectrum
diversification.

One possible measurement of the extent of
diversification involves identifying the number
of industries, or products in which the firm is
involved. The other main approach is to measure
the proportion of the firm’s activity in its core
business in comparison with the proportions in
its diversified activities. This measure has been
refined in a number of ways to take account of the
number and importance of these diversified activ-
ities (e.g. Berry 1975; Jacquemin and Berry 1979;
Utton 1979).

The process of diversification is not a new
phenomenon, but the principal empirical studies
(Gort 1962; Rumelt 1974; Berry 1975; Utton
1979) have demonstrated a marked increase in
the degree of diversification over the past few
decades. The studies suggest that diversification
tends to be narrow spectrum diversification into
similar industries. However, both Gort and
Rumelt were able to discern some shift towards
broad spectrum diversification. The intensity of
narrow spectrum diversification was found to be
industry related, but the extent of broad spectrum
diversification was independent of the primary
industry from which diversification was occur-
ring. Rumelt was also able to identify a growth
in importance of acquisitive conglomerates and
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there can be little doubt that their importance has
grown further since his study. There was general
agreement that firms tended to diversify into
industries characterized by high research and
development intensity and rapid technological
change. The industries also tended to be faster
growing, but showed no significant differences
in terms of profits variability, or the degree of
concentration, than industries less popular with
diversifying firms. The industries from which
higher levels of diversification occurred were not
slower growing than other industries, but did tend
to be characterized by a higher degree of seller
dominance. Such industries might give less scope
for firm growth by capturing market share. The
more rapid diversifiers tended to be larger firms
with higher proportions of scientific and technical
employees and this is consistent with the impor-
tance of technological industries as diversification
choices which was noted above. Finally firms
with above average rates of diversification tended
to have above average rates in subsequent periods.
This may be related to the organizational changes
associated with diversification which have been
identified by Chandler (1963) and others
(e.g. Williamson 1970; Channon 1973). This
issue is explored further below.

The growth of firms and the role of diversifi-
cation in this growth process were elucidated in
the pioneering work of Penrose (1959). Penrose
identified three explanations for diversification:
first, as a response to specific opportunities; sec-
ond, as a response to specific threats; and third, as
a general strategy for growth. The opportunity to
diversify arises naturally as a byproduct of the
existing activities of the firm. A key area is the
research and development activities of the firm.
Such activities develop the firm’s knowledge of its
technology which is unlikely to be product
specific. Furthermore whether research is carried
out only to improve the firm’s existing products,
or the develop new products, it is likely to provide
new opportunities for diversification. The knowl-
edge of the markets for its existing products and
their channels of distribution provide the firmwith
other opportunities for diversification. Another
opportunity for diversification arises from
retained earnings from existing activities. The

finding that these earnings are invested in diversi-
fication rather than, for example, paying divi-
dends, is probably associated with the growth
orientation of management and the tax position
of shareholders. Thus the normal operations of the
firm create both new opportunities for expansion
and the availability of unused productive
resources to meet these opportunities. The second
explanation offered by Penrose concerns the
exposure declines in demand for their products.
Diversification is a means of spreading risk
through reducing the firm’s dependence on a few
products. The reduction in perceived risk may
also reduce the cost of capital to the firm. Diver-
sification may also occur in response to diversifi-
cation by a competitor. This type of competitive
strategy raises the question of the implications of
diversification for competition and this issue is
examined below. Finally diversification may
occur as part of a general policy for growth. This
part of Penrose’s work has been taken further by
Marris (1964). Marris gives diversification a cen-
tral role in his model of the growth of firms. The
management of firms have a strong motivation to
seek growth since it confers on them improved
status, salary and security. But growth within their
existing markets will eventually be limited by the
growth of demand for these products and diversi-
fication is the means by which this demand con-
straint may be overcome. It has been argued above
that a certain degree of diversification will be both
natural and beneficial as opportunities are
exploited. However, Marris argues that manage-
ment will be prepared to press growth, and hence
diversification, beyond the level which is optimal
for shareholders. The drawback of too rapid a rate
of diversification is a higher failure rate of new
products due to a lack of managerial, financial,
development and marketing resources. This may
be a less reasonable proposition when the possi-
bility of growth through merger is recognized.
However before considering this it is worth
looking at the changing structure of firms which
has evolved with diversification.

The development of the M-form, division-
alized company was identified by Chandler
(1963) to be a response to the growth and, more
particularly, diversification of the modern
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corporation. Subsequent research (e.g. Channon
1973; Rumelt 1974; Williamson 1970, 1975) has
reinforced their inter-connection to such a degree
that it is necessary to interpret the consequences of
diversification within the context of the
divisionalized company structure. In this structure
responsibility for profitability is restored to divi-
sional managers whose performance can be
assessed. Top management is freed from day-to-
day operational decisions and can concentrate on
the allocation of funds between the divisions and
other aspects of strategy. The divisional structure
significantly reduces the organizational con-
straints of diversified growth, particularly growth
by acquisition. The acquisition of new divisions,
or sub-divisions, by takeover can be achieved
quickly and with minimum disruption. Diversifi-
cation through merger is often seen as less risky
since it involves the acquisition of the physical
assets, existing products and channels of distribu-
tion required and brings with it management and
employees who are experienced in this area of
activity. Furthermore, entry is achieved without
initially having to compete for a market share. On
the other hand if the motive for diversification is to
utilize spare resources within the firm, or to
exploit some technological development, then
diversification by internal growth may be pre-
ferred. It appears that the importance of diversifi-
cation mergers has increased in recent decades,
partly as a response to the increase in strength of
competition policy.

The US merger laws have evolved into a potent
deterrent against sizeable horizontal and vertical
mergers. It is doubtful, however, whether they
have had much impact on the overall level of
merger activity which has continued at high levels
(Scherer 1980, p. 588).

A substantial controversy surrounds the ques-
tion of what impact diversification has on compe-
tition and efficiency. At first sight the creation of
large, non-specialized firms would be expected to
reduce both, but there are counter arguments. The
evidence does not suggest that diversification
raises market concentration. Indeed, broad spec-
trum diversification may be a force for reducing
concentration in individual markets. Large firms
diversifying are able to overcomemany barriers to

entry and may promote competition by their entry.
Diversification may be the only means by which
firms may grow large enough to reap pecuniary
economies of scale, without becoming too domi-
nant in a single market. It is also argued that the
diversity of products, as well as large size, brings a
greater potential benefit from research. Therefore
large, diversified firms may be more likely to
engage in intensive research and development, to
the benefit of the whole economy. The associated
introduction of the M-form organization is argued
to lead to improved internal efficiency of the firm
as divisions strive to meet profit targets and com-
pete for funds. It is also argued that the internal-
izing of the capital market within the large,
diversified firm can lead to improved allocative
efficiency. This is created by top management,
who hold better information than investors, allo-
cating funds to their most profitable use. On the
other hand there are several arguments which
suggest that the growth of the diversified firm
has the potential to create reduced competition
and efficiency. It was noted earlier that there has
been a high proportion of narrow spectrum
diversification.

At least one possible interpretation of this finding is
that the diversification that has led to relatively
rapid rates of corporate growth (or has accompanied
it) has not in general been to markets where the
entering firm is a new and potentially competitive
force. Rather, that ‘diversification’ has been to mar-
kets that are related to – and potentially if not
actively competitive with – those in which the
entering firm will frequently share what ever market
power already exists. This kind of diversification is
only one small step removed from the consolidation
of market power through horizontal acquisition
(Berry 1975, pp. 74–5).

Furthermore, the internalizing of capital mar-
kets has led to the removal of information and
decision-making from the investor and led to a
concentration of economic power. ‘This means
that the diversified, divisionalized firm is increas-
ingly becoming the arbiter of intersectional shifts
in funds’ (Rumelt 1974, p. 155). Another focus of
concern has been the potential for predatory pric-
ing behaviour in which the diversified firm uses
cross-subsidization between divisions to elimi-
nate, or discipline, more specialized rivals and
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so achieve higher long-run profits. A further pos-
sibility is reciprocal purchasing agreements when
a firm is significant both as a seller to and buyer
from another firm. It is argued that such practices
are more likely to be found amongst large, diver-
sified firms, but there is little evidence for the
widespread existence of either predatory pricing,
or reciprocal purchasing behaviour. Finally there
is the spheres of influence hypothesis which rec-
ognizes the pervasive influence of large, diversi-
fied firms in almost all markets. Conglomerates
might recognize that aggressive behaviour
against another conglomerate in one market
would have adverse consequences in other mar-
kets. It is possible that a symmetry of market
power might emerges which would blunt compe-
tition. The answer to many of the empirical issues
concerning diversification are as yet unresolved.
This is in part due to a lack of sufficient research,
but also in part due to the fact that the process of
diversification is continuing. When, and if, a
more stable period emerges the uncompetitive
consequences outlines above may become more
apparent.
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Divided Populations and Stochastic
Models

D. G. Champernowne

Introduction

The title of this entry requires some explanation.
I use the term ‘stochastic models’ to distinguish
those theoretical models which include one or
more stochastic variables from ‘determinist
models’ which do not. I shall confine attention to
some stochastic models which are obtained by
introducing into a determinist model a single sto-
chastic variable (which can be multivariate, but
will in illustrative examples be univariate). I shall
use the term ‘generating system’ to mean a deter-
minist model in which from an initial state of the
system an unending sequence of successive states
of the system can be exactly predicted by means
of a set of rules such as lagged equations. It is
convenient to distinguish generating systems
from stochastic models rather than extend the
former class to include some or all of the latter.
The important feature of stochastic models is that
they can make allowance for wide margins of
uncertainty and ignorance.

By a ‘divided population’ I shall generally
mean a frequency distribution most of which is
closely clustered around two or possibly more
peaks, but fairly empty elsewhere: an extreme
case would be that where the peaks were
completely separated by an unoccupied stretch.
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However, the term ‘divided population’ can occa-
sionally be extended to refer to a society which is
divided into groups with contrasted living condi-
tions, prospects and aims.

The term ‘crisis’ refers to an unstable situation
where a small disturbance could tip the scales
between the prospects of two widely different
eventual outcomes. In a determinist model the
representation of such a crisis would be a point
of unstable equilibrium, and in a stochastic model
based on that determinist model, one would still
regard the point of instability as indicating crises
facing that part of the population found close to it,
by ‘crises’ meaning here the crises that chance
might play a predominant part in determining
their future prospects.

As a preliminary to the main discussion, it will
be helpful to consider some standard tools for use
with determinist models involving divided
populations and crises.

Some Standard Methods for the Study
of Unstable Situations

A standard method of constructing a model of the
response of an economic system to the passage of
time, or to possible changes of policy or of outside
influences, is to set up a generating system giving
a set of initial conditions containing the present
and recent values of a set of economic variables
and policy parameters, together with a set of rules
for calculating the set of the same variables one
time-unit later and repeating this operation suc-
cessively for any required number of time-units.
Such rules would normally take the form of a
number of equations giving the values of each
variable as functions of the values of other vari-
ables, mainly at earlier dates, taking account of the
present values assumed for any policy parameters.
Wemay confine attention to very simple examples
of such models.

It is quite usual to find in simple models that
given the initial information, the application of the
system of rules with fixed policy parameters will
generate a sequence of sets of values of the vari-
ables which tend to a long-run equilibrium set,
apart possibly from one or more constant common

growth-rates. But it is also possible to frame fairly
simple rules which lead to oscillations which per-
sist at a constant amplitude. Often these will be
smooth and sinusoidal, but there is another possi-
bility which is the one relevant to crises, where
there are periodic jumps from one smooth steady
path (which we might call boom) to another
smooth steady path (which we might call slump)
alternately to and fro indefinitely.

A convenient tool for the representation of
such systems when there are sufficiently few
equations involved is the phase diagram. If we
are dealing with difference equations of the kind
just described, the axes of the diagram could mea-
sure the values of one important variable along the
horizontal axis as independent variable and the
change of that same variable over the next time-
unit along the vertical axis as dependent variable.
In such diagrams the curve relating the change of
the variable as a function of the value itself will
reveal points of equilibrium by its intersections
with the horizontal axis: however, where the curve
cuts the axis from below on the left, the equilib-
rium will evidently be unstable, and we shall call
such equilibrium points crisis points. Figure 1 is a
phase diagram applicable to the determinist model
described below in section “Rules for a Model
Generating Lines of Bequests”.

In Fig. 1 the horizontal axis is cut by the graph
ITJKLSB in three points J, K and L denoting equi-
librium levels of the index of prosperity, but the
point K is a ‘crisis point’ indicating an unstable
equilibrium value. The arrows following the paths
starting from A and from near K illustrate how,
given the level of the index in an initial period, the
chart may be used to predict its values in later
periods assuming the rules of the model to be
obeyed. For example, to follow the changes
from the initial value of 1000 at A on the horizon-
tal axis, measure horizontally the same (negative)
distance AA1 as the vertical distance of the graph
from A. Having marked A1, for the value after one
unit of time, repeat the operation from A1, to mark
in A2 and so continue as illustrated in Fig. 1. It is
apparent that the series of such values must con-
verge to the value marked by S, and similarly that
starting from C, near K on the right, when the
distances concerned will now be positive, (to the
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right or upwards), it should again be clear that the
series obtained must converge to the same stable
equilibrium value S. Finally, starting from any
point to the left of K, the usual procedure must
result in a series arriving at the other stable equi-
librium point T: (this is so because the gradient of
the line ITJ is �1 in this example, which entails
that as soon as the path hits ITJ it leads directly to
T). This illustrates why the equilibrium at points,
such as K, where the axis is cut by the curve from
below on the left are unstable, while the points
such as T and S mark stable equilibrium values.

Fig. 1 will be used again in section “Rules for a
Model Generating Lines of Bequests” to illustrate
the numerical example there, which involves
equations (3) to (6): Table 1 in that section pro-
vides the first few values of the sequences that
would be obtained by applying the rules, starting
from values 1000, 100 and 70 respectively.

An early example of a determinist economic
model involving oscillation between two points of
stable equilibrium across a gap containing a crisis
point of unstable equilibrium, due to the interven-
tions of a disturbing force moving the phase-
curve, was the model of the trade cycle published

by Kaldor in the March 1940 issue of the Eco-
nomic Journal. This contained a diagram closely
related to a phase diagram of the elementary type
shown here in Fig. 1, and which relied on the
property that the curve itself moved upwards or
downwards, depending on whether the currently
relevant point representing equilibrium was on the
right or left of the diagram.

Figure 2 is a transposition of Kaldor's dia-
gram into a phase diagram of the type outlined
above. Three positions of the curve are shown
marked 0, + and *. Initially the relevant point of
intersection is B a stable prosperous stable equi-
librium point: K and S mark the currently irrel-
evant crisis and slump equilibrium points on this
curve. During the boom the curve moves down
to the position + + + at which B and Kmeet at the
point K+ of tangency and the curve loses contact
with the horizontal equilibrium axis so that the
relevant equlibrium shifts rapidly to D*, the
slump stable equilibrium, and now the curve
moves upwards past position 0 to position +, at
which S and K coalesce at the new point K* of
tangency, and again the curve loses contact with
the equilibrium line, so that now the relevant
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stable equilibrium moves rapidly to the right to
B*, the boom stable equilibrium. Then the curve
moves downwards again through the position
000 and the story is repeated again and again
with alternative stable equilibria B and S in
boom and in slump.

Since World War II a number of models have
been based on such non-linear differential or dif-
ference equations to produce fairly regular
switching between temporarily stable situations
of slump and boom. An early and particularly
neat example was provided by R. M. Goodwin
in a paper delivered in June 1955 to a meeting of
the International Economic Society in Oxford. An
account of that and other such early models will
be found in chapter 8 ofMathematical Economics
by R. G. D. Allen (London: Macmillan; New
York: St Martin's Press, 1956).

The model in section “Rules for a Model Gen-
erating Lines of Bequests”with its crisis point has
much in common with those of Kaldor and
Goodwin and later writers, but in section “Easy
Rules for a Stochastic Model of a Divided Popu-
lation” we shall develop it in a different direction
by introducing stochastic disturbances so that it

may be used for modelling the development of
bimodal distributions. The point which that model
is intended to illustrate is that a few simple ingre-
dients which may underlie a number of complex
situations in which bimodal frequency distribu-
tions may alone be sufficient to produce bimodal-
ity, without any of the many further influences
which may also be possible explanations of it. It
is quite plain that such a model is not in fact a
complete explanation, but it may be helpful as
illustrating a method of taking a first step in a
variety of investigations of situations where
divided populations are observed.

The simple ingredients alluded to above are as
follows:

(1) A set of largely unidentifiable and unexpected
disturbances to each member value of the
population whose distribution is being gener-
ated. This may well increase the dispersion.

(2) A set of influences encouraging the growth of
large member values and the declines of small
member values.

(3) Opposing these influences, 1 and 2: specific
measures taken to discourage further growth

Divided Populations and Stochastic Models, Table 1 Three lines of bequests over ten generations

Generation number 1 2 3 4 5 6 7 8 9 10

Level of bequest

Line 1 70.0 61.3 45.1 24.0 24.0 24.0 24.0 24.0 24.0 24.0

Line 2 100 117 150 210 324 443 518 565 593 611

Line 3 1000 865 780 728 695 675 662 654 649 646
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of very large member values and reverse the
fall of very small ones.

These three ingredients will often be sufficient
to produce a bimodal distribution. We have not
included in (3) the many influences that there may
be operating to diminish or reverse the effects of
ingredient (2) at intermediate levels: where this
omitted set of influences is strong, a unimodal
distribution is likely to be found.

Rules for a Model Generating Lines
of Bequests

In this section we consider a population consisting
of family lines within which bequests are passed
down generation after generation according to a
mechanical system of rules governing inheritance,
earnings, consumption, taxation, subsidies and
dividends, and which lead all family lines eventu-
ally to ruin or to considerable wealth.

The same rules apply to each and every line of
bequests, which differ only in the level of the
initial bequest. We may denote the level of the
initial bequest in a representative line as B0 and
the level of the bequest in that line t generations
later as Bt. We shall set out in the next paragraph a
set of rules which entail that the following
bequest, Bt+1 in the line is always obtainable
from one or two linear equations from the current
bequest Bt. For reference these equations (1), (2),
are set out below and followed by an explanation
of the notation and by a description of the rules
governing the accumulation of wealth for
bequests and implying these equations.

When Bt < WEX,

Btþ1 ¼ eRT: Bt � C� Eð Þ=R½ � þ C� Eð Þ=R

if Bt exceeds P but otherwise

Btþ1 ¼ eRT: P� C� Eð Þ= Rð Þ½ �
þ C� Eð Þ=R (1)

or if this is <0, Bt+1 = 0.
When Bt > WEX,

Btþ1 ¼ eRT :
Bt � TAX: Bt �WEXð Þ � C� Eð Þ=R½ �
þ C� Eð Þ=R

(2)

Both (1) and (2) operate if Bt = WEX.
Themeanings of the symbols T, E, C, R, TAX and

WEX are as follows: T = length of generation in
years: we take T = 25 for examples, E = level of
earnings per annum: we take E = 10 for examples,
C = consumption expenditure per annum: C =
12 for examples, R = interest rate for dividends
per annum: R = 2.5% for examples, P = level up
to which bequests less than it are subsidized, P =
50 for examples, TAX = rate of tax of bequests
starting at exemption levelWEX for tax on bequests:
TAX= 2/3 or 3/5;WEX= 250 or 400, in examples.

The four rules which lead to the equations (1)
and (2) are:

Rule 1. So long as any of a bequest remains it
constitutes a fund attracting interest at the rate
R per annum and provides a source from which
the excess expenditure (C � E) can be
maintained.

Rule 2. If the whole of a bequest gets used up
before the end of a generation, consumption is
cut from C to E, (debt is ruled out) and in this
case the bequest (before subsidy) must be zero.

Rule 3. Every bequest consists of the accumulated
fund at retirement (before tax or subsidy),
which fund may be zero.

Rule 4. The tax or subsidy on the bequest Bt is
applied at the moment of payment to the heir,
so that the heir receivesWt out of Bt< Pwhere
Wt= Bt� TAX. (Bt�WEX) if Bt>WEX, Wt=
P if Bt < P and Wt = Bt otherwise.

If we denote the value of the fund after u years
by F(u), the derivation of equations (1) and (2)
follows directly from the rules by solving the
differential equation dF/Fu = R � F(u) � C + E
by standard methods to obtain F(T) given
F(0) = Wt which may be found by Rule 4.

The equations (1), (2) and a knowledge of the
values of the parameters T, E, C, R etc. and of the
initial bequest B0 of any line now enable us to
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derive the whole line of bequests B0, B1, B2, . . . as
far as we wish and to find the limiting value in
long-run equilibrium, by repeated application of
the relevant equations.

The operation of the model can be illustrated
by a phase diagram if we select values for the
parameters.

Putting

R ¼ 2:5%,T ¼ 25,C ¼ 12,E ¼ 10,

TAX ¼ 2=3,WEX ¼ 250,P ¼ 50
(3)

we obtain, when Bt < 250,

Btþ1 � Bt ¼ 0:868246 Bt � 80ð Þ, if Bt

> 40 (4)

but if Bt < 40;

Btþ1 � Bt ¼ 23:95� Bt: (5)

But when Bt > 250,

Btþ1 � Bt ¼ �0:377251Bt þ 241:91465 (6)

and can derive the phase diagram, Fig. 1 in which
the curve cuts the horizontal axis in the three
equilibrium points at T, K and S at which
Bt = 23.95, 80 and 641.26. The values of the
turning points J and L are those of P and WEX,
50 and 250 (see section “Some Standard Methods
for the Study of Unstable Situations”).

Table 1 covers ten generations and gives the
values of the bequests in three lines starting at
70, 100 and 1000.

Statistical Methods for Studying
Distributions with Many Peaks

Twin-peaked distributions often arise in situations
where there are three equilibrium points of which
two are stable, but the third is unstable, and lies
between them. In such unstable situations the fact
that an initial distribution contains individuals on
both sides of the unstable crisis point will ensure
that the population will eventually be divided into

two groups at or close to the two stable equilib-
rium points.

The same mathematical device that underlies
the crisis models generating alternative progres-
sions to the two stable equilibrium points, or in
some models regular switching from one to the
other across an unstable one, may be adapted to
represent situations which produce a frequency
distribution consisting of two peaked distributions
each centred on stable equilibrium points on either
side of an unstable one. The adaptation may con-
sist of the introduction of rules for moving the
curve that indicates the equilibrium points, as in
Kaldor's models, or by the introduction of rules
disturbing the point indicating the current state of
affairs off that curve: that is the line we shall
investigate.

The whole frequency distribution may either
continue strictly positive across the neighbour-
hood of the unstable point between the two
peaks, or be split into two entirely separate dis-
tributions, with the unstable point left in the gap
between. In the class of models which will be
discussed in section “Easy Rules for a Stochastic
Model of a Divided Population” of the entry, the
split version can only emerge if the rules
governing the stochastic disturbances to the
movements of the points (representing the indi-
vidual values whose frequency distribution is
being generated) do not enable individuals to
arrive at or cross the unstable equilibrium point.
This is a very stringent condition, but it repre-
sents an intermediate case between the stochastic
model generating the unbroken two-peaked equi-
librium distribution and the cruder determinist
models generating a long-term equilibrium with
all individual points concentrated at the two sta-
ble equilibrium points. More elaborate determin-
ist models with lagged variables may lead to
undamped regular oscillations about a single
equilibrium point, but these will not be further
discussed in this entry.

In the past, economists were largely concerned
with the study of equilibrium positions towards
which market competition and other social
and economic forces would drive the economic
individuals and conglomerations involved. The
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particular concerns of the statisticians and econo-
metricians were more often with the movements
of those equilibrium points and with the disper-
sion of the individuals or groups around these
points. In the simple cases where there was just a
single equilibrium they might for example study
the shapes of the frequency distributions of the
one or more coordinates of the point, and suggest
and test various theories to explain how such
shapes could arise, as well as what caused the
movement of the equilibrium point itself. Thus
there have been theories to account for and predict
the age-distributions of the populations of various
territories, the size-distributions of their cities and
the distribution of the shares of votes cast for a
particular party in the various constituencies, and
again the distribution of income, wealth and other
measures of prosperity, both between individuals
and between various groups of persons.

However, if stochastic disturbances can inter-
fere with the equilibrating forces or even shift
the three equilibrium points, there may be pre-
served a considerable spread of distribution
around each stable equilibrium point, and if the
stochastic disturbances are strong, there may
still be movement between the two groups
across the unstable equilibrium point. In the
former case we should expect two separated
equilibrium distributions, whose relative sizes
would depend on the nature of the initial distri-
bution, but in the latter case a single continuous
but probably bimodal equilibrium distribution
whose shape could well be independent of the
initial distribution.

In those cases where a considerable valley
between the two peaks of the long-term equilib-
rium distribution is preserved, the stochastic
mechanism is quite different from the simple
determinist explanation for such a bimodal equi-
librium distribution: this determinist explanation
is simply that two quite distinct populations have
been juxtaposed and counted together as one pop-
ulation. For example, if a wealthy island were to
annexe an impoverished island with roughly the
same population and then compiled wealth-or
income-distribution figures for the two combined,
one might expect a fairly stable bimodal wealth-or
income-distribution. However, with good

transport between the two islands one might
expect eventually that the later generations sprung
from the impoverished island would acquire grad-
ually some of the cultural and other advantages of
the descendants of the wealthy islanders and, vice
versa, some of the descendants of the wealthy
islanders and, would be impoverished as a result
of the competition of the more gifted immigrants
from the other island. Thus in the long run the
stochastic intermingling of the two races might
make the stochastic model more relevant than
the determinist analysis of the equilibrium distri-
bution to be expected.

In section “EasyRules for a StochasticModel of
a Divided Population” we shall explain how to
introduce a stochastic variable into our determinist
model of lines of bequests so as to change it into a
stochastic model of the distribution of bequests in
successive generations and in the following section
will provide some numerical examples to suggest
some questions which such models might be help-
ful in answering if they were suitably elaborated.
These questions will be related to situations featur-
ing an apparent contrast between two overlapping
groups, ‘poor’ and ‘rich’, where the ‘persons’ to
whom the distributions refer may be individuals or
households or localities or larger groups such as
whole economies.

Easy Rules for a Stochastic Model of a
Divided Population

In our stochastic model we shall consider the
distribution of bequests in each generation over a
series of value-ranges of equal proportionate
extent g. We shall suppose the top of range 0 to
be P, and we shall number the ranges so that for
each integer i, positive or negative, the top of
range i is Pgi. We assume that initially all bequests
are at the centres of the ranges, and we impose
rules to ensure that the same is true in every
ensuing generation. This simplification makes
rather narrow ranges desirable so as to avoid
introducing considerable inaccuracy, but in illus-
trative examples we shall have to use wide inter-
vals with g= 10.2 = 1.585 or 10.1 = 1.26 so as to
be able to set out the results in the space available.
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The stochastic model differs from the deter-
ministic one of section “Rules for a Model Gen-
erating Lines of Bequests”, in modifying the value
of Bt+1, there calculated from Bt. Denote that value
by Bt+1(i) when Bt is at the centre of range i, then
in the stochastic model we multiply it by a sto-
chastic multiplier mi, which when N = 2 scatters
the bequests of Bt+1(i) to the centres of 4 (or more
generally, of N + 2) consecutive ranges, in pro-
portions that leave their arithmetic mean equal to
Bt+1(i).

In section “Rules Setting the Probabilities of
the N + 2 Values of mi” the rules for choosing the
ranges and the proportions of bequests moved to
each of them will be set out but nonspecialists
may prefer to skip that section and be content
with Figs. 3 and 4 below, which illustrate typical
effects of the multiplier with (i) g = 1.585, N = 2
and (ii) g = 1.26, N = 7.

We may then work out for each range i from
0 upwards, the following bequest Bt+1(i) by the
formulae (1) and (2) of the determinist model and
apply the stochastic multiplier to the bequests in
lines from each range i, so as to split them into
sets going, when N = 2 to the 4 (or more gener-
ally, N + 2) appropriate consecutive ranges. By
using the information for every range containing
at least one bequest where we round off to the
nearest integer, assuming a total number of one
million bequests in each generation, it is then a
matter of arithmetic, to find the size-distribution
of bequests in generation t + 1 from that of
bequests in ranges with non-negative i in
generation t.

We still have to explain how to handle bequests
in the ranges with i < 1, namely the ranges below
the level P. It is again assumed that all bequests in
such ranges are subsidized up to the level P.
Indeed, some such egalitarian measure as this is
needed if we are to avoid all bequest lines even-
tually becoming permanently zero or in a range
well below P, except possibly for a wealthy set all
considerably above the crisis, level (C � E)/R. So
in the calculations we merely have to lump all
the bequests in ranges with i less than 1 into
range 0. This need not prevent there being
bequests before subsidy in each generation in
other ranges below P, and it is the distribution of
ranges before subsidy that we shall calculate in
examples and which are relevant to the distribu-
tions of wealth and dividends which are all avail-
able towards the retiring age.

We shall give a very few numerical examples of
such distributions in section “Model Generating
2-Peaked-Distribution: Illustrative Cases” to
which those uninterested in the details of the rules
for the stochastic multiplier are advised to skip.
Those rules will now be outlined in section “Rules
Setting the Probabilities of the N + 2 Values of mi”.

Rules Setting the Probabilities of the
N + 2 Values of mi

These rules will be illustrated by the case N = 2;
where normallymimay take 4 values gj, gj+1, gj+2,
gj+3, where j is an integer. There are, however, two
simple special cases where only three consecutive
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integers are taken, the fourth value having no
bequests dispersed to it. The rules ensure that
these two cases give probabilities 0.25, 0.5, 0.25,
0 and 0, 0.25, 0.5, 0.25; the three non-zero terms
are those of the binomial expansion (0.5 + 0.5)2.
Similarly, whereN is any positive integer there are
two special cases where N + 1 ranges only may be
occupied with probabilities given by the N + 1
terms of the binomial expansion (0.5 + 0.5)N.
Returning to the special case N = 2, the rules
further provide that the value of j and the pro-
portions of the bequests should be so chosen that
the four proportions are a weighted average with
weights 1� p and p (0< p< 1) of the two special
cases with three terms each, and that the arith-
metic mean of the bequests should equal the
value Bt+1(i) obtained in the determinist model.
This entails that the four proportions should be the
following: (1 � p)/4, (2 � p)/4, (1 + p)/4 and p/4.
The arithmetic mean of the bequests must then be
(1 + pg). Pgj (1 + g)2/4 so that our rules require

1þ p g� 1ð Þð Þ � Pgj 1þ gð Þ2 ¼ 4Btþ1 ið Þ (7)

where the right-hand side is known. This uniquely
determines j and p and they may easily be derived.

In the general case where N is any positive
integer the main modifications are that the bino-
mial expansions in the special cases are now
(0.5 + 0.5)N and that in equation (7) and the
preceding line, 4 must be replaced by 2N.

Model Generating 2-Peaked-
Distribution: Illustrative Cases

In this section we shall illustrate the kinds of
two-peaked distributions that are generated by
such simplified stochastic models and the ways
one might use them, by a few numerical exercises
involving an imaginary set of a million lines of
bequests. We shall mainly use arithmetic and dia-
grams for the exposition.

Let us start with the standard values for the
parameters given in section “Rules for a Model
Generating Lines of Bequests” equation (3) as

R ¼ 2:5%,T ¼ 25,C ¼ 12,E ¼ 10,

TAX ¼ 2=3and WEX ¼ 250

and in section “Easy Rules for a Stochastic Model
of a Divided Population” as

P ¼ 50, g ¼ 10:2 (8)

The long-run equilibrium distribution obtained
with this set-up will depend on how widely the
stochastic multiplier disperses the bequests from
each range in a single generation, and this is set by
the parameter N. Figures 5, 6 and 7 show that
widening the dispersion in this example through
the first four values, N = 0, 1, 2 and 3 already
exhibits a wide variety of types of solution. Case
N = 0. Two separated distributions: in ranges �2

400
(Thousands)

300

200

100

0 141.8

Value of bequests

178.6 224.8 283.0 356.3 448.6 564.7 895.0711

N
um

be
r 

in
 r

an
ge

 p
er

 m
ill

io
n 

in
 to

ta
l

Divided Populations
and Stochastic Models,
Fig. 4 Disturbance about
400 (N = 7; g = 1.26)

3002 Divided Populations and Stochastic Models



50

0

Value of bequests (log-scale)

N
um

be
r 

of
 b

eq
ue

st
s 

(p
er

 c
en

t)

16.23

N = 0
K = 1.259

25.72 40.77 64.62 102.4 257.2 407.7 646.2162.2

25

37.50

12.50

Divided Populations and Stochastic Models, Fig. 5 Equilibrium bequest–distributions

50

40

30

20

10

0 10.2419

Value of bequestsg =1.585 N = 2

16.2324 25.7266 40.7399

N
um

be
r 

of
 b

eq
ue

st
s 

(p
er

 c
en

t)Divided Populations
and Stochastic Models,
Fig. 6 Equilibrium
bequest distributions

1E6

N
um

be
r 

in
 r

an
ge

 (
lo

g-
sc

al
e) 1E5

1E4

1E3

1E2

1E1

1E0

1E −1
1E −1 1E0

Level of bequest (log-scale)
1E1 1E2 1E3

g = 1.585
N = 4

g = 1.585
N = 18

1E4 1E5 1E6 1E7

Divided Populations
and Stochastic Models,
Fig. 7 Equilibrium Pareto
Curve (non-cumulative)

Divided Populations and Stochastic Models 3003

D



and �1; and in ranges 10 and 11. The proportion
of bequests in the two distributions will equal the
initial proportions that were in ranges up to and
including 1 and in ranges 2 and above. Cases
N = 2 and N = 3. All bequests are in ranges
immediately below P; 4 of them when N =
2 and 5 when N = 3. Cases N = 4 and over. All
bequests are in a single distribution extending
over many ranges from well below P up to well
aboveWEX the tax exemption limit. These are the
most interesting cases. Some have a pair of peaks
separated by a valley, but those with N taking
higher values have only a single peak.

Figure 5 illustrates the case N = 0 where we
have assumed that half the bequests in the initial
generation were in ranges 3, 4, 5 etc. . . . and half
in the ranges 0, �1, �2 etc. The result, due to the
minimum value ofN, is a very divided distribution
little different from the complete division that
would be found in the determinist model: the
case with N= 1, not shown, is less stark, allowing
a spread over five ranges in the upper peak and
over three in the lower peak. Figure 6 shows the
unusual cases where in the long term there are no
bequests in any range above P. With the particular
values we took for the other parameters this
unusual feature only occurs when N = 2 and
N = 3. Figure 7 compares the typical bimodal
form when N = 4 with the typical unimodal
form when N = 18. The logarithmic scale used
may given the deceptive impression that when
N = 4 the valley between the peaks is not deep

and therefore easily crossed, but a more careful
inspection will reveal that it is very deep, since the
valley floor indicates a range with roughly 10,000
bequests, whereas even the lower peak indicates
one containing roughly 100,000 bequests.

Figures 8 and 9 are mainly concerned with a
potentially instructive use of stochastic models
for investigating the effects of altering one or
more of the policy parameters. They do this for
two examples of reflationary fiscal policies: rais-
ing WEX the tax-emption level from 250 to
400 (Fig. 8) and altering TAX from 3/5 and 2/3
to 50 per cent (Fig. 9). The effects of the higher
exemption level are to deepen and widen the
valley and shift the tail to the right along with
the level of the exemption limit, without affect-
ing its Pareto slope. The effect of the tax reduc-
tion is mainly to lessen the Pareto slope of the
tail. Each measure greatly increases the total
number of bequests above 5000; the tax reduc-
tion by four or fivefold and the higher exemption
level by more than tenfold. This is perhaps the
right moment to reiterate the warning that such
examples are not meant to be more than indica-
tions of elementary methods for testing hunches
of what are the probable logical effects of such
changes given any set of artificial rules being
mechanically obeyed.

All our discussion has been concerned with
equilibrium distributions. However, as in so
many branches of economic theory, knowledge
of the eventual equilibrium corresponding to the
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present state of the economy and current policy
decisions is virtually useless unless one knows
how rapidly that equilibrium will be approached
and particularly what will happen during the rea-
sonably near future.

This also can be illustrated with our elementary
example. It is to be expected that with low values
of N, approach to equilibrium may be very slow
and that is only too well confirmed by a wide
variety of examples not further reported here. It
is more interesting to give the stochastic distur-
bances considerable scattering influence by
choosing quite a high value for N and then fol-
lowing the pace of approach towards equilibrium
from an initial distribution of bequests chosen so

as to differ considerably from that equilibrium
distribution.

But in Fig. 10 we have taken our standard
example, with N = 7, and shown for each range
the difference between the equilibrium number of
ranges that would result from altering TAX from
3/5 to 2/3: we also show by the two intermediate
curves how much of the approach to the new
equilibrium would in each range be achieved
after five and after ten generations of 25 years
each. It will be seen how far from completed the
transition is even after the 250 years.

Space forbids showing further examples of the
short-run effect of altering policy or other param-
eters in such models, by methods similar to those
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used in studying long-run effects: naturally such
short-term enquiry can be more important for
obtaining conclusions remotely relevant to the
real world, yet the theoretical approach to such
investigations need differ little from that to the
long-term ones discussed above.

Concluding Observations

In the later sections of this entry we have provided
an illustration of how, without introducing any of
the more detailed causes of divided, i.e. of
bimodal, frequency distributions, one can obtain
a skeletal model of the development of such dis-
tributions by merely including the dispersive ele-
ments: (a) an ability and willingness on the part of
the richer, to save a higher proportion of their
income than on the part of the poorer, and
(b) stochastic disturbances; both (a) and
(b) tending to increase inequality; and the egali-
tarian elements: (c) to curtail (a) and (b) on the part
of the very rich; and (d) subsidies to set a limit on
the poverty of the very poor. We have hinted how
models including at least these four basic ele-
ments, and thereby generating biomodal distribu-
tions, can provide some insight into possible long-
run and short-run effects of altering policy param-
eters: in particular we have argued that consider-
ations of long-run equilibrium can be very poor
guides to short-run effects.

The next step is, naturally, to introduce into the
model the more obvious and significant other
causes acting to modify distributions of wealth,
income, health, nourishment and other measures
of well-being. That step is far too long for inclu-
sion in an entry of this nature. Moreover, since
although situations of the critical and divisive
kinds, on which such research aims to throw
some light become more frequent every year, sta-
tistics of these phenomena are patchy and
unreliable. The development of stochastic
methods to make allowance for the unreliability
and incompleteness of information is by no means
a minor step in such enquiries. It was this belief
that prompted the submission of this methodolog-
ical entry.

Dividend Policy

David J. Denis and John J. McConnell

Abstract
Dividends represent the primary means by
which invested capital is returned to common
stockholders. In this article we summarize the
development of academic thinking on dividend
policy, focusing on three primary perspectives:
(a) the effect of dividend policy on common
stock value and firm performance, (b) the
determinants of dividend policy, and (c) mac-
roeconomic trends in the propensity of firms to
pay dividends.
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There are two major ways in which a firm can
distribute cash to its common stockholders. The
firm can either declare a cash dividend which it
pays to all its common stockholders or it can
repurchase shares. Stock repurchases may take
the form of registered tender offers, open market
purchases, or negotiated repurchases from a large
shareholder. In a share repurchase, shareholders
may choose not to participate. In contrast, divi-
dends are direct cash payments to shareholders
and are distributed on a pro rata basis to all
shareholders.

Most firms pay cash dividends on a quarterly
basis. The dividend is declared by the firm’s board
of directors on a date known as the ‘announcement
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date’. The board’s announcement states that a cash
payment will be made to stockholders who are
registered owners on a given ‘record date.’ The
dividend checks are mailed to stockholders on the
‘payment date,’ which is usually about two weeks
after the record date. Stock exchange rules gener-
ally dictate that the stock is bought or sold with the
dividend until the ‘ex-dividend date’, which is a
few business days before the record date. After the
ex-dividend date, the stock is bought and sold
without the dividend.

Dividends may be either labelled or unlabelled.
Most dividends are not given labels by manage-
ment. Unlabelled dividends are commonly
referred to as ‘regular dividends’. When managers
label a dividend, the most common label is ‘extra’.

A Historical Perspective

Prior to 1961, academic treatments of dividends
were primarily descriptive, as, for example, in
Dewing (1953). To the extent that economists con-
sidered corporate dividend policy, the commonly
held view was that investors preferred high divi-
dend payouts to low payouts (see, for example,
Graham and Dodd 1951). The only question was
howmuch value was attached to dividends relative
to capital gains in valuing a security (Gordon
1959). This view was concisely summarized with
the saying that a dividend in the hand is worth two
(or some multiple) of those in the bush. The only
question was: what is the multiple?

In 1961, scientific inquiry into the motives and
consequences of corporate dividend policy shifted
dramatically with the publication of a classic
paper by Miller and Modigliani. Perhaps the
most significant contribution of the Miller and
Modigliani paper was to spell out in careful detail
the assumptions under which their analysis was to
be conducted. The most important of these
include the assumptions that the firm’s investment
policy is fixed and known by investors, that there
are no taxes on dividends or capital gains, that
individuals can costlessly buy and sell securities,
that all investors have the same information, and
that investors have the same information as the

managers of the firm. With this set of assump-
tions, Miller and Modigliani demonstrate that a
firm’s stockholders are indifferent among the set
of feasible dividend policies. That is, the value of
the firm is independent of the dividend policy
adopted by management.

Because investment policy is fixed in the
Miller–Modigliani set-up, all feasible dividend
policies involve the distribution of the full present
value of the firm’s free cash flow (that is, cash flow
in excess of that required for investment) and are,
therefore, equally valuable. If internally generated
funds exceed required investment, the excess
must be paid out as a dividend so as to hold
investment constant. If internally generated
funds are insufficient to fund the fixed level of
investment, new shares must be sold. It is also
possible for managers to finance a higher dividend
with the sale of new shares.

The key insight from the Miller–Modigliani
analysis is that investors will be indifferent
among the feasible dividend choices because
they can costlessly create their own dividend
stream by buying and selling shares. If investors
demand higher dividends than the amount paid by
the firm, they can sell shares and consume the
proceeds, leaving themselves in the same position
as if the firm had paid a dividend. Alternatively, if
shareholders prefer to reinvest rather than to con-
sume, they can choose to purchase new shares
with any dividends paid. In this instance, share-
holders would be in the same position that that
they would have been in had no dividends been
paid. Thus, regardless of corporate dividend pol-
icy, investors can costlessly create their own div-
idend position. For this reason, stockholders are
indifferent to corporate dividend policy, and, as a
consequence, the value of the firm is independent
of its dividend policy.

After a brief flurry of debate, the Miller–Mo-
digliani irrelevance proposition was essentially
universally accepted as correct under their set of
assumptions. There nevertheless remained an
underlying notion that dividend policy must ‘mat-
ter’ given that managers and security analysts
spend time worrying about it. If so, and if the
Miller–Modigliani proposition is accepted, it
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must be due to violation of one or more of the
Miller–Modigliani assumptions in the real world.

Since the early 1960s, the dividend debate has
been lively and interesting. Economists have
analysed theoretically whether the relaxation of
the various Miller–Modigliani assumptions alters
their irrelevance proposition. In addition, econo-
mists have analysed the data from several perspec-
tives. First, they have undertaken an array of
analyses to determine the effect, if any, of divi-
dend policy on stock value and firm performance.
Second, they have sought to identify the charac-
teristics associated with dividend payments (or the
lack thereof) by individual firms. Third, they have
attempted to characterize macroeconomic trends
in the level and propensity of firms to pay divi-
dends, and in the form of the payout. Our discus-
sion of these issues focuses primarily (though not
exclusively) on studies of US firms since these are
the studies most accessible to us.

Relaxing the Miller–Modigliani
Assumptions

Taxes
Perhaps the obvious starting point for an inves-
tigation into the effect of relaxing the
Miller–Modigliani assumptions is to introduce
taxes. In the United States, dividend payments
by a corporation do not affect that firm’s taxes.
However, at least historically, dividends have
been taxed at a higher rate than capital gains at
the personal level. Thus, superficially, the US tax
code appears to favour a low dividend payout
policy, with payouts occurring primarily through
share repurchases.

Under the assumption that dividends and capi-
tal gains are taxed differentially, Brennan (1970)
derives a model of stock valuation in which stocks
with high payouts have higher required before-tax
returns than stocks with low payouts. As a coun-
terpoint to this proposition, Miller and Scholes
(1978) argue that under the US tax code there
exist sufficient loopholes so that investors can
shelter dividend income from taxation, thereby
driving the effective tax rate on dividends to
zero. Early studies of the association between

stock returns and dividend yield (for example,
Black and Scholes 1974; Litzenberger and
Ramaswamy 1979; Miller and Scholes 1982)
yielded mixed results using different definitions
of dividend yield. Subsequent studies indicated
that the correlation between dividend yield and
stock returns (if any) appeared to be due to omitted
risk factors that were correlated with dividend
yield. For example, Chen et al. (1990) report that
dividend yield and risk measures are cross-
sectionally correlated. Similarly, Fama and French
(1993) show that, when a three-factor model for
expected returns is used, there is no significant
relation between dividend yields and stock returns.

Other studies have analysed the potential
effects of the differential taxation of dividends
and capital gains by studying the behaviour of
stock prices and trading volume around
ex-dividend days. The logic of these studies is
that, in order for investors to be indifferent
between selling a stock just before it goes ex
dividend and just after, stocks should be priced
so that the marginal tax liability would be the
same for each strategy. Thus, if dividends are
taxed more heavily than are capital gains, stock
prices should fall by less than the size of the
dividend on the ex-dividend day. Evidence con-
sistent with a tax effect in stock price behaviour
around ex-dividend days is provided in Elton and
Gruber (1970), Eades et al. (1984), Green and
Rydqvist (1999), Bell and Jenkinson (2002), and
Elton et al. (2005). In addition, evidence of tax-
motivated trading around ex-dividend days is pro-
vided in Lakonishok and Vermaelen (1986),
Michaely and Vila (1995) and Green and
Rydqvist (1999).

Collectively, the evidence in these studies indi-
cates that the differential taxation of dividends and
capital gains affects both ex-dividend day stock
returns and trading activity. This conclusion has
been reinforced in studies that examine changes in
tax laws (for example, Poterba and Summers
1984; Barclay 1987; Michaely 1991). Nonethe-
less, the fact that individual investors in high tax
brackets receive large amounts of taxable divi-
dends each year (Allen and Michaely 2003) casts
doubt on taxes being a first-order determinant of
dividend policy.
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Agency Costs
A second real-world violation of the Miller–Mo-
digliani assumptions is the existence of agency
costs associated with stock ownership. In particu-
lar, managers of firms maximize their own utility,
which is not necessarily the same as maximizing
the market value of common stock. The costs
associated with this potential conflict of interest
include expenditures for structuring monitoring
and bonding contracts between shareholders and
managers, and residual losses due to imperfectly
constructed contracts (Jensen and Meckling
1976).

Several authors have argued that dividends
may be important in helping to resolve
manager–shareholder conflicts. If dividend pay-
ments reduce agency costs, firms may pay divi-
dends even if these payments are taxed
disadvantageously.

Easterbrook (1984) and Rozeff (1982) argue
that establishing a policy of paying dividends
enables managers to be evaluated periodically by
the capital market. By paying dividends, man-
agers are required to tap the capital market more
frequently to obtain funds for investment projects.
Periodic review by the market is one way in which
agency costs are reduced, which in turn raises the
value of the firm. Similarly, Jensen (1986) argues
that establishing a policy of paying dividends
reduces agency problems of overinvestment by
reducing the amount of discretionary cash con-
trolled by managers.

An implication of the agency models is that
dividends will be more valuable in mature firms
with substantial cash flow and poor investment
opportunities. Early tests of this implication
focused on the stock price reaction to dividend
change announcements and produced mixed
results. Lang and Litzenberger (1989) find that
firms with less valuable growth opportunities
exhibit a larger stock price reaction to dividend
increase announcements than firms with more
valuable growth opportunities. Although this
finding is consistent with the agency cost hypoth-
esis, Denis et al. (1994) find that when they con-
trol for other factors, particularly the change in
dividend yield, they find no difference in the stock
price reaction to dividend changes between firms

with good growth opportunities and those with
poor growth opportunities. Moreover, they find
no evidence that increases in dividends reduce
corporate investment.

More recent tests of the agency models have
focused on the cross-sectional determinants of
dividend policy. Fama and French (2001) find
that the propensity to pay dividends is positively
related to firm size and profitability, and nega-
tively related to the value of future growth oppor-
tunities. DeAngelo et al. (2006) find that the
propensity to pay dividends is strongly associated
with the proportion of the firm’s equity that comes
from retained earnings. These findings support the
primary prediction of the agency models that div-
idends are more valuable for mature firms with
high cash flow and poor growth opportunities.

La Porta et al. (2000) and Faccio and Lang
(2002) provide further support for the agency
models of dividend policy by analysing interna-
tional evidence. La Porta et al. hypothesize that
agency conflicts will differ across countries
because of differences in the extent of investor
protection. In a sample of 33 different countries,
they find that dividend payments are higher in
countries with better investor protection. This
indicates that when investors are better able to
monitor managers, they are able to force higher
dividend payouts. Faccio and Lang (2002) show
that in western Europe and in Asia dividend pay-
ments are higher when controlling shareholders
have a higher ratio of voting rights to cash flow
rights – that is, those situations in which minority
shareholders are otherwise at greatest risk of
expropriation by the controlling shareholder.

Asymmetric Information
Contrary to the Miller–Modigliani assumption
that investors have the same information as man-
agers, a large number of studies assume that man-
agers possess more information about the
prospects of the firm than individuals outside the
firm, and that dividend changes convey this infor-
mation to outsiders. This idea was suggested by
Miller and Modigliani and has roots in Lintner’s
(1956) classic study on dividend policy. Lintner
interviewed a sample of corporate managers. One
of the primary findings of the interviews is that a
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high proportion of managers attempt to maintain a
stable regular dividend. In Lintner’s words, man-
agers demonstrate a ‘reluctance (common to all
companies) to reduce regular rates once
established and a consequent conservatism in rais-
ing regular rates’ (1956, p. 84).

If managers change regular dividends only
when the earnings potential of the firm has
changed, changes in regular dividends are likely
to provide some information to the market about
the firm’s prospects. More formal models in which
dividends convey information to outsiders include
Bhattacharya (1979 1980), John and Williams
(1985), andMiller and Rock (1985). The common
assumption in these models is that managers have
information not available to outside investors.
Typically, the information has to do with the cur-
rent or future earnings of the firm.

Empirical evidence on the information content
of dividends has taken three forms. First, a large
set of studies has analysed whether dividend
changes are associated with abnormal stock
returns of the same sign. Second, studies have
analysed whether dividend changes are associated
with subsequent earnings changes. Third, studies
have analysed the association between dividend
changes and changes in investor expectations
regarding future earnings.

Studies have consistently documented that
stock returns around the announcement of a divi-
dend change are positively correlated with the
change in the dividend (Aharony and Swary
1980; Asquith and Mullins 1983; Brickley 1983;
Healy and Palepu 1988; Grullon et al. 2002;
Michaely et al. 1995; Pettit 1972). These studies
are robust over time and are robust to controls for
contemporaneous earnings announcements.
Moreover, in general, the studies indicate that
the market reacts more strongly to a dividend
decrease than to a dividend increase.

The findings described above indicate that div-
idend announcements provide information to the
market. Subsequent studies have investigated
whether this information is correlated with current
or future earnings. On this issue, the evidence is
more mixed. In a study of dividend initiations and
omissions, Healy and Palepu (1988) find that the
initiation of dividends follows a period of

abnormal earnings growth and that earnings con-
tinue to grow in subsequent years. For omissions,
however, earnings decline in the year of omission,
then rebound in the following years. Using a
comprehensive sample of dividend changes,
Benartzi et al. (1997) find no evidence that divi-
dend changes are associated with subsequent
earnings changes of the same sign. Miller’s inter-
pretation of the evidence (1987) is that dividends
appear to be better described as lagging earnings
than as leading earnings.

One difficulty in testing whether dividend
changes ‘signal’ unexpected future earnings is that
it is difficult to identify what level of earnings
would be expected by the market if the dividend
change did not take place. To address this issue,
Ofer and Siegel (1987) study how analysts alter
their estimates of current year earnings when firms
announce dividend changes. They find that analysts
revise their earnings estimates in the direction of the
dividend change and that the size of the earnings
revision is positively associated with the stock price
reaction to the dividend change. Similarly, Fama
and French (1998) report a positive association
between dividends and firm value after controlling
for past, current and future earnings, as well as
investment and debt. They conclude that dividends
contain information about value that is not
contained in earnings, investment and debt.

The accumulated empirical evidence thus indi-
cates that dividend announcements provide infor-
mation to the market. Whether they convey
information about future earnings is less clear.
Moreover, other findings indicate that information
signalling is unlikely to be a first-order determi-
nant of dividend policy. For example, as noted
earlier, dividends are paid primarily by larger,
more mature firms with higher cash flow and
poorer growth opportunities. These types of firm
would seem to be least in need of signalling their
true value to the market.

Firm Value and the Form of the Payout

As with increases in regular cash dividends, spe-
cially labelled cash dividends and share
repurchases have been shown to be accompanied
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by permanent increases in stock prices (Brickley
1983; Dann 1981; Vermaelen 1981). However,
there is little agreement on the factors that lead
managers to choose one method over another.

Given the Miller–Modigliani assumptions, the
choice of the payout mechanism, like the choice of
dividend policy itself, does not affect the value of
the firm. Therefore, if the form of the payout is to
matter, it must be due to violation of one ormore of
the Miller–Modigliani assumptions. To develop a
theory to explain the choice of payout mechanism,
it must be that there are differential costs or bene-
fits associatedwith the alternative payout methods.
Furthermore, the relative benefits or costs must be
especially significant because, in general, divi-
dends have been tax-disadvantaged (at the per-
sonal level) relative to share repurchases.

Economists have explored several possible
explanations as to why a particular form of payout
is chosen, including adverse selection effects
(Barclay and Smith 1988; Miller and McConnell
1995), the impact on equity ownership structure
(Stulz 1988; Denis 1990), the signalling power of
alternative payout mechanisms (Ofer and Thakor
1987; Jagannathan et al. 2000), and the impact of
executive stock options (Fenn and Liang 2001).
The evidence indicates that share repurchases are
more likely when recent earnings increases are
temporary, when earnings are riskier, when firms
make heavy use of stock options in executive
compensation contracts and when firms seek to
protect themselves from a hostile takeover.

As regards the choice between regular cash
dividends and specially labelled cash dividends,
reasonable explanations have been relatively
scarce. Brickley (1983) does provide evidence
that specially labelled dividends convey a less
positive message about firm value than do
increases in regular cash dividends. Nonetheless,
it is unclear why this is so. Moreover, there has
been little examination of the choice between
special dividends and share repurchases.

What Managers Say

Lintner’s (1956) classic empirical study began
with a survey of corporate executives. The results

of that survey and the accompanying evidence
laid the foundation for much of the empirical
and theoretical work that has followed over the
succeeding half century. Brav et al. (2005) have
conducted a new and more extensive survey of
chief financial officers (CFOs) regarding their
views of corporate payout policy. Their survey
yields further insights into what managers think
about dividend policy, and complements the
existing empirical evidence.

Brav et al. report that CFOs view dividends as
inflexible in that, once a dividend level has been
established, any dividend cut is likely to have a
significantly adverse impact on the company’s
stock price. Thus, consistent with Lintner’s
(1956) original observation, managers tend to be
conservative when adjusting dividends upward in
order to avoid having to cut the dividend at a later
date. Rather than establishing a target payout
ratio, managers set a per share payment that is
downwardly inflexible. According to the survey,
managers do not explicitly view dividends as a
mechanism for signalling information that would
distinguish their companies from competitors, and
they consider tax effects only as an afterthought.
These observations accord with the conclusions
drawn from empirical studies in that both imply
that taxes and signalling are not first-order deter-
minants of dividend policy.

In contrast to dividends, repurchases are
viewed by managers as a parallel but more flex-
ible way to distribute cash to shareholders in that
they can be initiated and discontinued as funds
are available. This observation is consistent with
the empirical evidence cited earlier that
repurchases tend to be associated with temporary
increases in earnings, while dividends are asso-
ciated with earnings changes that are more per-
manent. Whether the modern survey of Brav
et al. leads to the volume of additional empirical
work that followed Lintner’s study remains to
be seen.

Summary and Recent Trends

Since the mid-1960s, rigorous consideration has
added considerably to progress in what is known

Dividend Policy 3011

D



about dividend policy.We know that firms pay out
to stockholders substantial amounts of cash annu-
ally in the form of regular cash dividends, share
repurchases and specially labelled dividends. We
also know that stock prices increase permanently
when regular dividends are increased, when spe-
cial dividends are declared, and when shares are
repurchased, and that stock prices decline when
regular dividends are reduced. While these find-
ings imply that dividend changes reflect informa-
tion available to managers that is not otherwise
available to outside investors, it is still not clear
what information is being conveyed through the
dividend payment. Moreover, although we now
know a considerable amount about the empirical
determinants of the size of payout and the form of
payout, there is little agreement as to whether the
level of cash payout affects the value of the firm or
and whether the choice of the payout method
matters.

We conclude by outlining several recent
trends that pose additional challenges to our
understanding of dividend policy. First, Fama
and French (2001) document that the propensity
to pay dividends has declined substantially since
the late-1970s. Second, despite this decline in the
propensity to pay dividends, aggregate dividends
have not declined (DeAngelo et al. 2004).
Rather, dividends and earnings have become
increasingly concentrated among larger firms.
Third, specially labelled dividends have nearly
disappeared (DeAngelo et al. 2000). Fourth,
share repurchases have increased substantially
so that aggregate payouts through share
repurchases now exceed those through regular
dividends (Grullon and Michaely 2002). These
trends are difficult to explain given our current
understanding of dividend policy. Undoubtedly,
therefore, economists will continue to devote
substantial effort to understanding the puzzles
of dividend policy.

See Also

▶ Finance (New Developments)
▶Modigliani–Miller Theorem
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Divisia Index

Charles R. Hulten

Abstract
The Divisia index, it its modern application, is a
continuous-time index related to an underlying
economic structure via a potential function.
Under certain conditions, the index can retrieve
important characteristics of the underlying
structure using prices and quantities alone, with-
out full knowledge about the structure itself.
The Divisia index is widely used in theoretical
discussions of productivity analysis, and has
important applications elsewhere. In practice,
it is approximated by discrete–time superlative
indexes, like the Tornqvist, or by chain indexes.
Older applications of the Divisia stressed its
discrete-time axiomatic properties.

Keywords
Aggregation; Chain indexes; Continuous–time
indexes; Discrete–time indexes; Divisia index;
Divisia, F.; Duality; Path dependence; Produc-
tion functions; Productivity (measurement prob-
lems); Solow, R.; Törnqvist index

JEL Classifications
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The Divisia index is a continuous-time index
number formula due to François Divisia
(1925–6) that has been widely used in theoretical
discussions of data aggregation and the measure-
ment of technical change. It is defined with respect
to the time paths of a set of prices
[P1(t), . . . , PN(t)] and commodities [X1 (t),. . .,
XN (t)]. Total expenditure on this group of com-
modities is given by:

Y tð Þ ¼ Pt tð ÞX1 tð Þ þ . . .þ PN tð ÞXN tð Þ: (1)

With dots over variables indicating derivatives
with respect to time, total differentiation of (1)
yields:

_Y tð Þ
Y tð Þ¼

Xi¼N

i¼1

Pi tð ÞXi tð Þ
Y tð Þ

_Pi tð Þ
Pi tð Þþ

Xi¼N

i¼1

Pi tð ÞXi tð Þ
Y tð Þ

_Xi tð Þ
Xi tð Þ :

(2)

The growth rates of the Divisia price and quantity
indexes are the respective weighted averages of
the growth rates of the individual Pi (t) and Xi (t),
where the weights are the components’ shares in
total expenditure. The levels of these indexes are
obtained by line integration over the trajectory
followed by the individual prices and quantities
over the time interval [0, T]. For the quantity
index, the line integral has the following form:

Iq 0, Tð Þ ¼ exp

ð XN
i¼1

Pi tð ÞXi tð ÞP
Pj tð ÞXj tð Þ

_Xi tð Þ
Xi tð Þ

" #( )

¼ exp

ð
r

’ Xð ÞdX
� 


,

(3)

where ’ is a vector-valued function whose argu-
ments are Pi (t)/Y (t), prices are assumed to be a
function of the Xi, and G is the curve described by
Xi. A similar expression characterizes the Divisia
price index (for a more extensive discussion of
Divisia line integrals, see Richter 1966; Hulten
1973; Samuelson and Swamy 1974).

The value of the index defined by (3) depends
on the solution of the line integral. This can be
obtained by identifying a ‘potential function’ F
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whose partial derivatives are the vector-valued
function ’, that is, ’ = ∇F. Writing F = log
F function, the value of the index can be shown
to equal F[X(T)]/F[X(0)], implying that the index
is unique only up to a scalar multiple.

In economic terms, the solution to (3) is asso-
ciated with some underlying economic relation-
ship among the variables being indexed. Assume,
for example, there is a constant returns to scale
production function F(X) and Fi= lPi (Fi denotes
the partial derivative of F with respect to Xi and l
is a factor of proportionality). Then the function
log F can serve as the requisite potential function
for (3), and in this particular case, the Divisia
index of inputs can be interpreted as the ratio of
output at time T to output at time zero.

If the form of the potential function is known a
priori, the value of the index could be computed
directly from the function F. However, the ratio-
nale for the Divisia index is that it provides a way
of obtaining the ratio F(X(T))/F(X(0)) by using
data on prices and quantities alone, without direct
knowledge of F. Intuitively, this is possible
because, under sufficiently restrictive assump-
tions, information about the slope of the function
F (as estimated by relative prices) over the path
followed by the inputs is sufficient to characterize
F up to a scalar multiple.

When the objective is to form an index of a
subset of inputs – aggregate labour input, for
example – the required potential function is a
‘piece’ of a production function. Specifically, if
one wants to form a Divisia index of the first
M inputs, the production function needs to be
weakly separable into a function of these inputs,
that is, F{G[X1(t),. . .,XM(t)], XM+1(t),. . .,XN(t)}.
The function logG serves as the potential function
for the line integration (see also Balk 2005).

These considerations apply to Divisia price
indexes as well. The relevant potential function
is now the factor price frontier C[P1(t),. . .,PN(t)].
A basic result of duality theory shows that the
partial derivatives of C are proportional to the
corresponding Xi(t).

The discussion suggests that the existence of
the Divisia index is closely linked to the condi-
tions for consistent aggregation. Furthermore, the
required existence of a potential function implies

that aggregation cannot proceed with just any set
of prices or quantities. There must be an a priori
reason for supposing that the variables to be
indexed are theoretically related. This is an impor-
tant characteristic of the Divisia index, one which
it shares with the broader class of economic index
numbers (in contrast to the non-structural axiom-
atic approach associated with Irving Fisher 1921;
see also Balk 2005). The potential function theo-
rem establishes the conditions under which the
Divisia index is an ‘exact’ index number (to use
the terminology of Diewert 1976) for some under-
lying economic structure.

Divisia indexes have the desirable property
that they are invariant when the path of integration
lies entirely in the same level set of the potential
function. That is, ifone input is substituted for
another along a given isoquant, the value of the
index will not change. However, there is no guar-
antee of invariance when the path of integration
lies across several level sets. This reflects the
mathematical property that line integrals are, in
general, path dependent.

Path dependence means that the index (3) will
generally have a different value for a path
b(t) � G1 than path a(t)�G , even though the
beginning and end points of G1 and G are identi-
cal. This can lead to the following situation: the
economy moves along G1 from X from X' (which
is on a different isoquant); the economy then
returns along G to the original point X; because
of path dependence, the vector of quantities
represented by the vector X will have a different
Divisia index value after the trip around the com-
posite path, and subsequent circuits will produce
still different values. The value of the Divisia
index at any point X is thus arbitrary under path
dependence. The uniqueness of the Divisia index
thus involves path independence.

The condition for path independence is the
existence of a homothetic potential function, log
F, such that ’ = ∇logF, where ’ is defined in (3).
Given the existence of the potential function, the
value of (3) is F(X(T))/F(X(0)), implying path
independence since (3) depends only on the end
points of the path, X(0) and X(T). Conversely, if
(3) is path independent, there exists a potential
function log F such that ∇log F = ’. In some
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applications in productivity analysis, the homo-
theticity condition must be strengthened to linear
homogeneity, but this can be weakened depending
on data availability (Hulten 2001, pp. 11–12).

We note, finally, that the Divisia index is defined
using time as a continuous variable. Data on prices
and quantities typically refer to discrete points in
time, and the indexes constructed from them must
therefore have a discrete–time form. The
continuous-time Divisia index is nevertheless use-
ful, both for informing the structure of these
discrete-time indexes (for example, for the determin-
ing which variables are conceptually related), and
for interpreting the results. TheDivisia framework is
also appropriate for the theoretical analysis of many
economic problems, such as the use of Divisia
indexes by Solow (1957) in growth accounting.

One approach to linking discrete and continu-
ous index numbers is to approximate the continu-
ous variables of (2) with their discrete time
counterparts. Under the Törnqvist (1936)
approach, the growth rates of prices and quantities
are approximated by logarithmic differences, and
the continuous weights by two period arithmetic
averages. The Tornqvist approximation to the
growth rate of the Divisia quantity index can
then be written:

Xi¼T

i¼1

1

2

Pi, tXi, t

Yi
þ Pi, t�1Xi, t�1

Yt�1


 �
log Xi, t � logXi, t�1

� �
(4)

A similar approximation applies to the growth rate
of the Divisia index of prices.

While the Törnqvist index may be regarded as
approximate, Diewert (1976) has shown that it is
exact when the underlying potential function has
the (continuous) translog form. This result is very
important in its own right, but can also be
regarded as an important conceptual link between
the discrete and continuous–time families of
index numbers, given the exact properties of the
Divisia index in continuous time.

The continuous Divisia index can also be
approximated by using chain indexing procedures
(the Divisia index is sometimes regarded as a
chain whose links are defined over infinitesimal
time periods). Other numerical approximation
techniques can also be employed.

See Also

▶Divisia, François Jean Marie (1889–1964)
▶ Index Numbers
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Divisia was born in Tizi-Ouzou, Algeria. He
received baccalaureate degrees in mathematics
and philosophy at Algiers. After two years in
the Ecole Polytechnique he worked for the gov-
ernment as a civil engineer (Ponts et Chaussées).
His graduate engineering work at the Ecole
Nationale des Ponts et Chaussées was completed
in 1919 after the interruption of the First World
War. After nearly ten years as a government
engineer he joined the ministry of national edu-
cation to continue research and teaching eco-
nomics. He became a professor of applied
economics at the Ecole Nationale des Ponts et
Chaussées (1932–50), the Conservatoire
National des Arts et Métiers (1929–59), and the
Ecole Polytechnic (1929–59). He was a founding
member of the Econometric Society and its pres-
ident in 1935. Subsequently he was also presi-
dent of the Paris Statistics Society (1939) and of
the International Econometric Society. He was a
Fellow of the American Statistical Association
and of the American Association for the
Advancement of Science.

His major contributions to economics can be
found centred in several books on economics
and applied statistics. The Divisia Index, a
variable-weight price index, was developed in
L’indice monétaire et la théorie de la monnaie
(1926). His Economique rationnelle (1928) was
widely acclaimed in mathematical economics
and was awarded prizes by the Academy of
Sciences and by the Academy of Moral Sciences
and Politics. Using a microeconomic perspec-
tive he cautioned against uncritical acceptance
of macroeconomic research in Traitement
économétrique de la monnaie, l’intérêt, l’emploi
(1962).

Selected Works

1926. L’indice monétaire et la théorie de la
monnaie. Paris.

1928. Economique rationnelle. Paris.
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Division of Labour

Peter Groenewegen

Abstract
Division of labour has been a very important
topic for economic writings from the earliest
times, and was treated in great detail by major
economists, including especially Adam Smith
and Alfred Marshall. This article surveys the
development of ‘division of labour’ from its
beginnings in the writings of Greek philoso-
phers through the centuries and up to the 21st
century. It therefore also reflects on its off-
shoots: international division of labour, sexual
division of labour and its contemporary revival
as an essential adjunct to the theory of eco-
nomic growth, labour productivity, inter-firm
cooperation, and its modern limits in coordina-
tion and communication costs.
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J. (1796–1872); Robbins, L. C.; Ruskin, J.;
Segmented labour markets; Senior, N.; Sexual
division of labour; Sidgwick, H.; Social divi-
sion of labour; Specialization; Spencer, H.;
Taussig, F. W.; Technical change; Torrens, R.;
Tucker, J.; Turgot, A. R. J.; Ure, A.; Verdoorn’s
Law;Women’s work; Xenophon; Young, A. A.

JEL Classifications
B1

Division of labour, or specialization, may be
defined as the division of a process or employ-
ment into parts, each of which is carried out by a
separate person, or any system of production in
which tasks are separated to enable specialization
to occur. This includes the separation of employ-
ments and professions within society at large or
social division of labour as well as the division of
labour which takes place within the walls of a
factory building or within the limits of a of a single
industry, the manufacturing division of labour.
Division of labour as a form of specialization
can also be practiced by small firms which all
contribute to the production of parts (inputs) for
the manufacturing of a complex output, as in the
case of aircraft production or sophisticated elec-
tronic equipment. This form of business organiza-
tion requires excellent coordination and
communication between its various parts to
ensure continuous supply of the necessary parts
for the manufacturer of the final output. It is a
geographical form of division of labour, devel-
oped from the notion of clustering related firms
in a particular area or industrial district (for a
survey, see Dosi 1988).

Division of labour and its consequences for
productivity were analysed as early as the time
of the Greek philosophers, including Plato, Aris-
totle and Xenophon. Early analysis of the
manufacturing division of labour had to await
industrial developments of the 17th and 18th cen-
turies and underwent further qualitative change in
the 19th, 20th and 21st centuries. Hence
manufacturing and more detailed division of
labour should not be seen as a simple continuum
of the social division of labour. By the end of the

Middle Ages, social division of labour was exten-
sively practiced; manufacturing division of
labour, generally speaking, came with the Indus-
trial Revolution. Under modern capitalism, social
division of labour remains largely a market
influenced phenomenon but manufacturing divi-
sion of labour is enforced by those who plan and
control the manufacturing process. Furthermore,
the one divides society: the other human activity
within the workshop, or within an industry: labour
generally enhances ‘the individual and the spe-
cies, [a manufacturing division] of labour, when
carried on without regard to human capabilities
and needs, is a crime against the person and
against humanity’ (Braverman 1974, p. 73). Divi-
sion of labour was first practiced within the house-
hold, a sexual division of labour between
women’s activities in or near the house, and
those of men further afield. When applied to
local specialization of industries both nationally
and internationally, it has produced a variety of
conceptions of the territorial or international
(global) division of labour.

Adam Smith (1776) placed the division of
labour at the forefront of his discussion of eco-
nomic growth and progress. Neither in its social
nor in its manufacturing forms did the idea origi-
nate with him. It retained a varying, but often very
prominent, place in 19th-century writings
(particularly those of Senior, Babbage, John Stu-
art Mill, Marx and Marshall).‘About 1890,
Schmoller, Semmel, Bücher, Durkheim and
Maunier all wrote on religious and sociological
aspects of specialization’ (Salz 1934, p. 284). For
much of the 20th century, division of labour and
specialization virtually disappeared as a major
topic from economic texts. Reasons for this var-
ied. Some economists believed such discussions
were more appropriate to technical handbooks of
production engineering and factory management.
Other writers wished to confine analysis of its
effects to sociological studies assessing the gen-
eral impact of division of labour on society. The
return of economic growth as an important part of
the economist’s research programme from the
1950s onwards, and earlier the work of Young
(1928), brought renewed interest in the division
of labour in its wake, as did growing
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dissatisfaction with the narrow view confining
economics to studying ‘the disposal of scarce
commodities’(Robbins 1932, p. 38). Global orga-
nization of manufacturing made possible by
improvements in transport and communication
implies modern adaptations of the division of
labour which economists cannot ignore. An
example is the formation of industrialized dis-
tricts, first observed and analysed by Alfred Mar-
shall (1890), to be rediscovered and adapted to the
post-Second World War Italian situation by
Becattini (for example 1990, 2001) and his col-
leagues (for a survey, see Goodman and Pamford
1989). The various dimensions of division of
labour raised in these introductory paragraphs
suggest that a broad-based treatment of the subject
is warranted by featuring highlights within its
continuous development.

The Greeks

Many of the major Greek philosophers discussed
aspects of the division of labour in their writings.
In Book 2 of the Republic, Plato stated the neces-
sity for a division of labour or specialization in
occupations for social well-being and the ade-
quate satisfaction of primary wants linking the
phenomenon with exchange, the requirements of
‘a market, and a currency as a medium of
exchange’ (Plato 380 BC, pp. 102–6). Aristotle,
though very conscious of the social need for a
division of labour, did not depart much from
Plato’s earlier discussion (see Bonar 1893,
p. 34). More importantly, Xenophon linked divi-
sion of labour and specialization to great cities,
because they provided a substantial demand for
individual products while the subdivision of work
raised the skill of individual workers. Extracts
from the work of these Greek pioneers on the
division of labour have been often reprinted (see,
for example, Sun 2005, chs. 2–4). Knowledge of
these Greek texts among Arabian Islamic scholars
during the middle ages enabled them to produce
sophisticated treatments of the division of labour.
Examples are the writings of Islamic theologian,
al-Ghazali (1058–1111) and, more importantly,
the writings of fourteenth century Islamic

philosopher and historian, IbnKhaldun, whose
Muqaddima contains a detailed account of the
division of labour (Sun 2005, pp. 7–8, ch. 5).

Subsequent Pre-Smithian Developments

Towards the end of the seventeenth century,
English economic literature rediscovered the con-
cept of the division of labour and began to analyse
the more modern manufacturing forms, linking
them to productivity growth, cost reduction,
increased international competitiveness and asso-
ciating its scope with the more extensive markets
made possible through urbanization. For example,
Petty’s Political Arithmetick written in 1671 com-
pared the benefits of division of labour in textile
production with specialization in ship building:

For as Cloth must be cheaper made, when one
Cards, another Spins, another Weaves, another
Draws, another Presses and Packs; than when all
the Operations above-mentioned, were clumsily
performed by the same hand; so those who com-
mand the Trade of Shipping [need] to build. . .a
particular sort of Vessels for each particular Trade.
(Petty 1671, pp. 260–1)

Ten years later, in Another Essay on Political
Arithmetick Concerning the Growth of the City
of London (1683, p. 473), Petty showed that a
major gain from a vast city like London came
from the improvement and growth of manufac-
tures it encouraged:

For in so vast a City Manufacturers will beget one
another, and each Manufacture will be divided into
as many parts as possible, whereby the Work of
each Artisan will be simple and easy; As for exam-
ple in the making of aWatch, if one Man shall make
the Wheels, another the Spring, another shall
Engrave the Dial-plate, and another shall make the
Cases, then the Watch will be better and cheaper,
than if the whole Work be put upon any one man.

In continuing this argument Petty also suggested
that specialization benefits could be achieved
from concentrating certain manufactures on a par-
ticular location, partly because of the savings in
transport and communication costs such concen-
tration entailed (Petty 1683, pp. 471–2). The
anonymous author of Considerations on the East
India Trade (1701, pp. 590–2) illustrated
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productivity gains from the division of labour by
examples drawn from cloth making, watch mak-
ing and shipbuilding. He clearly indicated that
sufficient demand and regular trade were a pre-
condition for such improvements, which lowered
manufacturing labour costs without the need to
lower wages. During the 18th century, examples
of authors aware of the benefits and preconditions
for a division of labour become more common.
Practical writers like Patrick Lindsay (1733),
Richard Campbell (1747) and Joseph Harris
(1757) tended to concentrate on manufacturing
division of labour using examples from linen
and pin production as well as from the familiar
watch making. Those writing from the position of
moral or political philosophy, like Mandeville
(1729), Hutcheson (1755), Ferguson (1767) and
Josiah Tucker (1755, 1774) concentrated more on
aspects of the social division of labour.

Discussion of the division of labour was of
course not confined to English economic litera-
ture. A treatise on wealth published in the 1720s
by Ernst Ludwig Carl discussed the benefits of the
division of labour, applying them also to demon-
strate the gains from free trade through an inter-
national division of labour based on different
climates, resource availability and locational
advantages (cited in Hutchison 1988,
pp. 161–2). Among the Physiocrats, Quesnay
dealt briefly with the social aspects of the division
of labour in his article ‘Natural Right’ (1765,
p. 51). Turgot developed the subject more thor-
oughly, making it the starting point of his Reflec-
tions, subsequently associating it with the
introduction of money, the extension of commerce
and the accumulation of capital (1766, pp. 44–6,
64, 70). Earlier, Turgot (1751, pp. 242–3) had
linked the spread of social division of labour to
inequality, arguing that this particular conse-
quence of inequality improved living standards
for even the humblest members of society and
made possible cultivation of the arts and sciences.
Among the general principles with which
Beccaria (1771, pp. 387–8) commenced the argu-
ment of his Elementi, the division of labour and its
benefits in terms of increased skills and dexterity
are clearly set out. Finally, it may be noted that the
Encyclopédie of Diderot and d’Alembert in its

article ‘Art’ discussed the essentials of the
manufacturing division of labour, listing its con-
sequences as improvements in skill, better quality
products, saving of time and of materials, and ‘of
making the time or the labour go further, whether
by the invention of a new machine or the discov-
ery of a more suitable method’. In its article on
pins (‘Epingle’) their manufacture is described as
being generally subdivided into eighteen separate
operations and thereby a prime example of the
manufacturing division of labour (see Cannan
1929, pp. 94–5).

Adam Smith’s Treatment of the Division
of Labour

Adam Smith’s discussion of the division of labour
deserves separate treatment not because of its
‘originality’ or ‘completeness of exposition’
(Cannan 1929, p. 96) but because ‘nobody either
before or after [him], ever thought of putting such
a burden upon division of labour. With A. Smith,
it is practically the only factor in economic pro-
gress’ (Schumpeter 1954, p. 187). The first three
chapters of theWealth of Nations were devoted to
its analysis because it provided one of the two
causes explaining increases in per capita output
by which Smith defined the wealth of the nation.
Although therefore only one of two causes, the
other being ‘the proportion between the number
of those who are employed in useful labour, and
that of those who are not so employed’ (Smith
1776, p. 10), it is the dominant one. Smith seems
to have believed that scope for substantial
increases in the proportion of the labour force to
productive activities was limited. Using the equa-
tion, g= (k . p/w)� 1, developed by Hicks (1965,
p. 38) to summarize the Smithian growth pro-
gress, if a change in k, the proportion of produc-
tive labour in the labour force, is more or less
ruled out, a substantial growth rate (g), given the
real wage (w), depends exclusively on rising pro-
ductivity (p) through extensions of the division of
labour. Smith’s emphasis on the division of labour
as a factor in growth via its enormous influence on
productivity makes his treatment of the subject so
novel. Surprisingly, this aspect of his contribution
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was taken up by few 19th-century writers and had
to be largely rediscovered in the work of Young
(1928) and Kaldor (1972) who reiterated dynamic
aspects of the phenomenon Smith was analysing.

Even though it was the most frequently revised
part of his economics (see Meek and Skinner
1973), Smith’s basic account of the division of
labour contains a number of weaknesses. First,
Smith failed to develop aspects of the manufactur-
ing division of labour with which he ought to have
been familiar. Marglin (1974) points out that
Smith ignored organizational features from a divi-
sion of labour taking place within the one building
of relevance to some well-established industries
like textiles and the manufacture of metal imple-
ments. These organizational features which Smith
omitted were associated with growing labour dis-
cipline problems, wasting time and materials,
inherent in the putting-out system, then the dom-
inant form of manufacturing organization. In fact
it can be suggested that if this aspect of the divi-
sion of labour is more fully taken into account, its
important role in explaining economic growth so
much emphasized by Smith is more easily inte-
grated as a major factor explaining the industrial
revolution (see Groenewegen 1977). Marglin
(1974) also questioned the force of ‘the three
different circumstances’ by which Smith (1776,
p. 17) explained the productivity gains from the
division of labour: increased dexterity, saving of
time, and invention of machinery. Although
increased dexterity is clearly a product of a divi-
sion of labour in a manufacturing process, its
scope there is rather limited when compared to
that of the continual practice of surgeons, concert
pianists and opera singers, to give some examples.
Time saved in eliminating time lost in passing
from job to job is trivial and not the ‘very consid-
erable’ benefit Smith (1776, pp. 18–19) had
suggested. Savings in materials and time through
transforming a putting-out to a factory system, an
organizational feature of the division of labour
Smith had ignored, was more important, particu-
larly through eliminating losses from pilfering.
Rae (1834, pp. 164–5) saw savings in the use of
tools as far more significant than time saved, and
for him (pp. 352–7) this provided the basic reason
for extending the division of labour. Other 19th

century writers, particularly Babbage (1832),
expanded further on this aspect of the matter.
Smith’s association of division of labour with
inventions (1776, pp. 19–22) covered both ‘on
the job improvements’ and scientific inventions
by specialists originating from within a more
sophisticated division of professions. It ignores,
as Hegel (1821, p. 129) was one of the first to
point out (cf. Stewart 1858–75, vol. 8,
pp. 318–19), that as division of labour makes
‘work more and more mechanical,. . . man is able
to step aside and install machines in his place’.
This feature of the process was subsequently
noted by Babbage (1832, pp. 173–4), Ure (1835,
p. 21) and developed byMarx (1867). In short, the
three circumstances Smith saw as explaining the
productivity consequences from the division of
labour derive their basic validity from reasons
different to those Smith advanced. Further,
Smith’s remarks (1776, pp. 16–17) on the smaller
benefits from applying the division of labour to
agriculture than to manufacturing can be
contrasted with his quite different and controver-
sial analysis of the primacy of agricultural invest-
ment in terms of its employment of productive
labour. Agriculture’s more substantial contribu-
tion to gross revenue as Smith (1776, Book II,
ch. 5) subsequently argued, was used by him to
define the ‘natural’ course of economic develop-
ment (Book II, ch. 1) and recommended as supe-
rior practice for newly settled regions like the
American colonies. Perelman (1984, p. 185)
explained this seeming contradiction in Smith by
suggesting Smith was the ‘first theorist of neo--
imperialism’ because his strategy of development
forces developing regions to specialize in raw
material production whose terms of trade with
manufactures are invariably poor. More likely,
Smith’s views on the productivity of agriculture
relative to manufacturing are posed in terms of
different yardsticks: agricultural activity by the
very nature of its processes is less amenable to
division of labour, even though its ability to
employ productive labour is greater than pro-
duced by equal investments in manufacture and
trade. However, growing mechanization of agri-
culture, especially in the 20th century, together
with the greater scope for exporting agricultural
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surplus with modern transport, encouraged spe-
cialization in agriculture and very large scale
farming (Salz 1934, p. 283).

A final controversial issue from Smith’s treat-
ment of the division of labour concerns its social
consequences, an argument he placed in the con-
text of public education. The ‘few simple opera-
tions’ which under a division of labour most
ordinary labouring people are asked to perform,
renders them ‘as stupid and ignorant as it is pos-
sible for a human creature to become’ and
increased ‘dexterity at his own particular trade’
is purchased with a reduction in ‘intellectual,
social and martial virtues.. .unless government
take some pains to prevent it’ through providing
general education (Smith 1776, pp. 781–5). Smith
was not alone in presenting this disadvantage in
an extensive division of labour: similar views
were put by Ferguson (1767, p. 280) and Kames
(1774). Ferguson described ‘ignorance as the
mother of industry’ and argued that prosperous
manufactures arise ‘where the mind is least
consulted, and where the workshop may.. .be con-
sidered as an engine, the parts of which are men.
‘At the turn of the century, and after, German
philosophers (for example, Schiller 1793; Hegel
1821 and the young Marx 1844) developed this
into a humanist critique of industrial society,
suggesting like Smith that these detrimental con-
sequences were removable by education, espe-
cially aesthetic education. Such sentiments were
resurrected in mid-19th century England by Car-
lyle (1843) and Ruskin (1851–3, pp. 197–8). For
others, Smith’s remarks were an aberration, ‘as
unfounded [a statement] as can well be imagined’
(McCulloch 1850, p. 350) or even a contradiction
with the division of labour’s ability to inspire
inventive faculties in labourers (West 1964).

Despite its deficiencies, Smith’s account of the
division of labour proved particularly hardy and
was invariably praised in most general terms by
major textbook writers of the 19th century and
after, though few followed the emphasis Smith
gave it as the key factor explaining growth.
Cannan (1929, p. 97) ascribed this success to
‘the popularity of its form’. It can also be attrib-
uted to the striking productivity increase inherent
in the pin example (cf. Mill 1821, p. 215) and the

unambiguous connection Smith drew between
increased division of labour, extending the market
and human proclivities ‘to truck and barter’
(McCulloch 1825, pp. 54–5). The account of the
division of labour is undoubtedly one of Smith’s
best remembered performances in economics.

19th-Century Developments

With the growth of the factory system and more
extensive use of increasingly sophisticated
machinery, the manufacturing form of division
of labour was considerably expanded. Conse-
quently, some economic writers focused on a
number of new aspects of the phenomenon,
linking the division of labour with developments
in the machine tool industry, large scale produc-
tion and its advantages, and hence, on a more
theoretical level, with increasing returns to scale
and explicit recognition of a different pattern of
productivity growth in manufacturing from that in
agriculture.

Charles Babbage was in many respects the
pioneer in presenting the division of labour as
‘the most important principle on which the econ-
omy of a manufacture depends’ (1832, p. 169). He
therefore carefully revised the advantages of a
division of labour as first expounded by Adam
Smith. In this discussion, time (and cost) savings
were also related to time saved in learning a skill
and reduced waste of materials during the learning
process (pp. 170–1), as well as economy in tool
using (p. 172), while the association between divi-
sion of labour, dexterity and the introduction of
new machines was developed more precisely and
rigorously. More significantly, Babbage pointed to
a hitherto ignored additional advantage of the divi-
sion of labour he had derived from observation.
This had earlier been discussed by Gioja
(1815–17) whose interesting contribution on this
subject was analysed by Scazzieri (1981, ch. 3).

By dividing the work to be executed into different
processes of skill or of force, . . .the master
manufacturer. . . can purchase exactly that precise
quantity of both which is necessary for each pro-
cess; whereas, if the whole work were executed by
one workman, that person must possess sufficient
skill to perform the most difficult, and sufficient
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strength to execute the most laborious, of the oper-
ations into which the art is divided. (Babbage 1832,
pp. 175–6; emphasis in original)

This economy of skill, Babbage demonstrated
from a pin example, not only reinforced the cost
advantages traditionally associated with division
of labour, but was also a major cause of
establishing large factories: ‘When the number
of processes into which it is most advantageous
to divide it, and the number of individuals to be
employed in it, are ascertained then all factories
which do not employ a direct multiple of this
number, will produce the article at a greater cost’
(Babbage 1832, p. 213). Detailed division of
labour, Babbage also argued, as in its manufactur-
ing form, can also be applied to mental labour
(p. 191). An illustration of its application to min-
ing highlights these control and information gath-
ering features, two aspects of the division of
labour to which Babbage paid particular attention.
His analysis of the division of labour is even more
important because the process as he described it is
made interdependent with machine production,
increased factory size, lower costs and prices
from such concentration of industry and hence
induces growth in demand and an extended mar-
ket (see Corsi 1984).

Ure’s (1835) contribution must also be noted. It
likewise linked development of the factory system
to division of labour, summarizing ‘the principle
of the factory system. . . as substituting mechani-
cal science for hand skills, and the partition of a
process into its essential constituents’ (1835,
p. 20). Ure commented on two other conse-
quences of the division of labour in modern fac-
tories: deskilling of the workforce when workers
become ‘mere overlookers of machines’ and the
development of mechanical engineering since the
‘machine factory displayed the division of labour
in manifold gradations’ and facilitated the substi-
tution of skilled hands by ‘the planning, the key-
groove cutting, and the drilling machines’
(pp. 20–1).

Accounts of the division of labour by econo-
mists of the middle of the century were generally
less innovative than those of Babbage and Ure,
though they did occasionally provide some new
points of departure. Senior (1836, pp. 74–5, 77),

after classifying division of labour as one major
advantage from the use of capital, concentrated on
listing its benefits additional to those given by
Smith. Illustrating from the post office, he argued
that the fact that ‘the same exertions which are
necessary to produce a single given result are
often sufficient to produce many hundreds or
many thousands similar results’ was one aspect
of the division of labour omitted by Smith. The
development of retailing as a separate profession
was likewise something Smith had failed to con-
sider adequately. More importantly, for a number
of reasons, but particularly the division of labour,
Senior suggested ‘additional Labour when
employed in Manufactures is MORE, when
employed in Agriculture is LESS efficient in pro-
portion’, linking manufacturing activity implicitly
to increasing returns to scale (1836, pp. 81–2).
Mill (1848) treated division of labour as an impor-
tant aspect of cooperation, arguing that
irrespective of its well-known productivity advan-
tages, without this complex cooperation in the
modern division of labour ‘few things would be
produced at all’ (Mill 1848, p. 118). In discussing
the productivity advantages, Mill cited the modi-
fication and additional advantages provided by
Babbage (1832) and Rae (1834), adding little to
their discussion. However, in Chapter 9 dealing
with large scale and small scale production, he
highlighted the point, so ‘ably illustrated by Mr
Babbage. . . [that] the larger the enterprise, the
farther the division of labour may be carried.. .as
one of the principal causes of large manufactories’
(Mill 1848, p. 131), thereby bringing the argu-
ment firmly into the corpus of economics. Mill’s
account was largely followed by Fawcett (1863)
and in most of its essentials by Nicholson (1893).

Marx’s account (1867, chs. 13–15) combines
much of this discussion, endowing it in the pro-
cess with sharper analytical insights derived from
his study of both the technical literature and his
appreciation of the significance of the qualitative
changes underlying the evolution of the division
of labour. To Marx is owed the important distinc-
tion between manufacturing and social division of
labour, as well as the precise assessment of the
organizational features of its application to mod-
ern manufacture, derived from his careful study of
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Babbage, Ure and many other sources. No wonder
that Nicholson (1893, p. 105) described Marx’s
treatment as ‘both learned and exhaustive and. . .
well worth reading’. More recently, Rosenberg
(1976) expressed regret that Marx’s close study
of ‘both the history of technology, and its newly
emerging forms’ has had so few imitators among
contemporary economists.

Marshall is another economist from the second
half of the 19th century who fully appreciated the
importance of the division of labour and revealed
it in its more modern forms. In 1879, the Econom-
ics of Industry,written with his wife (Marshall and
Marshall 1879), devoted Chapter 8 of Book I to
the division of labour, immediately after its
Chapter 7 on organization of industry. It distin-
guished the opportunity to apply a division of
labour as inherent in the nature of the work, as
dependent on direction and control by an entre-
preneur as earlier indicated by Bagehot, and as
applied to firms: ‘If there are any producers, large
and small, all engaged in the same process, Sub-
sidiary Industries will grow up to meet their spe-
cial wants.’ These include special machine tool
makers for the industry, improved transport to
enhance communication between related firms,
as well as auxiliary enterprises in banking and
credit provision (Marshall and Marshall 1879,
p. 52). Localization of industry also fosters ‘edu-
cation of skills and taste’ and ‘diffusion of linked
knowledge’, and encourages large firms. Hence
division of labour is closely related to economies
of scale, where size has enabled specialization to
grow more and more. Marshall also devoted no
less than three chapters to division of labour in his
Principles (1890, Book IV, chs. 9–11), not only
covering points traditionally dealt with under this
heading, but often introducing subtle modifica-
tions. For example, Marshall (1890, p. 263)
discounted detrimental social consequences from
monotonous work by pointing to the mental stim-
ulus from the ‘social surroundings of the factory’
and the view that factory work was not inconsis-
tent with ‘considerable intelligence and mental
resources’. Likewise, he extended Babbage’s
principle of ‘economy of skill’ to economy of
machinery and materials (1890, p. 265), used it
as a major explanatory factor for the localization

of specialized industry (p. 271) and made it the
chief advantage of large scale production in his
famous discussion of economies of scale (p. 278).
Later, Marshall applied these aspects of his work
to his detailed study of industry and trade to
explain such things as America’s leadership in
standardized production (seen by Marshall 1919,
p. 149, as an ‘unprecedented’ application of
Babbage’s ‘great principle of economical produc-
tion’), the successful specialization of plant dur-
ing the First World War, and new issues
concerning the growth of the firm. It is therefore
paradoxical that Marshall’s work in other respects
induced the demise of the division of labour in
theoretical literature. This arose from the
incompatibility of increasing returns to scale
with stable demand and supply equilibrium
(Marshall 1890, Appendix H). Apart from this,
modern equilibrium analysis found it difficult to
come to grips with the dynamic features of the
division of labour process, and it is presumably at
least partly for this reason that division of labour
was dropped as an important subject from the
economic textbooks (see Kaldor 1972). However,
the locational aspects of the division of labour
were further addressed by Becattini (for example
1990, 2001) in his development of the notion of
industrial districts as a concentration of related
firms. Marshall had discovered this aspect of
industrial organization through the factory tours
in the British midlands and Scotland he engaged
in from the late 1860s, on which he first reported
in 1879. When division of labour for technical
reasons could not take place within the same
building, small firms spring up specializing in
part of the manufacturing process, thereby gener-
ating a division of labour among firms concen-
trated in a particular geographical area (for a
survey, see Goodman and Pamford 1988).

International Division of Labour

Torrens (1808) appears to have been the first
economist to distinguish the territorial division
of labour from the mechanical division,
suggesting that the former is inspired by ‘different
soils and climates [being] adapted to the growth of
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different production’ thereby inducing regional
specialization in those products which best suit
‘the varieties of their soil’ and climate. Taking
advantage of territorial division of labour through
regional and international trade enhances produc-
tivity and increases the wealth of nations as much
as a manufacturing division of labour. Senior
(1836, p. 76) also drew attention to this aspect of
the division of labour, attributing its discovery to
Torrens. Marshall (1890, pp. 267–77) covered
territorial division of labour under localization of
industry while Taussig (1911, pp. 41–7) called it
‘the geographical division of labour’ with gains
arising from ‘the adaptation of different regions to
specific articles’ for climatic and resource endow-
ment reasons as well as from the general increase
in proficiency which all specialization brings.
During the 1970s a new dimension of the interna-
tional division of labour was analysed, concen-
trating on its direct foreign investment aspects. Its
novel features were a tendency to ‘undermine the
traditional bisection of the world into a few indus-
trialized countries on the one hand, and a great
majority of developing countries integrated into
the world economy solely as raw material pro-
ducers on the other, and [secondly, to compel]
the increasing subdivision of manufacturing pro-
cesses into a number of partial operations at dif-
ferent industrial sites throughout the world’ to
take advantage of favourable labour market cir-
cumstances, relatively cheap transport opportuni-
ties, tax breaks and other government
inducements for foreign investors (Fröbel et al.
1980, p. 45). This multinational dimension to
application of the division of labour is a direct
descendent from the concept as understood by
Smith, Babbage, Ure and Marx.

The characteristics of the contemporary global
division of labour have been well captured by
Hobsbawm (2000, pp. 65–6):

Thus, while the global division of labour was once
confined to the exchange of products between par-
ticular regions, today it is possible to produce across
the frontiers of states and continents. This is what
the process is founded on. The abolition of trade
barriers and liberalization of markets is, in my opin-
ion, a secondary phenomenon. This is the real dif-
ference between the global economy before 1914
and today. Before the Great War, there was pan

global movement of capital, goods and labor. But
the emancipation of manufacturing and occasion-
ally agricultural products from the territory in which
they were produced was not yet possible. When
people talked about Italian, British and American
industry, they meant not only industries owned by
citizens of these countries, but also something that
took place almost entirely in Italy, Britain, or Amer-
ica, andwas then traded with other countries. This is
no longer the case. How can you say that a Ford is
an American car, given that it is made of Japanese
and European components, as well as parts
manufactured in Detroit?

Sexual Division of Labour

The first explicit reference to a sexual division of
labour in economic literature I could find is
Hodgskin (1827, pp. 111–12). He argued that

There is no state of society, probably, in which
division of labour between the sexes does not take
place. It is andmust be practiced the instant a family
exists. Among even the most barbarous tribes, war
is the exclusive business of the males; they are in
general the principal hunters and fishers . . . the
woman labours in and about the hut. . . In modem
as well as in ancient times,. . .we find the men as the
rule taking the out-door work to themselves, leav-
ing the women most of the domestic occupations
The aptitude of the sexes for different employ-
ments, is only an example of the more general
principle, that every human being . . . is better
adapted than another to some particular occupation.

Marx and Engels (1845–6, pp. 42–3) ascribed
beginnings of the division of labour ‘originally
[to] nothing but the division of labour in the
sexual act’ and only later to that ‘spontaneously’
or ‘naturally’ derived from predisposition, needs,
accidents, and so on. Engels (1884, esp. p. 311)
elaborated further on the matter presenting the
sexual division of labour in the family as a barrier
to the ‘emancipation of women’. Such an eman-
cipation, he argued, was ‘possibly only as a result
of modern large- scale industry [which] actually
called for the participation of women in produc-
tion and moreover, strives to convert private
domestic work also into a public industry’. Both
aspects of the sexual division of labour to which
Engels referred in the context of women’s eman-
cipation have been taken up in more recent
research. The role of domestic labour has been
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analysed by contemporary writers (see, for exam-
ple, Himmelweit and Mohun 1977; Gershuny
1983) while attention has also been drawn to the
shift in the provision of services from domestic
production to production for the market
(laundromats, take-away-food) as a result of the
gradual break-down of the traditional sexual divi-
sion of labour within the family (Gouverneur
1978). Sexual division of labour issues have also
been applied in segmented labour market analysis,
thereby enriching this particular aspect of labour
economics.

Becker (1985) has analysed the sexual division
of labour in the context of human capital invest-
ment and allocating the work load of parties
within the household. Thus both the allocation of
effort within a household, and the advantages of
investing in specific human capital are designed to
enhance the social division of labour and its ben-
efits without necessarily diminishing the exploit-
ative aspects of such arrangements (Becker 1985,
p. S41). Social factors are, however, equally
important. Increasing returns by itself cannot
explain the traditional division of labour within
the household; a division of labour itself subject to
change. The increased contribution to housework
by men during the 1970s is one observed aspect of
this social change (Becker 1985, p. S56). Further-
more, as Posner (1992, pp. 54, 129) has noted in
particular, women were not fully brought into the
work place on a large scale until the two world
wars, and this only became a dominant pattern in
employment from the 1950s onwards. Cigno
(1991) discusses many of these issues as part of
his economics of the family.

Decline and Rehabilitation of Division of
Labour in the 20th and 21st Centuries

The association between division of labour and
increasing returns, the consequent possibility of
falling supply and cost curves, created problems
for equilibrium analysis already noticed as a factor
explaining decline in emphasis on the division of
labour and induced its virtual elimination from
much of the theoretical literature. Attempts to
remove division of labour from economics were

also based on other grounds. Robbins (1932,
pp. 32–8) argued that study of the ‘technical arts
of production’ belonged to engineering and not to
economics or, in the case of ‘motion study’, to
industrial psychology even if this meant removal
of traditional topics like division of labour from
economics. Robbins’s approach followed
Sidgwick’s (1883, pp. 104–7) treatment, removing
all technical aspects from the topic, leaving only
what he called the pure economics side. Others
suggested it was better to leave discussion of divi-
sion of labour to sociologists because Durkheim,
and before him Comte and Herbert Spencer, had
absorbed it within this emerging discipline. How-
ever, some economists in the 20th century objected
to removal of the division of labour from econom-
ics. In particular, this would reduce understanding
of the dynamics of economic progress.

Allyn Young (1928) was one of these econo-
mists. He made Adam Smith’s theorem that the
division of labour is limited by the extent of the
market the central theme of his address to section
F of the British Association, arguing this was ‘one
of the most illuminating and fruitful generaliza-
tions which can be found in the whole literature of
economics’ (Young 1928, p. 529). Rather than
covering all aspects of the division of labour,
Young concentrated on two interdependent mat-
ters: ‘growth of indirect and roundabout methods
of production and the division of labour
[or increased specialization] among industries’
(Young 1928, p. 529) but the former, as Kaldor
(1975, pp. 355–6) pointed out, was not to be
confounded with the Austrian capital theoretic
notion. From this he deduced division of labour
as a cumulative, self-reinforcing process, because
every re-organization of production, sometimes
described as a new invention, involves fresh
application of scientific progress to industry,

alters the conditions of industrial activity and initi-
ates responses elsewhere in the industrial structure
which in turn have further unsettling effects . . . The
apparatus of supply and demand in their relation to
prices does not seem to be particularly helpful for
the purpose of an inquiry into these broader aspects
of increasing returns. (Young 1928, p. 533)

However, apart from this damaging conclusion
for competitive price theory, the ‘possibility of

3026 Division of Labour



economic progress’ could not really be grasped by
ignoring these factors of greater specialization,
better combinations of advantages of location,
and a consequent increased number of specialized
producers between basic raw materials and final
producers (Young 1928, pp. 538–40).

Kaldor was a major economist who took up
Young’s challenge in both its critical (Kaldor
1972, 1975) and more constructive aspects
(Kaldor 1966, 1967).The major thrust of Kaldor’s
positive argument proclaimed that faster growth is
derived from faster growth in the manufacturing
sector, partly from the cumulative features linking
the growth of manufacturing to growth of labour
productivity via static and dynamic economies of
scale, or the notion of increasing returns as devel-
oped by Young from the division of labour. This
strong and powerful interaction of productivity
growth and manufacturing growth is also posited
in Verdoorn’s Law (1949) but its association with
aspects of the division of labour is what is relevant
here. Faster manufacturing growth draws labour
from other sectors of the economy, inducing faster
productivity growth, but as the scope of transfer-
ring such labour from lower productivity sectors
like agriculture dries up, the growth process slows
down (see Thirlwall 1983). A key feature of the
process, as Rowthorn (1975, p. 899, n. 1) noticed
in one his skirmishes with Kaldor on the subject,
is that it is an interdependent, cumulative histori-
cal process where ‘higher productivity means
more exports which means greater industrial out-
put which via its effects on investment, innovation
and scale of production reacts back on productiv-
ity growth’. The importance of such a process was
given detailed empirical examination in a discus-
sion of the Taiwan machine tools industry in the
1970s as an application of the division of labour,
envisaged as increases in output increasing pro-
ductivity, with ‘technological change, broadly
defined, sandwiched in between’ (Amsden 1985,
p. 271). Writers in the new growth economics,
who emphasized the impact of increasing returns
from specialization on growth performance
(Romer 1987) drew in part for their inspiration
on the literature of the division of labour, in
Romer’s case as represented by Marshall (1890)
and possibly Young (1928).

Research from the 1990s has particularly
stressed the importance of communication and
co-ordination costs of the division of labour.
Becker and Murphy (1992) portray these costs
as setting limits on the division of labour more
important than that exerted by the extent of the
market so heavily emphasized by Adam Smith.
Subsequent, Camacho (1996) has studied this
aspect in more detail, drawing a clear and direct
relationship between increases in the division of
labour and rises in both communication and
co-ordination costs, as an essential extension to
the modern theory of the firm and the market.
Pernin (1993) has treated inter-firm cooperation
and its benefits from a similar angle, assessing the
benefits for production from such cooperation as
an economy of conventions and inter-firm agree-
ments. This analysis thereby treats division of
labour once again as part of the organizational
theory of the firm or a production unit in which
much emphasis is placed on the potential trade-
offs between the economies reaped from special-
ization and the transaction costs it generates (Yang
and Ng 1993). In this way, division of labour has
also become an important part of the foundations
for a new classical micro-economic analytic
framework.

Conclusion

Viewed dynamically within the context of eco-
nomic growth, as Smith (1776) and others had
intended the division of labour to be contem-
plated, it continues to be a powerful tool for
understanding the process of growth and develop-
ment. On this ground alone it can therefore not be
jettisoned from economics as unwanted baggage,
as Robbins (1932) mistakenly suggested. When
its importance for understanding aspects of the
labour process, the labour market, the theory of
production and the theory of the firm contem-
plated at the plant and the industry level are
included, this argument is even stronger. As men-
tioned in the previous paragraph, on these grounds
division of labour is making a definite come-back
as part of the theory of a new classical micro-
economics. Last, but not least, the importance of

Division of Labour 3027

D



the division of labour for economics is underlined
by the fact that some of the major economic minds
from both past and present have invariably
included it as an important part of their economic
analysis.
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Dmitriev, Vladimir Karpovich
(1868–1913)

D. M. Nuti

Vladimir Karpovich Dmitriev was the first Rus-
sian mathematical economist. His Economic
Essays on Value, Competition and Utility (1898,
1902; English edition 1974) are a classic text in
economic literature.

Vladimir Karpovich Dmitriev was born on
24 November 1868 on the Rai Estate in Smolensk
Gubernia, Smolensk Uezd. On completing his
classical education at the Tula Classical Gymna-
sium he went to Moscow University to study
medicine but subsequently transferred to the
Law Faculty where he began his studies in Polit-
ical Economy. After graduation in 1896 he mar-
ried T.A. Vatatsi and left to take the post of excise
controller in the small town of Von’kovitsy in
Podol’sk Gubernia. He served there for three
years but contracted lung tuberculosis and had to
leave the service. He was in great need all his life
and his chronic illness eventually aggravated and
caused his death on 30 November 1913.

Dmitriev’s First Essay on The theory of value
of D. Ricardo was published in 1898, followed in
1902 by a Second Essay on The competition the-
ory of A. Cournot and a Third Essay on The theory
of marginal utility (published together and with a
Conclusion); the three essays were reprinted and
issued together in 1904. He also published a large
volume on the consumption of alcohol in Russia
(with an introduction by P.V. Struve) in 1911 and
half a dozen articles on the same topics as his
books. He was planning at least three further
Essays on rent, on industrial crises and on mone-
tary circulation, which apparently were never
written or at any rate published.

Dmitriev’s contributions to economic theory
include: (i) the development of an input-output
method for the determination of the quantity of
labour directly and indirectly embodied in com-
modities; (ii) a theory of production prices based
on dated labour, similar to that of Piero Sraffa; (iii)

a statement of ‘wage-profit frontier’ derived from
technology and alternative level of real wage;
(iv) a theory of non-productive costs in competi-
tion between firms. While these contributions do
not amount quite to the ‘organic synthesis of the
labour theory of value and the theory of marginal
utility’ promised in the title page of the 1902 and
1904 editions of the Essays, they are highly orig-
inal and remarkable in their anticipation of subse-
quent work. Dmitriev’s propositions on labour
values and production prices gained early recog-
nition (Chuprov 1905; Bortkiewicz 1906, who
praised and used extensively ‘this remarkable
work’; Struve 1908, who hailed Dmitriev as a
‘logically and mathematically thought-out
Ricardo’; and Shaposhnikov’s memorial lecture
a year after his death, 1914). Until shortly after
the October revolution Dmitriev was widely men-
tioned in Russian economic literature, then he was
entirely forgotten until the Soviet school of math-
ematical economists brought him out of his offi-
cial oblivion circa 1960 (Nemchinov 1959;
Belkin, Grobman, Lunts, in Aganbegyan and
Belkin 1961) attracting the attention of Western
scholars (Nove and Zauberman 1961; Zauberman
1962).

In his first Essay Dmitriev considers the ques-
tion ‘how is it possible to calculate the amount of
labour expended for the production of a given
economic good from the very beginning of his-
tory, when man managed without capital, down to
the present time’ (p. 43 of the English edition, to
which all page references are made here). He
answers that there is no need for ‘historical digres-
sions’ of this kind; the quantity of labourNAwhich
goes directly and indirectly into the production of
commodity A is expressed by the equation

NA ¼ nA þ 1

m1

N1 þ 1

m2

N2 þ � � � þ 1

mM
NM (1)

where nA is the direct labour input of a unit of
commodity A: 1/mi is the amount of the i th com-
modity used up in the production of commodity A,
where i = 1, 2, . . ., M; and Ni is the labour
directly and indirectly embodied in the ith com-
modity (this is Eq. 6 in the First Essay, p. 44). The
coefficient 1/mi here is to be interpreted either as
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the intermediate inputs requirement for the pro-
duction of the A commodity, or as the straight-line
amortization of the i th fixed capital good
(assuming uniform productiveness over its life-
time); some of these coefficients may be equal to
zero, as in Dmitriev’s system of Eq. 7 in the First
Essay. For each of theM other commodities there
is an equation of the same form, relating labour
(directly and indirectly) embodied to input coeffi-
cients and the labour embodied in the inputs
(p. 44). We obtain a system of (M + 1) equations
in (M + 1) unknowns,

which is always adequate for the determination of
N, giving the required sum of the labour expended
on the production of product A. Therefore, without
any digressions into the prehistoric times of the first
inception of technical capital, we can always find
the total sum of the labour directly and indirectly
expended on the production of any product under
present day production conditions, both of this
product itself and of those capital goods involved
in its production (p. 44, emphasis in the text).

This is clearly a full-fledged input-output system,
where Ni are the full coefficients of labour, the Ni

are the direct labour inputs, and the 1/m are iden-
tical with Leontief’s input-output coefficients.
The analytical apparatus provided by Leontief
four decades later adds two things: (i) a method
for the actual computation of the solution, namely
the inversion of the matrix (I-A0), where I is the
identity matrix and A0 is the transpose of the
matrix of technical coefficients; and (ii) the gen-
eralization of notion of full input (i.e. direct and
indirect input requirements) from labour to other
production inputs. In Leontief’s type of notation,
if we call aij the amount of i th product required
per unit of the j th product, A the [aij] matrix: aoj
the direct labour input of product j, and a the
column vector [aoj]; and fij the full-input coeffi-
cient, i.e. the element of the (I-A0)�1 matrix, we
obtain

f ik ¼
Xn
j¼1

aijf ik þ dik (2)

where i, k, j = 1, 2, . . ., n; and fik is Kronecker’s
delta, i.e. is equal to zero except for i= kwhen it is
equal to unity. If we indicate full labour inputs

(i.e. Dmitriev’s Ns) by fok, Leontief’s approach
gives

f ok ¼
Xn
j¼1

aoif jk (3)

or

fo ¼ I� Α0ð Þ�1a (4)

where Fo = [fok]. Dmitriev’s formulation of full
labour inputs is

f ok ¼ aok þ
Xn
j¼1

f ojajk (30)

or

fo ¼ aþ A0fo (40)

which is just another way of rewriting Leontief’s
Eq. 4.

The importance of Dmitriev’s approach for
socialist planning was already understood in the
1920s; A.V. Chayanov (1926) developed
Dmitriev’s scheme into an input-output table for
agriculture. In the 1960s the ability to claim Rus-
sian priority in the discovery of input-output equa-
tions in the work of Dmitriev was an important
step in the struggle for the use of mathematical
methods in socialist planning. In 1962 the Central
Statistical Administration produced an 83 � 83
intersectoral balance of labour outlays in the
Soviet economy for 1959–60, using the first
ex-post input-output tables for the Soviet econ-
omy, compiled for 1959. This balance shows, in
terms of labour, the inter-industrial flows, the for-
mation of the final bill of goods, the formation of
national product and cost incurred in the
non-productive sphere (see Eidel’man 1962;
Zauberman 1963). This calculation corresponds
exactly to the Dmitriev-Leontief full labour
coefficients.

Dmitriev also had a theory of prices of produc-
tion which is a reformulation and development of
Ricardian price theory and corresponds to Marx-
ian production prices. Dmitriev starts from the
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refutation of the criticism levied in his time (for
instance by Walras) against the ‘classical’ theory
of price determination based on production costs,
‘that it defines price from prices, that it defines one
unknown from other unknowns’ (p. 41). This
allegation, Dmitriev argues, can be levied against
Adam Smith, who did not deal with the problem
of the determination of the profit rate, except for a
vague reference to the demand for and supply of
capital, i.e. going outside the sphere of produc-
tion. But Ricardo is not subject to this criticism;
indeed ‘The most important point in Ricardo’s
theory is undoubtedly his theory of the conditions
defining the “average” profit rate . . .’ and
‘Ricardo’s immortal contribution was his brilliant
solution of this seemingly insoluble problem’
(pp. 50 and 58, First Essay).

For the study of prices (or values, in his termi-
nology) Dmitriev uses a framework slightly dif-
ferent from that employed for the study of labour
values (or labour embodied in commodities).
Instead of extending his point input-point output
framework, whereby commodities are produced
by means of labour and other commodities
(Eq. 1), he uses an Austrian-type model where
commodities are produced by dated labour, i.e. a
flow input-point output framework, whereby com-
modities are produced by dated labour. For each
commodity Dmitriev formulates a price equation
of the type:

XA ¼ nAaXa 1þ rð Þ0A þ n1aXa 1þ rð Þ0A1 þ L

Lþ nmaXa 1þ rð Þ0Am
(5)

where XA is the price of commodity A, a is the
amount of wage good (say, corn) consumed
by workers, Xa is the unit price of the wage
good; nA, n1, . . ., nm are the labour inputs required
respectively tA, tA1, . . ., tAm time units before the
output of commodity A becomes available (this is
Eq. 25, p. 54). If there are M commodities in
addition to the wage good, we have (M + 1) equa-
tions; there areM relative prices to be determined,
in terms of an arbitrary commodity whose price is
taken as unit of account, plus the profit rate; the
system is complete and can simultaneously deter-
mine relative price and the profit rate.

It is to Ricardo’s credit that he was the first to note
that there is one production equation by means of
which wemay determine the magnitude of r directly
(i.e. without having recourse for assistance to the
other equations). This equation gives us the produc-
tion conditions of the product a to which in the final
analysis the expenditure on all the products, A, B,C,
. . ., is reduced (p. 59).

For the wage good, with labour inputs Ni,

Xa ¼ aXa Na 1þ rð Þta þ Nt 1þ rð Þta1 þ � � � þ N1 1þ rð Þtaq� �
:

(6)

From this (Eq. 44, First Essay) we can obtain

ai ¼ 1X
i

Ni 1þ rð Þi (7)

which today is familiar as the ‘wage-profit fron-
tier’: Dmitriev writes it instead in the implicit
form

r ¼ F Na,N1, . . . ,Nq; ta, ta1, . . . , taq; a
� �

: (8)

Dmitriev then extends this analysis to the case
where workers consume not a single commodity
but a number of commodities in fixed proportions.
The condition for a positive profit rate to arise is
that ‘we can obtain a larger quantity of the same
product within some finite period of time as a
result of the production process’ (p. 62).

Dmitriev, in sum, considers ‘production of
commodities by means of dated labour’, not
‘production of commodities by means of com-
modities’ (at least when discussing the determi-
nation of the profit rate), with wages being
advanced, not ‘posticipated’ as in Sraffa (1960).
Their similarity descends from the common
Ricardian root. Although Dmitriev’s approach
is close to Marx, he goes out of his way to deny
the Marxian theory of exploitation and to show,
‘proceeding from Ricardo’s analysis, that the
origin of industrial profit does not stand in any
“special” relationship to the human labour used
in production’ (p. 64), In order to do this,
Dmitriev investigates the properties of an imag-
inary system where work is performed exclu-
sively by animals and machines. The conditions
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for a positive profit rate are shown to be quite
general; however, the fact that we do not usually
talk of ‘exploitation’ of animals and machines
does not in any conceivable sense rule out the
proposition of human exploitation when human
labour is actually used in production.

Having formulated and developed Ricardian
propositions on prices of production Dmitriev
proceeds to show that these propositions hold
only under the most restrictive assumptions.
Among these are constant returns to scale,
i.e. zero rents, and perfect competition of a kind
that brings prices down to the (constant) neces-
sary costs of commodities (including profit at a
rate determined by technology and the real
wage). He decidedly parts company from
Ricardo and shows that whenever at least one
of these conditions is not satisfied prices depend
on demand conditions as well, and not even
‘long-run’ equilibrium prices can be obtained
purely from the knowledge of technology and
the real wage.

Already at the end of the First Essay, Dmitriev
shows that a demand price based exclusively on
production conditions cannot handle the cases of
monopoly prices and of positive rent. But the
greatest blow to the Ricardian theory of price
determination is given in the Second Essay,
where Dmitriev most emphatically argues that
demand conditions contribute to price determina-
tion also for ‘goods which are infinitely reproduc-
ible by labour under conditions excluding the
possibility of the occurrence of rent’ (p. 92) even
under competitive conditions. In order to do this,
Dmitriev challenges the proposition that ‘compe-
tition lowers prices’ (p. 93) and starting from
Cournot’s analysis of competition he constructs
a theory of unrestricted but not-so-perfect
competition.

Dmitriev argues that the assumption that
supply = production contradicts not only eco-
nomic reality, but also the other basic hypothesis
of competitive analysis, ‘that every individual
tends to pursue the greatest advantage’ (p. 118).
He relaxes the assumption to allow for stocks and
unused capacity, representing potential supply.
Dmitriev postulates that for a given volume of
production rational behaviour of producers leads

them to a tacit collusion on price, i.e. joint profit
maximisation as in the monopoly case, but
(i) such collusion is enforceable only because of
the existence of a potential threat in the form of a
potential supply greater than the collusion sales
level, and (ii) competition between producers
takes the form of expanding the level of potential
supply, with sales lagging behind. For a given
number n of producers there is an equilibrium
potential supply such that the price corresponds
to what would be charged by a monopolist. For
n tending to infinity, the cost of the potential
supply tends to equal the revenue from actual
sales; profit (over and above the interest compo-
nent of production costs) is zero, as in the custom-
ary competitive equilibrium, not because price is
equal to the necessary production cost of the out-
put sold, but because the additional cost of hold-
ing stocks or installing unused capacity brings the
total cost of potential output up to the level of
actual sales revenue and wipes out profits
completely (p. 134).

A further instance of unproductive expenditure
is mentioned by Dmitriev in his Conclusion,
namely ‘advertising’ to expand sales of an indi-
vidual entrepreneur when the total sales level
remains the same. In a notable passage Dmitriev
compares the role of commodity stocks with the
strategy of ‘intensified armament of the Powers in
peace time’ (pp. 148–9). It follows from this anal-
ysis that unrestricted competition has a cost for the
economy, i.e. a social cost of wasted output,
excess inventories, unused capacity or redundant
advertising. This is only partly compensated by
consumers’ gain from prices lower than monop-
oly prices.

A most important implication of Dmitriev’s
analysis is his account of the economic conse-
quences of technical progress (Section 7), which
raises the level of potential supply at which the
temporary profit, obtained by individual pro-
ducers breaking their tacit price-collusion, disap-
pears. ‘Therefore an expansion of output
following a reduction of production costs will, in
general, extend not only to an expansion of supply
but also to an increase in excess commodity inven-
tories (p. 171). The building up of excess com-
modity inventories following technical progress
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gives rise to fluctuations in the levels of output
capacity, capacity utilization, and inventory levels
(pp. 173–8). When technical progress takes place,
‘over-production’ periodically occurs, and this ‘is
in no sense a result of errors of economic judge-
ment, i.e. it is not a consequence of the inability of
production to adapt to excessively variable
demand . . . but is a direct result of the struggle
of competing entrepreneurs, each of whom is
motivated in his own actions by quite correct
economic judgement’ (p. 117).

The only way of eliminating wasted output,
excess inventories and unused capacity, and
the non-productive costs which these involve,
is the establishment of forward markets
(Terminhandel): ‘forward contracts make non-
productive “reserve stocks” unnecessary since
they make it possible to sell goods which have
still not been produced but merely can be pro-
duced . . .’ (p. 178, footnote 1). Dmitriev relegates
this qualification to a footnote, but this is really a
central point in his argument, except that – we
now know – forward markets would have to be
not only complete but also exclusive (i.e. no future
spot markets could reopen), which is neither prac-
tical nor advisable.

For Dmitriev the short-run equilibrium of an
economic system is determined by the given
levels of supply and the demand functions. He
concludes that if prices of commodities happen
to coincide with their necessary reproduction
costs, actual prices will correspond to the solution
of the Walrasian system. But if the supply level of
a commodity is such that its price exceeds its
necessary reproduction costs, the question of the
distribution of the extra-normal profit lies, for
Dmitriev, ‘outside the sphere of economic
research’, because it is the result of a ‘struggle’
and is taken as a question of fact by economic
theory. There may be ‘a general sociological solu-
tion’ (p. 207); ‘Otherwise we should have to admit
that the question cannot have any general solution
at all’ (ibid). Ultimately, price theory becomes the
theory of the self-defeating attempts, by economic
agents, to gain from a social struggle which is
rational by the standards of individuals though
not of society, and the theory of the ensuing
waste and fluctuations.
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Maurice Dobb was undoubtedly one of the out-
standing political economists of this century. He
was a Marxist, and was one of the most creative
contributors to Marxian economics. As Ronald
Meek put it, in his obituary of Dobb for the
British Academy, ‘over a period of fifty years
[Dobb] established and maintained his position
as one of the most eminent Marxist economists in
the world’. Dobb’s Political Economy and Cap-
italism (1937) and Studies in the Development of
Capitalism (1946) are his two most outstanding
contributions to Marxian economics. The former
is primarily concerned with economic theory
(including such subjects as value theory, eco-
nomic crises, imperialism, socialist economies),
and the latter with economic history (particularly
the emergence of capitalism from feudalism).
These two fields – economic theory and eco-
nomic history – were intimately connected in
Dobb’s approach to economics. He also wrote
an influential book on Soviet economic develop-
ment. This was first published under the title
Russian Economic Development since the Revo-
lution (1928), and later in a revised edition as
Soviet Economic Development since 1917
(1948).

Maurice Dobb was born on 24 July 1900 in
London. His father Walter Herbert Dobb had a
draper’s retail business and his mother Elsie
Annie Moir came from a Scottish merchant’s fam-
ily. He was educated at Charterhouse, and then at
Pembroke College, Cambridge, where he studied
economics. This was followed by two postgradu-
ate years at the London School of Economics,
where he did his Ph.D. on ‘The Entrepreneur’.
The thesis formed the basis of his book Capitalist
Enterprise and Social Progress (1925). Dobb
returned to Cambridge at the end of 1924 on
being appointed as a lecturer in economics. He
taught in Cambridge until his retirement in 1967.
He was a Fellow of Trinity College, and was
elected to a University Readership in 1959. He
received honorary degrees from the Charles Uni-
versity of Prague, the University of Budapest, and
Leicester University, and was elected a Fellow of
the British Academy. After retirement he and his
wife, Barbara, stayed on in the neighbouring vil-
lage of Fulbourn. He died on 17 August 1976.
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Dobb was a theorist of great originality and
reach. He was also, throughout his life, deeply
concerned with economic policy and planning.
His foundational critique of ‘market socialism’
as developed by Oscar Lange and Abba Lerner,
appeared in the Economic Journal of 1933, later
reproduced along with a number of related contri-
butions in hisOn Economic Theory and Socialism
(1955). His relatively elementary book Wages
(1928) presented not merely a simple introduction
to labour economics, but also an alternative out-
look on these questions, including their policy
implications, leading to interesting disputations
with John Hicks, among others. In later years
Dobb was much concerned with planning for eco-
nomic development. In three lectures delivered at
the Delhi School of Economics, later published as
Some Aspects of Economic Development (1951),
Dobb discussed some of the central issues of
development planning for an economy with
unemployed or underutilized labour, and his
ideas were more extensively developed in his
later book, An Essay on Economic Growth and
Planning (1960).

Maurice Dobb also published a number of
papers on more traditional fields in economic
theory, including welfare economics, and some
of these papers were collected together in his
Welfare Economics and the Economics of Social-
ism (1969). In his Theories of Value and Distribu-
tion since Adam Smith: Ideology and Economic
Theory (1973), he responded inter alia to the new
developments in Cambridge political economy,
including the influential ‘Prelude to a Critique of
Economic Theory’ by Piero Sraffa (1960). Mau-
rice Dobb’s association with Piero Sraffa
extended over a long period, both as a colleague
at Trinity College, and also as a collaborator in
editing Works and Correspondence of David
Ricardo, published in 11 volumes between 1951
and 1973 (on the latter, see Pollitt 1990).

In addition to academic writings, Maurice
Dobb also did a good deal of popular writing,
both for workers’ education and for general public
discussion. He wrote a number of pamphlets,
including The Development of Modern Capital-
ism (1922),Money and Prices (1924), An Outline
of European History (1926), Modern Capitalism

(1927), On Marxism Today (1932), Planning and
Capitalism (1937), Soviet Planning and Labour
in Peace and War (1942),Marx as an Economist:
An Essay (1943), Capitalism Yesterday and Today
(1958), and Economic Growth and Underdevel-
oped Countries (1963), and many others. Dobb
was a superb communicator, and the nature of his
own research was much influenced by policy
debates and public discussions. Dobb the econo-
mist was not only close to Dobb the historian, but
also in constant company of Dobb the member of
the public. It would be difficult to find another
economist who could match Dobb in his extraor-
dinary combination of genuinely ‘high-brow’ the-
ory, on the one hand, and popular writing on the
other. The author of Political Economy and Cap-
italism (from the appearance of which – as Ronald
Meek (1978) rightly notes – ‘that future historians
of economic thought will probably date the emer-
gence of Marxist economics as a really serious
economic discipline’: was also spending a good
deal of effort writing pamphlets and material for
labour education, and doing straightforward jour-
nalism. It is not possible to appreciate fully Mau-
rice Dobb’s contributions to economics without
taking note of his views of the role of economics
in public discussions and debates.

Another interesting issue in understanding
Dobb’s approach to economics concerns his
adherence to the labour theory of value. The
labour theory has been under attack not only
from neoclassical economists, but also from such
anti-neoclassical political economists as Joan
Robinson and, indirectly, even Piero Sraffa. In
his last major work, Theories of Value and Distri-
bution since Adam Smith (1973), Maurice Dobb
speaks much in support of the relevance of
Sraffa’s (1960) major contribution, which
eschews the use of labour values (on this see
Steedman 1977), but without abandoning his
insistence on the importance of the labour theory
of value. It is easy to think that there is some
inconsistency here, and it is tempting to trace the
origin of this alleged inconsistency to Dobb’s
earlier writings, which made Abram Bergson
remark that ‘in Dobb’s analysis the labour theory
is not so much an analytic tool as excess baggage’
(Bergson 1949, p. 445).
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The key to understanding Dobb’s attitude to
the labour theory of value is to recognize that he
did not see it just as an intermediate product in
explaining relative prices and distributions. He
took ‘the labour-principle’ as ‘making an impor-
tant qualitative statement about the nature of the
economic problem’ (Dobb 1937, p. 21). He
rejected seeing the labour theory of value as sim-
ply a ‘first approximation’ containing ‘nothing
essential that cannot be expressed equally well
and easily in other terms’ (Dobb 1973,
pp. 148–9). The description of the production
process in terms of labour involvement has an
interest that extends far beyond the role of the
labour value magnitudes in providing a ‘first
approximation’ for relative prices. As Dobb
(1973, pp. 148–9) put it,

there is something in the first approximation that is
lacking in later approximations or cannot be
expressed so easily in those terms (e.g., the first
approximation may be a device for emphasising
and throwing into relief something of greater gen-
erality and less particularity).

Any description of reality involves some selec-
tion of facts to emphasize certain features and to
underplay others, and the labour theory of value
was seen by Dobb as emphasizing the role of those
who are involved in ‘personal participation in the
process of production per se’ in contrast with those
who do not have such personal involvement.

As such ‘exploitation’ is neither something ‘meta-
physical’ nor simply an ethical judgement (still less
‘just a noise’) as has sometimes been depicted: it is a
factual description of a socio-economic relation-
ship, as much as is Marc Bloch’s apt characterisa-
tion of Feudalism as a system where feudal Lords
‘lived on the labour of other men’. (Dobb
1973, p. 145.

The possibility of calculating prices without
going through value magnitudes, and the greater
efficiency of doing that (on this see Steedman
1977), does not affect this descriptive relevance
of the labour theory of value in any way. Maurice
Dobb also outlined the relationship of this primar-
ily descriptive interpretation of labour theory of
value with evaluative questions, for example,
assessing the ‘right of ownership’ (see especially
Dobb 1937).

The importance for Dobb of descriptive rele-
vance is brought out also by his complex attitude
to the utility theory of value. While he rejected the
view that the utility picture is the best way of
seeing relative values (‘by taking as its foundation
a fact of individual consciousness’), he lamented
the descriptive impoverishment that is brought
about by replacing the subjective utility theory
by the ‘revealed preference’ approach.

If all that is postulated is simply that men choose,
without anything being stated even as to how they
choose or what governs their choice, it would seem
impossible for economics to provide us with any
more than a sort of algebra of human choice. (Dobb
1937, p. 171.

Indeed, as early as 1929, a long time before the
‘revealed preference theory’ was formally inau-
gurated by Paul Samuelson, Dobb (1929, p. 32)
had warned:

Actually the whole tendency of modern theory is to
abandon such psychological conceptions: to make
utility and disutility coincident with observed offers
in the market; to abandon a ‘theory of value’ in
pursuit of a ‘theory of price’. But this is to surren-
der, not to solve the problem.

Maurice Dobb’s open-minded attitude to non-
Marxian traditions in economics added strength
and reach to his own Marxist theorizing. He could
combine Marxist reasoning and methodology
with other traditions, and he was eager to be able
to communicate with economists belonging to
other schools. Dobb’s honesty and lack of dogma-
tism were important for the development of the
Marxist economic tradition in the English-
speaking world, because he occupied a unique
position in Marxist thinking in Britain. As Eric
Hobsbawm (1967, p. 1) has noted,

for several generations (as these are measured in the
brief lives of students) he was not just the only
Marxist economist in a British university of whom
most people had heard, but virtually the only don
known as a communist to the wider world.

The Marxist economic tradition was well served
byMauriceDobb’s willingness to engage in spirited
but courteous debates with economists of other
schools. Dobb achieved this without compromising
the integrity of his position. The distinctly Marxist
quality of his economic writings was as important

Dobb, Maurice Herbert (1900–1976) 3037

D



as his willingness to listen and dispassionately ana-
lyse the claims of other schools of thought with
which he engaged in systematic disputation. The
gentleness of Dobb’s style of disputation arose from
strength rather than from weakness.

Dobb’s willingness to appreciate positive ele-
ments in other economic traditions while retaining
the distinctive qualities of his own approach is
brought out very clearly also in his truly far-
reaching critique of the theory of socialist pricing
as presented by Lange, Lerner, Dickinson and
others in the 1930s. Dobb noted the efficiency
advantages of a price mechanism, especially in a
static context. He was, however, one of the first
economists to analyse clearly the conflict between
the demands of efficiency expressed in the equi-
librium conditions of the Langer–Lerner price
mechanism (and also of course in a perfectly
competitive market equilibrium), and the
demands that would be imposed by the require-
ments of equality, given the initial conditions. In
his paper called ‘Economic Theory and the Prob-
lems of a Socialist Economy’ published in 1933,
Maurice Dobb argued thus:

If carpenters are scarcer or more costly to train than
scavengers, the market will place a higher value
upon their services, and carpenters will derive a
higher income and have greater ‘voting power’ as
consumers. On the side of supply the extra ‘costli-
ness’ of carpenters will receive expression, but only
at the expense of giving carpenters a differential
‘pull’ as consumers, and hence vitiating the index
of demand. On the other hand, if carpenters and
scavengers are to be given equal weight as con-
sumers by assuring them equal incomes, then the
extra costliness of carpenters will find no expres-
sion in costs of production. Here is the central
dilemma. Precisely because consumers are also pro-
ducers, both costs and needs are precluded from
receiving simultaneous expression in the same sys-
tem of market valuations. Precisely to the extent
that market valuations are rendered adequate in
one direction they lose significance in the other.
(1933, p. 37)

The fact that given an initial distribution of
resources the demands of efficiency and those of
equity may – and typically will – conflict is, of
course, one of the major issues in the theory of
resource allocation, with implications for market
socialism as well as for competitive markets in a
private ownership economy. As a matter of fact,

Marx had inter alia noted this conflict in his
Critique of Gotha Programme, but in the discus-
sion centring around Langer–Lerner systems, this
deep conflict had attracted relatively little atten-
tion, except in the arguments presented by Mau-
rice Dobb. The fact that even a socialist economy
has to cope with inequalities of initial resource
distribution (arising from, among other things,
differences in inherited talents and acquired skills)
makes it a relevant question for a socialist econ-
omy as well as for competitive market economies,
and Dobb’s was one of the first clear analyses of
this central question of resource allocation.

The second respect in which Maurice Dobb
found the literature on market socialism inade-
quate concerns allocation over time. In discussing
the achievements and failures of the market mech-
anism, Maurice Dobb argued that the planning of
investment decisions

may contribute much more to human welfare than
could the most perfect micro-economic adjustment,
of which the market (if it worked like the textbooks,
at least, and there were no income-inequalities) is
admittedly more fitted in most cases to take care.
(Dobb 1960, p. 76)

In his book An Essay in Economic Growth and
Planning (1960), Dobb provided a major investi-
gation of the basis of planned investment decisions,
covering overall investment rates, sectoral divi-
sions, choice of techniques, and pricing policies
related to allocation (including that over time).

This contribution of Dobb relates closely to his
analysis of the problems of economic development.
In his earlier book Some Aspects of Economic
Development (1951), Dobb had already presented
a pioneering analysis of the problem of economic
development in a surplus-labour economy, with
shortage of capital and of many skills. While, on
the one hand, he anticipated W.A. Lewis’s (1954)
more well-known investigation of economic
growth with ‘unlimited supplies of labour’, he
also went on to demonstrate the far-reaching impli-
cations of the over-all savings rates being socially
sub-optimal and inadequate. Briefly, he showed that
this requires not only policies directly aimed at
raising the rates of saving and investment, but it
also has implications for the choice of techniques,
sectoral balances, and price fixation.
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In such a brief note, it is not possible to do
justice to the enormous range of Maurice Dobb’s
contributions to economic theory, applied eco-
nomics and economic history. Different authors
influenced by Maurice Dobb have emphasized
different aspects of his many-sided works (see,
for example, Feinstein, 1967, and the Cambridge
Journal of Economics’ Maurice Dobb Memorial
Issue (1978)). He has also had influence even
outside professional economics, particularly in
history, especially through his analysis of the
development of capitalism.

Dobb argued that the decline of feudalism was
caused primarily by ‘the inefficiency of Feudalism
as a system of production, coupled with the grow-
ing needs of the ruling class for revenue’ (1946,
p. 42). This view of feudal decline, with its empha-
sis on internal pressures, became the subject of a
lively debate in the early 1950s. An alternative
position, forcefully presented by Paul Sweezy in
particular, emphasized some external develop-
ments, especially the growth of trade, operating
through the relations between the feudal country-
side and the towns that developed on its periphery.
No matter what view is taken as to ‘who won’ the
debates on the transition from feudalism to capital-
ism, Dobb’s creative role in opening up a central
question in economic history as well as a major
issue in Marxist political economy can scarcely be
disputed. Indeed, Studies in the Development of
Capitalism (1946) has been a prime mover in the
emergence of the powerful Marxian tradition of
economic history in the English-speaking world,
which has produced scholars of the eminence of
Christopher Hill, Rodney Hilton, Eric Hobsbawm,
Edward Thompson and others.

It is worth emphasizing that aside from the
explicit contributions made by Maurice Dobb to
economic history, he also did use a historical
approach to economic analysis in general. Mau-
rice Dobb’s deep involvement in descriptive rich-
ness (as exemplified by his analysis of ‘the
requirements of a theory of value’), his insistence
on not neglecting the long-run features of resource
allocation (influencing his work on planning as
well as development), his concern with observed
phenomena in slumps and depressions in examin-
ing theories of ‘crises’, and so on, all relate to the

historian’s perspective. Dobb’s works in the
apparently divergent areas of economic theory,
applied economics and economic history are, in
fact, quite closely related to each other.

Maurice Dobb was not only a major bridge-
builder between Marxist and non-Marxist eco-
nomic traditions (aside from pioneering the devel-
opment of Marxist economics in Britain and to
some extent in the entire English-speaking
world): he also built many bridges between the
different pursuits of economic theorists, applied
economists and economic historians. Dobb’s
political economy involved the rejection of the
narrowly economic as well as the narrowly doc-
trinaire. He was a great economist in the best of
the broad tradition of classical political economy.
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Dollarization

Roberto Chang

Abstract
This article focuses on dollarization, a situation
in which a foreign currency (often the US dol-
lar) replaces a country’s currency in performing
one or more of the basic functions of money.
The distinction between official dollarization

and endogenous dollarization is discussed, as
are the concepts of currency substitution and
liability dollarization. Implications for monetary
and exchange rate policy are emphasized.

Keywords
Aggregate demand; Capital asset pricing
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Dollarization is a situation in which a foreign
currency (often the US dollar) replaces a country’s
currency in performing one or more of the basic
functions of money.

Thus in Ortiz (1983) the term ‘dollarization’
refers to the widespread usage of US dollars for
transaction purposes in Mexico. More recently,
Ize and Levy-Yeyati (2003) use ‘financial dollar-
ization’ for episodes in which domestic financial
contracts are denominated in dollars or another
foreign currency.

In some countries, dollarization has been the
outcome of official government policy. Examples
include Ecuador in 2000 and El Salvador in 2001,
where the domestic currency was retired from cir-
culation and the US dollar became the official
currency. An immediate implication of such ‘offi-
cial dollarization’ is that domestic prices of tradable
goods are tied to world prices, so domestic inflation
is closely related to US inflation. Hence official
dollarization has been advocated for countries suf-
fering from chronic, high, and volatile inflation.

On the other side of the ledger, official dollar-
ization implies the surrender of independent mon-
etary policy, leaving only fiscal policy available as
a stabilization tool. In addition, the domestic gov-
ernment gives up seigniorage, or the revenue from
money creation, which accrues to the US Federal
Reserve. While both effects are widely regarded
as costly for the domestic economy, their welfare
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implications depend on details about the
policymaking process and, in particular, on
whether the monetary authorities can credibly
commit to implement optimal policy (see Chang
and Velasco 2002, for a discussion).

Finally, official dollarization implies that the
domestic central bank is no longer available as a
lender of last resort, which may be conducive to
financial fragility and crises. Calvo (2005) argues,
however, that last resort lending can be provided
by alternative arrangements.

Impetus for official dollarization as a policy
alternative was greatest at the turn of the millen-
nium, as emerging economies had to cope with a
sequence of financial and exchange rate crises
while several European countries were abandoning
their national currencies in favour of the newly
created euro. Support for official dollarization
appears to have subsided since, however.

More frequently, dollarization has emerged as
a spontaneous response of domestic agents to
inflation. The special case in which such a process
has resulted in the dollar becoming a widespread
medium of exchange is known as ‘currency sub-
stitution’. Currency substitution has been the sub-
ject of a large literature, much of it focused on the
determinants of the relative demand for domestic
vis-à-vis foreign currencies and on implications
for monetary management. Early research
followed Girton and Roper (1981) in postulating
ad hoc aggregate demand functions for domestic
and foreign currency, in the portfolio balance tra-
dition. Somewhat later, Calvo (1985) derived sim-
ilar demand functions from an optimizing model
in which domestic and foreign currencies entered
the representative household’s utility function.
Those approaches emphasized the possibility
that increasing substitutability between the
domestic and the foreign currencies would lead
to monetary and exchange rate instability. How-
ever, they did not identify the basic determinants
of substitutability, which was buried in the speci-
fication of the postulated demand function for
foreign currency or the properties of the represen-
tative agent’s utility function. Hence the early
studies were of little use in understanding how to
cure the ills associated with dollarization, and, in
particular, they failed to trace the consequences of

common policies designed to deal directly with
currency substitution, such as outright prohibi-
tions on the holdings of foreign currency.

Subsequent studies have attempted to address
these shortcomings by modelling more explicitly
the fundamental frictions underlying currency
substitution. Thus Guidotti and Rodriguez
(1992) developed a cash-in-advance model of
currency substitution on the assumption that
using foreign currency entailed fixed transaction
costs, while Chang (1994) studied the implica-
tions of a similar assumption in an overlapping
generations setting. These models still left
unexplained where the assumed transaction costs
were coming from. Therefore, recent work on this
area models currency substitution entirely from
first principles, in the search theoretic tradition
(see, for instance, Craig and Waller 2004).

Another focus of recent literature has been the
increased use of the dollar as the currency of
denomination of the debts of domestic residents
in emerging economies, a problem that Calvo
(2005) terms ‘liability dollarization’. A substantial
degree of liability dollarization places an economy
in a vulnerable situation, since presumablymany of
the agents with dollar debts have assets
denominated in domestic currency. Such a cur-
rency mismatch situation means that a depreciation
of the domestic currency reduces the net worth of
domestic agents. If, in turn, aggregate demand
depends on net worth (as would be the case in the
presence of financial imperfections), a currency
depreciation may lead to a reduction in income
and employment. In other words, liability dollari-
zationmay render depreciations contractionary, not
expansionary as assumed by conventional analysis
(Aghion et al. 2001; Cespedes et al. 2004). The
combination of liability dollarization and net worth
effects has been blamed for the severity of the
income and output contractions in recent emerging
markets crises.

At this point, no consensus exists as to the
causes of liability and financial dollarization,
although research on this question is rather active.
Ize and Levy-Yeyati (2003), in particular, have
examined the choice of currency denomination
of assets and liabilities from a capital asset pricing
model (CAPM) perspective, while Jeanne (2005)
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models liability dollarization as the private sector
response to the lack of credibility in monetary
policy. Finally, several studies estimate how mea-
sures of financial dollarization depend empirically
on other characteristics of an economy. For exam-
ple, Arteta (2005) has found that the dollarization
of bank deposits is empirically more frequent in
countries with a higher degree of exchange rate
flexibility.

See Also

▶Currency Unions
▶Money
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Domar (Domashevitsky) was born in 1914 in
Lodz, Russia (now Poland), spent most of his
early life in Harbin, Manchuria, and moved perma-
nently to the United States in 1936. His undergrad-
uate degree in economics (1939) was from the
University of California (Los Angeles); his
graduate work was at the Universities of Michigan
(MA,Mathematical Statistics) and Harvard (Ph.D.,
1947), where he studied with Alvin Hansen, the
leading American Keynesian and most important
single intellectual influence on Domar. Domar is
best known for his leadership role, along with Roy
Harrod, in the initiation of modern growth theory.

His first position was with the research staff of
the Board of Governors of the Federal Reserve
System, where he worked on fiscal problems from
1943 to 1946. His subsequent academic career
took him briefly to the Carnegie Institute of Tech-
nology, the Cowles Foundation and the University
of Chicago, the Johns Hopkins University in 1948
for ten years, and the Massachusetts Institute of
Technology in 1958, from which he retired in
1984. An avid traveller, he held more than a
dozen visiting professorships in universities at
home and abroad.
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While the claim to the earliest statement of the
famous Harrod–Domar growth model was clearly
Harrod’s (1939), Domar arrived independently at a
structurally similar model but from a different point
of view (1946, 1947). By incorporating into static
Keynesian analysis the capacity changes associated
with investment, he found that steady-state capacity
growth required investment to grow at a rate equal
to the savings rate multiplied by the capital–output
ratio. From this simple beginning, growth theory
took off to become a major focus, one might almost
say obsession, of the profession in the 1950s and
1960s. Domar also made important contributions to
some of its conceptual and measurement problems,
such as the proper treatment of depreciation
(1953) and the measurement of technological
change (1961), and he coined the term ‘residual’
for the fraction of expanding output unexplained by
the contribution of factors of production.

In fiscal theory, his early investigation, with
Richard Musgrave (1944a), of the effect of a
proportional income tax, with and without loss
offsets, on portfolio choice was very similar in
style and approach to portfolio theory of a decade
later. Given individual preferences, the portfolio
decision was modelled as a choice between alter-
native portfolios weighing their expected net
returns against their risks (expected losses). The
unconventional conclusion was reached that,
given risk aversion, the imposition of a propor-
tional income tax with symmetrical treatment of
gains and losses would induce individuals to
adjust their portfolios towards riskier assets. The
reminder that expected risks and yields are both
reduced by an income tax was an important cor-
rection to a simplistic focus on yields alone.

As an applied theorist, Domar had the knack of
getting important results with simple theory. At a
time when deficit finance was harshly criticized
for increasing the debt burden and tax rate, Domar
showed (1944b) that in a growing economy even
continuous deficit finance resulted in only limited
debt–income ratios and tax rates. Second, he made
a fertile historical hypothesis (1970) – that the
economic basis for the introduction of serfdom
(or slavery) was a low land-to-labour cost. Third,
he ingeniously modified the administrative rules
that guided the behaviour of collective farms

(1966) or that determined the compensation of
socialist managers (1974) to induce them towards
more efficient price–output decisions.

Domar’s work was informed by a rare combi-
nation of historical, empirical and theoretical
breadth. His profound scholarship, in several lan-
guages, periods, and areas, often resurrected
important findings of earlier writers previously
overlooked.
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Domesday Book

F. W. Maitland

Domesday Book is the name which, at least since
the 12th century, has been borne by the record of
the great survey of England made by order of
William the Conqueror. Apparently the decree
for the survey was issued at a moot held at
Gloucester at the midwinter of 1085–86, and the
work was completed in the course of the following
year. Royal commissioners (legati) were sent into
each shire with a list of interrogatories, to which
they were to obtain sworn answers from local
juries. Their procedure seems to have been
this – they held a great shire moot, at which
every hundred or wapentake of the shire was
represented by a jury, while every vill was
represented by a deputation of villagers. From
each hundred-jury they obtained a verdict about
all the land in the hundred, the villagers being at
hand to correct or supplement verdicts, while ‘the
whole shire’ was also present, and from time to
time appeal could be made to its testimony. The
statement thus supplied was

reduced into writing and duly transmitted to the
king. It was afterwards methodised and abstracted,
and fairly transcribed in the great volume of
Domesday and deposited in the royal treasury at
Winchester, amongst the other muniments of the
realm. It still exists, fresh and perfect as when the
scribe put pen to parchment, the oldest cadastre, or
survey of a kingdom, now existing in the world
(Palgrave, History of Normandy and England, vol.
iii, p. 575).

Our best information about the form of the
original verdicts is contained, not in Domesday
Book itself, but in a document known as the

‘Inquisitio Comitatus Cantabrigiensis’. This
seems to be a copy made in the 12th century of
the verdicts delivered by the juries which
represented some of the hundreds of Cambridge-
shire. The verdicts having been obtained, they
were sent to the king’s treasury, and a digest was
made of them by the royal officers. This digest is
Domesday Book. If we may draw a general infer-
ence from Cambridgeshire, the materials supplied
by the commissioners were subjected to a process
of rearrangement. A scheme that was wholly geo-
graphical gave way to one which was partly geo-
graphical, partly proprietary. Domesday book
deals with each shire separately, but within the
shire it collects, under the name of each ‘tenant
in chief’, all the estates that he holds, no matter in
what hundred they may be. For example, the
Cambridgeshire verdicts showed that Count
Alan had lands in many hundreds. In the original
verdicts the entries relating to his estates were
therefore scattered about; in Domesday Book
they are all collected together. Domesday Book
consists of two volumes, sometimes called ‘Great
Domesday’ and ‘Little Domesday’. The latter
deals with Essex, Norfolk, and Suffolk; the former
with so much of the rest of England as was sur-
veyed. A document in the keeping of the cathedral
chapter of Exeter, and known as ‘the Exon
Domesday’, contains an account of a large part
of the south-western shires, which is very closely
connected with that given by what, for distinc-
tion’s sake, is sometimes called ‘the Exchequer
Domesday’. Seemingly this Exon Domesday is
independent of the Exchequer Record, and goes
back by a different route to the original verdicts.
The same may perhaps be said of the ‘Inquisitio
Eliensis’, an account of the estates held by the
church of Ely. This Ely inquest must not be con-
fused with the Cambridgeshire inquest.

Domesday Book was printed and published in
1783 in two folio volumes. A third volume
containing indexes was published in 1811, and
this was followed in 1816 by a fourth volume
containing the Exon Domesday, the Ely Inquest,
and some other matters. Of late years useful fac-
similes have been published by the Ordnance
Survey Office of various parts of the great Exche-
quer Record, and can be obtained at moderate
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prices. The important Cambridgeshire Inquisition
was first published by N.E. Hamilton in 1876.

A large literature has gradually been collecting
round Domesday Book. Among the older books
Robert Kelham’s Domesday Book Illustrated
(1788) and the essays of Philip Carteret Webb
deserve to be mentioned. Sir Henry Ellis, in his
General Introduction to Domesday Book (1833),
supplied valuable indexes, and summed up the
older learning. In the fifth volume of
E.A. Freeman’s Norman Conquest good use has
been made of all that bears on political history, on
the history of great men, great churches, great
events. James F. Morgan’s England under the
NormanOccupation (1858) is a good introduction
to the study of Domesday, and the like may be said
of W. de Gray Birch’s Domesday Book (1887).
A new epoch in the scientific exploration of the
record is marked by the various works of
R.W. Eyton dealing with Dorset, Somerset, Lin-
coln, and Stafford, especially by the key to
Domesday Book. Two volumes of essays by var-
ious writers, called Domesday Studies (1888–91),
contain two valuable papers by J.H. Round,
besides other matters. In some county histories
Domesday has been well used, but here it is pos-
sible to name only the books of general impor-
tance. F. Seebohm’s English Village Community
has done much to awaken a new and an economic
interest in our oldest statistics.

Much remains to be done. The student who
approaches Domesday from the economic side
will at once see that he has before him a vast
mass of detailed statistics which ought to tell
him much about agriculture, prices, rents, and
the like. At the same time he will feel that he is
debarred from making use of these precious mate-
rials by the difficulty of discovering the meaning
of the crabbed formulas which are repeated on
page after page. The difficulty is a very real one.
Domesday Book stands alone. It is so far removed
in time from the documents which most nearly
resemble it, the extents of manors which are found
in monastic cartularies, that we have to explain it
out of itself or not at all, for we shall look in vain for
help elsewhere. Then again the terms that it
employs as technical terms are, we may say,
derived from two different languages which have

only of late come into contact with each other.
About half of them have been introduced by the
Norman conquerors, while the other half are words
which were in use in England under Edward the
Confessor. Hencemany puzzles; for example, what
word did English juries say when French clerks
wrote down villanus? Then again, the more our
record is studied, the more plainly do we see that
one main purpose governs both its form and its
matter. King William is not collecting miscella-
neous information in the spirit of a scientific
inquirer. He is in quest of geld. Domesday Book
is a geld book, a tax book. Geldability, actual or
potential, this is its main theme. If then we are to
understand its statistics, the first thing necessary is
a theory of geld, of the manner in which the great
tax has been and is assessed and collected. Towards
the construction of such a theory not a little has
been done by modern writers, especially by Eyton
and Round, but until the work has been completed,
speculations about rents and values seem doomed
to failure. Everywhere, for example, the question
meets us whether we are reading of real areal units
of land or of units which are the results of a rude
system of taxation, and a great deal of labour must
yet be spent on the book before this question will
have been adequately answered.
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Domestic Labour

S. Himmelweit

The term domestic labour entered economic
vocabulary in the early 1970s as a result of femi-
nist interest in criticizing and expanding eco-
nomic categories to incorporate women’s
activities. Both mainstream and critical traditions
in economics tried to grapple with the problem of
how to account for the difference between men’s
and women’s position on the labour market. One
approach was to relate women’s lesser training
and skills in paid employment to competing
demands made on a (married) woman’s time by
domestic commitments, with a tacit, though
unexplained, acceptance that for women paid
employment has to fit into time left over after the
allocation of that needed for domestic labour,
while for men it is the other way round. It is only
by the addition of such an assumption that the
analysis of domestic labour can be said to have
had anything to say about women.

Neoclassical economists have seen domestic
labour as one of three competing claims on peo-
ple’s time, the others being paid work and leisure.
A household maximizes ‘its’ utility, which is a
function of the consumption goods bought with
income received from paid work by members of
the household, the direct consumption of the prod-
ucts of time spent in domestic labour and a variety
of ways of spending remaining leisure time
(Becker 1965). Women have a comparative
advantage to men in domestic labour over paid
work and so one or other partner should special-
ize; either a woman should not take paid employ-
ment or her husband should do no housework.
Even if there is no intrinsic difference between
men and women initially, specialized human cap-
ital can be acquired in each type of labour, so it
makes sense for a division of labour to take place
and for at most only one member of a household to
work both in the home and outside. This is taken
to explain both why the majority of domestic
labour is performed by women and also why

women work shorter hours in paid employment
than men, accumulate less market-oriented train-
ing and skills, and have broken employment
histories.

Two criticisms can be mounted of this
approach. The first is that the comparative advan-
tage itself needs explanation. At an individual
level it can be accounted for by the lower relative
earnings of women. But the outcome of individual
household choices cannot, without circularity,
then in turn be used to explain women’s inferior
earnings by the lesser time spent in the labour
market acquiring appropriate human capital. At
best such an approach can account for the division
between houseworkers and paid workers, and if
combined with an assumption that sex is used as a
screening mechanism by employers, a form of
rational statistical discrimination, why one sex as
a whole will be more likely to constitute the
houseworkers and the other the employees. But
to explain why sex presents itself as a variable by
which to screen, and why it is the female sex that
constitutes the homeworkers, recourse must be
made to biological differences in aptitude, an
acceptable fall-back to some, but not to those
who wish to show the power of the neoclassical
economic approach to explain everything, nor to
the feminist movement whose claims that a
woman’s place was socially rather than naturally
in the home had led to the initial interest in the
question.

The second criticism poses more fundamental
problems for this type of analysis. The concept of
a household’s ‘utility function’ is a very shaky
one. Individualism, upon which neoclassical eco-
nomics is based, takes individuals as the only
actors and decision makers, rejecting thereby, for
example, the marxist notion of class interests and
forces. The idea of a household utility function
cannot therefore be entertained unless either all
members of the household have identical prefer-
ences concerning the allocation of resources and
leisure time among themselves or some rule for
aggregating diverse preferences is adopted. Quite
apart from the difficulty of devising such a rule
which satisfies fairly minimal criteria to ensure
that household preferences represent some mean-
ingful aggregate of those of its members
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(Samuelson 1956; Arrow 1951), there is little
evidence that households, rather than individuals,
make decisions at all. Indeed, feminists would
argue that such an approach obscures one of the
key questions it was supposed to illuminate, dif-
ferential power and thus an unequal division of
labour within the household (Pahl 1980).

This problem can be overcome by assuming
one member of the household is sufficiently pow-
erful, well-endowed and altruistic that all other
members of the household are or aspire to be
‘his’ beneficiaries (Becker 1974). Then the inter-
est of all family members are serviced by the
maximization of family income and the whole
family can behave as one single decision-making
unit. The assumptions of this model, which might
seem appropriate only to an idealized picture of a
Victorian patriarchal family, are necessary in
order to avoid oligopolistic decision making, and
even then care has to be taken to ensure that the
paterfamilias is not driven into a corner solution,
whereupon the unity of the family breaks down.

Marxist approaches criticize neoclassical ana-
lyses for failing to take account of the different
social relations involved in wage and housework.
The categories of marxist analysis are particularly
appropriate to the analysis of unequal power rela-
tions, making marxism seem to some feminists
more likely to offer a useful approach. The marx-
ist notion of exploitation is based upon the char-
acterization of specific forms of surplus
extraction. The attempt to analyse domestic
labour in these terms would therefore illuminate
power relations within the household, without
falling into the trap of conflating housework with
paid labour, by recognizing its relations of pro-
duction, not just its product, to be specific.

Accounts which characterized domestic labour
as a separate mode of production came both from
writers claiming to be orthodox marxists,
extending rather than revising Marx’s work, and
from others who saw themselves more as using
parts of Marx’s mode of analysis to criticize and
reformulate orthodox Marxism. Of the latter
group Christine Delphy, for example, argued that
there is a transhistorical family mode of produc-
tion in which wives’ labour power is exploited by
their husbands which has coexisted with and

outlasted the modes of productionMarx described
(Delphy 1970). Harrison, on the other hand, sees
the domestic mode of production as a specific
subordinate counterpart to a capitalist mode of
production unchanged from that of traditional
marxist analysis.

Other accounts rejected the characterization of
domestic labour as a separate mode of production
on the grounds that a mode of production must be
capable of independent self-perpetuation, since
the term was used for the characterization of
whole societies. The notion of a social formation
encompassing two or more modes of production
articulated with each other, while appropriate to
the analysis of transition between modes, was not
appropriate to the continued mutually dependent
symbiotic relationship which exists between
housework and wage work for capital. The alter-
native was to extend the notion of the capitalist
mode of production to include housework
(Gardiner et al 1975). That extension was needed
because the transformation of the wage into
reproduced labour power is a process requiring
labour and taking place under specific relations of
production, and not the unproblematic natural
process that Marx took it to be (O’Brien 1981).

The effect within marxist theory of character-
izing housework as a separate mode of production
is to make housewives a class, exploited through
performing surplus labour above the amount
needed to reproduce their own labour power.
This surplus was appropriated, according to dif-
ferent versions, either by their husband directly or
transferred through lowering the value of his
labour power to the capitalist who employed
him. But if housework was seen as part of the
capitalist mode of production, a housewife’s
class position, like that of anyone else, would be
determined by her access to the means of produc-
tion, and for most women that would put them in
the working class along with their husbands.

Another area of dispute was whether domestic
labour should be seen as value and/or surplus
value producing. Some argued that it did produce
value, because it produced the commodity labour
power (Dalla Costa 1973). In so far as the house-
wife worked longer hours than that needed to
reproduce her own labour she also produced

Domestic Labour 3047

D



surplus value. Against this it could be argued that
the housewife by producing use-values needed to
reproduce labour power did not thereby make
labour power her product, any more than the
baker, butcher or obstetrician did (Seccombe
1975). Labour power is an attribute of a living
human being and is not, paceMarx, a commodity
like any other in that it is not directly produced by
labour at all. In that case the labour that a house-
wife expands is use-value but not value creating,
and therefore a fortiori not surplus value creating.

The dispute as to whether domestic labour
counted as productive labour turned upon the
same issue, since within the capitalist mode of
production labour is productive, according to the
Marxist definition, if and only if it produces sur-
plus value. Those who argued that domestic
labour produced surplus value could therefore
also claim that it was productive labour. But
against this could be put Marx’s own demonstra-
tion that productive labour must, to produce sur-
plus value, take place between two exchanges: in
the first labour power is bought for a wage, in the
second the product is sold. Domestic labour
requires neither exchange and therefore is techni-
cally outside the classification into productive and
unproductive labour, which applies only to wage
labour (Fee 1976).

The ‘domestic labour debate’ as it became
known failed to answer the question to which it
was addressed: what is the material basis of
women’s oppression? To do so, it would have
had to do more than classify domestic labour
using the existing categories of Marxist analysis.
By using those developed for the study of wage
labour for capital it fell into a similar trap to the
neoclassical approach.

The neoclassical approach failed to recognize
that the different social relations under which
domestic labour went on rendered the use of the
theory of utility maximization developed to model
market decision-making inappropriate. The
assumptions needed in order that the division of
labour within the home could be set up as a solu-
ble decision-making problem had to turn the
gender-divided household into a homogeneous
single decision-making unit. Divisions within

the household disappeared and its individual
members became indistinguishable by anything
that could be remotely related to gender except
by recourse to some form of biological reduction-
ism. Circularity is a common problem with utility
analysis and in this case the only way to avoid it
was by appeal to supposed biological differences,
the very suppositions which feminists had
rejected as insufficient to explain the social con-
struction of gender-divided work patterns. Marx-
ism can escape the charge of circularity because
its method is a historical one. Circularity thus
becomes recast as the reproduction through time
of the conditions which give rise to a gender-
divided society. But ultimately marxism fell into
the same trap. Although it did recognize that
domestic labour and wage labour go on under
different relations of production, it failed to give
those different relations any constructive effect,
seeing domestic labour as simply labour that did
not have all the attributes of waged labour for
capital. To have got further it would have been
necessary to relate the analysis of domestic labour
to the sex of those who performed it and to its
fundamental characteristic of being labour
involved in reproduction rather than just another
form of production (Himmelweit 1984).

See Also

▶ Family
▶Housework
▶Labour Supply of Women
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Donisthorpe, Wordsworth
(1847–1914)

Peter Newman

Wordsworth Donisthorpe was born on 24 March
1847 in Harrogate, graduated from Trinity Col-
lege, Cambridge in 1869 and was called to the Bar
at the Inner Temple in 1879. Thereafter he lived
and practised law in London. What is apparently
the last of his many books and pamphlets was
published in 1913, the year before he died, his
habitual enthusiasm as yet undimmed.

He is of interest to economists because of his
first book, Principles of Plutology (reviewed in
the Saturday Review, 9 September 1876,
pp. 331–2). In it his vigorous and eccentric style,
reminiscent of that of Fleeming Jenkin’s last two
papers in economics (Colvin and Ewing 1887,
Vol. II, pp. 122–54), is already there in full
spate. While showing traces of Cairnes and Jev-
ons, the book is for the most part subjectively
original and objectively mediocre. Chapter IX on
‘The Laws of Value’ is an interesting exception.

His clear understanding of the importance of the
Law of One Price (‘[This] proposition is the fun-
damental one’, p. 133) is refreshing and unusual
for its time, as is his Wicksteedian insistence on
the reservation price of the seller, so that ‘sellers
and buyers are not two classes, but one class’
(p. 132).

In the same chapter he discusses substitutes
and complements (‘co-elements’). Although
attempting no rigorous definitions he does lay
down various ‘laws’ concerning them,
i.e. propositions of comparative statics. Thus, the
Third Law reads: ‘Other things equal, a rise in the
value of a co-element is followed by a fall in the
values of its co-elements, and a fall by a rise, but
not necessarily at the same rate’ (p. 153), while the
Fourth Law is: ‘Other things equal, a rise in the
value of any commodity is followed by a rise in
the value of its substitutes, and a fall by a fall, but
not necessarily at the same rate’ (ibid.). He points
out that, depending on the circumstances, two
commodities may stand in both relations to each
other, e.g. wool and cotton as inputs to cloth are
often co-elements while as individual consumer
goods they are usually substitutes.

Perhaps disappointed at the book’s reception
(I know of no economist’s reference to it)
Donisthorpe soon left economics for political phi-
losophy and became a leading pamphleteer for
anarchic Individualism, a libertarian movement
that perhaps owed as much to fear of Henry
George as to admiration for Herbert Spencer. It
took the complacent view that the state should
interfere with individual activities only when
deemed necessary to protect the rights of private
property, a view which aroused such derisive epi-
thets as ‘tomtits of Anarchy’ from its opponents
(seeWestminster Gazette, 3 and 11 August 1894).

However, a streak of Yorkshire shrewdness
and wit kept Donisthorpe from becoming quite
as doctrinaire and saintly an Individualist as, say,
Auberon Herbert. For example, the last chapter of
his Law in a Free State (1895) contains an uproar-
ious but penetrating account of the problems
posed to the Individualist polity, by what we
would now call externalities of various kinds,
economic, political, social and moral.
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Dorfman, Joseph (1904–1991)

Henry W. Spiegel

Keywords
Dorfman, J.; History of economic thought;
Veblen, T.
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Historian of American economic thought,
Dorfman was born in Russia in 1904 and educated
at Reed College and at Columbia University,
where he earned a Ph.D. degree in 1935 and
taught from 1931 until his retirement 40 years

later. Dorfman was a student of Clarence Ayres
at Reed, and of Wesley C. Mitchell and John
Maurice Clark at Columbia. Mitchell in turn had
been a student of Thorstein Veblen. These four
economists, all with institutional leanings, stand
out among the formative influences that affected
Dorfman’s early career. He made Veblen the sub-
ject of his doctoral dissertation, which was
published under the title Thorstein Veblen and
His America in 1934. This was at the time the
only book-length appraisal of a modern economist
that gave close attention not only to the subject’s
writings but also to biographical detail, the con-
temporary climate of opinion, and the general
social and cultural setting of the work.

This type of holistic approach is characteristic
also of Dorfman’s monumental The Economic
Mind in American Civilization, a five-volume
work that he published from 1946 to 1959. It is
dedicated ‘To the pioneering spirit of Thorstein
Veblen and the first-born of his intellectual heirs,
Wesley C. Mitchell’. The work is a detailed his-
tory of American economic thought from colonial
times to 1933, the first of its kind and not likely to
be replaced for many years. It is based on exten-
sive research and in many instances provides the
first comprehensive account of a writer’s life and
work. Dorfman sees a break of emphasis in the
history of American economic thought at the time
of the Civil War: it was commerce before, and
industry later. He notes with respect the achieve-
ments of the past, and is a critical but tactful
chronicler of past foibles. He was a pioneer in
exploring not only the printed page but also archi-
val material made up of ‘papers’, ‘letters’, and
similarly elusive sources of information, the first
writer to do so on a large and systematic scale in
the history of economic thought.
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Dornbusch, Rudiger (1942–2002)

Kenneth Rogoff

Abstract
Rudiger Dornbusch was one of the leading
researchers in international macroeconomics
in the late 20th century. He introduced the
influential concept of exchange rate ‘over-
shooting’ to explain the excessive volatility of
exchange rates after the break-up of the Bretton
Woods system of fixed exchange rates in the
early 1970s. Along with Stanley Fischer and
Paul Samuelson, he revived the Ricardian the-
ory of international trade whereby trade was
driven by differences in technology; their sim-
ple tractable framework became similarly
influential in the study of international trade.

Keywords
Comparative advantage; Dornbusch, R.;
Exchange rate dynamics; Exchange rates
(floating vs. fixed); Fischer, S.; Hecksher-
Ohlin framework; New open economy macro-
economics; Non-traded goods; Overshooting;
Ricardian trade theory; Samuelson, P.; Sticky
prices; Value at risk (VAR)

JEL Classifications
B31

Rudiger Dornbusch was born in Germany on
8 June 1942. He received his Licence es Sciences
Politiques from the University of Geneva in 1966,
and his Ph.D. in Economics from the University
of Chicago in 1971. He was an assistant professor
at the Department of Economics at the University
of Rochester from 1972 to 1974, an associate
professor at the Graduate School of Business at
Chicago University from 1974 to 1975, and a
member of the MIT Department of Economics
from 1975 to 1978. He became a Professor of
Economics at MIT in 1978. From 1984 until his
death from cancer on 25 July 2002, he was Ford
International Professor of Economics at MIT.

Dornbusch was, by any measure, one of the
giants of late 20th century international macroeco-
nomics. His celebrated Journal of Political Econ-
omy paper ‘Expectations and exchange rate
dynamics’ (1976), which introduced the concept
of exchange rate ‘overshooting’, became the
workhorse of international macroeconomics over
the ensuing two decades. His American Economic
Review paper (with Stanley Fischer and Paul Sam-
uelson) ‘Comparative advantage, trade and pay-
ments in a Ricardian model with a continuum of
goods’ (1977) introduced a simple tractable
framework that became similarly influential in
the study of international trade.

This entry begins by reviewing Dornbusch’s
two most important scientific contributions, and
goes on to give a brief sketch of his broader
influence on the profession through students
(he served as an advisor on over 125 doctoral
dissertations), through his leading intermediate
textbook Macroeconomics (written with Stanley
Fischer), and through his role as an important
voice in the public policy debate.

Exchange Rate Overshooting

Dornbusch’s overshooting model of exchange
rates (1976) captured the imagination of
policymakers and academics alike during the
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early years of floating exchange rates. The model
attracted enormous attention because, after the
break-up of the Bretton Woods system of fixed
exchange rates in the early 1970s, exchange rates
seemed far too volatile relative to the underlying
fundamentals. Although subsequent empirical
work has undermined the model’s original bold
claim to explain floating exchange rates (see
Meese and Rogoff 1983), the model is still viewed
as relevant, especially during episodes of major
shifts in monetary policy. In fact, an informal
survey conducted by Alan Deardorff of eight top
economics departments found that, as late as
1990, Dornbusch’s overshooting model was the
only paper taught in every one of their graduate
international finance courses.

The idea of overshooting is so simple and
elegant that the small-country version can be illus-
trated with just a couple of equations (the analysis
here draws on Rogoff 2002). The assumption of
‘uncovered interest parity’ relates the home nom-
inal interest rate to the exogenous foreign nominal
interest rate and the expected rate of depreciation
of the exchange rate:

it ¼ i�t þ E etþ1 � etð Þ (1)

where it is the level home nominal interest rate and
et is the logarithm of the exchange rate (the home
currency price of foreign currency), so that E(et
+1 � et) is the expected rate of change in the
exchange rate. The second key relationship is a
money demand equation that relates the real bal-
ances to the nominal interest rate.

mt � pt ¼ �lit þ �yt (2)

where y denotes the log of output, m is the
nominal money supply and p is the price level.
Higher interest rates lower the demand for real
balances, and an increase in output raises
it. Dornbusch posed the question of what
would happen if there were a one-time perma-
nent increase in the money supply, m. If prices
were fully flexible, it would be possible to main-
tain equilibrium in the above two equations by
having prices and exchange rates all rise

permanently in proportion to the increase in the
money supply. In this case, money would be
neutral and have no real effects.

In reality, however, while asset markets
(including the exchange rate) adjust very quickly,
goods markets adjust more slowly partly due to
temporary price rigidities. Therefore, in this set-up
money is neutral only in the long run (in which the
price level rises proportionately to the money sup-
ply). But with goods markets clearing only slowly,
what is the impact of a money shock on exchange
rates and interest rates? Assume that output, y, is
also fixed. If domestic prices are constant, then a
rise in the money supply implies a rise in real
balances, m – p. But this means that the home
nominal interest rate i must fall, so there is a
corresponding rise in the demand for real balances.
Then, however, the uncovered interest parity equa-
tion (Eq. (1) above) implies that et must fall, or
depreciate, relative to expectations of et+1.

That is, after any initial movement of the
exchange rate in response to an unexpected
shock, the currency must subsequently be
expected to appreciate. But recall that in the long
run, even with sticky prices, money is still neutral,
so the exchange rate has to depreciate by the same
amount as the rise in the domestic price level, thus
producing no real effect.

How is all this possible? The answer,
Dornbusch deduced, is that the initial money
shock must cause the exchange rate to depreciate
by more in the short run than it does in the long
run. It ‘overshoots’. Therefore, Dornbusch’s
model offered a highly plausible explanation of
why exchange rates seem to be so volatile rela-
tive to fundamentals. At one level of abstraction,
of course, ‘overshooting’ is an application of
Paul Samuelson’s ‘Le Chatelier’s principle’ the-
orem: when prices in some markets are inflexible
in the short run, prices in others may overreact in
the short run. But Dornbusch’s model did much
more than innovatively contrast the fast adjust-
ment of asset markets with the slow adjustment
of goods markets (an insight that any realistic
short-run dynamic macroeconomic model
should take into account). It offered a concrete
and coherent analysis of an extremely important
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practical phenomenon. Over the decades since
Dornbusch’s article appeared, the term ‘over-
shooting’ has become deeply woven into the
popular economic lexicon.

Modern research has advanced considerably
beyond the overshooting model, of course, and
the Mundell-Fleming-Dornbusch model has
largely been supplanted by ‘new open economy
macroeconomics’ (see Obstfeld and Rogoff
1996). And the notion of looking at money shocks
via a money demand equation has increasingly
been supplanted by frameworks which view the
overnight interest rate as the key instrument of
monetary policy. Nevertheless, these newer frame-
works typically include sticky prices – perhaps the
most fundamental, and controversial, element of
Dornbusch’s model – and hence can all replicate
a similar phenomenon to ‘overshooting.’

Although Dornbusch’s overshooting paper
was his best-known work, with over 900 citations
in refereed journals, he published numerous other
very well-known articles, including his 1973
American Economic Review paper that was
among the first to incorporate non-traded goods
in a monetary model (see also his elegant 1974a
contribution to the collection edited by Robert
Aliber), his 1983 Journal of Political Economy
paper that illustrated how changes in the real
interest rate could affect exchange rates and cur-
rent accounts, and his 1987 American Economic
Review paper that demonstrated a link between
market structure and the adjustment of relative
prices to exchange rate movements. Without
doubt, however, his other extremely influential
paper was not in international finance but in trade.

Ricardian Model of Trade

Dornbusch’s 1977 American Economic Review
paper with MIT colleagues.

Stanley ischer and Paul Samuelson almost
single-handedly revived the analysis of Ricardian
trade; a ‘Ricardian’model of trade is one with only
one factor of production (usually taken to be
labour). Trade is driven by differences in technol-
ogy. The Ricardian model is contrasted with the

Hecksher–Ohlin framework, where countries have
identical technologies but different relative endow-
ments of the factors of production (labour and cap-
ital, in the simplest canonical case). Prior to
Dornbusch–Fischer–Samuelson (DFS), the
Ricardian approach had been dormant for years,
having been largely supplanted by the
Hecksher–Ohlin framework. The Ricardian model
had lost out not so much because of poor empirical
results but because it had come be viewed as intrac-
table for all but illustrative purposes. By introducing
a continuum of goods (rather than a discrete num-
ber), DFS were able to analyse elegantly a broad
range of comparative static questions that had pre-
viously seemed unapproachable. DFS showed, for
example, how to mobilize the combination of com-
parative advantage and trade costs to endogenize
the dividing line between ‘traded’ and ‘non-traded’
goods, and how to analyse the classic ‘transfer’
problem where one country owes debt to another.
Although at first only a trickle of papers followed
DFS, the power of their continuum specification has
led to a recent explosion of related research. DFS
have become the starting point for a number of
applied papers (see, for example, Copeland and
Taylor 1994). In addition, DFS form the basis for
a broad range of empirical papers (see, for example,
Eaton and Kortum 2002; Kehoe and Ruhl 2002;
Kraay and Ventura 2002; Kei-Mu Yi 2003; Ghironi
and Melitz 2005; see also Feenstra and Hanson
1996). As the empirical work following DFS
deepens, it is fair to say that trade economists have
increasing faith in the fundamental underpinnings
of the model.

Broader Contributions

Aside from his path-breaking research, Dornbusch
made important contributions to economics in a
number of other dimensions. His intermediate
undergraduate textbook with Stanley Fischer,Mac-
roeconomics, written in the mid-1970s, became a
worldwide best-seller. The book was really the first
to integrate modern supply-side economics into the
standard demand-driven framework of the day. As
such, students were able to gain a far deeper
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understanding of problems such as the effects of oil
price shocks.

Dornbusch was enormously influential as a
graduate teacher at MIT. At his regular early-
morning international economics ‘breakfasts’,
Dornbusch would dissect recent models and serve
up provocative questions in a fast-paced freewheel-
ing style; many students remember these unique
seminars as their most influential experiences as
Ph.D. students. Dornbusch served as thesis advisor
to scores of economists (as noted earlier, more than
125 in all), including Jeffrey Frankel, Paul
Krugman, Maurice Obstfeld and Kenneth Rogoff.
His dynamic, Socratic lecturing style also attracted
students from outside MIT to his advanced gradu-
ate classes, including the likes of Jeffrey Sachs and
Lawrence Summers. Many Dornbusch students
went on to become finance ministers and heads of
central banks throughout the world.

Through clear and incisive policy analysis
embodied in editorials, speeches, and private meet-
ings, Dornbusch exercised an enormous influence
on global macroeconomic policy. Hewas a frequent
guest of leading government officials throughout
the world, who greatly valued and respected his
advice. Arguably, no other recent economist has
had so great an impact on the global macroeco-
nomic policy debate, especially in emerging mar-
kets such as Brazil, Korea and Mexico, but also in
more advanced countries such as Italy and Ger-
many. Notably, in his later writing he succeeded in
drawing ever more concrete insights from contem-
porary academic research, displaying a magnificent
ability to translate complex theoretical models into
ideas of immediate practical relevance. For exam-
ple, his 1994 Brookings paper (with Alejandro
Werner) argued that Mexico’s pegged exchange
rate had become overvalued to an extent that was
unsustainable. Dornbusch’s comments on markets
prior to the currency collapse at the end of 1994
were highly influential. He also advanced a number
of innovative ideas for dealing with international
debt problems. His policy analysis was notable in
that he managed to adopt strong views while con-
tinuing to be perceived as an independent and
objective thinker. Over the last ten years of his
life, Dornbusch became especially well-known for
his monthly ‘Economic Perspectives’ newsletter,

which covered with panache a broad range of top-
ical global economic problems. One innovative
idea, first developed in the newsletter and then
formally published in his ‘Primer on Emerging
Market Crises’ (2002) was to apply ‘value at risk’
analysis to the balance sheet of a country. In his
primer, he wrote:

. . .the right answer to crisis avoidance is controlling
risk. The appropriate conceptual framework is
value at risk (VAR) – a model-driven estimate of
the maximum risk for a particular balance sheet
situation over a specified horizon. There are surely
genuine issues with the specifics of VAR surround-
ing modelling as has been widely discussed with
respect to bank risk models used for meeting BIS
requirements. But just as surely there is no issue
whatsoever in recognizing that this general
approach is the right one. If authorities everywhere
enforced a culture of risk-oriented evaluation of
balance sheets, extreme situations such as those of
Asia in 1997 would disappear or, at the least,
become a rare species. (2002, pp. 743–54)

In this short space it has not been possible to do
full justice to the range and breadth of
Dornbusch’s contributions. But I hope the reader
has gained some perspective on why he will have
a lasting influence.
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Double-Entry Bookkeeping

Basil S. Yamey

Abstract
Double-entry bookkeeping is a system for
arranging and organizing accounting informa-
tion. It requires that each transaction (or other
change) recorded in the accounting system
must be recorded twice, and for the same
money amount, once in debit form and once
in credit form. Because it is concerned with the
organization of information rather than with
the scope and detail of that information, the
system of double-entry bookkeeping is highly
adaptable. It neither generates nor requires any
particular set of valuation rules or profit con-
cepts, and it is compatible with different treat-
ments for changes in the value of money.

Keywords
Accounting; Assets and liabilities; Balance-
sheet equation; Double-entry bookkeeping;
National accounting; Pacioli, L.; Sombart,
W.; Spengler, O.; Transaction analysis; van
Gezel, W.

JEL Classifications
M4

Firms of all kinds need, in different degrees, to
maintain records of their transactions with other
firms and persons, of the debts they owe or are
owed, and of their assets. The records they keep
for this purpose constitute their accounting
records. Traditionally they have consisted of
account-books of various kinds, but they can
take the form also of magnetic tapes and so
on. If the records are kept on a systematic basis,
one can speak of an accounting system. From the
accounting records one can prepare a variety of
accounting statements in which the detailed
accounting information is rearranged, regrouped
and presented in summary form. The balance
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sheet and the profit-and-loss (or income) account
or statement are important examples of such
accounting statements.

Double-entry bookkeeping is a system or
method for the arrangement and classification of
accounting information. It developed in Italy, pos-
sibly in the second half of the 13th century.
A description of the system was first published in
Venice in 1494 as one part of a famous compen-
dium of mathematical and commercial informa-
tion: Luca Pacioli’s Summa de Arithmetica
Geometria Proportioni et Proportionalità. Knowl-
edge of the double-entry system spread gradually
from Italy to the rest of Europe by way of commer-
cial contacts, schools and published treatises. It is
not possible to establish how widely the system
was used by merchants and others, say, in the 18th
century. But by the late 19th century it had become
the standard system for accounting records. Today
it is used by virtually all corporate enterprises and
many other firms as well as non-profit-making
organizations in the West and also elsewhere. It
has also proved suitable to serve as a useful scaf-
folding for the construction of the national income
and related accounts for countries or regions.

Double-entry bookkeeping is no more than a
system for arranging and organizing accounting
information. It does not itself define the scope and
detail of that information. Thus, for example, the
double-entry system does not require that all
transactions with third parties should be recorded,
although it is the convention now to record all of
them. What is more important, it does not pre-
scribe which occurrences or changes that do not
involve external transactions should be recorded
in the accounts. Thus it does not prescribe whether
changes in the value of the firm’s assets should be
recorded, how they should be determined, or how
they should be recorded. Double entry neither
generates nor requires any particular set of valua-
tion rules or profit concepts. Different valuation
bases or conventions, and different treatments for
changes in the value of money, are all compatible
with the use of the double-entry system. The sys-
tem itself is highly adaptable, since it is concerned
with arrangement and organization rather than
with scope and content. Its adaptability has made

it possible for it to serve as the basis for arranging
the records needed by the relatively small-scale
merchants in the early modern period of economic
expansion as well as for those of the largest cor-
porate enterprises operating today. But this does
not mean that asset values were recorded and
profits calculated in the same way by 17th-century
merchants as they are by today’s corporate enter-
prises. In fact, 17th-century merchants used sev-
eral alternative bases for recording changes in
asset values. And some of these would not be
used by companies today.

Moreover, although all the companies within
the same jurisdiction are subject to the same laws
and the same institutional constraints (for exam-
ple, those imposed by the stock-market authorities
and those reflecting professional accounting stan-
dards), there is still scope for considerable varia-
tion in the determination and statement of
accounting profits and asset values. However,
because of developments in legislation and in the
other constraining forces operating on corporate
enterprises, it is no longer the case that a company
chairman in the United Kingdom would be able to
say (as Arthur Chamberlain, chairman of Tube
Investments said in 1935) that he ‘would almost
undertake to draw up two balance-sheets for the
same company, both coming within an auditor’s
statutory certificate, in which practically the only
recognizable items would be the name and the
capital authorised and issued’.

Double entry requires that each transaction
(or other event) recorded in the accounting system
must be recorded twice, and for the same money
amount, once in debit form and once in credit
form. In double entry, as Pacioli expressed it, ‘all
the entries placed in the ledger must be double,
that is if you make a creditor (entry) you must
make a debtor (entry)’. The debit and credit
entries are made in the ledger, on the basis of the
information entered in preliminary records. The
ledger, which may for convenience be subdivided
into a series of specialized ledgers, consists of a
number of ledger accounts, pertaining, for exam-
ple, to particular debtors or creditors, particular
assets or particular categories of expenditure. It is
the convention that the debit entry is made on the
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left-hand (debit) side of the appropriate ledger
account, and the corresponding off-setting credit
entry on the right-hand (credit) side of the other
appropriate ledger account.

The duality of entries for each transaction
(or other recorded event) ties together the ledger
accounts into an interlocking system of recorded
information. Moreover, as each transaction gives
rise to two equal but opposite entries, the system
of accounts (if properly kept) is always in balance
or equilibrium. The total of debit entries must be
equal to the total of credit entries. Similarly, the
total of the balances on all ledger accounts that
have debit balances must be equal to the total of
the balances on all the remaining ledger accounts
that have credit balances. (If debit balances are
taken as positive amounts and credit balances as
negative amounts, the algebraic sum of the bal-
ances on all ledger accounts is zero.) The equality
of debits and credits is the basis for the trial
balance. This is a list of the balances on all open
(that is, unbalanced) accounts in the ledger,
distinguishing between debit and credit balances.
If the trial balance does not balance, there is some
error in the ledger. Postlethwayt in his Dictionary
(1751) wrote of the ‘agreeable satisfaction’ of
getting a trial balance to balance, and said that
the trial balance will ‘shew you that this [double
entry], of all methods, is the most excellent’. The
fact that a trial balance does not balance is proof
that the ledger does contain some error. The con-
verse is, of course, not correct.

Roger North, son of the prominent Turkey
merchant Sir Dudley North, wrote in 1714 as
follows: ‘The making true Drs. (debtors) and
Crs. (creditors) is the greatest Difficulty of
Accompting, and perpetually exerciseth the Judg-
ment; being an Act of the Mind, intent upon the
Nature and Truth of Things.’ Writers of instruc-
tional books on bookkeeping and accounts
through the centuries have devised various lists,
rules or approaches to help the accountant decide
which debit and credit entries he should make for
the various categories of transaction.

An early rule, widely used, was as follows
(taken from a verse, ‘Rules to be Observed’, in a
book of 1553 by James Peele):

To make the thinges Received, or the receiver,
Debter to the thinges delivered, or to the deliverer.

This rule is obviously readily applicable to
many categories of transaction. If cash is received
from a debtor, debit the cash account; and credit
the debtor’s account. If office furniture is bought
on credit, debit the furniture account; and credit
the supplier’s account. If the owner withdraws
cash from the business, debit the capital (that is,
owner’s) account; and credit the cash account. But
it is evidently a straining of the language to say,
when an amount is written off the book value of,
say, a ship, in order to reflect diminution of value
due to wear and tear, that the profit-and-loss
account, which is to be debited, ‘receives’ some-
thing that has been ‘delivered’ to it by the ship
account. Teachers and textbook writers not sur-
prisingly looked for a rule that is robust enough to
cover comfortably all transactions and events to
be recorded, and to indicate unambiguously in
each case where the debit and where the credit
are to be placed.

The most common rule or approach adopted
today in transaction analysis in the double-entry
system derives from the so-called balance-sheet
equation. The earliest formulation of this
approach can be traced to the work of a Dutch-
man, Willem van Gezel, published in 1681.

The basic balance-sheet equation is:
Owner’sEquity(orthefirm’snetworth) = Assets –

Liabilities = Net Assets ; or Owner’s Equity +
Liabilities = Assets.
The ledger contains accounts for the various

assets and liabilities; and there are accounts in it
for the capital contributed or withdrawn by the
owner(s) and for any increases (decreases) in ‘net
worth’ resulting from the activities of the firm. In
the double-entry system, increases in assets are
indicated by debits to an asset account – the extent
to which assets are subdivided into separate ledger
accounts is for each firm to decide. Conversely,
decreases in assets are recorded as credits to asset
accounts. The total of a firm’s assets is represented
by the total of claims on those assets; namely, its
liabilities (that is, its debts to third parties) and its
owner’s equity. The total of these claims must be a
credit amount that equals the debit amount
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representing the assets. An increase (decrease) in
a claim is therefore represented by a credit (debit)
in a liability account or an equity account. (Again,
the extent to which claims are subdivided into
various ledger accounts is a matter for each firm
to decide. As regards the equity element, it is
common for a ledger to contain separate accounts
for each major category of business expenditure
and income, a trading account, perhaps sub-
divided by type of activity, for showing the gross
profit, and a profit-and-loss account to bring
together the results from all the subordinate ledger
accounts.)

Transaction analysis follows readily. The pay-
ment of salaries reduces the asset ‘cash’ and
reduces the owner’s equity, since the payment,
taken by itself, represents a loss to the firm:
hence, debit the salaries (eventually, profit-and-
loss) account; and credit the cash account. The
depreciation of an asset likewise reduces an asset
and reduces the equity: debit the depreciation
account (eventually profit-and-loss) account; and
credit the ship account.

As has already been emphasized, the double-
entry system does not itself dictate whether or in
what circumstances increases or decreases in
assets are to be recognized in the accounts. Nei-
ther does the system dictate the basis on which, or
the circumstances in which, assets are to be
revalued in the accounts. Decisions of these
kinds are accounting decisions; and whenever
such decisions are taken, the double-entry system
of recording will accommodate them in accor-
dance with its own logical structure. It follows
from this that, although the value of the owner’s
equity in the ledger will always be equal to the
value of the firm’s net assets (that is, assets minus
liabilities to those outside the firm) as stated in the
accounts, those two values depend on the bases on
which the values of assets are stated in the
accounts.

Subject to this crucial qualification, it follows
from the equilibrium feature of the double-entry
system that the change (increase or decrease) in
the value of the net assets of a firm over a period
will be reflected as entries in the various ledger
accounts that represent the owner’s equity. Those
entries in the various equity accounts that relate to

the firm’s operations, when they are brought
together in the profit-and-loss account, yield a
balance that is equal to the change in the value
of the net assets over the period. It is the profit
(loss) for the period. This profit is equal to the
change in the value of the net assets over the
period (allowance being made for any contribu-
tions or withdrawals of assets by the owner). It
may be noted that the same profit figure would be
established if one took the difference between the
totals of two inventories of the firm’s net assets
taken, respectively, at the beginning and at the end
of the period, provided that the same valuations
were used and the same allowance made for the
owner’s contributions and withdrawals. The
method of profit calculation by means of succes-
sive inventories of assets and liabilities was
widely used in the past. The surviving 16th-
century records of the large-scale commercial,
financial and mining enterprise of the Fugger
family of Augsburg provide examples of this
procedure.

The equality – Profit (Loss) = Change in Net
Assets – evidently holds only if all the changes
recorded in asset and liability accounts (other than
the owner’s contributions or withdrawals) are also
recorded in equity accounts that, in turn, are
closed into the profit-and-loss account. In contem-
porary corporate financial accounting it is permis-
sible to allow the counter-entries representing
certain changes in asset values, depending upon
the circumstances, to bypass the profit-and-loss
account (for example, by recording these changes
as debits or credits to one or other reserve
account). This practice breaks the nexus between
changes in net asset values and profits. It does,
however, allow more ‘realistic’ values to be used
in asset accounts where, otherwise, their use
might produce ‘distortions’ in the profit figures
that could mislead users such as investors and
investment advisers. Both ‘realistic’ and ‘distor-
tions’ are words that give rise to much debate in
accounting circles. The double-entry recording
system can accommodate the practice of
bypassing the profit-and-loss account as comfort-
ably as it can the alternative. The system itself
imposes no discipline or constraint upon accoun-
tant or management – except the constraint that
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for each transaction or change recorded in the
firm’s accounting system, equal but offsetting
debit and credit entries have to be made in
accounts in the ledger.

The German economic historian, Werner
Sombart, claimed that ‘capitalism without
double-entry bookkeeping is simply inconceiv-
able’, and that double-entry was one of the most
significant inventions or creations of the human
spirit. In similar vein, Oswald Spengler asserted
that the creator of double-entry bookkeeping
could take his place worthily beside his contem-
poraries Columbus and Copernicus. These
scholars evidently attributed to the double-entry
system a role that goes well beyond what one
might think appropriate to ascribe to a system of
organizing and arranging accounting data. In a
nutshell, Sombart argued that, historically, the
double-entry system opened up possibilities and
provided stimuli that enabled capitalism to
develop fully. It clarified the acquisitive ends of
commerce and provided the rational basis on
which this acquisition could be carried on. It pro-
vided the basis for the continued rational pursuit
of profits, and virtually compelled its users to
pursue the acquisition of wealth. It also enabled
the firm or enterprise to be separated from its
owners, thus facilitating the development of cor-
porate enterprises.

These views are in their details either untenable
or grossly exaggerated. To note only a few points:
the profits of an enterprise and its capital
employed can be calculated without double-
entry bookkeeping; joint-stock companies, such
as the Dutch East India Company, have existed
and flourished without double-entry bookkeep-
ing; 16th- and 17th-century merchants, like the
Fugger, who did not use the system do not seem
to have been any less acquisitive, rational and
successful than those who did use the system;
and the adoption of the double-entry system
could not have changed, or even have reinforced,
the temperament, commercial acumen, motiva-
tion or goals of those who adopted it for organiz-
ing their accounting records.

To reject grandiose claims made for double-
entry bookkeeping is not to deny the more work-
aday usefulness of the system. A method or

system for recording and classifying accounting
data that has been used increasingly over a period
of six centuries must indeed have substantial prac-
tical merit. Double entry is a useful and versatile
method for organizing accounting data, its value
increasing with the volume and complexity of the
data to be organized. In turn, the efficient organi-
zation of data helps management at various levels
in many ways, more notably in large organiza-
tions. But its contribution to efficiency does not
proceed along the lines emphasized by Sombart.
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Douglas, Clifford Hugh (1879–1952)

David Clark

Major Douglas, the founder of the Social Credit
movement, was born in Stockport, Cheshire, in
1879. After a period at Pembroke College, Cam-
bridge, he trained as an engineer and then served
with the Royal Flying Corps. He died at Dundee,
Scotland, in 1952.

Major Douglas is best known for his A + B
theorem, which his followers used to impress
laypersons and exasperate academic economists.
It was based on the claim that all productive
organizations make two kinds of payments:
Group A payments, made up of wages, salaries
and dividends; and Group B payments, made up
of all other payments to banks and suppliers of
materials. In his own words (Douglas 1924):
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Since all payments go into prices, the rate of flow of
prices cannot be less than A plus B. Since Awill not
purchase A plus B, a proportion of the product at
least equivalent to B must be distributed by a form
of purchasing power which is not comprised in the
description grouped under A.

By first reducing prices below cost to the indi-
vidual consumer and then making up this differ-
ence between price and cost by a Treasury issue to
the producer, Douglas argued that such an issue of
‘Social Credit’ would enable underconsumption
to be eliminated without inflation. The anti-
socialist Douglas appeared oblivious to the fact
that his scheme would have required an army of
inspectors to fix and supervise the huge number of
individual price reductions involved.

Social Credit ideas had the largest following in
the Dominion economies of Canada, Australia
and New Zealand. The province of Alberta had a
Social Credit government between 1935 and 1971
and British Columbia one from 1952 to 1972. In
other countries, his followers ranged from the
‘Red Dean’ (the Very Reverend Hewlett Johnson,
Dean of Canterbury) through to the neo-fascist
author Ezra Pound.
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Born in 1892 in Salem, Massachusetts, Paul
Douglas attended Bowdoin College in Maine
(BA, 1913) and Columbia University (Ph.D.,
1921). After holding a number of teaching posts
between 1916 and 1920, he joined the faculty of
the University of Chicago where he remained
(apart from service in the Second World War)
until 1948, when he became a United States Sen-
ator from Illinois. After his retirement from the
Senate in 1966, he taught at the New School for
Social Research for two years (1967–9).

Paul Douglas first became well known for his
massive theoretical and factual studies (for
example, 1930) of all the available information
on wages in the United States from 1890. This
work required laborious following up of old,
obscure records, and repairing gaps in the avail-
able knowledge, such as domestic service wages.
Douglas also collected information on prices so
as to make an estimate of the movement of real
wages.

In Britain there was almost complete cessation
of the growth of real wages between 1896 and
1914. Understandably, it was a period of growing
social tension. Sir Henry Phelps Brown called it
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the ‘climacteric’. We still do not really understand
its cause; there was some sociological evidence
about the deterioration of the quality of business-
men. D.H. Robertson found at least a partial
explanation in economic causes, namely, that, of
the two leading British export industries, cotton
was produced under constant returns and coal
under diminishing returns.

This problem remains of primary interest to
economic historians, and naturally they enquire
whether there is any evidence of a similar ‘climac-
teric’ in other countries. In Germany there was a
slowing down of the rate of rise in real wages, but
not very marked. Douglas’s American data like-
wise do not show such a ‘climacteric’. Recent
research, however, has thrown some doubt not
on Douglas’s wage data, but on his price data;
and perhaps there was some slowing down of
the rate of growth of real wages.

Douglas became famous to the whole eco-
nomic world through the ‘Cobb–Douglas func-
tion’ (for example, 1934). Working in
conjunction with Charles W. Cobb, a mathemati-
cian from Amherst College, and using Massachu-
setts State annual factory returns, Douglas in 1928
established the following relation: Let product be
P, labour input L, capital input C, and k a constant.
Then P= kLaCb. (The same formula, with land in
place of capital, had already been used by
Wicksell – for example, 1900 – but he gave it
neither theoretical nor empirical development.)

Wemay, if we wish, constrain a and b to add up
to 1; but we get much the same results
unconstrained. If a and b add up to more than
1 this is an indication of economies of scale
(increasing returns) – a uniform increase in the
quantities of inputs giving a more than propor-
tionate increase in product.

Annual data, which many economists have
been using, give results mainly dependent on
fluctuations in the short-period business cycle –
which is not what we want at all. It is only when
we have data for such a long period as to make it
possible to average out the business cycle that we
can draw conclusions about productivity. This
has been done by Solow in the United States,
Aukrust in Norway, and Niitamo in Finland. In
each case it was found, in the long run, that the

product was rising much more rapidly than
expected from inputs and their exponents. This
difference is generally held to be due to technical
advance, though some look for economies of
scale. Some difficult but promising work by Den-
ison further analyses the labour input by numer-
ous categories, male and female, adult and
juvenile, and various levels of education. These
methods reduce the unknown factor – but it does
not disappear.

Differentiating the Cobb–Douglas formula to
obtain marginal productivities, then aggregate
earnings of the factors should be proportional to
a:b – assuming that each factor is remunerated
according to its marginal productivity. When he
first made this calculation (so he told me), Doug-
las fully expected the aggregate income of labour
to be below that indicated by its marginal produc-
tivity. He was surprised, however, to find that it
was almost exactly what was to be expected –
about 75 per cent of the product.

The Cobb–Douglas formula has had abundant
application in agricultural economics, especially
for cross-section studies, where each farm may be
considered an independent piece of evidence.
Land is introduced as a factor, and also data for
other inputs – fertilizers, insecticides, and so on –
even (in one study in Sweden) the age of the
farmer – a negative factor.

Douglas was very much a political economist.
Organized labour in the United States did not
attempt to form a political party of its own as in
Britain, but instead played the two existing parties
off against each other in demanding concessions.
But in the 1920s this was not fully agreed. The
other element in the population with a grievance
against the current state of affairs was the farmers,
and an attempt was made to form a
Farmer–Labour political party. Douglas took an
active part in these negotiations, and was national
treasurer of the organization. But with the Roose-
velt reforms of the 1930s the prospects of a
Farmer–Labour party died away.

Chicago had acquired a worldwide reputation
for corruption and crime; and the ruling Demo-
cratic Party considered that its ‘image’ would be
improved by an upright professor of economics
on the city council. Douglas assured me that some
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improvement had taken place, though less than
was hoped for. Later, the despotic Mayor Daley
achieved a real reduction in crime. But once
I asked Douglas whether, if I wished to set up a
milk distribution business in Chicago, he could
guarantee my safety. He replied that, ‘regrettably’,
he could not.

Douglas was a Quaker, and in the First World
War applied for exemption from military service
on religious grounds. But in the Second World
War he felt very differently. In spite of his age,
he obtained a commission in the marines through
President Roosevelt’s personal intervention, and
took part in the bloody landing on Iwojima. He
sustained an injury to his hand which was with
him for the rest of his life.

From city councillor he advanced to become
Senator for Illinois. On the very day that he arrived
in Washington he found a vanload of furniture
which had been offered to him as a gift. He sent it
back. This episode prompted him to write a little
book, Ethics in Government (1952). He saw no
harm in the small presents customarily exchanged
among businessmen and politicians – calendars,
cigars, and so on – but instructed his staff to return
any present valued at over four dollars.
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Economic writer and editor. Born in Paris, he
trained for various occupations including medicine
and watch making. A pamphlet on taxation
(1763) brought him in contact with Mirabeau and
Quesnay, under whose guidance he wrote a work
on the grain trade (1764). He also befriended Tur-
got, with whom he diligently corresponded until
Turgot’s death. From 1766 to late 1768 he edited
the Journal de l’Agriculture in the Physiocratic
cause, then the Ephémérides until 1772. During
this period he also published Quesnay’s economics
under the title Physiocratie (Du Pont 1767) and
summarized Mercier (1767), adding material on
the history of the new science (Du Pont 1768).
From the early 1770s he developed a career as
economic adviser through correspondence with
the King of Sweden and the Margrave of Baden;
the correspondence with the latter was subse-
quently published (Knies 1892). In 1774 he was
appointed tutor to the Polish royal family. On
becoming contrôleur-général, Turgot required his
friend’s assistance and Du Pont was back in Paris
by early 1775. Financial compensation for loss of
his royal tutorship enabled him to purchase landed
property near Nemours. Turgot’s dismissal from
office in 1776 did not end Du Pont’s career in
giving official economic advice; a highlight of
which is his influence on the 1786 Anglo–French
Commercial Treaty. Du Pont was politically active
in the French Revolution, serving from 1789 as
Deputy for Nemours in the National Assembly
and becoming its President during 1790; in 1794
to 1797 he was imprisoned for short periods. He
migrated to the United States in 1799 but returned
to Paris in 1802. From 1803 to 1810 he served in
the Paris Chamber of Commerce, and in addition
edited Turgot’s works (Du Pont 1808–11). In 1815
he returned to the United States and settled in
Delaware, the town where his son Irenée had
started the gunpowder factory from which the Du
Pont chemical conglomerate developed, and where
he died in 1817. Du Pont is now mainly remem-
bered as a major propagator of Physiocracy, an
early historian of economics, a pioneer in the use

of diagrams in economic argument and, most
importantly, as the editor of Quesnay and Turgot,
whose works he helped to preserve. An assessment
of his work as economist needs to take all facets of
his career into account, as the one full-length
attempt at this (McLain 1977) has in fact done.

Virtually all Du Pont’s economic work is char-
acterized by dogmatic adherence to the Physiocracy
developed by Quesnay and codified by Mercier de
la Rivière. Turgot criticized this ‘servitude to the
ideas of the master’ as totally inappropriate in mat-
ters of science (Schelle 1913–23, vol. 2, p. 677).
Despite such criticism Du Pont allowed his dogma-
tism to colour excursions into the history of eco-
nomics (Du Pont 1769) and, more importantly, his
preparation of Turgot’s works for the press (see
Groenewegen 1977), particularly his editions of
the Reflections (Turgot 1766). Two examples of
his more novel contributions to economics can be
given. One is his use of diagrams in explaining
economic policy, which Theocharis (1961, p. 60)
described as the first use of a diagram by a profes-
sional economist for ‘illustrating an economic argu-
ment set out in essentially dynamic time’, thereby
making Du Pont (1774) ‘the earliest French contri-
bution of importance in mathematical economics’.
The problem analysed is the price effects of an
excise reduction, the benefits of which are argued
to accrue ultimately to the landowning class. The
excise reduction’s initial income effect onmanufac-
turers and merchants allows them either to reduce
their own prices or to pay higher prices for raw
materials. By assuming this increased competition
for raw materials to raise their price in each period
by three-fourths of the increase in the preceding
period, Du Pont shows how a new equilibrium
price will be reached which transfers the benefits
from excise reduction to the rural sector. His proof
relies on the properties of diminishing geometrical
progressions which also formed the basis for much
of the analysis of the Tableau économique. Du
Pont’s analysis of the inflationary consequences
from issuing assignats is a second example.
Although much of this is similar to Turgot’s
(1749) analysis, some of it is of interest in
explaining Smith’s version of the speciemechanism
to which Du Pont (1790, p. 28) explicitly refers.
Issuing paper money by assignats makes silver
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superfluous as a circulating medium; this drives the
metal out of the country because its only other use is
to be sold abroad (Du Pont 1790, p. 42), a specie
mechanism like Smith’s (1776, pp. 293–4) that is
independent of relative price movements. Both
examples of his more original economics relate to
matters of economic policy and add force to the
claim by McLain (1977, p. 255) that Du Pont
represents ‘the first important case of a professional
economist turned government policy-maker, a tra-
dition in which he would be followed by [many]
others . . .’.
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Abstract
Dual economies have asymmetric sectors, the
interaction between which influences the path
of development. These are typically a rural,
traditional, or agricultural sector on one hand,
and an urban, modern, or industrial sector on
the other. The relevant asymmetries are not
merely technological but also include institu-
tional, behavioural, and informational aspects.
Modern treatments have grown out of the work
of W. Arthur Lewis, whose model was based
on the existence of surplus labour in agricul-
ture. Subsequent authors have considered the
implications of alternative assumptions for the
development of a dual economy.
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Dual economies have asymmetric sectors, the
interaction between which influences the path of
development.W. Arthur Lewis introduced this idea
in his paper, ‘Economic Development with Unlim-
ited Supplies of Labour’ (Lewis 1954), which
earned him the Nobel Prize for Economics in
1979. That paper contains two theoretical models,
both designed to explain the intrinsic problems of
underdevelopment. When the prize was awarded,
Ronald Findlay wrote that ‘a large part of ... devel-
opment economics ... can be seen as an extended
commentary on the meaning and ramifications
[of this article]’ (Findlay 1980, p. 64). Here we
focus primarily on the first of Lewis’s two models
of dualism – that of a single underdeveloped econ-
omy.We describe that model, trace the evolution of
the ideas which grew from it, and discuss the
continuing importance of these ideas in the study
of economic development.

Long before Lewis wrote his article, there had
been much thinking about ‘dual’ economies, con-
ceived of as economies with both an industrial
sector and an agricultural sector. Adam Smith
and David Ricardo both focused on the interaction
between these sectors during the Industrial Revo-
lution; for Ricardo the outlook for industrial
growth was ‘dismal’ because of diminishing
returns in agriculture (see Hicks 1965; Pasinetti
1974). In the early 20th century, there was an
extended discussion in the Soviet Union of the
‘scissors problem’, concerning the determination
of the terms of trade between these two sectors.
Evgeny Preobrazhensky (1924) argued that a
decrease in the relative price of agricultural
goods could be used to stimulate industrial invest-
ment; others replied that sufficient agricultural
goods would not be available at lower relative
prices and that these goods would need to be
seized by force, something which the collectivi-
zation of agriculture made possible (see Sah and
Stiglitz 1984). And during the Great Leap For-
ward in China in the 1950s, Chairman Mao
attempted to confiscate an increasing quantity of
primary goods from the Chinese countryside in

order to facilitate the development of urban
manufacturing. These policies led to famine and
to the deaths of approximately 30 million people.
Thus both theorists and policymakers have long
recognized that, in an economy with two very
different sectors, growth prospects hinge on how
these sectors interact.

In his Nobel Prize autobiography, Lewis (1979)
writes that his interest was in the ‘fundamental
forces determining the rate of economic growth’.
But he was not satisfied with the neoclassical
model of growth that was emerging at the time
(Solow 1956; Swan 1956), out of the work of
Roy F. Harrod (1939) and Evsey D. Domar
(1945). That neoclassical framework aimed to pro-
vide a general theory of growth. But to Lewis it
seemed inadequate because it did not deal with
interactions between the industrial and the agricul-
tural sectors: in Lewis’s words, this model
contained no discussion ‘of what determines the
relative price of steel and coffee [namely, of indus-
trial goods and agricultural goods]. The approach
through marginal utility made no sense to me. And
the Heckscher–Ohlin framework could not be
used, since that assumes that trading partners
have the same production functions, whereas cof-
fee cannot be grown in most of the steel-producing
countries.’ Furthermore, the neoclassical theory
seemed inadequate to him for historical reasons:
‘[a]pparently, during the first fifty years of the
industrial revolution, real wages in Britain
remained more or less constant while profits and
savings soared. This could [also] not be squared
with the neoclassical framework, in which a rise in
investment should raise wages and depress the rate
of return on capital’ (Lewis 1979).

Then, Lewis continues:

One day in August, 1952, walking down the road
in Bangkok, it came to me suddenly that both
problems have the same solution. Throw away
the neoclassical assumption that the quantity of
labour is fixed. An ‘unlimited supply of labour’
will keep wages down, producing cheap coffee in
the first case and high profits in the second case.
The result is a dual (national or world) economy,
where one part is a reservoir of cheap labour for
the other. The unlimited supply of labour derives
ultimately from population pressure, so it is a
phase in the demographic cycle. (Lewis 1979,
p. 397)
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This key insight launched Lewis on the journey
that led to his famous article. Spelling out the
implications of his insight led him to use the
term ‘dualism’ to describe economies in which
there are differences between industrial and agri-
cultural sectors that cannot be adequately
explained by differences in production technolo-
gies or in factor endowments, in the manner nor-
mally used by economists.

The Lewis Model

Lewis identified three such differences between
industry and agriculture, which we term
‘asymmetries’ in this article (following Kanbur
and McIntosh 1987).

First, there are technological differences
between the sectors. Labour is used in each sector.
In agriculture it is combined with land in produc-
tion, whereas industrial goods are produced by
combining labour with reproducible capital.
Moreover, industrial goods can be consumed or
invested, whereas agricultural goods can only be
consumed.

Second, there are organizational differences
between the sectors. The large, rural agricultural
sector functions on traditional lines and is pri-
marily based on subsistence; industrial produc-
tion happens in a modern, market-oriented
sector, located in towns and cities. There is ‘an
unlimited supply of labour, available at
[a] subsistence wage’ (Lewis 1954, p. 139) to
both sectors. Lewis interprets the word ‘subsis-
tence’ broadly. The level of the wage is deter-
mined in some way by conventions in the
underdeveloped agricultural sector. Lewis is
non-committal as to whether wages in this sector
are set according to actual subsistence needs, or
living standards, or workers’ average product.
The central idea is that workers are paid above
their marginal product. Labour can be trans-
ferred from agricultural sector to the industrial
sector by the migration of workers to towns and
cities. The overall stock of labour in the economy
is normally fixed in supply (though Lewis, like
Ricardo, did sometimes allow for Malthusian
features). Workers in the cities are paid not

much more than the subsistence wage, although
there may be a gap, as discussed below.

Third, and finally, there are differences in the
behaviour of the actors in the two sectors. Capitalists
in the industrial sector save all their profits, because
they are ambitious. Workers save nothing, in either
sector, because they are poor (Lewis describes them
as not belonging to the ‘the saving class’ – 1954,
p. 157). And landlords in agriculture are assumed to
consume all their income, which comes to them to
the extent that agricultural workers receive a wage
below their average product.

The general story is this: the profits in the
modern, capitalist, sector create a growing supply
of savings. This finances the formation of an
increasing stock of capital, which is used to
employ more and more labour in the urban
workforce.

We can explain the story in detail, using a
simplified version of the model. To do this we
make four sets of extreme assumptions. (a)
There is ‘pure’ surplus labour, by which we
mean that the marginal product of workers with-
drawn from agriculture is zero. Wages initially
consist only of agricultural goods, the level of
wages per worker is exogenous, and workers are
indifferent between working in industry and in
agriculture at the same wage. (b) When one indi-
vidual worker leaves agriculture and no longer
needs to be rewarded there, then all the increase
in the agricultural surplus (that is, all the increase
in the total of food produced minus the total of
wages paid to agricultural workers) accrues to
landlords and is spent by them on consumption
of industrial goods. (c) Industrial capitalists
employ labour up to the point at which the mar-
ginal physical product of labour is equal to the
cost of the wage, measured in industrial goods. (d)
All industrial profits are saved and then invested
in industrial production.

Given these assumptions, there are two steps to
the argument. First, given assumptions (a), (c) and
(d), the rate of growth depends negatively on the
relative price of agricultural goods in terms of
industrial goods. This is because an increase in
food prices raises the cost of the wage per worker
in terms of steel, causing less labour-intensive
methods of production to be adopted, that is,
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causing production to become more capital inten-
sive. As a result of this, any given amount of
savings, and the accumulation of capital that it
causes, will ‘go less far’ in employing labour in
industry, and, as a result, industrial output will
grow less rapidly. Second, assumptions (a) and
(b) determine the relative price of agricultural
goods, in the following way: the accumulation of
capital in industry increases the demand for indus-
trial workers, who must be transferred from agri-
culture. The relative price of agricultural goods
will need to be high enough to induce the workers’
landlords to offer up those agricultural goods that
they would have paid to the transferred workers
but now receive as surplus, so as to receive indus-
trial goods for consumption in exchange. Such
trade enables workers to be paid in industry,
where they now work. As Lewis (1954, p. 188)
says, ‘the capitalists need the peasants’ food, and
... the demand for food is inelastic’.

Clearly, the relative prices of industrial and
agricultural goods, and the growth rate of the
economy, are jointly determined in this process –
as Lewis’s intuition had suggested to him. And it
will clearly be true that the relative price of agri-
cultural goods will need to be less high – and so
the rate of growth will be higher – the lower is the
price of agricultural goods required for landlords
to release their surplus in exchange for consum-
able industrial goods.

Note that the share of income that accrues to
industrial capitalists will increase during the
growth process, as the capitalist sector grows in
size. This suggested to Lewis (1954, p. 155) that a
growth process of this kind might help to solve
what he called the ‘central problem’ of develop-
ment: the need to raise the savings rate enough to
enable rapid growth to take place. In this model it
is necessary to transfer labour into industry, in
order to increase the overall savings rate of the
economy. This is due to the behavioural assump-
tion that agricultural income is not saved; we
revisit this assumption below. Interestingly –
from today’s point of view – Lewis thought that
a savings rate of ten to twelve per cent might be
sufficient to achieve the ‘rapid capital accumula-
tion’ that he believed integral to the process of
development (Lewis 1954, p. 155). Note also that

increasing inequality is a frequent, if not neces-
sary, correlate to this rising savings share, at least
in the early stages of development (see, for exam-
ple, Fei et al. 1979). This story thus also provides
an explanation of the ‘Kuznets curve’.

Generalizations

Lewis does sometimes enlist the extreme simpli-
fications made above. They correspond most
closely to those made by Gustav Ranis and John
C. H. Fei (1961), who used them to explain, more
formally than Lewis did, what they call the ‘first
phase’ of economic development – a phase in
which there is ‘pure’ surplus labour. But Lewis
also hints at many ways in which these assump-
tions could be relaxed. Ranis and Fei, along with
Dale W. Jorgenson (and many others), went on to
consider the implications of dualism when there
are sectoral asymmetries different from those
outlined above. In what follows, we consider a
number of these extensions.

The first, andmost fundamental, generalization
of Lewis’s model was made by Ranis and Fei
(1961), who demonstrated that the dualistic
framework continued to give insight into the pro-
cess of economic growth even when the condition
of pure surplus labour does not hold. They initi-
ated a large body work on this question by exam-
ining the microeconomic foundations of surplus
labour and exploring what occurs when these
conditions come to an end. This occurs when a
sufficient number of workers have been removed
from agriculture for the marginal productivity of
the remaining agricultural workers to become pos-
itive. As a result, agricultural output declines as
further workers leave. (This may happen even if
there is technological progress in agriculture, pro-
viding that this progress is not sufficient to fully
compensate for lost labour.) Consequently, the
marginal agricultural surplus per worker, which
accrues to landlords as each worker leaves – and
which is traded by landlords for industrial goods –
begins to decline, even if the wage per worker
(measured in terms of agricultural goods) is exog-
enous. This means that the cost of labour to indus-
try, measured in terms of industrial goods, will
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begin to rise above the level described in the
sketch above – thereby constraining the rate of
growth. This is the ‘first turning point’ identified
by Ranis and Fei. It corresponds to the onset of
Ricardo’s ‘dismal’ diminishing returns. Ranis and
Fei label what happens beyond this point as the
‘second phase’ of economic development. In that
phase the economy is characterized by ‘disguised
unemployment’, since labour in agriculture is still
paid more than its marginal product.

Lewis himself was accused of not allowing for
this possibility, even though he had written that
the existence of zero marginal product is ‘not... of
fundamental importance to our analysis’ (Lewis
1954, p. 142). This accusation led to what Lewis
later called an ‘irrelevant and intemperate contro-
versy’ about the existence, or not, of ‘pure’ sur-
plus labour (Lewis 1972, p. 77). Ranis (2003, p. 8)
agrees with Lewis’s self-defence: in a retrospec-
tive assessment, he describes the postulation of a
‘pure’ labour surplus as a red herring. Amartya
Sen (1966) helpfully clarifies the debate about this
issue.

Growth becomes more difficult in this second
stage of development. Recall that Lewis argues
that the real wages per worker, and the level of
welfare per worker, do not fall as growth pro-
ceeds. But growth is driven by the transfer of
labour from agriculture to industry, which, in
this second phase, causes agricultural output to
fall. As a consequence of this the relative price
of agricultural goods rises, and real wages can
remain constant only if workers are able to sub-
stitute towards industrial goods in such a way as to
avoid any damage to their welfare.

The Agricultural Sector as a Constraint
on Growth

To highlight the essential role of such substitution,
Mukesh Eswaran and Ashok Kotwal (1993)
assume an extreme version of Engel’s law. Con-
sumers are assumed to spend all their income on
food until they reach a particular threshold level of
consumption, when they become sated with food.
Beyond this point all further increases in con-
sumption are devoted to industrial goods. At the

same time they assume that labour always has a
positive marginal product in agriculture. Under
these assumptions, if workers remain so poor
that they are not sated with food, then the transfer
of labour across sectors – and therefore accumu-
lation of industrial capital – becomes impossible.
The inability of the poor to ‘eat shirts’ – an
extreme version of what Ranis (2003) describes
as the ‘product’ dimension of dualism – becomes
a constraint on whether savings can lead to devel-
opment. (And this constraint will bind quite inde-
pendently of how high the marginal physical
product of labour is in industry.) Any attempt to
increase savings rates, in the manner desired by
Lewis, so as to draw labour out of agriculture,
would fail in these circumstances. The withdrawal
of labour would lead to a reduction in the supply
of food per worker – the only thing that matters for
workers’ real wages – and so to a shortage of food.
That shortage would turn the terms of trade
against industry, depressing industrial profits and
savings until the downward pressure on the sup-
ply of food had been removed, or until growth has
ceased. As a result, all the gains from any increase
in industrial production would accrue, in the form
of lower prices, to those who consume industrial
goods, rather than enabling growth, as in the
Lewis model. It is thus clear that an important
influence on whether development can proceed
under dualism is the ability to shift workers’
demands away from agricultural goods.

Of course, in a small, open, economy, the rel-
ative prices of tradables will be tied down, and the
economy can respond to any developing shortage
of food simply by exporting manufactures and
importing food. That was Ricardo’s insight, over
100 years earlier, about the gains to Britain from
the abolition of the Corn Laws; Lewis’s model of
dualism in the world economy also incorporates
such trade. But Lewis (1972, p. 94) cautions that
there may be limits to this if export prices are not
really exogenous, and if, instead, the county needs
to cheapen its exports to pay for the imports of
food – and other goods – that it will need as it
grows. Perhaps partly because of this, Lewis
(1954, p. 176) argues that a country which
exhausts its surplus labour supply might instead
export its savings, investing in industrial
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development in countries where the surplus
labour condition continues to hold, and so
enabling the output of manufactured goods to
grow without driving down the rate of profit. In
addition, the country might import labour from
these countries. In this way Lewis’s early contri-
butions anticipated, and fed into, debates about
the roles of outsourcing and immigration in con-
temporary globalization.

Jorgenson (1961) further develops the study of
the dynamics of a dualistic economy in this sec-
ond phase of development – when there is a
positive marginal product of labour in agriculture
and disguised unemployment. He incorporates a
Malthusian perspective, by supposing that popu-
lation growth is increasing in the amount of food
consumed per capita, up to a biological ceiling
that corresponds to the food-consumption thresh-
old of Eswaran and Kotwal. This has the conse-
quence that too rapid a rate of growth of
population can cause a Malthusian trap by pre-
venting the emergence of any significant agricul-
tural surplus. Growth of manufacturing activity,
such as that analysed by Lewis, can then be
sustained only if technological progress in agri-
culture enables food production to outstrip popu-
lation growth. (Capital accumulation in
agriculture could have a similar effect in a
model more general than that used by Jorgenson.)
Only then can an agricultural surplus emerge, and
grow, and so only then can labour progressively
move away from agriculture. If this does not
happen, then any increases in profits, savings
and capital accumulation in industry become
self-defeating, since they turn the terms of trade
against industry and so bring down profits and
savings, and bring growth to an end, in the way
described two paragraphs above.

As stressed by Avinash Dixit (1973, p. 346),
such a model focuses on ‘the constraint on growth
imposed by the rate of release of labour from
agriculture’, whereas in Lewis’s model the focus
had been on the ability of capital accumulation in
industry to soak up the surplus labour force in
agriculture. Nevertheless, as Dixit notes, growth
paths in the two models will produce similar out-
comes. In particular, in both models one would
observe an endogenous rise in the savings rate as

development proceeds. And in both models, it
may be the case that any attempt to foster growth
in industry, by a ‘big push’ to save more, is self-
defeating. (This can be true in Jorgenson’s model,
and as we saw above, it can also be true beyond
the ‘first stage’ of growth in the Lewis model, if it
is not possible to induce workers to substitute
away from agricultural goods.) This is why
Jorgenson thought of increases in savings rates
as an outcome of development, not as a policy
tool which can be used to promote development
(Jorgenson 1961, p. 328).

It is worth contrasting this view of potential
‘development traps’ with that which had been put
forward in the 1940s by Paul Rosenstein-Rodan
(1943), who built on his experience of eastern
Europe. Rosenstein-Rodan’s viewpoint also
came from thinking about the interaction between
agriculture and industry; like Lewis, he argued
that development could only come to an agricul-
tural economy through a process of industrializa-
tion. This, he argued, is because only industrial
capitalists could afford to pay for the large fixed
costs that are necessary to enable them to produce
goods in a modern way, with low marginal costs.
But if most people live in an impoverished agri-
cultural sector then this would constrain their
incomes, and so would limit their demand for
modern industrial goods. That might make it
unprofitable to make the required investment,
and so might thwart the process of development.
Here, just as for Lewis, a shortage of savings can
be the problem of development. But by contrast
with Lewis, a big push might fix it, since, roughly
speaking, if all capitalists invested at once and
paid their workers higher wages, then the demand
for industrial goods would grow, making the
investment worthwhile. This insight gave birth
to the other great analytical engine of develop-
ment economics, subsequently formalized by
Kevin M. Murphy, Andrei Shleifer and Robert
W. Vishny (1989) and Kiminori Matsuyama
(1991), and well explained by Paul Krugman
(1993). Since the pecuniary externalities that
allow an economy to escape from a development
trap are accessible only in the ‘modern’ sector,
asymmetries between sectors are also central to
this view.
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Further Aspects of Labour Transfer

The Lewis model was also generalized to explain
the gap between the wage paid in the rural sector
and that paid in the urban sector and to explore the
consequences of such a gap. Lewis himself (1954,
p. 150) acknowledged the existence of a wage
gap, and suggested that it may result from the
psychological costs of lifestyle changes, from
the need to reward skills accumulated in the
urban sector, or from the ability of workers in
cities to bargain for higher wages. (This is partic-
ularly relevant when we recognize that the urban
sector includes government employment and
some services.) Subsequent authors took up this
question, arguing, for example, that wage premia
may arise because they lead to greater productiv-
ity through effects on health or employee motiva-
tion (for example, Dasgupta and Ray 1986;
Shapiro and Stiglitz 1984).

The consequences of such a gap, for the pro-
cess of labour transfer from agriculture to indus-
try, were set out in the celebrated work of John
Harris and Michael P. Todaro (1970). It may be
that a wage floor in the urban formal sector pre-
vents the market from clearing there. If a wage
floor operates, then workers who choose to leave
the rural sector face the prospect of receiving an
urban wage which is above that of the rural sector,
if they get employed, but also face some proba-
bility of becoming unemployed. In the simplest
version of this model, equilibrium occurs when
labour migration equalizes expected income
across sectors – an outcome in which the rural
wage equals a weighted average of the incomes
received by employed and unemployed urban
workers, weighted according to the probability
of unemployment in the urban sector. Even with-
out this extreme outcome, there are important
policy implications in such a model. The more
elastic is labour supply to the urban sector with
respect to expected income there, the greater the
amount of urban unemployment that will be
induced by any policies that increase urban
wages. This incorporation of urban unemploy-
ment into the model also enables one to begin to
discuss the growth of a third sector: the production
of services in cities (see Fields 1975). Roughly

speaking, we can say that services get produced
by (some of) those whomigrate to cites, but do not
get a job in manufacturing.

It is clear that the expansion of the industrial
sector will ultimately take the economy beyond
the second phase of economic development, in
which there is disguised unemployment. This is
because withdrawal of labour from agriculture
will eventually reach the point at which the mar-
ginal product of the remaining labour rises to
equality with the subsistence wage. Ranis and
Fei call this a ‘second turning point’. At this
point the marginal worker, offered a subsistence
wage, can now instead offer his or her labour to a
higher bidder. From then on the wage (measured
in agricultural goods) will begin to rise in both
sectors as growth continues. We can say that the
‘dualistic’ structure of the economy then comes to
an end, in that the rural economy becomes ‘com-
mercialized’. (Something similar, too, will happen
in any services sector.) That leads one back to a
labour-scarce economy, the analysis of which is
better suited to neoclassical theory. A two-sector
neoclassical growth model – something like the
model of Hirofumi Uzawa (1961, 1963) –may be
a better way to think about growth in these
circumstances.

One key strand of the story of dualism that we
have been telling is the assumption that capital-
ists save, but workers (and landlords) do not.
Lewis’s explanation of this asymmetry is largely
behavioural. But such differences in savings
rates between the traditional and the modern
sectors might also be explained institutionally,
by means of credit-market imperfections. If a
technological asymmetry precludes investment
in rural areas, and if limited financial develop-
ment means that rural residents lack access to
investment opportunities in manufacturing, then
the agricultural surplus will not be used directly
to finance investment. Moreover, typical charac-
terizations of credit-market imperfections high-
light the moral hazard problems that persist in
rural areas because the poor there are unable to
provide the kind of collateral required for formal-
sector loans. (Small rural landholdings are of
limited use as collateral.) Such lack of collateral
stands as a barrier to borrowing, even though
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loans might be used to facilitate growth by pro-
moting education, or capital accumulation, or
technical progress in agriculture. (See Ray
1998, for a summary of these arguments.) By
contrast, Abhijit Banerjee and Andrew Newman
(1998) provide an alternative perspective,
emphasizing a sectoral asymmetry in the infor-
mational dimensions of credit-market imperfec-
tions, and showing how this can affect the
willingness of individual workers to migrate in
a dualistic economy. They present a model in
which there is access to credit for consumption
in rural areas. Given that workers have limited
collateral wherever they live, a crucial determi-
nant of their access to credit is the amount of
information that lenders have about prospective
borrowers. In contrast with the relative anonym-
ity of urban life, small communities of the rural
sector may provide superior information about
borrowers, and thus foster lending. Banerjee and
Newman show that dualism, characterized in
terms of this differential severity of information
asymmetries, might lead to a suboptimal alloca-
tion of labour across sectors. By financing con-
sumption in the rural sector, rural credit might
actually provide an incentive for labour to remain
there; this incentive could offset the relatively
high wages of the modern sector and could
thereby impede the development process. Their
paper suggests – at the least – that the lens of
asymmetric information can shed useful light on
the development of such economies.

Defining Characteristics of Economic
Dualism

We conclude by noting that we have described a
number of reasons for differences between the
industrial and agricultural sectors of a developing
economy. Just as in Lewis’s original article, all
these differences go beyond mere asymmetries in
production technologies or factor endowments
between the sectors. This is why, following Ravi
Kanbur and James McIntosh (1987), we would
not normally describe the two-sector growth
models of Uzawa (1961, 1963) as models of dual-
ism, even though in those models the two sectors

have different factor intensities. Nor would we say
that that the two-sector Hecksher–Ohlin model of
international trade is a model of a dualistic
economy – even when its two sectors have differ-
ent factor intensities, and even when the two sec-
tors are labelled ‘agriculture’ and ‘industry’.
Furthermore, although the specificity of factors
to sectors appears central to Lewis’s set-up (with
land specific to agriculture and capital specific to
industry), this feature does not seem to be suffi-
cient to merit the label of ‘dualism’. Thus, for
example, we would not regard the short-run ver-
sion of the Heckscher–Ohlin trade model pre-
sented by J. Peter Neary (1978), with factors
specific in each of the two sectors, as portraying
a dualistic economy.

Instead, we would argue that the defining char-
acteristic of modern theories of economic dualism
lies – just as it did in Lewis’s article – in a focus on
sectoral asymmetries that are not simply techno-
logical. For Lewis, and for Ranis and Fei, there
were organizational differences between sectors –
in that wages were assumed to be determined by
institutional factors in the agricultural sector – and
behavioural differences between sectors – in that
those in the rural sector were assumed to be
unwilling to save, while capitalists were assumed
to save everything. A focus on these features
might imply that ‘pull’ factors drive labour trans-
fer, and hence economic growth, in a dualistic
economy. But since Lewis, economists studying
economic development have explored alternative
asymmetries between sectors and have reached
different conclusions. The model of Eswaran and
Kotwal, in which the defining asymmetries are
product asymmetries – an assumption that all
income is spent on agricultural goods until some
threshold – highlights the need for labour produc-
tivity increases in agriculture to avoid stagnation
of real wages. This is a need that persists even in
the presence of rising productivity in industry.
Jorgenson, who coupled such a view with a dem-
onstration that Malthusian pressures can prevent
income from ever rising above this threshold,
showed clearly that growth can be constrained
unless the ‘push’ factor of growth in agricultural
technology is strong enough. Baneijee and New-
man, by contrast, have emphasized that
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informational asymmetries between traditional
and modern sectors can constrain the growth
process.

We thus believe that, in the study of any
particular economy, it is important to understand
which asymmetries impose binding constraints
on growth. Different constraints imply the need
for different policies. But identifying the relevant
asymmetries is even more important if we wish
to remove these underlying constraints them-
selves. Joseph Stiglitz has proposed that we do
just this, advocating what he calls ‘growth strat-
egies based on duality’s elimination’ (Stiglitz
1999, p. 56). Much empirical work is necessary
if we are to understand what such strategies
might require.

See Also

▶Labour Surplus Economies
▶Lewis, W. Arthur (1915–1991)

Bibliography

Banerjee, A.V., and A.F. Newman. 1998. Information, the
dual economy, and development. Review of Economic
Studies 65: 631–635.

Dasgupta, P., and D. Ray. 1986. Inequality as a determinant
of malnutrition and unemployment: theory. Economic
Journal 96: 1011–1034.

Dixit, A. 1973. Models of dual economies. In Models of
economic growth: Proceedings of a conference held by
the international economic association at Jerusalem,
ed. J.A. Mirrlees and N.H. Stern. London: Macmillan.

Domar, E.D. 1946. Capital expansion, rate of growth, and
employment. Econometrica 14: 137–147.

Eckaus, R.S. 1955. The factor proportions problem in
underdeveloped areas. American Economic Review
45: 539–565.

Eswaran, M., and A. Kotwal. 1993. A theory of real wage
growth in LDCs. Journal of Development Economics
42: 243–269.

Fei, J.C.H., G. Ranis, and S.W.Y. Kuo. 1979. Growth with
equity: The Taiwan case. Oxford: Oxford University
Press.

Fields, G.S. 1975. Rural-urban migration, urban unem-
ployment and underemployment, and job-search activ-
ity in LDCs. Journal of Development Economics 2:
165–187.

Findlay, R. 1980. On W. Arthur Lewis’ contributions to
economics. Scandinavian Journal of Economics 82:
62–79.

Harris, J.R., and M.P. Todaro. 1970. Migration, unemploy-
ment and development: A two-sector analysis. Ameri-
can Economic Review 60: 126–142.

Harrod, R.F. 1939. An essay in dynamic theory. Economic
Journal 49: 13–33.

Hicks, J. 1965. Capital and growth. Oxford: Oxford Uni-
versity Press.

Higgins, B. 1956. The ‘dualistic theory’ of underdeveloped
areas. Economic Development and Cultural Change 4:
99–115.

Jorgenson, D.W. 1961. The development of a dual econ-
omy. Economic Journal 71: 309–334.

Kanbur, R., and J.McIntosh. 1987. Dual economies. In The
new Palgrave: A dictionary of economics, ed. J.
Eatwell, M. Milgate, and P.K. Newman, vol.
1. London: Macmillan.

Krugman, P. 1993. Toward a counter-counterrevolution in
development theory. In Proceedings of the World Bank
Annual conference on development economics, 1992:
Supplement to the World Bank economic review and the
World Bank research observer, ed. L.H. Summers and
S. Shah. Washington, DC: World Bank.

Lewis, W.A. 1953. Report on industrialisation and the
Gold Coast. Accra: Government Printing Department.

Lewis, W.A. 1954. Economic development with unlimited
supplies of labour. Manchester School 28: 139–191.

Lewis, W.A. 1955. The theory of economic growth.
London: Allen & Unwin.

Lewis, W.A. 1972. Reflections on unlimited labour. In
International economics and development: Essays in
honour of Raul Prebisch, ed. L.E. di Marco. London:
Academic.

Lewis, W.A. 1978. Growth and fluctuations, 1870–1913.
London: Allen & Unwin.

Lewis, W.A. 1979. Autobiography. In Lindbeck (1992).
Also online. Available at http://nobelprize.org/nobel_
prizes/economics/laureates/1979/lewis-autobio.html.
Accessed 9 Jan 2007.

Lindbeck, A., ed. 1992.Nobel lectures: Economic sciences
1969–1980. Singapore: World Scientific Publishing.

Matsuyama, K. 1991. Increasing returns, industrialization,
and the indeterminacy of equilibrium. Quarterly Jour-
nal of Economics 106: 617–650.

Murphy, K.M., A. Shleifer, and R.W. Vishny. 1989. Indus-
trialization and the big push. Journal of Political Econ-
omy 97: 1003–1026.

Neary, J.P. 1978. Short-run capacity specificity and the
pure theory of international trade. Economic Journal
88: 488–510.

Pasinetti, L. 1974. Growth and income distribution –
Essays in economic theory. Cambridge: Cambridge
University Press.

Preobrazhensky, E. 1924. The new economics. Trans.
B. Pearce. Oxford: Clarendon Press, 1965.

Ranis, G. 2003. Is dualism worth revisiting? Discussion
Paper No. 870. Economic Growth Center, Yale
University.

Ranis, G., and J.C.H. Fei. 1961. A theory of economic
development. American Economic Review 51: 533–565.

3072 Dual Economies

https://doi.org/10.1057/978-1-349-95189-5_1044
https://doi.org/10.1057/978-1-349-95189-5_878
http://nobelprize.org/nobel_prizes/economics/laureates/1979/lewis-autobio.html
http://nobelprize.org/nobel_prizes/economics/laureates/1979/lewis-autobio.html


Ray, D. 1998. Development economics. Princeton:
Princeton University Press.

Rosenstein-Rodan, P. 1943. Problems of industrialisation
of eastern and south-eastern Europe. Economic Journal
53: 202–211.

Sah, R.K., and J.E. Stiglitz. 1984. The economics of
price scissors. American Economic Review 74:
125–138.

Sen, A. 1966. Peasants and dualism with or without
surplus labour. Journal of Political Economy 74:
425–450.

Shapiro, C., and J.E. Stiglitz. 1984. Equilibrium unem-
ployment as a worker discipline device. American Eco-
nomic Review 74: 433–444.

Solow, R.M. 1956. A contribution to the theory of eco-
nomic growth. Quarterly Journal of Economics 70:
65–94.

Stiglitz, J.E. 1999. Duality and development: some reflec-
tions on economic policy. In Development, duality, and
the international economic regime: Essays in honor of
Gustav Ranis, ed. G. Saxonhouse and T.N. Srinivasan.
Ann Arbor: University of Michigan Press.

Swan, T.W. 1956. Economic growth and capital accumu-
lation. Economic Record 32: 334–361.

Uzawa, H. 1961. On a two-sector model of economic
growth. Review of Economic Studies 29: 40–47.

Uzawa, H. 1963. On a two-sector model of eco-
nomic growth II. Review of Economic Studies 30:
105–118.

Dual Track Liberalization

Yingyi Qian

Abstract
Dual track liberalization is a reform strategy
in which a market track is introduced while
the plan track is maintained at the same time.
Dual track liberation is Pareto improving in
the sense that it makes some people better off
without making anybody worse off. Because
prices are liberalized at the margin, dual track
liberalization can also achieve efficiency.
China used the dual track reform strategy in
liberalizing many markets such as the mar-
kets of agricultural goods, industrial goods,
consumer goods, foreign exchange, and
labour, as well as in creating special eco-
nomic zones.

Keywords
Allocative efficiency; China, economics in;
Compensatory transfers; Corruption; Dual
track liberalization; Foreign exchange control;
Market liberalization; Pareto efficiency; Plan-
ning; Price control; Price liberalization;
Rationing; Rent seeking; Special economic
zones (China)

JEL Classification
P3

Dual track liberalization is a reform strategy of
market liberalization in which a market track is
introduced while the plan track is maintained at
the same time. Under the plan track, economic
agents are assigned rights to and obligations for
a fixed quantity of goods and services at fixed
planned prices as specified in the pre-existing
plan. Under the market track, economic agents
can participate in the market at free market prices,
provided that they fulfil their obligations under the
pre-existing plan. The essential feature of the dual
track strategy to market liberalization is that prices
are liberalized at the margin while inframarginal
plan prices and quotas are maintained for some
time before being phased out. Although the dual
track reform strategy is widely adopted in China
during its transition from plan to market, it is also
used in other countries. For example, when intro-
ducing new legislation, a ‘grandfathering’ clause
is often adopted to protect existing interests,
which is a form of the dual track approach to
reform.

Analysis of dual track liberalization follows
two lines of approach. The first focuses on its
Pareto-improvement property, that is, dual track
liberation makes nobody worse off while it makes
somebody better off – and therefore it has a polit-
ical advantage in implementing reforms. Most
efficiency-improving market liberalization
reforms potentially create winners and losers,
despite the fact that, in theory, efficiency gains
should be large enough to allow the potential
losers to be compensated. For example, the single
track approach to liberalization (that is, where all
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the prices are freed at once) in general cannot
guarantee an outcome without losers. Dual track
liberalization means that planned quantity con-
tinues to be delivered at plan price but any addi-
tional quantity can be sold freely in the market.
With the dual track, the surpluses of the rationed
users and the planned suppliers remain exactly the
same. The purpose of maintaining the plan track is
to provide implicit transfers to compensate poten-
tial losers frommarket liberalization by protecting
status quo rents under the pre-existing plan. On
the one hand, the introduction of the market track
provides the opportunity for economic agents who
participate in it to be better off. At the same time,
the new users and suppliers outside the plan are
also better off. Therefore, the intuitive appeal of
dual track liberalization for reformers lies pre-
cisely in the fact that it represents a mechanism
of the implementation of a reform without creat-
ing losers (Lau et al. 2000).

The second approach focuses on the efficiency
property of dual track liberalization. Pareto-
improvement property implies that it always
improves efficiency. This is independent of other
assumptions, for example, as to whether the mar-
ket is competitive or not. In contrast, the single
track approach to liberalization may improve effi-
ciency under perfect competition, but may not
improve efficiency if the market is monopolistic
(Li 1999). Themore subtle and deeper point is that
the dual track approach to liberalization may
achieve allocative efficiency, despite the fact that
it appears inefficient, by maintaining the ineffi-
cient planned track. The fundamental reason is
that the compensatory transfers, which are implic-
itly embodied in the planned track, are
inframarginal, and thus the distortion can be
avoided.

To see this we look at the special case where
the pre-reform status quo features efficient ration-
ing and efficient planned supply in the sense that
the planned output is allocated to users with the
highest willingness to pay and the planned supply
is delivered by suppliers with the lowest marginal
costs. Nevertheless, the price of the good is fixed
at an artificially low level and the production
quota is fixed below market equilibrium (Fig. 1).
When the market track is introduced into this

setting, it is clear that the market equilibrium
quantity and price would be identical to the case
without the planned price and quota to start with.
Therefore, dual track liberalization achieves effi-
ciency. Notice that efficiency is achieved without
making anyone worse off. Indeed, the rents
enjoyed by the buyers under rationing (area A in
Fig. 1) are preserved under dual track liberaliza-
tion, but would be lost under single track
liberalization.

In a more general case of inefficient rationing
and/or inefficient planned supply, efficiency can
still be achieved provided market liberalization is
full, in the sense that market resales of plan-
allocated goods and market purchases by
planned suppliers for fulfilling planned delivery
quotas are permitted after the fulfilment of the
obligations of planned suppliers and rationed
users under the plan. This removes any ineffi-
ciency associated with the original planned
prices and quotas and makes imputed rents
under planning inframarginal. This type of trans-
action takes many forms in practice, for example,
subcontracting by inefficient planned suppliers
to more efficient non-planned suppliers, and
labour reallocation when workers in inefficient
enterprises keep the housing while taking a new
job in more efficient firms. In both examples,
after fulfilling the obligations under the plan
(planned delivery of supply and welfare support
through housing subsidies), the market track
functions to undo the inefficiency of the plan
track.

P

Q

Pm

Qm

Pp

Qp

A

Dual Track Liberalization, Fig. 1 The case of efficient
supply and efficient rationing
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This above partial equilibrium analysis can be
generalized to a general equilibrium mode (Lau
et al. 1997). Efficiency requires full market liber-
alization under which market resales, sub-
contracting, and market purchases for redelivery
are all allowed. Indeed, the distinction between
limited and full market liberalization is a major
difference between Lau et al. (1997) and Byrd
(1991), and others who have studied the dual
track approach.

If such resales and purchases are not allowed or
cannot be achieved, then dual track liberalization is
limited and efficiency in general cannot be
achieved, although it can be improved. Of course,
in the special case discussed above with efficient
supply and efficient rationing, dual track with lim-
ited market liberalization is the same as dual track
with full market liberalization. In general, dual
track limited market liberalization need not be the
same as dual track full market liberalization.

Sometimes dual track liberalization of the
market takes the following sequential form: in a
first stage, limited market liberalization is
implemented, and then in a second stage full mar-
ket liberalization is implemented. In the first stage,
going from a centrally planned economy to lim-
ited market liberalization, Pareto improvement is
clearly attained, but efficiency cannot be
guaranteed. Specifically, limited market liberali-
zation generally leads to inefficient over-
production due to market entry. In the second
stage, when full liberalization is introduced, effi-
ciency is attained but Pareto improvement may
not be. This is because the second-stage full mar-
ket liberalization implies efficiency, and thus there
must be a production contraction and some people
have to reduce production and are made worse off.
Therefore, the sequential dual track liberalization
may result in some opposition to further reforms
after the first and before the second stage, while
the dual track full market liberalization that is
implemented in one stroke will not. Nevertheless,
it is also clear that, even under the sequential dual
track liberalization, there are no losers at the end
of the second stage compared with the status quo
before the reform.

The dual track approach to market liberaliza-
tion is an example of reform making the best use

of existing information and institutions. First, it
utilizes efficiently the existing information
embedded in the original plan (that is, existing
rents distribution) and its implementation does
not require additional information. Second, it
also enforces the plan through the existing plan
institutions and does not need additional institu-
tions. Enforcement of the plan track is crucial for
preserving pre-existing rents. However, contrary
to common understanding of the relationship
between state power and reform, state enforce-
ment power is needed here not to implement an
unpopular reform, but to carry out one that creates
only winners, without losers.

Economists sometimes find dual track liberal-
ization puzzling and counter-intuitive, for several
reasons. First, economists are used to the law of
one price: in a competitive setting, multiple prices
entail inefficiency. However, in dual price liberal-
ization, the planned price comes together with
planned quantity, when they are fixed, they do
not entail inefficiency, at least not additional inef-
ficiency. Second, dual track resembles price con-
trol, which is associated with inefficiency and rent
seeking. But dual track is not price control; on the
contrary, it is a move towards price liberalization.
An important difference between the plan track
under dual track and price control is that the plan
track embodies both fixed prices and fixed quan-
tities; it is a package of price and quantity control,
not just price control. Under pure price control,
the government fixes only prices, but not quanti-
ties. Third, to reformers, dual track seems a partial
reform and not a complete reform. This is true
under dual track with limited market liberaliza-
tion, but not true with full market liberalization.
Although dual track with limited market liberali-
zation does not achieve efficiency, it improves
efficiency and makes nobody worse off.

Dual track liberalization requires enforcement
of the rights and obligations under the plan track.
In fact, enforcement of the plan track alone would
prevent any decline in aggregate output. Can the
plan track be enforced? With a collapsing govern-
ment, it cannot. But enforcing the pre-existing
plan is informationally much less demanding for
the government than drawing up a new plan.
Under central planning, the information
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requirement for drawing up a plan is huge.
Enforcing a pre-existing plan is different. In fact,
the dual track approach uses minimal additional
information as compared with other possible com-
pensation schemes that may be used with other
approaches to reform. Compliance with the plan
by economic agents depends on their expectations
of the credibility of state enforcement. If state
enforcement is not credible, then the economic
agents will have no incentive to fulfil their plan
obligations. If people think that they are not going
to receive the plan- mandated deliveries at plan
prices, they will not make the plan-mandated sales
at the fixed plan prices. In that case, dual track
liberalization degenerates to single track
liberalization.

Lack of enforcement of the plan track may
result in supply diversion as analysed by Murphy
et al. (1992). These authors studied a partial
reform model with the following two crucial
assumptions: (i) suppliers are free to sell to all
users, and (ii) buyers who are not covered by the
plan can freely purchase inputs at any price, but
buyers who are covered by the plan are not allo-
wed to purchase inputs above the plan price. This
partial reform model differs from the dual track
liberalization model in an important respect: there
is no plan delivery quota enforced on the
suppliers.

In their model, partial reform may lead to inef-
ficient supply diversion to such an extent that the
outcome can be worse than that without reform.
Therefore, the partial reform is not only not Pareto
improving, but also total welfare reducing. Con-
sider the case where the initial condition is also
characterized by efficient rationing and efficient
supply as shown in Fig. 1, where the planned price
Pp is below the market clearing level Pm. Then,
after the partial liberalization as defined above,
suppliers can sell the good freely to the highest
bidders. While the firms under the plan are forced
to buy the good at price Pp, the firms outside the
plan are free to buy the good at any price. Then
they will bid the good for price Pp + ewhere e is a
positive but small number. Because the firms
under the plan are constrained to pay Pp, an
amount will be diverted from them to those not
covered by the plan. Because the willingness to

pay from those not covered by the plan is lower
than those covered by the plan (by the assumption
of efficient rationing), this kind of partial reform
induces a net efficiency loss. While the sector not
covered by the plan gains, the sector covered by
the plan loses, and the total welfare effect is
unambiguously negative. Although the assump-
tion of efficient rationing and efficient supply
under central planning is too strong, the result of
inefficient supply diversion under partial reform
remains valid with weaker conditions about initial
rationing and supply.

So which model is more relevant? It depends
on the quota enforcement capability of the gov-
ernment. A good enforcement capability makes
the dual track liberalization model of Lau, Qian
and Roland more relevant, while a poor enforce-
ment would make the partial reform model of
Murphy, Shleifer, and Vishny more relevant. The
dual track liberalization model is motivated
mainly by the practice in China, where enforce-
ment has been reasonably good, while the partial
reform model is mainly motivated by the experi-
ences of the last years of the Soviet Union, when
the state enforcement power diminished quickly.

In China’s context, lack of quota enforcement
sometimes takes the following form. The govern-
ment may be unable to freeze the plan by creating
new quotas with (below market equilibrium)
planned price and giving windfall rents to some
people who are politically connected. This may
lead to corruption: firms find it easier to make
profits by lobbying the government for allocating
more input goods delivery at low planned prices,
without the corresponding obligations to deliver
low price outputs as under central planning. They
then sell the goods at the market price to receive
the windfall gains. This type of corruption is often
attributed to the dual track approach to liberaliza-
tion. Indeed, without the coexistence of the
planned prices and market prices, the above
form of corruption is not possible. By eliminating
the two prices, such form of corruption would
disappear. However, the essence of the problem
is the failure in the enforcement of the original
planned track. If the planned track is strictly
enforced, no new quotas should be created.
(On the other hand, full market liberalization
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allows for market arbitrage, which may increase
the welfare of those who were allocated with
goods at below-market prices. This is essential
for achieving efficiency. The difference is that
the potential rents are inherited from the previous
regime in this case, not from a new creation.)

Dual Track Liberalization in Practice

Studies of dual track liberalization focus mostly
on China, although other cases, such as that of
Mauritius, are also mentioned. The origin of the
dual track can be traced to the 1950s when China
had two prices for grain, the official price and
negotiated price. However, dual track approach
to market liberalization as a reform strategy was
used only after 1979, first in the agricultural goods
markets, and then in other markets (Byrd 1991;
Naughton 1995; Lau et al. 2000).

Agriculture Goods The agricultural reform in
China started with a dual track approach to market
liberalization. Under that reform, the commune
(and later the household) was assigned the respon-
sibility to sell a fixed quantity of output to the state
procurement agency as previously mandated
under the plan at predetermined plan prices and
to pay a fixed tax (often in kind) to the govern-
ment. It also had the right (and obligation) to
receive a fixed quantity of inputs, principally
chemical fertilizers, from state-owned suppliers
at predetermined plan prices. Subject to fulfilling
these conditions, the commune was free to pro-
duce and sell whatever it considered profitable,
and retain any profit. Moreover, the commune
could purchase from the market grain (or other)
output for resale to the state in fulfilment of its
responsibility. There was thus a full market
liberalization.

Between 1978 and 1988 state procurement of
domestically produced grain remained essentially
fixed, with 47.8 million tons in 1978 and 50.5
million tons in 1988. During that same period,
total grain output increased by almost one-third.
But the dual track approach to liberalization
applied to agricultural products other than grain:
between 1978 and 1990, the share of transactions

at plan prices in all agricultural goods fell from
94 to 31%, when the agricultural output in China
doubled. There was a huge supply response to the
introduction of the market track.

Industrial Goods The most noticeable and often
cited application of the dual track approach to
liberalization is to industrial goods (Byrd 1991;
McMillan and Naughton 1992). The Chinese gov-
ernment issued a document in May 1984 stipulat-
ing that there would be two forms of production in
state-owned enterprises: planned and
non-planned. Correspondingly, there were two
types of material supplies for enterprises, namely,
state allocation and free purchase. Prices of goods
in the former were fixed by the state and prices of
goods above quota quantity could be sold in the
market at price within a range up to 20% higher or
lower than of the planned price. In February 1985,
the 20% price cap was removed and the dual track
for industrial goods was formally in place
(Wu and Zhao 1987). As a result, the share of
transactions at plan prices, in terms of output
value, fell from 100% before the reform to 45%
in 1990.

Coal and steel are the two important industrial
commodities most tightly controlled under central
planning, and both coal and steel markets were
liberalized through the dual track approach. For
coal, China’s principal energy source, the planned
delivery led to some slight increases in absolute
terms during the 1980s, but the market track
increased dramatically from 293 million tons to
628 million tons over the same period – the supply
came mainly from small rural mines run by
Township–Village Enterprises. As a result, the
share of the plan allocation declined from 53%
in 1981 to 42% in 1990. For steel, the plan track
was quite stable in absolute terms during the
1980s, but the share of plan allocation fell from
52% in 1981 to 30% in 1990. In the cases of both
coal and steel, because the plan track was essen-
tially frozen, the economy was able to ‘grow out
of the plan’ on the basis of the expansion of the
market track (Naughton 1995).

Consumer Goods Prior to the economic reform
of 1979, most essential consumer goods and
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services for urban residents, such as grain,
cooking oil, meat, electricity, housing, and the
monthly transport pass, were rationed with cou-
pons at values lower than corresponding free
market prices. With dual track liberalization,
urban residents continued to have the right to
purchase grain, meat, electricity and housing at
the same pre-reform prices and within the limits
of the pre-reform rationed quantities, but, at the
same time, they were also free to buy consumer
goods from the free market at generally higher
prices. The proportion of transactions at plan
prices declined from 97% in 1978 to only 30%
in 1990.

Foreign Exchange Under central planning, for-
eign exchange transactions were strictly con-
trolled by the government at the official
exchange rate. Exporters were required to surren-
der to the state all foreign exchange they earned at
the official exchange rate, and importers were
allocated with planned quotas of foreign
exchange, also at the official exchange rate. For-
eign visitors to China were required to use ‘for-
eign exchange certificates’, which were available
at the official exchange rate. Starting from May
1988, China allowed trading of foreign exchange
at Foreign Exchange Adjustment Centres (more
commonly referred to as ‘swap centres’) at the rate
determined by market supply and demand, called
‘swap rate’. This was the beginning of the dual
track in the foreign exchange market. The swap
rate was, not surprisingly, significantly higher
than the official rate. The supply of foreign
exchange in the swap markets was provided by
exporters through the foreign exchange they were
allowed to retain from net increases in their export
earnings in relation to the base period. By the end
of 1993, transactions at official exchange rates
accounted only for about 20% of the total; the
rest were at the market rate.

Labour As in many other centrally planned econ-
omies, the labour market in China was also
distorted: most labour was allocated to
unproductive, state-owned enterprises and few to
the non-state sector. Dual track liberalization in
the labour market takes two forms. In the first, the

non-state sector (the liberalized sector) pays mar-
ket wages and decides on hiring and firing.
Between 1978 and 1994, employment in the
non-state sector increased by 318.8%, while
employment in the state sector (including civil
servants in government agencies and non-profit
organizations) increased by only 50.5%. Second,
even within the state sector there are also two
tracks. Beginning in 1980, while pre-existing
employees maintained their permanent employ-
ment status, most new hires in the state sector
were made under the more flexible contract sys-
tem and often at lower effective wage rates.
Employment in the plan track was virtually
stationary – it declined from 87.14 million in
1983, on the eve of the introduction of economic
reform in industry, to 83.61 million in 1994.

Special Economic Zones Dual track liberaliza-
tion can also have a geographical dimension: spe-
cial economic zones are such examples. Although
similar zones for processing exports can be seen in
other Asian economies, special economic zones
had a more profound effect in China because the
whole country was still under central planning
when they were created. Therefore, the purpose
of special economic zones was more than for
exporting; it was a strategy for market reform.

In 1980, China established four ‘special eco-
nomic zones’, Shenzhen, Zhuhai and Shantou in
Guangdong province and Xiamen in Fujian prov-
ince. Most transactions relating to activities inside
the zones were on the market track, including
prices of input and output goods and wages of
labour – at a time when the rest of the economy
was still operating under central planning. The
special economic zones were insulated from the
rest of the economy to minimize the impact on and
interaction with the rest of the economic system.
Initially, firms inside the special economic zones
had to import all their inputs and export all their
outputs – thus creating no disruption to the
domestic aggregate supply and demand. The prin-
cipal purpose of this approach was to minimize
the impact of new economic activities on the
old-style domestic state-owned enterprises.
Thus, once again, there were two tracks and the
reform was Pareto improving.
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In order for the special economic zones to
work, merely creating them was not enough.
One of the crucial conditions was the insulation
of the non-liberalized sector from the liberalized
sector so that the latter’s existing rents could be
maintained while the other sector was liberalized.
Therefore, creation of special economic zones is a
type of limited market liberalization. It is Pareto
improving and efficiency enhancing, but cannot
be fully efficient.

Phasing Out the Plan Track

With rapid growth, the plan track will become a
matter of little consequence to most potential
losers, which in turn reduces the cost required
for compensating them. In China, the plan track
in product markets was largely phased out during
the 1990s. By 1996, the plan track was reduced to
16.6% in agricultural goods, 14.7% in industrial
producer goods, and only 7.2% in total retail sales
of consumer goods. However, this phasing-out of
the plan track was generally accompanied by
compensation. For example, urban food coupons
(grain, meat, oil, and so on) were removed in the
early 1990s with lump-sum compensation. But
the cost of compensation was much smaller in
relative terms as compared to the potential cost
of compensation in the early 1980s. The dual track
exchange rate ended on 1 January 1994, when the
two exchange rates – the official rate and the swap
rate – were merged into a single, market rate. In
this last step of foreign exchange reform, those
organizations that used to receive cheap foreign
exchange were provided with annual lump-sum
subsidies for a period of three years, which was
sufficient for them to purchase the pre-reform
allocation of foreign exchange. Because at that
time the share of centrally allocated foreign
exchange had already fallen to less than 20% of
the total, the cost of compensation was not too
large.
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Introduction

The word ‘duality’ is often used to invoke a con-
trast between two related concepts, as when the
informal, peasant, or agricultural sector of an
economy is labelled as dual to the formal, or
profit-maximizing, sector. In microeconomic
analysis, however, ‘duality’ refers to connections
between quantities and prices which arise as a
consequence of the hypotheses of optimization
and convexity. Connected to this duality are the
relationship between utility and expenditure func-
tions (and profit and production functions), primal
and dual linear programs, shadow prices, and a
variety of other economic concepts. In most text-
books, the duality between, say, utility and expen-
diture functions arises from a sleight of hand with
the first-order conditions for optimization. These
dual relationships, however, are not naturally a
product of the calculus; they are rooted in convex
analysis and, in particular, in different ways of
describing a convex set. This article will lay out
some basic duality theory from the point of view
of convex analysis, as a remedy for the microeco-
nomic theory textbooks the reader may have
suffered.

Mathematical Background

Duality in microeconomics is properly under-
stood as a consequence of convexity assumptions,
such as laws of diminishing marginal returns. In
microeconomic models, many sets of interest are
closed convex sets. The mathematics here is sur-
veyed in convex programming. The urtext for this
material is Rockafellar (1970).

Closed convex sets can be described in two
ways: by listing their elements, the ‘primal’

description of the set, and by listing the closed
half-spaces that contain it. A closed (upper) half-
space in Rn is a set of the form hpa = {x : p � x

 a}, where p is another n-dimensional vector,
a is a number and p � x is the inner product. The
vector p is the normal vector to the half-spaces hpa.
Geometrically speaking, this is the set of points
lying on or above the line p � x = a. The famous
separation theorem for convex sets implies that
every closed convex set is the intersection of the
half-spaces containing it.

Suppose that C is a closed convex set, and that
p is a vector inRn. How dowe find all the numbers
a such thatC � hpa? If there is an x � C such that
p � x < a, then a is too big. So the natural candi-
date is w=infx�C p�x. If a > w there will be an
x � C such that p � x < a on the other hand, if
a<w, then p�x > a for all x � C. So the half-
spaces hpa for a � w are the closed half-spaces
containing C.

This construction can be applied to functions.
A concave function on Rn is an [�1, 1) valued
function f such that the hypograph of f the set
hypo f = {(x, a) � Rn + 1 : a � f(x)}, is con-
vex. If hypo f is closed, f is said to be upper semi-
continuous (usc). The domain dom f of concave f is
the set of vectors in Rn for which f is finite-valued.
Concave (and convex) functions are very well-
behaved on the relative interiors of their effective
domains. The relative interior ri C of a convex set
C is the interior relative to the smallest affine set
containing C (see convex programming), and on ri
dom f, f (concave or convex) is continuous.

Suppose that f is usc. Theminimal level a such that
h(p, � 1)a the hyperplane in Rn+1 with normal vector
(p,�1), contains hypo f is f �(p) = infx p � x � f(x).
Why the normal vector (p, �1)? Because the
graph of the affine function x 7! f �(p) + px is a
tangent line to f, the graph of f lies everywhere
beneath it, and no other line with the same slope
and a smaller intercept has this property. The
function f �(p) is the (concave) Fenchel transform
or conjugate of f, and is traditionally denoted f �.
The construction of the preceding paragraph can
be done just this way: the concave indicator func-
tion of a convex setC is the function dc(x) which is
0 on C and �1 otherwise, and d�c(p) = infx �

C p � x. For any function f, not necessarily usc or
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concave, the Fenchel transform f � is usc and
concave. If f is in fact both usc and concave,
then f ��=f. This fact is known as the conjugate
duality theorem. Convex functions with range
(� 1, 1] are treated identically. The function
f is convex if and only if �f is concave, but the
definitions are handled slightly differently in order
to preserve the intuition just described. The set epi
f = {x, a) : a > f (x)}, and the convex Fenchel
transform is defined differently: f �(p)
= sup xp � x � f (x). The convex indicator func-
tion of a convex set C is the function dC(x) which
is 0 onC and +otherwise; its (convex) conjugate is
dC�(p) = supx p � x. These facts are discussed in
convex programming.

If concave functions have tangent lines, then they
must have something like gradients. A vector p is a
sub gradient of f at x if f(x) + p � (y � x) � f(y).
If f has a unique sub gradient at x, then f is differ-
entiable at x and p = ∇f(x), and conversely. But
the subgradient need not be unique: the set @f(x) of
sub gradients at x is the sub differential of f at x.
The domain of f, dom f is the set of x such that
f(x) > � 1. The sub differential is non-empty
for all x in its relative interior. It follows from the
definition of concavity (and is proved in convex
programming that the subdifferential correspon-
dence is monotonic: if p � @f(x) and q � @f(y),
then (p � q) � (x � y) � 0. If f is convex, then the
inequality is reversed, and (p � q) � (x � y) 
 0.
Finally, suppose f is usc and concave. Then so is its
conjugate f �, and their sub differentials have an
inverse relationship: p � @f(x) if and only if
x � @f �(p).

Cost, Profit and Production

In the theory of the firm, profit functions and cost
functions are alternative ways of describing the
firms’ technology choices. A technology is
described by a set of vectors F in RN. Each vector
Z � F is an input–output vector. We adopt the
convention that negative coefficients correspond to
input quantities and positive quantities correspond
to outputs. Suppose that the first L goods are inputs
and the last M = N�L are outputs, so that F � RL

�
�RM

þ . It is convenient to assume free disposal, so

that if (x, y) � F, and both x'�x and y0 � y (more
input and less output), then (x0, y0) � F. Two
important dual representations of the technology
are the cost and profit functions. The profit function
is p(p, w) = sup(x,y)�F p � y + w � x for p � and
w � RL, which is the conjugate of the convex
indicator function of F. The cost function
too can be obtained through conjugacy. The set
F(y) = {x : (x, y) � F} is the set of all input bun-
dles that produce y. Then C(y, w)=�supx � F(y)w �
x, that is, C(y, �) = �dF(y)�.

Immediately the properties of the Fenchel
transform imply that p (p,w) is convex in its
arguments and C(y,w) is concave in w, the profit
function is lsc and the cost function is usc. (This
implies that both functions are continuous on the
relative interior of their effective domains.) Cost
and profit functions are also linear homogeneous.
Doubling all prices doubles both costs and reve-
nues. Cost is also monotonic. If w0

l < wl for every
input l, then C(y, w0) � C(y, w) and if w0

l < wl for
all l, then C(y, w0) < C(y, w).

The point of duality is that, if the technology is
closed and convex, then cost profit functions each
characterize the technology F. The conjugate
duality theorem (see convex programming)
implies that p�(x, y) = dF � �(x, y) = dF(x, y),
the convex indicator function of F:

sup
p,wð Þ�RN

p � xþ w � y� p p,wð Þ

¼ 0 if x, yð Þ�F,
þ1 otherwise:

�
If F is closed and convex, then each F(y) is con-
vex. If F is closed then F(y) will also be closed.
Then dF(y)is concave and usc, so

sup
w�RL

þ

w � xþ C y,wð Þ ¼ sup
w�RL

þ

w � xdF yð Þ�

wð Þ ¼ dF yð Þ xð Þ:

Hotelling’s lemma is a famous result of duality
theory. It says that the net supply function of good
i is the derivative of the profit function with
respect to the price of good i. The usual proof is
via the envelope theorem: the marginal change in
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profits from a change in price p is the quantity of
good i times the change in the price plus the price
of all goods times the changes in their respective
quantities. But the quantity changes are second-
order because the quantities solve the profit max-
imization first-order conditions, that price times
the marginal change in quantities in technologi-
cally feasible directions is 0. Every advanced
microeconomics text proves this. A result like
this is true whenever the technology is convex,
even if the technology is not smooth.

The convex version of Hotelling’s lemma is a
consequence of the inversion property of sub dif-
ferentials for concave and convex f that p � @f (x)
if and only if x � @f �(p). See convex program-
ming for a brief discussion.

Hotelling’s lemma (x,y) � @ p(p,w) if and only if
(x, y) is profit-maximizing at prices (p, w).

Hotelling’s lemma is quickly argued. If
(x, y) � @p(p, w) = @dF�(p, w), then (p, w)
� @dF � �(x, y) = @dF(x, y). Then dF(x, y) +
(p, w) � ((x0, y0) � (x, y)) � dF(x0, y0) for all (x

0
, y

0
).

This implies that x � F and furthermore that
(p, w) � ((x0, y0) � (x, y)) � 0 for all (x, y) � F in
other words, that (x, y) is profit-maximizing at prices
(p,w). Conversely, suppose that (x,y) is profit maxi-
mizing at d prices (p,w). Then (p,w) satisfies the
sub gradient inequality of dF at (x,y), and so (p, w)
� @dF. Consequently,

x, yð Þ� @dF� p,wð Þ � @p p,wð Þ:

The textbook treatment of duality observes
that, if net supply is the first derivative of the profit
function, then the own-price derivative of net
supply must be the second own-partial derivative
of profit with respect to price, and convexity of the
profit function implies that this partial derivative
should be positive, so net supply is increasing in
price. The same fact follows in the convex frame-
work from the monotonicity properties of the sub
gradients. Suppose that (w, p) and (w

0
,p

0
) are two

price vectors, and suppose that (x, y) and (x
0
, y

0
)

are two profit-maximizing production plans
corresponding to the two price vectors. Then
(w � w0, p � p0)(x � x0, y � y0) 
 0. If the two
price vectors are identical for all prices but, say,
pk 6¼ p0k, then pk � p0k

� �
yk � y0k
� � 
 0 , and net

supply is non-decreasing in price. As with net
supplies, some comparative statics of conditional
factor demand with respect to input price changes
follows from the monotonicity property of
subgradients.

Another implication of profit function convex-
ity and (twice continuous) differentiability is sym-
metry of the derivatives of net supply:

@yk
@p1

¼ @2p
@pk@p1

¼ @2p
@p1@pk

¼ @y1:

@pk

The convex analysis version of this is that for
any finite sequences of goods i,. . .,l,

pi � yj � yi

� �
þ pj � yk � yj

� �
þ � � � þ pl � yi � ylð Þ � 0:

This requirement, which has a corresponding
expression in terms of differences in prices, is
called cyci/c monoion/c/iy. All subdifferential
correspondences are cyclicly monotone. The con-
nection with symmetry is not obvious, but it helps
to know that Rockafellar (1974) leaves as an
exercise (and so do we) that cyclic monotonicity
is a property of a linear transformation
corresponding to an n � n matrix M if and only
if M is symmetric and positive semi-definite.
Monotonicity is cyclic monotonicity for
sequences of length 2.

The other famous result in duality theory for
production is Shephard’s lemma, which does for
cost functions what Hotelling’s lemma does for
profit functions: conditional input demands are
the derivatives of the cost functions. This is dem-
onstrated in the same way, since the cost function
and the indicator function for the set of inputs
from which y is produceable are both convex
and have closed hypographs.

Utility and Expenditure Functions

A quasi-concave utility function U defined on the
commodity space Rn

þ has upper contours sets, the
sets Ru of consumptions bundles which have util-
ity at least u, which are convex. If u is usc, these
sets are closed as well.
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The expenditure function gives for each utility
level u and price vector p the minimum cost of
realizing utility u at prices p : e{p, u) = inf
(p � x : u(x) 
 u}. If the infimum is actually realized
at a consumption bundle x, then x is the Hicksian or
compensated real income demand.

In terms of convex analysis, e(p, u) is the
conjugate of the concave indicator function
’u(x) of the set R(u) = {x : U(x) 
 u}, that is,
e p, uð Þ ¼ ’�

u pð Þ . Thus e(p, u) will be usc and
concave in p for each u. The expenditure function
is also linearly homogeneous in prices. If prices
double, then the least cost of achieving u will
double as well.

The duality of utility and expenditure functions
is that each can be derived from the other; they
are alternative characterizations of preference.
Since the concave indicator function ju(x) is
closed and convex, e(�, u)� = ’u(x). For fixed u,
the Fenchel transform of the expenditure
function is the concave indicator function of R(u);
inf pp � x � e(p, u) is 0 if U(x) 
 u and �1
otherwise. If x � R(u), then the cost of x at any
price p can be no less than the minimum cost
necessary to achieve utility u. The gap between
the cost of x and the cost of utility level u is made
by taking ever smaller prices, and so its minimum
is 0. Suppose that x is not in R(u). The separation
theorem for convex sets says there is a price p such
that p � x < infy � R(u) p . y; there is a price at
which x is cheaper than the cost of u. Now, by
taking ever larger multiples of p, the magnitude of
the gap can be made arbitrarily large, and so the
value of the conjugate is –1. Thus the conjugate is
the concave indicator function of R(u).

Among the most useful consequence of the
duality between utility and expenditure functions
is the relationship between derivatives of the
expenditure function and the Hicksian, or com-
pensated, demand. Hicksian demand. The com-
pensated demand at prices p and utility u are those
consumption bundles in R(u) which minimize
expenditure at prices p. This result is just
Shephard’s lemma for expenditure functions:

Hicks Compensated Demand Consumption
bundle x is a Hicks compensated consumption
bundle at prices p if and only if x � @pe(p, u).

Furthermore, if x is demanded at prices p and
utility u, and y is demanded at prices q and the
same utility u, then (p � q) � (x � y) � 0.

The downward-sloping property just restates
the monotonicity property of the subdifferential
correspondence. For the special case of changes in
a single price, the statement is that demand is non-
increasing in its own price.

Equilibrium and Optimality

The equivalence between Pareto optima and com-
petitive equilibria can also be viewed as an
expression of duality. When preferences have
concave utility representations, quasi-equilibrium
emerges from Lagrangean duality. Quasi-
equilibrium entails feasibility, profit maximiza-
tion, and expenditure minimization rather than
utility maximization. That is, each trader’s con-
sumption allocation is expenditure minimizing for
the level of utility it achieves. The now traditional
route of Arrow (1952) and Debreu (1951) to the
Second Welfare Theorem first demonstrates that a
Pareto-optimal allocation can be regarded as a
quasi-equilibrium for an appropriate set of prices.
Under some additional conditions, the quasi-
equilibrium is in fact a competitive equilibrium,
wherein utility maximization on an appropriate
budget set replaces expenditure minimization.
Our concern here is with the first step on this path.

Suppose that each of I individuals has prefer-
ences represented by a concave utility function on
RN

þ , and that production is represented, as in
section “Cost, Profit and Production”, by a closed
and convex set F of feasible production plans.
Suppose that 0 � F (it is possible to produce
nothing) and that the aggregate endowment e is
strictly positive. Assume, too, that there is free
disposal in production. Every Pareto optimum is
the maximum of a Bergson-Samuelson social
welfare function of the form �iliui defined on
the set of all consumption allocations. An alloca-
tion is a vector (x, y) where x�RNI

þ is a consump-
tion allocation, a consumption bundle for each
individual, and y is a production plan. The alloca-
tion is feasible if y � F and y + e � �ixi 
 0.
A Lagrangean for this convex program is
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L x,y,pð Þ

¼
P

iui xið Þþp: yþ e�Pixi
� �

if x�RNI
þ ,y�F and p�RL

þ,
þ1 if x�RNI

þ ,y�F and p=2RL
þ,

�1 otherwise,

8<:
where p is the vector of Lagrange multipliers for
the L goods constraints.

The possibility of 0 production and the strict
positivity of the aggregate endowment guarantee
that the set of feasible solutions satisfies Slater’s

condition, and so a saddlepoint (x�, y�, p�) exists;
that is, supx , y L(x, y, p

�) � L(x�, y�, p�) � L (x�,
y�, p) for all x � RNI, y � F and p � RL. Then
(x�, y�) is Pareto optimal and p� solves the dual
problem minpsupxy, L(x, y, p) . The interpretation
of (x�, y�, p�) as a quasi-equilibrium comes from
examining the dual problem. The dual problem
can be rewritten as

inf
p�RL

þ
sup

x�RNI
þ , y�F

L x, y, pð Þ ¼ inf
p�RL

þ
sup

x�RNI
þ , y�F

X
i

ui xið Þ þ p � yþ e�
X
i

xi

 !
¼ inf

p�RL
þ

X
i

sup
xi �RL

þ

liui xið Þ � p � xif g sup
þy�F

p � y:

(1)

In the dual problem, the Lagrangemultipliers can
be thought of as goods prices. The Second Welfare
Theorem interprets the optimal allocation as an
equilibrium allocation using the Lagrange multi-
pliers as equilibrium prices. To see this, look at the
second line of (1). At prices p, a production plan is
chosen from y tomaximize profits p � y, so the value
of this term is p(p). Each consumer is asked to solve

max
i

liui x0ð Þ � p � x ¼ �min p � x� liui xið Þ

¼ liu�i �min p � x� li ui xið Þ � u�i
� �

where ui
� = ui(x

�
i). The term being minimized is

the Lagrangean for the problem of expenditure
minimization, and so x�i is the Hicksian demand
for consumer i at prices p and utility level
ui
� = ui(x

�
i). Finally, the optimal allocation is fea-

sible, and so (x�, y�, p�) is a quasi-equilibrium.
Given the observation about expenditure min-

imization, the saddle value of the Lagrangean isX
i

liu�i � ei p
�, u�i

� �þ p p�ð Þ

The planner chooses prices to minimize net sur-
plus, which is the sum of profits from production
and the excess of total Bergson-Samuelson welfare
less the cost of the consumption allocation.

Historical Notes

Duality ideas appeared very early in the marginal
revolution. Antonelli, for instance, introduced the
indirect utility function in 1886. The modern lit-
erature begins with Hotelling (1932), who pro-
vided us with Hotelling’s lemma and cyclic
monotonicity. Shephard (1953) was the first mod-
ern treatment of duality, making use of notions
such as the support function and the separating
hyperplane theorem.

The results on consumer and producer theory
are surveyed more extensively in Diewert
(1981), who also provides a guide to the early
literature. In its focus on Fenchel duality, this
review has not even touched on the duality
between direct and indirect aggregators, such as
utility and indirect utility, and topics that would
naturally accompany this subject such as Roy’s
identity. Again, this is admirably surveyed in
Diewert (1981).

See Also

▶Convex Programming
▶Convexity
▶Duality
▶Lagrange Multipliers
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▶ Pareto Efficiency
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Dühring, Eugen Karl (1833–1921)
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Dühring was born on 12 January 1833 in Berlin
and died on 21 September 1921 at Nowawes bei
Potsdam. The son of a Prussian state official,
Dühring studied law, philosophy and economics
at the University of Berlin and practised law
until blindness obliged him to abandon this
career. He then became a Privatdozent at the
University of Berlin, where he taught philoso-
phy and economics from 1863 to 1877, and
began to write voluminously on a wide range

of subjects, from the natural sciences to philos-
ophy, social theory and socialism, his aim being
to construct a system of social reform based
upon positive science. His system was
expounded in a series of books on capital and
labour (1865), the principles of political econ-
omy (1866), a critical history of philosophy
(1869), a critical history of political economy
and socialism (1871), and courses in political
economy and philosophy (1873, 1875). Duhring
was an adherent of positivism, concerned in his
philosophical works to expound a ‘strictly sci-
entific world outlook’, in opposition particularly
to the Hegelian dialectic. His economic writings
emphasize the role of political factors in the
development of capitalism, and he argued that
social injustice is not caused primarily by the
economic system, but by social and political
circumstances, the remedy being to control the
misuse of private property and capital (not abol-
ish them) through workers’ organizations and
state intervention.

Schumpeter (1954, pp. 509–10), praised
Dühring’s history of mechanics (1873), which
was awarded an academic prize, suggested that
he would retain a prominent place in the history of
anti-metaphysical and positivist currents of
thought, and noted that he made an important
criticism of Marxist theory in his argument that
political causes had played a major part in consti-
tuting the property relations of capitalist society.
In other respects, however, Schumpeter consid-
ered that Dühring had made no significant contri-
bution to economic theory.

Engels, in his well-known book (originally
published as a series of articles), Herr Eugen
Dühring’s Revolution in Science [Anti-Dühring]
(1877–8), which has done more than anything
else to keep Dühring’s name alive, took a much
more critical view, deriding his work as a
prime example of the ‘higher nonsense’ which
infected German academic life. His philosoph-
ical views were dismissed by Engels as ‘vulgar
materialism’ and compared unfavourably with
the ‘revolutionary side’ of Hegel’s dialectics;
and in the chapter of Anti-Dühring devoted to
the history of political economy (largely writ-
ten by Marx, but not published in full until the
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third edition of the book in 1894), Dühring was
castigated for his superficiality and theoretical
misconceptions. It was, however, the concern
with Dühring’s programme of social reform,
and its possible baleful effect on the develop-
ing labour movement (Eduard Bernstein, for
example, was initially impressed by Dühring’s
Cursus of 1873, though soon repelled by his
anti-Semitism) that originally provoked
Engels’s articles, and was countered in the
final section of the book (frequently reprinted
later as a separate text under the title Socialism,
Utopian and Scientific) by an exposition of
Marxist socialism which became enormously
influential.

It seems doubtful that Dühring occupies more
than a minor place in the history of economic and
social thought, except for this encounter with
Marx and Engels, though Schumpeter (1954,
p. 509) called him a ‘significant thinker’ and the
entry in the Encyclopedia of the Social Sciences
(1931, vol. 5, p. 273) described his writings as
‘among the important intellectual achievements of
the nineteenth century’.

Selected Works

1871. Kritische Geschichte der Nationalökomie
und des Sozialismus. Berlin: T. Grieben.

1873. Cursus der National- und Sozialökonomie
einschliesslich der Hauptpunkte der
Finanzpolitik. Berlin: T. Grieben.

1875. Cursus der Philosophie als streng
wissenschaftlicher Weltanschauung und
Lebensgestaltung. Leipzig: E. Koschny.

Bibliography

Albrecht, G. 1927. Eugen Dühring: ein Beitrag
zur Geschichte der Sozialwissenschaften. Jena:
G. Fischer.

Engels, F. 1877–8. Anti-Dühring. Herr Eugen Dühring’s
revolution in science. Moscow: Progress Publishers,
1947.

Schumpeter, J.A. 1954. A history of economic analysis.
London: Allen & Unwin.

Dummy Variables

Pietro Balestra

Abstract
The dummy-variable method is a useful device
for introducing, into a regression analysis,
information contained in qualitative or categor-
ical variables, that is, in variables that are not
conventionally measured on a numerical scale,
such as race, sex, marital status, occupation, or
level of education. It is a means for considering
a specific scheme of parameter variation, in
which the variability of the coefficients is
linked to the causal effect of some precisely
identified qualitative variable. But when the
qualitative effects are generic, as in the cross-
section time-series model, an interpretation in
terms of random effects may seem more
appealing.

Keywords
Covariance model; Cross-section time-series
model; Dummy variables; Engel curve; Error
component model; Qualitative variables; Ran-
dom coefficient model

JEL Classifications
C1

In economics, as well as in other disciplines, qual-
itative factors often play an important role. For
instance, the achievement of a student in school
may be determined, among other factors, by his
father’s profession, which is a qualitative variable
having as many attributes (characteristics) as there
are professions. In medicine, to take another
example, the response of a patient to a drug may
be influenced by the patient’s sex and the patient’s
smoking habits, which may be represented by two
qualitative variables, each one having two attri-
butes. The dummy-variable method is a simple

3086 Dummy Variables



and useful device for introducing, into a regres-
sion analysis, information contained in qualitative
or categorical variables; that is, in variables that
are not conventionally measured on a numerical
scale. Such qualitative variables may include race,
sex, marital status, occupation, level of education,
region, seasonal effects, and so on. In some appli-
cations, the dummy- variable procedure may also
be fruitfully applied to a quantitative variable such
as age, the influence of which is frequently
U-shaped. A system of dummy variables defined
by age classes conforms to any curvature and
consequently may lead to more significant results.

The working of the dummy-variable method is
best illustrated by an example. Suppose we wish
to fit an Engel curve for travel expenditure, based
on a sample of n individuals. For each individual i,
we have quantitative information on his travel
expenditures (yi) and on his disposable income
(xi), both variables being expressed in logarithms.
A natural specification of the Engel curve is:

yi ¼ aþ bxi þ ui

where a and b are unknown regression parameters
and ui is a non-observable random term. Under the
usual classical assumptions (which we shall adopt
throughout this presentation), ordinary least-
squares produce the best estimates for a and b.

Suppose now that we have additional informa-
tion concerning the education level of each indi-
vidual in the sample (presence or absence of
college education). If we believe that the educa-
tion level affects the travel habits of individuals,
we should explicitly account for such an effect in
the regression equation. Here, the education level
is a qualitative variable with two attributes: col-
lege education; no college education. To each
attribute, we can associate a dummy variable
which takes the following form:

d1i¼
1 if college education

0 if no college education

�

d2i¼
1 if college education

0 if no college education

�

Inserting these two dummy variables in the Engel
curve, we obtain the following expanded regression:

Specification I

yi ¼ a1d1i þ a2d2i þ bxiþ ui

which may be estimated by ordinary least-
squares. Alternatively, noting that d1i + d2i = 1
for all i, we can write:

Specification II

yi ¼ a2 þ a1 � a2ð Þd1i þ bxi þ ui

which, again, may be estimated by ordinary least-
squares.

It is easy to see how the procedure can be
extended to take care of a finer classification of
education levels. Suppose, for instance, that we
actually have s education levels (s attributes). All
we require is that the attributes be exhaustive and
mutually exclusive. We then have the two follow-
ing equivalent specifications:

Specification I

yi ¼ a1d1i þ a2d2i þ . . .þ asdsi þ bxi þ ui

Specification II

yi ¼ as þ a1 � asð Þd1i þ � � � þ as�1 � asð Þds�1, i
þ bxi þ ui:

Obviously, the two specifications produce the
same results but give rise to different inputs. Spec-
ification I includes all the s dummy variables but
no constant term. In this case, the coefficient of dji
gives the specific effect of attribute j. Specification
II includes s – 1 dummy variables and an overall
constant term. The constant term represents the
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specific effect of the omitted attribute, and the
coefficients of the different dji represent the con-
trast (difference) of the effect of the jth attribute
with respect to the effect of the omitted attribute.
(Note that it is not possible to include all dummy
variables plus an overall constant term, because of
perfect collinearity.)

It is important to stress that by the introduction
of additive dummy variables, it is implicitly
assumed that the qualitative variable affects only
the intercept but not the slope of the regression
equation. In our example, the elasticity parameter,
b, is the same for all individuals; only the inter-
cepts differ from individual to individual
depending on their education level. If we are
interested in individual variation in slope, we
can apply the same technique, as long as at least
one explanatory variable has a constant coeffi-
cient over all individuals. Take the initial case of
only two attributes. If the elasticity parameter
varies according to the level of education, we
have the following specification:

yi ¼ a1d1i þ a2d2i þ b1d1ixi þ b2d2ixi þ ui:

Simple algebra shows that ordinary least-squares
estimation of this model amounts to performing
two separate regressions, one for each class of
individuals. If, however, the model contained an
additional explanatory variable, say zi, with con-
stant coefficient c, by simply adding the term czi to
the above equation, we would simultaneously
allow for variation in the intercept and variation
in the slope (for x).

The dummy variable model also provides a
conceptual framework for testing the significance
of the qualitative variable in an easy way. Suppose
we wish to test the hypothesis of no influence of
the level of education on travel expenditures. The
hypothesis is true if the s coefficients ai are all
equal; that is, if the s 1 differences aj – as , j = 1
. . . , s – 1, are all zero. The test therefore boils
down to a simple test of significance of the
s–1coefficients of the dummy variables in Speci-
fication II. If S=2, the t-test applied to the single
coefficient of d1i is appropriate. If s > 2, we may
conveniently compute the following quantity:

SSc � SSð Þ= s� 1ð Þ
SS= n� s� 1ð Þ

which is distributed as an F-variable with s�1 and
n�s�1 degrees of freedom. In the above expres-
sion, SS is the sum of squared residuals for the
model with the dummy variables (either Specifi-
cation I or II), and SSc is the sum of squared
residuals for the model with no dummy variables
but with an overall constant term.

In some economic applications the main
parameter of interest is the slope parameter, the
coefficients of the dummy variables being nui-
sance parameters. When, as in the present context,
only one qualitative variable (with s attributes)
appears in the regression equation, an easy com-
putational device is available which eliminates the
problem of estimating the coefficients of the
dummy variables. To this end, it suffices to esti-
mate, by ordinary least-squares, the simple regres-
sion equation:

Specification III

y�i ¼ bx�i þ u�i :

where the quantitative variables (both explained
and explanatory) for each individual are expressed
as deviations from the mean over all individuals
possessing the same attribute. For the dichotomous
case presented in the beginning, for an individual
with college education, we subtract the mean over
all individuals with college education and likewise
for an individual with no college education. Note,
however, that the true number of degrees of free-
dom is not n�1 but n�1�s. The same procedure
also applies when the model contains other quan-
titative explanatory variables. The interested reader
may consult Balestra (1982) for the conditions
under which this simple transformation is valid in
the context of generalized regression.

The case of multiple qualitative variables
(of the explanatory type) can be handled in a
similar fashion. However, some precaution
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must be taken to avoid perfect collinearity of the
dummy variables. The easiest and most informa-
tive way to do this is to include, in the regression
equation, an overall constant term and to add for
each qualitative variable as many dummy vari-
ables as there are attributes minus one. Take the
case of our Engel curve and suppose that, in
addition to the education level (only two levels
for simplicity), the place of residence also plays a
role. Let us distinguish two types of place of
residence: urban and rural. Again, we associate
to these two attributes two dummy variables, say
e1i and e2i. A correct specification of the model
which allows for both qualitative effects is:

yi ¼ a1 þ a2d1i þ a3e1i þ bx1 þ ui:

Given the individual’s characteristics, the measure
of the qualitative effects is straightforward, as
shown in the following table:

Urban Rural

College education a1 + a2 + a3 a1 + a2
No college education a1 + a3 a1

The specification given above for the multiple
qualitative variable model corresponds to Specifi-
cation II of the single qualitative variable model.
Unfortunately, when there are two or more quali-
tative variables there is no easy transformation
analogous to the one incorporated in Specification
III, except under certain extraordinary circum-
stances (Balestra 1982).

One such circumstance arises in connection
with cross-section time-series models. Suppose
that we have n individuals observed over
t periods of time. If we believe in the presence
of both an individual effect and a time effect, we
may add to our model two sets of dummy vari-
ables, one corresponding to the individual effects
and the other corresponding to the time effects.
This is the so-called covariance model. The num-
ber of parameters to be estimated is possibly
quite large when n or t or both are big. To avoid
this, we may estimate a transformed model (with
no dummies and no constant term) in which each
quantitative variable (both explained and explan-
atory) for individual i and time period j is

transformed by subtracting from it both the
mean of the ith individual and the mean of the
jth time period and by adding to it the overall
mean. Note that, by this transformation, we lose
n+t–1 degrees of freedom.

To conclude, the purpose of the preceding
expository presentation has been to show that
the dummy-variable method is a powerful and,
at the same time, simple tool for the introduc-
tion of qualitative effects in regression analy-
sis. It has found and will undoubtedly find
numerous applications in empirical economic
research.

Broadly speaking, it may be viewed as a means
for considering a specific scheme of parameter
variation, in which the variability of the coeffi-
cients is linked to the causal effect of some pre-
cisely identified qualitative variable. But it is not,
by any means, the only scheme available. For
instance, when the qualitative effects are generic,
as in the cross-section time-series model, one may
question the validity of representing such effects
by fixed parameters. An interpretation in terms of
random effects may seem more appealing. This
type of consideration has led to the development
of other schemes of parameter variation such as
the error component model and the random coef-
ficient model.

A final remark is in order. In the present dis-
cussion, qualitative variables of the explanatory
type only have been considered. When the quali-
tative variable is the explained (or dependent) var-
iable, the problem of these limited dependent
variables is far more complex, both conceptually
and computationally.
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Dumping

Wilfred J. Ethier

The term ‘dumping’ has been used for centuries in a
general way to refer to export sales at a price low
enough to cause significant harm to some interests in
the importing country. Beginning early in this cen-
tury, many countries instituted anti-dumping laws,
and this has required a more precise definition of the
term. The most common definition, both in the law
and among professional economists, is export sales
at a price below that at which similar goods are sold
in the domestic market of the exporting country,
taking into account differences in quality, attendant
services and the like. However, an alternative defi-
nition, export sales at a price below the cost of
production, is also incorporated into many of the
laws, and this alternative has in recent years become
of increasing practical importance.

Anti-dumping laws typically define the practice,
prohibit it, provide for a penalty in cases where it
nonetheless occurs, and establish an administrative
procedure for determining in specific cases whether
it has occurred and what penalty to impose. The
penalty is usually in the form of an import levy
related to the ‘dumping margin’, or difference
between the export price and the source-country
domestic price (or cost of production).

Such anti-dumping duties, though inherently at
odds with most-favoured-nation treatment, are inter-
nationally accepted. The General Agreement on
Tariffs and Trade (GATT) does not outlaw dumping,
but it does countenance anti-dumping laws. The
Tokyo Round of trade negotiations produced a
code of conduct for antidumping legislation.

Numerous instances of alleged dumping have
characterized recent tariff debates within and
among the industrial countries. Recent changes
in the administration of US anti-dumping and
countervailing-duty statutes will likely further
increase their use. More generally, the marked
postwar reduction in tariffs on manufactured
goods within the GATT framework on interna-
tional responsibility, together with a secular

convergence of cost structures in the industrial
economies, prompt the conjecture that anti-
dumping and anti-subsidy statutes will be a prin-
cipal battle-ground for the ‘new protectionism’
concerning trade in manufactures among the
developed economies. If so, the theory of dump-
ing must become a major part of the positive
theory of protection relevant to such trade.

The early literature generally defined dumping as
price discrimination between national markets. This
was the definition adhered to by Viner (1923) in his
classic treatment and followed by most major
authors (see Yntema 1928; Robinson 1933;
Haberler 1937). Indeed, much of the early theory
of price discrimination was developed in this con-
text. Two problems arise when the phenomenon is
viewed in this light. The first is why the firm is able
to discriminate. This requires the firm to have some
control over price; that is, imperfect competition is
central. It also requires the firm to be able to segment
markets on a national basis: tariffs or other trade
barriers can serve this purpose. The second problem
is why the export price should be lower than the
domestic price rather than vice versa. One possible
response is that such reverse dumping is indeed as
common as dumping but is simply not a policy
issue. For example, the sale of luxury German auto-
mobiles in the US at prices much higher than those
in Germany brings forth not a whimper of an official
threat from Washington, while the sales of
low-priced European automobiles in the US was
the occasion for a celebrated action some years
ago. An alternative response is to hunt for circum-
stances that allow dumping to be more than a mere
accident. One possibility is that the trade pattern is
unidirectional and given by other considerations.
Exporting firms thus compete only among them-
selves at home, but also with foreign firms in the
export market. Thus, even if the market elasticity is
the same in both countries, the elasticity facing each
firmwill be higher in the importing country, because
more firms compete there. Thus, other things equal,
exporters will charge lower prices abroad than at
home (see Eichengreen and van der Ven 1984).

A second possibility involves transport costs
between markets. Other things equal, such costs
result in a firm having a smaller share, in equilib-
rium, in its export market than in its domestic
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market. This again creates a presumption that the
elasticity facing the firm is higher for foreign sales
than for domestic sales. Furthermore, this reason-
ing does not require a unidirectional trade pattern; it
is quite consistent with reciprocal dumping, or
cross-hauling, with each country dumping in the
other (see Brander and Krugman 1983).

Most of the formal theory of dumping essen-
tially consists only of the theory of monopolistic
price discrimination between two markets. But by
contrast the ‘sales at a price below cost of produc-
tion’ criterion has gradually become relatively
more important in recent years, both in practice
and in revisions of anti-dumping laws. Econo-
mists have long recognized that the two criteria
are not inconsistent. A price-discriminating firm
might well price its exports below average cost in
a slump as long as export revenues at least cover
the variable cost of producing those exports
(sporadic or cyclical dumping). Or the firm
might permanently sell its exports below average
cost if those exports allow it to realize sufficient
economies of scale. Predatory dumping, to drive
rivals from the market, has long received much
public attention, but economists have typically
minimized its importance (see Viner 1923). How
anti-dumping laws might in fact be applied in all
these situations has, not surprisingly, concerned
economists for years. More recently, attention has
encompassed cases where export price does not
cover even marginal cost. This might well occur
ex post if the exporting firm must commit itself
before demand conditions in the export market are
fully known. Or the firm might do so deliberately
if, instead of maximizing profit, it wishes to max-
imize sales subject to a profit constraint. More
interesting, and closer to recent work in industrial
organization, is the possibility that export sales,
even at a low price, might make it easier for the
firm to maintain excess capacity for the purpose of
deterring entry by potential rivals (see Davies and
McGuinness 1982).

Even though economists no longer confine
themselves to price discrimination, dumping has
been treated (aside from sporadic instances) usu-
ally either as profit (or sales) maximization by a
discriminating monopolist or as an oligopolistic
tactic to eliminate competition, to deter entry, or to

enforce a cartel. Industries with dumping
(or allegations of dumping) are most often char-
acterized by large fixed costs, factor-market rigid-
ities, susceptibility to demand fluctuations and
downward price rigidity. Though by no means
inconsistent with oligopolistic rivalry in seg-
mented markets, these characteristics involve
much more. Thus our theory largely excludes
those considerations fundamental to most con-
temporary problems: imperfectly adjusting factor
markets in the presence of changing conditions of
product demand. The earlier literature did con-
sider the related problem of dumping to stabilize
production over the business cycle. Viner (1923,
p. 28), although conjecturing that ‘it is probable
that this is the most prevalent form of dumping’,
basically treated it as only a distinct motive. The
interdependence between such dumping and
factor-market equilibrium within the relevant
industries of trading countries is critical. The abil-
ity to dump aboard during periods of slack
demand allows a firm to offer its workers greater
job security, and thereby allows that firm to pay
lower wages over time than it would have to do if
it did not offer that security. Thus the possibility of
dumping influences the normal trading equilib-
rium. Furthermore, that equilibrium clearly must
be sensitive to employment practices in different
countries and to the relations between the business
cycles of the various countries (see Ethier 1982).

In addition to the deficient treatment of the
fundamental issues involving factor markets, we
have no theory of anti-dumping laws. The basic
theory of tariffs applies of course to anti-dumping
duties put in place and left there. But an anti-
dumping law is a threat to impose (with consider-
ably less than certainty) a duty in response to
certain behaviour on the part of exporters and so
will influence that behaviour even if not actually
imposed. International trade theory has not yet
addressed this issue. This is just one aspect,
though an especially important one, of our prom-
inent lack of a contemporary theory of protection.
These two omissions (factor markets and anti-
dumping laws) are serious, but the first is being
addressed, and we have the technical equipment
to deal adequately with both of them, so one
would expect the deficiencies to be mended soon.
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Dunbar, Charles Franklin
(1830–1900)

A. W. Coats

Dunbar’s career illustrates the narrow gap
between practical and academic economics in his
lifetime, for he demonstrated that scholarly
instincts, common sense and knowledge of cur-
rent affairs could overcome deficiencies in formal
academic training. Exactly 20 years after graduat-
ing from Harvard in 1851 he returned as Professor
of Political Economy, having previously worked
in a mercantile business, qualified and practised as

a lawyer, and written articles on political ques-
tions for the Boston Daily Advertiser, of which he
was sole proprietor and editor from 1865 to 1869.
After President Eliot’s invitation to Harvard, Dun-
bar spent two years travelling and studying in
Europe, and subsequently served as Head of the
Department of Political Economy for nearly
30 years, Dean of the College (1876–82) and the
Faculty of Arts and Sciences (1890–95), and as
editor from 1886 to 1896 of The Quarterly Jour-
nal of Economics, the first English-language
scholarly periodical in the subject. His election
as second President of the American Economic
Association in 1892, following Francis A.Walker,
testifies to his standing in the emerging economics
profession. While he published comparatively lit-
tle, his works on currency, finance and banking
were widely respected, and his essays on the his-
tory, condition and methods of economics were
wise and balanced at a time of intense controversy.
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John Dunlop was an extraordinary labour econo-
mist, Professor and Dean of the Faculty at Harvard
University, Secretary of Labor of the United
States, and mentor to students and practitioners
in the world of labour. He was extraordinary
because he was more than an economist and
because he was driven by a moral vision of what
economists and academics should do to make the
world better. Labour economists and
policymakers paid close attention to Dunlop’s
thoughts because he combined academic research
with unparalleled practical experience in solving
problems and building institutions. His academic
writings, which include several classic articles as
well as major books, reflect Dunlop’s participa-
tion in events and direct observations of social
behaviour.

Dunlop first attracted academic attention with
his 1938 Economic Journal article on the move-
ment of real and money wages over the business
cycle, which forced Keynes to admit that the
General Theory was wrong on this issue: real
wages fall in recessions not in booms, contrary
to simple marginal productivity analysis. Quite an
achievement for a 24-year-old economist. Dunlop
followed this with Wage Determination Under
Trade Unions (1944), in which he modelled
unions as optimizing organizations; with analyses
of the cyclic variation of labour’s share, with the
concept of ‘wage contours’ that captured the
notion that product markets influenced wages,
and with numerous analysis of wage determina-
tion, labour relations, mediation and dispute res-
olution. Dunlop’s book Industrial Relations
Systems (1958) sought to develop a broader per-
spective on how labour relations fit into
economics.

In the 1980s, concerned that labour economists
were limited in their conceptual vision by narrow
optimizing models and in their empirical analysis
by extant government data-sets, Dunlop carped at
them for failing to see what he could see in the
labour market. Dunlop saw the labour market as
pre-eminently a social institution to resolve labour

problems, which should be analysed as such
rather than as a bourse. His mode of analysis
was that of a naturalist, who looks at the world
with his own eyes and experience, with direct
knowledge of the institutions and practitioners,
without trying to force observation into a narrow
conceptual framework.

Dunlop’s career spanned a wide variety of
activities. Earning his AB (1935) and Ph.D.
(1939) from Berkeley, he rose to become profes-
sor of economics at Harvard and Dean of the
University (1970–1973), when he helped stabilize
the university during a period of student disorders,
and Lamont University Professor (1970–2003).
He worked for the National War Labor Board
(1943–1954); served as member or chair on vari-
ous national panels with responsibility for resolv-
ing labour disputes; led labour-management
committees in areas ranging from missile sites to
apparel, the public sector, and health; served as
Director of the Cost of Living Council
(1973–1974), and as Secretary of Labor of the
United States (1975–1976). From 1993 to 1994
he chaired the Commission on the Future of
Worker–Management Relations, popularly
known as the Dunlop Commission, which was
given the charge ‘to recommend ways to improve
labor–management cooperation and productiv-
ity’. The politics and economics of the time were
not right, however, for bringing management and
labour to a consensus on modernizing labour rela-
tions, so that much of the Commission’s recom-
mendations went unheeded.

Dunlop approached his work –advising presi-
dents and cabinet officials and telling academics
about the real world and practitioners about aca-
demic theory – with one goal: to help solve prob-
lems. The moral principle that guided him – that
academics should use their knowledge and skill to
help solve problems faced by real people, by
workers and firms, and governments – represents
social science at its best.
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Dunoyer, Barthélémy Charles Pierre
Joseph (1786–1862)

R. F. Hébert

French economist and publicist, born at Carennac
(southwest France) on 20 May 1786, died at Paris
on 4 December 1862. Dunoyer studied law in
Paris, where he befriended Charles Comte, who
shared his liberalism and joined him in founding
and editing Le Censeur, a journal of institutional
and legal reform. The journal was discontinued in
1820 due to increasingly repressive press laws.
Subsequently Comte went to Switzerland,
whereas Dunoyer stayed in Paris and devoted
himself exclusively to economics. He became
professor of political economy at the Athenée,
later publishing his lectures under the title
L’industrie et la morale considerées dans leurs

rapports avec la liberté. In 1832 he was elected to
the French Institute, and in 1845 he became pres-
ident of the Société d’Economie Politique. He
spent two decades in public life, entering the
government in 1830 under the bourgeois monar-
chy of Louis-Philippe, and withdrawing after the
coup d’état of 1851. His articles appeared fre-
quently in the Journal d’Economie Politique and
in other French journals.

Dunoyer added nothing new to economic the-
ory but he was part of a group of French radicals
who helped create a powerful means of social
analysis by fusing liberal historicopolitical
thought with the economic orthodoxy of
J.B. Say. Inspired by Turgot and Condorcet,
Dunoyer and his cohorts advanced an evolution-
ary theory of history that identified progress with
the gradual disintegration of authority and its
replacement by the quiescent, voluntary relation-
ships of the marketplace. These writers antici-
pated the flowering of industriélisme, of a kind
apart from Saint-Simon’s insofar as it envisioned
government as a mere subsidiary institution,
charged mainly with the functions of preserving
order and ministering to the needs of production.
Having thus nested their basic anarchism in an
evolutionary concept of social development, the
group fit surprisingly well into the republican and
constitutional framework of the July Monarchy.

The product of Dunoyer’s mature thought was
his three-volume work, De la liberté du travail.
Despite its brilliance and good sense, it is more a
history of civilization than a sustained economic
treatise. Dunoyer anticipated Herbert Spencer by
developing the idea that society is an organic
composition of institutions and individuals with
specific functions. Although he regarded govern-
ment’s role as minimal, the presence of govern-
ment professionals finds justification in his
conception of ‘immaterial wealth’ (i.e. services).
Although he followed classical economics in most
things, Dunoyer rejected Say’s Law, holding that a
general glut could arise due to the ignorance or
error of entrepreneurs, or to the unequal distribu-
tion of wealth. Unlike Sismondi, however, whose
ideas had a certain allure, he spurned government
palliatives, trusting the growth of industry to grad-
ually reduce entrepreneurial error and to smooth
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the distribution of income. Dunoyer also denied
the classical theory of rent, because he admitted
only one factor of production, labour. On popula-
tion matters he was an unregenerate Malthusian,
which tempered his basic faith in progress with a
hint of pessimism.
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Duopoly

James W. Friedman

A duopoly is a market in which two firms sell a
product to a large number of consumers. Each
consumer is too small to affect the market price
for the product: that is, on the buyers’ side, the
market is competitive. Therefore, in its essence
duopoly is a two player variable sum game. Each
of the two duopolists is a rational decision-maker

whose actions will affect both himself and his
rival. Although the interests of the duopolists are
intertwined, they are not wholly coincident nor
wholly in conflict. In contrast to the agents in
competitive markets, the duopolists must each
concern themselves with what the other duopolist
is likely to do.

The situation facing the duopolists is
non-cooperative in the sense that they are barred
from making binding agreements with one
another. The relevance of this depends crucially
on whether the model is a static market (i.e. a
one-time-only, or one-shot market) or a market
consisting of many time periods.

The first study of duopoly is the great contri-
bution of Cournot (1838) in which the decision
problem of the firms is posed for a homogeneous
products market in a static setting. The equilib-
rium concept proposed by Cournot, variously
called the Cournot equilibrium or the
Cournot–Nash equilibrium, has become a corner-
stone of non-cooperative game theory. To sketch
his model let x and y be the output levels of firms
A and B, let f(x + y) be the inverse demand func-
tion for the market, let C(x) and G (y) be the two
firms’ total cost functions, and let their respective
profit functions be pA = xf(x + y) � C(x) and
pB = yf(x + y) � G (y).

Cournot proposed as an equilibrium a pair of
output levels (x, y) such that neither firm could
have obtained higher profit by having chosen
some other output. Thus pA is maximized with
respect to x (with y given), while, simultaneously,
pB is maximized with respect to y (with x given). If
xc > 0 and yc > 0 the Cournot equilibrium is a
solution to the simultaneous equations

@pA

@x
¼ f xþ yð Þ þ xf 0 xþ yð Þ � C0 xð Þ ¼ 0

@pB

@y
¼ f xþ yð Þ þ yf 0 xþ yð Þ � G0 xð Þ ¼ 0

The Cournot equilibrium defines consistency
conditions. If firm A contemplates (xc, yc) as an
outcome, and believes firm B is contemplating the
same output pair, then firm A will see (a) that it
cannot do better than to choose xc (given the
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expectation that firm Bwill choose yc) and (b) that,
should firmB go through the same thought process,
it will reach a parallel conclusion.

To translate this model into the language of
game theory, player A chooses a strategy x from
the set of all allowed output levels, say all x 
 0.
This set, [0, 1], is called the strategy space or
strategy set of the player. Similarly for player B.
The players’ payoff functions are their respective
profit functions. Thus the payoff function of a
player gives his payoff as a function of the strate-
gies of all players in the game. At a
non-cooperative equilibrium (see Nash 1951;
Owen 1968, or Friedman 1986) no player could
obtain a higher payoff through the use of a different
strategy, given the strategies of the other players.
Note, finally, that the actual behaviour of one
duopolist cannot affect the actual behaviour of the
other in this static setting, because they choose their
output levels simultaneously. They do take one
another into account in making decisions by
analysing the game using both payoff functions.

Cournot’s contribution went largely unnoticed
for nearly half a century, after which it was
scathingly reviewed by Bertrand (1883). Bertrand
berates Cournot on two grounds. First he says that
the firms will collude to achieve monopoly-like
profits. This possibility is acknowledged by
Cournot who made a conscious choice to explore
behaviour in the absence of collusion. Bertrand’s
point was echoed later by Chamberlin (1933),
although neither of them showed how the
duopolists could be expected to maintain a collu-
sive agreement nor did they solve the problem of
the distribution of profits between the firms. These
issues are addressed below in connection with
recent developments.

Bertrand’s second criticism is that price, not
output, should be the firm’s decision variable.
Then, using Cournot’s mineral spring example
in which C(x) = G (y) = 0, he sketches the
Bertrand equilibrium, arguing that consumers
will buy from the firm charging the lower price,
and showing that the only prices that can be in
equilibrium are zero for both firms. Bertrand’s
equilibrium concept is precisely that of Cournot,
transferred to the price choosing variant of
Cournot’s model. Bertrand’s analysis was taken

up, elaborated and extended by Edgeworth
(1897). He supposed that the firms have produc-
tion capacity limits, each of which is less than the
market demand at zero price. Consequently no
pair of prices is an equilibrium.

While the logic of Bertrand and Edgeworth is
correct, the economic relevance is dubious. Real
world firms choose both prices and output levels;
however, the discontinuity of one firm’s sales with
respect to another firm’s decision variable is not
an obvious feature of economic life. Conse-
quently, the Cournot formulation seems prefera-
ble. Away to reconcile price choosing firms with
an absence of demand discontinuities is via dif-
ferentiated products models.

Edgeworth and many of his contemporaries
thought there was no worthwhile content in
Cournot’s duopoly theory. Edgeworth (1925,
p. 111), writing forty years after Bertrand, said
‘Now the demolition of Cournot’s theory is gener-
ally accepted. Professor Amoroso is singular in his
fidelity to Cournot’. Amoroso’s good judgement
was shared by Wicksell (1925). It is now generally
accepted that Cournot was the first to perceive
clearly and enunciate the game theoretic concept
of non-cooperative equilibrium, which received a
general statement from Nash (1951) and is the
cornerstone of one of themain parts of game theory.

The next influential innovation is due to
Bowley (1924) who invented the conjectural var-
iation (which later received this name from Frisch
1933). He wrote the two firms’ first order condi-
tions for equilibrium as @pA/@x + (@pA/@y) (@y/@
x) = 0 for firm A and @pB/@y + (@pB/@x) (@x/@
y) = 0 for firm B. The @y/@x in firm A’s condition
indicates the way that A thinks B’s output choice
will vary according to the way that A varies his
own output choice. A parallel meaning attaches to
@x/@y in B’s first order condition. The presence of
these conjectural variation terms is indefensible in
a static model, but it shows the underlying con-
cern that writers had with dynamic models, while,
at the same time, limiting their formal analysis to
static models. Given that the model is static with
the two firms simultaneously selecting outputs,
and doing so only once, there can be no conjec-
tural variation. B’s output choice will depend on
what B expects A to do, but that expectation will
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not vary as A changes his mind about what output
to select. B’s expectation depends on B’s thought
processes and the information B has about the
structure of the model, and does not depend on
A’s actual thought processes.

Dynamic elements of reaction of one firm to
the choice of another go back to Cournot who
performed a ‘stability’ analysis. He solved @pA/@
x = 0 to obtain x = u (y) and @pB/@y = 0 to
obtain y = w(x). He looked for conditions under
which, starting from an arbitrary x0, the sequence
(xn, y

n+1) for n = 0, 2, 4, . . . would converge to
(xc, yc), the Cournot equilibrium. Bertrand and
Edgeworth also wrote of actions and reactions,
and Bowley introduces a new reactive element
with his conjectural variation terms. Later
Stackelberg (1934) posed the leader–follower
duopoly in which one firm, say A, chooses x and,
after that choice is communicated to B, y is cho-
sen. Bwill always choose y according to y = w(x)
and this is known to A who maximizes pA = xf
[x + w(x)] � C(x) with respect to x. Note that a
conjectural variation term for A makes a legiti-
mate appearance because B’s decision is, in fact, a
function of A’s choice. Wicksell (1925) and
Bowley (1928) anticipate Stackelberg’s
leader–follower equilibrium in their discussions
of bilateral monopoly. All of these treatments
strongly suggest an explicitly multiperiod formu-
lation under which each firm maximizes a
discounted profit stream and behaves according
to a reaction function under which a firm’s output
choice in time t is selected as a function of the
other firm’s output choice in time t – 1. The last
twenty years have seen such analysis, beginning
with Friedman (1968).

The next major step in duopoly was the recog-
nition that, in many industries, the firms sell very
similar, non-identical, products. In such a market,
it is equally easy to represent the firms as price
choosers or as quantity choosers. In either case,
equilibrium can readily involve the firms selling at
different prices. The pioneers here are Hotelling
(1929) and Chamberlin (1933). To sketch a dif-
ferentiated products duopoly, let the firm’s prices
be p and r, and let their demand functions be
x = f(p, r) and y = c(p, r), respectively. The
two firm’s are assumed to produce gross (but

imperfect) substitutes, so fr(p, r) > 0 and cp(p,
r) > 0, but the own-price derivatives (fp and cr)
are negative and both firms’ total revenues are
bounded. Profit functions are pA = pf (p,
r) � C[f (p, r)] and pB = rc (p, r) � G [c (p,
r)]. A non-cooperative (Cournot–Nash) equilib-
rium occurs at a price pair (pc, rc) for which pA is
maximized with respect to p (given r = rc) and pB

is maximized with respect to r (given p = pc).
Many writers have maintained that the Cournot

equilibrium should not be expected to occur in
practice because it does not lie on the firms’ profit
possibility frontier. In addition to Bertrand and
Chamberlin there is a famous passage in Smith
(1776) maintaining that people in the same line of
business will attempt to collude whenever they get
together. In response to such observations several
points can be made. Smith’s passage is a comment
in passing that is not made within an analytical
framework, so it cannot be closely judged.
Bertrand and Chamberlin are discussing specific
models within which their remarks do not hold up
well, because the consistency condition embodied
in the Cournot equilibrium is quite compelling
and would be violated by collusive behaviour.
Any agreement between the two firms–in a static
setting where binding agreements cannot be
made– will break down because at least one firm
will note that, given the agreed decision for the
rival, it can do better by violating its agreement.
But both firms can perceive the incentives of
either one of them, thus the only acceptable agree-
ment in such circumstances is for a price pair
(or output pair, if the firms are output choosers)
such that, given the price of its rival, neither firm
can gain by deviating from its agreement. Such a
self-enforcing agreement is merely a
non-cooperative equilibrium. We are back at
Cournot.

However, this is far from the last word on
collusion in the absence of legally binding agree-
ments. Bertrand, Chamberlin, and others who
have made, or agreed with, their assertion proba-
bly are motivated by a belief that voluntary collu-
sion sometimes occurs in actual markets. They
may be correct in their empirical observation;
however, it remains true that voluntary collusion
is not convincing in the traditional one-shot
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models. Therefore, the clear suggestion is that
one-shot models are simply inadequate for
analysing voluntary collusion. Suppose, then,
that the model is changed to have an infinite
horizon with each firm having a discount param-
eter of a Then, letting t denote time, player A seeks
to maximize

X1
t¼0

atpA ¼
X1
t¼0

at ptf pt, rtð Þ � C f pt, rtð Þ½ �½

and the objective function of player B is

X1
t¼0

atpA ¼
X1
t¼0

at rtc pt, rtð Þ � G c pt, rtð Þ½ �½

Strategy becomes much more complex than in
the static model, because there will be an infinite
succession of price choices by each firm and,
prior to making a price choice any time after
t = 0, the firm will know what past prices have
been selected by its rival. For each t, a firm can
choose its price according to a function (i.e. a
rule) that depends on all past price choices of
both of them. The rule for one period can be
different from the rule for another. A strategy
for a firm is a collection of such rules, one for
each period t.

In this model it may be possible to find a
non-cooperative equilibrium that yields an out-
come on the profit possibility frontier. Such an
equilibrium is based on three critical prices for
each firm. First there is (pc, rc), the Cournot price
pair. Second there is (p*, r*), chosen so that profits
at (p*, r*) are on the profit possibility frontier and
are higher for each firm than at (pc, rc). Third
define p0 as the price for A that maximizes pA =
pf (p, r*) � C[f (p, r*)], and define r0 in a
parallel way for B. Now consider the following
strategy for firm A: p0 = p*, pt = p* for t > 0 if
(pk, rk) = (p*, r*) for k = 0,. . ., t – 1, and pt = pc

otherwise. Imagine a parallel strategy for B. These
strategies amount to a firm saying ‘I will begin by
cooperating and will continue to cooperate as long
as we both have cooperated in the past. If ever a
lapse from cooperation occurs, I will revert to
static Cournot behaviour’.

Whether this pair of strategies is a
non-cooperative equilibrium depends on the sizes
of a and the profits at (p*, r*), (p0, r*), (p*, r0), and
(pc, rc). A’s choice boils down to comparing
(i) receiving the profit associated with (p*, r*) in
all periods or (ii) obtaining the larger profit associ-
ated with (p0, r*) for just one period and the reduced
profit associated with (pc, rc) in all subsequent
periods. If a is near enough to one, both firms will
prefer alternative (i). Thus both firms can be better
off following the ‘cooperative’ strategy. Note, how-
ever, that this cooperative outcome is the result of
following non-cooperative equilibrium strategies.
The strategy pair is chosen so that no single firm
can increase its payoff by altering its strategy, given
the strategy of the other firm. The strategies are
designed so that deviating from cooperative behav-
iour is followed by punishment, and the punishment
is carefully crafted so that it will be in the interests
of all players to carry it out when the strategies call
for it. This latter property, that the threats of pun-
ishment are credible because they are incentive
compatible, is called subgame perfection. On the
concept of subgame perfect non-cooperative equi-
libria, see Selten (1975) or Friedman (1986).

The work of Hotelling and Chamberlin raises
an important issue that has received some recent
attention: firms not only choose prices (or output
levels), they decide on the design of their prod-
ucts. In deciding on how to design a product, the
firm needs to know how design is related to cost of
production and how it is related to consumers’
tastes. The latter has been modelled by Lancaster
(1979) in terms of inherent charactistics. The
underlying notion is that consumers value certain
attributes of goods that are analogous to the nutri-
ents in foods. A particular product (e.g. a chair of a
given design) is a specific bundle of characteris-
tics. The product of a rival seller is a somewhat
different bundle of characteristics. A difficulty
with this approach in the most general form that
Lancaster discusses is that it is difficult to define
these characteristics. Less abstract versions are
used in oligopoly models where, following
Hotelling, physical location, is used as the only
characteristic chosen by firms. Any single mea-
surable attribute, such as sweetness of a bottled
drink, can also be used.
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Other topics treated in the duopoly theory lit-
erature include capital stock decisions, advertis-
ing, and entry. They can be found in Friedman
(1983), along with a fuller account of the topics
sketched above.

See Also

▶Bertrand, Joseph Louis François (1822–1900)
▶Cournot, Antoine Augustin (1801–1877)
▶Nash Equilibrium
▶Oligopoly
▶ Strategic Behaviour and Market Structure
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French engineer and economic theorist, born at
Fossano, Piedmont, Italy on 18 May 1804, when
this region was part of the French empire; died
5 September 1866 in Paris. After his parents
returned to Paris in 1814, Dupuit continued his
education in the secondary schools at Versailles,
at Louis-le-Grand and at Saint-Louis, where he
finished brilliantly by winning a physics prize in
a large group of competitors. Accepted to the
Ecole des Ponts et Chaussées in 1824, Dupuit
soon distinguished himself as an engineer and, in
1827, was put in charge of an engineering district
in the department of Sarthe, where he concen-
trated on roadway and navigation work. Dupuit’s
numerous and trenchant engineering studies on
such topics as friction and highway deterioration,
floods and hydraulics, and municipal water sys-
tems made him one of the most creative civil
engineers of his day. Decorated for such contri-
butions by the Legion of Honour in 1843, Dupuit
ultimately became director-chief engineer in

Dupuit, Arsene-Jules-Emile Juvenal (1804–1866) 3099

D

https://doi.org/10.1057/978-1-349-95189-5_115
https://doi.org/10.1057/978-1-349-95189-5_147
https://doi.org/10.1057/978-1-349-95189-5_963
https://doi.org/10.1057/978-1-349-95189-5_1386
https://doi.org/10.1057/978-1-349-95189-5_1317


Paris in 1850 and Inspector-General of the Corps
of Civil Engineers in 1855.

No less profound were Dupuit’s contributions
to general economic analysis and to the economic
evaluation of public works (cost-benefit analysis).
In fact, Dupuit was the most illustrious contributor
in the long French tradition of study, teaching and
writing on economic topics at the Ecole des Ponts
et Chaussées, whose professors and students
included Isnard, Henri Navier, Charles Minard,
Emile Cheysson and Charles Ellet.

Led by a desire to evaluate the economic or net
benefits of public provision, Dupuit directed his
considerable analytical gifts to the utility founda-
tion of demand and to its relevance to the welfare
benefits of public works. In three substantial
papers appearing in the Annales des Ponts et
Chaussées (1844, 1849) and the Journal des
économistes (1853), Dupuit became the first
non-adventitious expositor of the theory of mar-
ginal utility, of (a variant of) marginal cost pric-
ing, of simple and discriminating monopoly
theory, and of pricing principles of the firm
where location is a factor in expressing demand.

The font of Dupuit’s contribution is the con-
struction of a marginal utility curve and the iden-
tification of it with the demand curve or courbe de
consommation (see Fig. 1).

Arguing in the manner of Carl Menger, who
later elaborated on the point, Dupuit showed that
the marginal utility that an individual obtained
from a homogeneous stock of goods is determined
by the use to which the last units of the stock are
put. In doing so, he clearly pointed out that the
marginal utility of a stock or some particular good
diminishes with increases in quantity and that each
consumer attaches a different marginal utility to the
same good according to the quantity consumed.
The importance of Dupuit’s invention rests in the
fact that the psychological concept of diminishing
marginal utility, and its ramifications, were carried
over to the law of demand. With some, but not all,
of the reservations and qualifications of Alfred
Marshall, Dupuit identified the marginal utility
curve with the demand curve, adding up the utility
curves of individuals to obtain the market demand
curve. Dupuit (1844, p. 106) described his con-
struction (see Fig. 1), which applied to all goods,
public and private, as follows:

If . . . along a line Op the lengths Op, Op', Op" . . .
represent various prices for an article, and that . . .
pn, p0n0, p"n" . . . represent the number of articles
consumed corresponding to these prices, then it is
possible to construct a curve Nn0n"Pwhich we shall
call the curve of consumption. ON represents the
quantity consumed when the price is zero, and OP
the price at which consumption falls to zero.
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Dupuit, Arsene-Jules-Emile Juvenal (1804–1866), Fig. 1
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The identification of marginal utility and
demand, of course, sets up the demand curve as
a welfare tool and Dupuit made specific calcula-
tions. A measure of the welfare produced by the
good (utilité absolue) at quantityOr is the definite
integral of the demand curve between O and r.
Given that Op is the (average) cost of producing
quantity Or, consumers earn a surplus (utilité rel-
ative) equal to absolute utility (OrnP) less costs of
production (Ornp). (Relative utility (pnP) is none
other than Marshall’s consumers’ surplus without
all the reservations that Marshall attached to the
concept.) Importantly, Dupuit identified area rNn
as lost utility (utilité perdue). Under competitive
conditions this loss was inevitable due to the
opportunity cost of resources. Under a monopoly
structure, for example, if, in Fig. 1, Op were a
monopoly price with zero production costs
assumed, utilité perdue would be a loss to
society – the ‘deadweight’ loss associated with
excise taxes, tariffs or monopoly. Further, Dupuit
advanced the theorem that the loss in utility was
proportional to the square of the tax of price above
marginal cost. This theorem, with attendant anal-
ysis, formed the base for large areas of neoclassi-
cal welfare economics, including the taxation
studies of F.Y. Edgeworth and the marginal cost
pricing argument of Harold Hotelling.

From this theoretical base, Dupuit investigated
an impressive number of pricing systems and
market models (1849). While Dupuit was an
ardent and stubborn defender of laissez faire in
most markets (1861), he was equally concerned
that public works, provided or regulated by gov-
ernment as a last resort, should produce the max-
imum amount of utility possible. Thus tools such
as marginal cost pricing find their theoretical
foundations in the writings of Dupuit. Although
Dupuit did not provide an explicit formulation of
the principle, one of his bridge pricing examples
and other statements strongly suggest the possi-
bilities of such a technique to maximize welfare,
but as a long-run proposition.

Dupuit analysed, independently of Cournot,
who was apparently unknown to him, the profit-
maximizing behaviour of the simple monopolist.
He saw monopoly at the apex of a range of prob-
lems regarding the production of total welfare,

being unconcerned about the ‘distribution’ of wel-
fare between producers and consumers. His point
was that the amount of ‘absolute utility’ (or what
could be called net benefit) was lessened by
monopoly profit maximization. This led him to
defend the private practice of price discrimination
and to produce an economic theory of discrimina-
tion. Price discrimination could exist, in Dupuit’s
view, with differences in ‘buyer estimates’, with
the ability to segment markets either naturally or
artificially, and with some degree of monopoly
power. The motive was profit maximization, and
although Dupuit discussed the effects of discrim-
ination on price and revenue, he was primarily
interested in the fact, as was Joan Robinson later,
that discrimination could affect the size of the
welfare benefit. This view was expanded to
include the impact of price discrimination of wel-
fare when buyers were spatially distributed
(1849, 1854).

In the matter of policy, Dupuit recommended
that tools be carefully fit to specific problems. If
industries were to be collectivized or regulated by
government, Dupuit proposed the maximization
of net benefit under the constraint of covering total
costs of production. The recovery of total cost
might be achieved through regulated or
constrained price discrimination or through a
cost-based single price technique. However,
Dupuit can hardly be credited with espousing an
enlarged role for government or government inter-
vention. A firm adherent of Smith’s dictums
concerning minimal government, Dupuit believed
that free and open competition, along with vigor-
ous antitrust or anticartel enforcement, would
ensure optimal provisions in most cases, includ-
ing transportation. Indeed, in the process of
analysing the welfare principles of public works
pricing, Dupuit discovered (in an uncommonly
complete manner) some of the critical welfare-
maximizing properties of a generalized competi-
tive system.

See Also

▶Consumer Surplus
▶ Public Utility Pricing and Finance
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Durable Goods Markets
and Aftermarkets

Michael Waldman

Abstract
There is an extensive literature on durable-
goods markets that starts with the work of
Akerlof, Coase, and Swan in the early 1970s.
In this entry I survey the literature by starting
with the three theoretical building blocks of
time inconsistency, adverse selection, and sub-
stitutability between new and used units. I then

focus on our understanding of three important
real-world issues. These are whether firms
choose optimal durability levels, whether
firms have incentives to eliminate second-
hand markets, and reasons for leasing. The
article also provides an extensive discussion
of aftermarket monopolization.
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Durable goods are goods whose useful lifetime
spans multiple periods.

This article surveys the extensive literature on
durable-goods markets and aftermarkets. I begin
with the main theoretical ideas, then turn to spe-
cific real-world issues such as durability choice
and leasing, discuss aftermarket monopolization
and then end with a brief conclusion. (A more
in-depth survey appears in Waldman 2003.)

Three Theoretical Building Blocks

Much of our understanding of durable-goods mar-
kets derives from three theoretical contributions.
The first is Coase’s (1972) insight concerning time
inconsistency. To see the basic logic, consider
Bulow’s (1982) formalization: a durable-goods
monopolist sells its output in each of two periods
and cannot commit in the first period to second-
period actions. Bulow shows that, because in the
second period the firm does not internalize how its
actions affect the value of used units, its output is
higher than under commitment. First-period
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purchasers anticipate this, pay less for new units
and thus lower overall monopoly profitability.

Coase’s insight has spawned a large literature.
One branch of this literature focuses on the Coase
conjecture, that is, the idea that in an infinite-
period setting time inconsistency causes price to
drop immediately to marginal cost. A second
branch identifies tactics such as leasing that
firms can employ to reduce or possibly avoid
time inconsistency. Finally, a third branch applies
time inconsistency to other issues, including
new-product introductions and repurchase prices.

The second major theoretical contribution is
Akerlof’s (1970) adverse-selection argument.
This paper helped start the asymmetric-
information revolution, but was not initially
thought of as an important contribution to
durable-goods theory. However, the paper’s
main example concerns second-hand markets. In
Akerlof’s model buyers have higher valuations
than sellers, so efficiency requires that all units
be traded. Further, each seller is privately
informed of his own unit’s quality. The result is
a single price that reflects average quality, and
sellers with high-quality units keep them because
prices do not reflect actual quality, that is, trade is
below the efficient level. (In Akerlof’s analysis
there is no trade, but this result is not robust.)

A small empirical literature looks for evidence
of adverse selection in durable- goods markets.
Most of these papers find some support. For
example, Bond (1982) considers the used pickup
truck market and finds support for adverse selec-
tion for older trucks, while Genesove (1993) finds
some supporting evidence in used-car dealer auc-
tions. More recently, Gilligan (2004) finds
supporting evidence in business aircraft.

In terms of durable-goods theory, Akerlof’s
contribution was ignored for almost 30 years.
Starting with Hendel and Lizzeri (1999a), how-
ever, a number of papers have extended Akerlof’s
analysis. There are three basic findings. First,
Akerlof’s main results continue to hold when
new units are incorporated into the analysis. Sec-
ond, because adverse selection in the used-unit
market reduces the willingness to pay of
new-unit buyers, firms will market new units in a
manner that reduces adverse selection. Third, as

discussed in detail later, new-unit leasing can be
important for reducing adverse selection.

The third major theoretical contribution is that
there is a close analogy between the product-line
pricing problem and the durable-goods monopoly
problem. This analogy is described in Waldman
(1996). Consider Mussa and Rosen (1978), which
analyses the product-line pricing problem of a
non-durable-goods monopolist. The monopolist
sells units of varying qualities to consumers who
have heterogeneous valuations on quality.
Because the substitutability between units links
the various prices, the monopolist lowers below
efficient levels the quality level sold to all but the
highest-valuation group.

Now consider a durable-goods monopolist
who controls the quality of a unit at every age.
Further, assume heterogeneity in consumers’ val-
uations for quality and a frictionless second-hand
market. Then, if the firm can commit, quality
choices are as above. That is, new-unit quality is
efficient. But, because of the linkages between the
various prices, all used-unit qualities are below
efficient levels. As discussed later, a number of
recent papers use this result to analyse various
real-world issues concerning durable goods.

Three Real-World Issues

Optimal Durability Choice
A much debated issue is whether a durable-goods
monopolist chooses socially optimal durability.
Swan (1970, 1971) considers models that satisfy
the once standard assumption that a unit is a
bundle of ‘service units’, so some number of
used units is a perfect substitute for a new unit.
Swan’s steady-state analysis shows durability
choice to be socially optimal because the firm
produces the steady-state flow of service units at
minimum cost. (Swan’s analysis corrected the
conclusions of earlier papers that had concluded
that in such settings the monopolist would choose
inefficiently low durability levels.)

A large literature investigates the robustness of
Swan’s conclusions. There are two major find-
ings. The first employs time inconsistency.
Bulow (1986) moves away from Swan’s
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assumption of steady-state behaviour by consid-
ering a model similar to his earlier one, but now
allows endogenous durability choice. He shows
that time inconsistency provides a rationale for a
durable-goods monopolist to choose less than the
socially-optimal durability level. The logic is that
durability is what leads to time inconsistency, so
reducing durability below the efficient level
reduces time inconsistency and thus increases
profitability.

The second major finding appears in Waldman
(1996) and Hendel and Lizzeri (1999b), which
drop the service units assumption and instead
assume that new and used units vary in quality
and that durability choice controls the speed of
quality deterioration. The earlier discussion
immediately translates into an incentive for the
firm to choose less than the socially optimal dura-
bility level. That is, in this setting the incentive for
the monopolist to sell output whose used-unit
quality is below the efficient level translates into
durability below the efficient level. (In Hendel and
Lizzeri’s analysis durability choice can be above,
below, or equal to the first-best level, but it is
always below the second-best level defined by
actual outputs.)

Eliminating Second-Hand Markets
Do durable-goods producers with market power
have incentives to eliminate secondhand markets?
For example, do textbook publishers introduce
new editions in order to kill off the market for
used books? Until recently, the standard argu-
ment, found, for example, in Swan (1980), was
that, since the new-unit price reflects prices the
product will sell for on the second-hand market in
subsequent periods, the producer has no such
incentive.

Two recent arguments show that this result is,
in fact, quite limited. The first, which builds on the
discussion above, appears in Waldman (1996,
1997) and Hendel and Lizzeri (1999b). The idea
is that, because substitutability between new and
used units means the price of a used unit on the
second-hand market limits the amount the firm
can charge for new units, the firm sometimes
eliminates the second-hand market or similarly
reduces used-unit availability in order to raise

the new-unit price. In particular, this is more likely
when consumers of used units have low valua-
tions for the firm’s product. This is both because
little revenue is lost by not serving such con-
sumers and because serving them means a low
used-unit price and thus a lower new-unit price.
(A number of earlier papers find similar results
starting with demand functions rather than utility
maximization.)

The second argument, found initially in
Waldman (1993), employs time inconsistency.
As discussed, the early literature on time incon-
sistency focused on output choice. My 1993 paper
shows time inconsistency also applies to actions
such as new-product introductions that make used
units unavailable because they become obsolete.
The difference between this argument and the one
above concerns commitment. Above it is assumed
the firm can commit, so the firm eliminates the
second-hand market only when it is profitable to
do so. In contrast, here commitment is not
assumed, so the firm may eliminate the second-
hand market even though this lowers overall
profitability.

A related empirical analysis appears in Iizuka
(2004), which shows that the market share of used
textbooks is an important determinant of whether
or not a publisher introduces a new edition. This is
consistent with new editions being used at least
partly to eliminate second-hand markets, although
Iizuka does not distinguish between the two pos-
sibilities described above for why a firm might
want to do this. In future research, it might be
possible to identify which argument is at work
by focusing on how the decision to introduce
new editions affects overall profitability.

Reasons for Leasing
A number of reasons have been identified for why
durable-goods producers frequently lease.
(A reason I do not discuss is that there are some-
times tax advantages associated with leasing.)
One reason, initially discussed in Coase (1972)
and Bulow (1982), is that time inconsistency
lowers profitability when a firm sells output
because it chooses actions in later periods that
inefficiently lower the value of used units. When
the firm leases, however, it retains ownership of
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those units so the incentive to take inefficient
actions disappears.

A second reason is also related to a previous
discussion. As discussed in Waldman (1997) and
Hendel and Lizzeri (1999b), when used-unit
prices serve as important constraints on the
new-unit price, leasing can be used to eliminate
secondhand markets or at least reduce used-unit
availability. The logic is that leasing allows a firm
to eliminate the second-hand market by allowing
the firm to retire returned used units. My 1997
paper shows this formally and argues that it is
consistent with classic cases concerning the use
of a lease-only policy such as United Shoe in the
shoe machinery market, IBM in the computer
market, and Xerox in the copier market. (One
might argue that leasing is not needed because a
firm can sell and then use high repurchase prices
to purchase and retire used units. My 1997 paper
shows this strategy is inferior to leasing because
of time inconsistency.)

Finally, leasing is a response to adverse selec-
tion. This argument appears in Hendel and Lizzeri
(2002) and Johnson and Waldman (2003). These
papers show that, whether the new-unit market is
monopolistic or competitive, in a world of asym-
metric information leasing in the new-unit market
can arise because it means used units are returned
to the seller(s), which, in turn, avoids or at least
reduces adverse selection in the used-unit market.
The two papers develop different variants of the
argument and show it is consistent with various
empirical findings concerning the automobile
market.

Aftermarket Monopolization

Aftermarket monopolization is behaviour that
stops alternative producers from selling aftermar-
ket products to the firm’s customers. The focus on
this subject started after the US Supreme Court’s
1992 decision in the case Eastman Kodak Com-
pany v. Image Technical Services. Aftermarkets
are common with durable goods, where aftermar-
kets refer to markets for complementary products
such as maintenance and upgrades. I consider
three possibilities: (a) hold-up rationales; (b)

price discrimination and efficiency rationales;
and (c) other strategic rationales.

Hold-Up
There are two distinct hold-up arguments, each of
which focuses on aftermarket monopolization by
competitive producers. In both, the firm prohibits
other firms from selling the aftermarket
product – for example, maintenance – and then
exploits the locked-in positions of its customers in
pricing the product. The result is a standard dead-
weight loss due to the high aftermarket price,
although no transfer between the consumers and
the firm since competition in the primary market
means firms earn zero profits overall. In the
‘costly-information’ version, consumers ignore
the aftermarket price when purchasing the pri-
mary product. In the ‘lack-of- commitment’ ver-
sion, developed in Borenstein et al. (1995),
consumers correctly anticipate the aftermarket
price but, because firms cannot commit, time
inconsistency causes firms to monopolize the
aftermarket and inefficiently raise the aftermarket
price after consumers are locked in. (A third
holdup theory is the ‘surprise’ theory. In this argu-
ment consumers are surprised by the aftermarket
monopolization. Some discussions of this theory
describe a transfer between the consumers and the
firm, but it is unclear why competition does not
result in zero profits, in which case the surprise
and costly-information theories are equivalent.)

Price Discrimination and Efficiency Rationales
For various reasons, such as that many buyers in
the relevant industries are sophisticated firms for
which the costly-information argument is implau-
sible, attention has shifted towards other argu-
ments many of which have either neutral or
positive social-welfare implications.

One such argument is the price discrimination
argument that appears in Chen and Ross (1993)
and Klein (1993). Suppose the primary-good pro-
ducer has market power. Then the firm may
monopolize the aftermarket in order to raise the
aftermarket price and in this way price discrimi-
nate by charging a high aggregate price to the
high-volume/high-valuation consumers. From a
social-welfare standpoint, this argument has
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neutral implications since an improved ability to
price discriminate can either raise or lower social
welfare. (Klein argues that this argument applies
even when firms are competitive, although not
perfectly competitive.)

A plausible efficiency rationale follows from
Schmalensee’s (1974) argument that, given a
durable-goods monopolist (which means new
units priced above marginal cost) and a competi-
tive maintenance market (which means mainte-
nance is priced at cost), consumers will
sometimes inefficiently maintain rather than
replace used units. Tirole (1988) shows this can
lead to aftermarket monopolization in a durable-
goods monopoly setting because having a monop-
oly in both markets allows the firm to avoid the
inefficiency and thus increases its profits.

More recently, Morita andWaldman (2005) and
Carlton and Waldman (2006) show that the argu-
ment extends to aftermarkets other than mainte-
nance, and to competitive durable-goods markets
given switching costs. In the latter case the ineffi-
cient substitution problem arises even with compe-
tition because switching costs create market power
at the time of the maintenance/replacement deci-
sion. Interestingly, because competitive sellers earn
zero profits in equilibrium, when aftermarket
monopolization eliminates the distortion, both
social welfare and consumer welfare increase.

Strategic Rationales
There is an extensive literature on strategic ratio-
nales for the tying of complementary products.
Since the tying of primary and aftermarket prod-
ucts is one potential way to achieve aftermarket
monopolization, much of this literature is relevant
to aftermarket monopolization.

Whinston (1990) shows that, if the primary
good is not essential, tying may force the exit of
an alternative producer of the complementary
good and in this way increase the firm’s profits
by monopolizing the segment of the
complementary-good market for which the pri-
mary good is not required.

In contrast, in Carlton and Waldman (2002)
tying is sometimes used to preserve a monopoly
in the primary-good market. They consider
two-period settings in which a single potential

entrant can enter the complementary market in
either period but the primary market only in the
second. In the presence of fixed costs of entry or
network externalities, the primary-good monopo-
list sometimes ties in order to preserve its primary-
good monopoly in the second period. For exam-
ple, with entry costs tying stops the alternative
producer from entering the complementary mar-
ket in the first period. In turn, because of a possi-
ble inability to cover entry costs, the outcome can
be no entry in either market in either period.

A third argument appears in Carlton and
Waldman (2005). Whinston shows that in
one-period settings there is never an incentive to
tie if the monopolist’s primary product is essen-
tial. Carlton and I show that in durable-goods
settings, given the presence of complementary-
good upgrades and switching costs, tying can be
optimal even when the primary product is essen-
tial. The basic logic is that some profits are real-
ized in later periods in the sale or lease of the
upgraded complementary good, and the only
way the monopolist can ensure it captures those
profits is by tying and becoming the sole producer
of the complementary good.

Conclusion

Starting in the early 1970s with the work of Aker-
lof, Coase and Swan, significant progress has been
made in our understanding of durable-goods mar-
kets. In this entry I have surveyed this literature as
well as the literature on the related issue of after-
markets. Although I have referred throughout to
various empirical papers, durable-goods markets is
a topic for which theory is far ahead of empirical
investigation. In the future I expect to see work that
extends the theory in various important ways, but
also empirical work that tests the validity of the
various theoretical approaches that have been
explored since the early 1970s.

See Also
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Durand, David (Born 1912)

J. Fred Weston

Durand was born in Ithaca, New York. He
received his PhD at Columbia University in
1941. He was a member of the Research Staff of
the National Bureau of Economic Research from
1946 to 1955 when he became a Professor at the
Massachusetts Institute of Technology, where he
remained throughout his career.

The early contributions of David Durand were
in statistical methodology. His election as a Fel-
low of the American Statistical Association was
based on his work in developing and applying
statistical analysis in the field of finance, including
the construction of historical series on the term
structure of interest rates.

In a National Bureau Conference publication
(1952), Durand authored a chapter which laid the
foundation for later developments on cost of cap-
ital theory and measurement. Durand followed the
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premise that security appraisal is the key to mea-
suring the cost of capital. He developed two alter-
native methods of appraisal, the Net Income
(NI) method and the Net Operating Income
(NOI) method. In the NI method, the cost of
debt interest is deducted from net operating
income and net income is capitalized at a constant
rate; the value of the firm increases with higher
debt leverage until both the cost of debt and of
equity rise substantially. Under the NOI method a
constant capitalization rate is applied to the net
operating income so that the total value of all
bonds and stocks is invariant so the degree of
leverage employed. Durand leaned toward the
NOI method, but recognized circumstances
under which each model had applicability. Subse-
quent literature predominantly favoured the NOI
approach until the 1980s, when Durand’s views
have essentially prevailed.

Durand also made contributions to the theory
of capital budgeting. He emphasized an eclectic
approach including the internal rate of return
method and the net present value procedure. He
also emphasized considering some measure of
time to indicate how fast an investment project
will liquidate itself. He argued that just as portfo-
lio managers select bonds partly on the basis of
term to maturity, financial managers responsible
for capital budgeting should select investment
projects partly on the basis of their weighted
discounted payout period or duration.
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Durbin, Evan Frank Mottram
(1906–1948)

Elizabeth Durbin

Born in Devon, Durbin was a Scholar of New
College, Oxford, won the Senior and Junior
Webb Medley Scholarships, first class Honours
in Politics, Philosophy and Economics and the
Ricardo Fellowship to University College, Lon-
don. Hired as an economics lecturer at the London
School of Economics in 1930, he was later pro-
moted to senior lecturer. During the war he was a
personal assistant to Clement Attlee, the Deputy
Prime Minister, and in 1945 he was elected
Labour Member of Parliament for Edmonton. He
served as Parliamentary Private Secretary to Hugh
Dalton at the Treasury, and was appointed junior
Minister of Works in March 1947. He was
drowned in Cornwall in 1948. Durbin is best
remembered for his book The Politics of Demo-
cratic Socialism (1940), an influential statement
of the revisionist case in Britain, of which his
close friend and professional colleague, Hugh
Gaitskell, later commented: ‘it marked the transi-
tion from the pioneering stage to that of responsi-
bility and power.’
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As a professional economist, Durbin published
two books on macroeconomic theory and policy,
and a number of articles on economic planning. In
the intellectual turmoil of the early 1930s, he was
searching for a theory to explain the trade cycle,
because he believed that its control was essential to
the socialist alternative to capitalism. He was
strongly influenced by Hayek’s cyclical theory of
sectoral imbalance, although he argued that the
crisis was precipitated by ‘an excessive supply of
money’ in the consumers’ sector, not capital scar-
city in the producers’ sector (Hayek’s view). In
further work, he introduced the role of the money
market, an important advance on Hayek’s model,
which foreshadowedKeynes’s use of uncertainty in
The General Theory. Later scholars have also rec-
ognized his contributions to identifying the crucial
growth problem of maintaining sufficient savings
without causing sectoral imbalance. Together with
Hugh Gaitskell, J.E. Meade and Douglas Jay,
Durbin has also been credited with adapting the
Keynesian revolution into practical policies for the
British Labour Party. However, he always remained
sceptical about some aspects of The General The-
ory; he did not believe it provided a solution of the
cyclical problem, and he was concerned about the
inflationary potential of continued expansion.

Beginning in 1931 through the Fabian Society,
Durbin and Gaitskell also organized systematic
research into the theory and practice of socialist
planning and the appropriate criteria for assessing
efficiency in a socialist economy. Thus Durbin was
in the forefront of the planning controversies of the
Thirties, contributing articles to the development
of the ‘competitive’ solution for market socialism
and to the marginal cost-pricing debate. He was
one of the first to argue that a mixed economy was
fundamental to the notion of democratic socialism;
themarket provided individuals freedom to choose
jobs and goods and incentives to innovate, and the
government provided the programme and policies
to sustain growth, to allocate resources in the pub-
lic interest and to ensure social justice.

Durbin’s main achievements were to present a
practical forerunner of the postwar mainstream
case for government intervention and to lay the
intellectual foundations for the continuing debates
about the nature of the socialist vision in Britain.

See Also

▶ Fabian Economics
▶ Social Democracy
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Durbin-Watson Statistic

James G. MacKinnon

Keywords
Durbin–Watson statistic; Linear regression
models; Monte Carlo test; Ordinary least
squares (OLS) estimator; Serial correlation;
Testing; DW statistic
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The well-known Durbin–Watson, or DW, statis-
tic, which was proposed by Durbin and Watson
(1950, 1951), is used for testing the null hypoth-
esis that the error terms of a linear regression
model are serially independent.
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Consider the linear regression model with AR
(1) errors,

yt ¼Xtbþut,ut ¼rut�1þ et,et 	 IID 0,s2
� �

: (1)

Here the scalar yt is an observation on a dependent
variable, Xt is a 1 � k vector of observations on
independent variables that may be treated as fixed,
and b is a k-vector of parameters to be estimated.
There are n observations, and we wish to test the
null hypothesis that r = 0, under which the model
(1) reduces to

yt ¼ Xtbþ ut, ut 	 IID 0, s2
� �

, (2)

for which the ordinary least squares (OLS)
estimator is efficient. This estimator is usually
written as b̂ ¼ X0Xð Þ�1

X0y , where the n � k
matrix X has tth row Xt and the n-vector y has tth

element yt.
The Durbin–Watson d statistic for testing (2)

against (1) is solely a function of the OLS resid-
uals ût ¼ yt � Xtb̂. It is defined as

d ¼
Pn

t¼2 ût � ût�1ð Þ2Pn
t¼1 û

2
t

: (3)

It is easy to see that d is approximately equal to
2� 2r̂ , where r̂ is the OLS estimate of r in a
regression of ût on ût–1. Thus d will be approxi-
mately equal to 2 if the residuals do not display
any serial correlation, and it will be less (greater)
than 2 whenever r̂ is more than a little bit greater
(less) than 0.

The Exact Distribution of the DW
Statistic

The DW statistic can be written as a ratio of
quadratic forms in the n-vector û of OLS resid-
uals, the tth element of which is ût. Specifically,

d ¼ û0Aû
û0û

, (4)

where A is the n � n matrix

1

2

1 �1 0 0 . . . 0 0 0

�1 2 �1 0 . . . 0 0 0

0 �1 2 �1 . . . 0 0 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 0 . . . �1 2 �1

0 0 0 0 . . . 0 �1 1

26666664

37777775
Durbin and Watson (1950) actually considered a
number of statistics that can be written in the form
of (4) for different choices of the matrix A and
chose to focus on d for reasons of computational
and theoretical convenience. Because both the
numerator and the denominator are proportional
to s2, d is invariant to s.

The exact distribution of d depends on X and
the distribution of the ut. When the error terms
are i.i.d. normal, Durbin and Watson (1951)
tabulated bounds on the critical values for
tests based on d against the one-sided alterna-
tive that r > 0. These bounds, denoted dL and
dU, depend on the sample size and the number
of regressors. We can reject the null hypothesis
when d < dL, cannot reject it when d < dU, and
can draw no firm conclusion when dL < d < dU.
To test against the alternative that r < 0, we
would replace d by 4 – d and use the same
procedure.

The original Durbin–Watson tables have been
extended by various authors, notably Savin and
White (1977). However, since dU � dL can be
quite large, tests based on the bounds often have
indeterminate outcomes. It is much better to per-
form exact tests conditional on X, and this is easy
to do with modern computing technology. There
are two approaches.

The first approach is to calculate an exact
P value for d using one of several methods for
calculating the distribution of a ratio of qua-
dratic forms in normal random variables. The
method of Imhof (1961) is probably the best
known of these, but the more recent method of
Ansley et al. (1992) is faster. If a suitable com-
puter program is readily available, this approach
is the best one.

An alternative approach is to perform a Monte
Carlo test. As can be seen from (4), the statistic
d depends only on the vector u and the matrix X,
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since û = MXu, where MX = I � X(X0X)�1X0.
Because of its invariance to s, d does not depend
on any unknown parameters. This implies that a
Monte Carlo test will be exact.

To perform a Monte Carlo test at level a, we
first choose B such that a(B + 1) is an integer
(999 is often a reasonable choice) and generate
B vectors u�j , each of which is multivariate stan-

dard normal. Each of the u�j is regressed on X to
calculate a vector of residualsMXu

�
j , which is then

used to compute a simulated test statistic d�j
according to (3). We can then calculate simulated
P values for a one-tailed test against either r > 0
or r < 0 or for a two-tailed test. For example, the
simulated P value for a one-tailed test against
r > 0 is

P� dð Þ ¼ 1

B

XB
j¼1

I d�j < d
� �

,

where I( � ) is the indicator function that is equal to
1 when its argument is true and equal to 0 other-
wise. We reject the null hypothesis whenever
P*(d)< a. For more on the calculation of P values
for bootstrap and Monte Carlo tests, see Davidson
and MacKinnon (2006).

Limitations of the DW Statistic

The Durbin–Watson statistic is valid only when
all the regressors can be treated as fixed. It is not
valid, even asymptotically, when Xt includes a
lagged dependent variable or any variable that
depends on lagged values of yt. Because r̂ is
biased towards 0 when Xt includes a lagged
dependent variable, d is biased towards 2 in this
case. Thus, a test based on the DW statistic will
tend to under-reject when the null hypothesis is
false.

Numerous procedures have been proposed for
testing for serial correlation in models that include
lagged dependent variables. The simplest is to
rerun regression (2), with the addition of the
lagged residuals from that regression. The test
statistic is then the t statistic on the lagged

residuals. This procedure, which is due to Durbin
(1970) and Godfrey (1978), does not yield an
exact test and should be bootstrapped when the
sample size is small.

Of course, since the finite-sample distribution
of the DW statistic depends on the distribution of
the ut, we cannot expect to obtain an exact test
even when the Xt are exogenous if the normality
assumption is not a good one. In principle, we
could bootstrap d by using re-sampled residuals
instead of multivariate standard normal vectors
for the u�j . This would probably work very well

in most cases, but it would not actually yield an
exact test.

See Also

▶Artificial Regressions
▶ Serial Correlation and Serial Dependence
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Durkheim, Emile (1858–1917)

Peter Bearman

Born in Epinal near Strasbourg, Durkheim
attended the Ecole Normale Supérieure in Paris,
taking his agregation in 1882. His first important
academic appointment was as Professor of Soci-
ology and Education at Bordeaux in 1887. The
Bordeaux appointment marked the first sociology
professorship in France. In 1902 Durkheim was
appointed as Professor of Sociology (and Educa-
tion), at the Sorbonne where he remained until his
death in 1917. Of Durkheim’s four major works,
The Division of Labour (1893), The Rules of
Sociological Method (1895), Suicide: A Study in
Sociology (1897) and The Elementary Forms of
Religious Life (1912), the first three were written
while he was at Bordeaux. At the Sorbonne, Durk-
heim devoted considerable effort towards the
establishment of sociology as a professional dis-
cipline. He founded a journal, L’année socio-
logique, and was active in supervision of
younger scholars, most notably Granet, Mauss,
and Halbwachs.

The theoretical agenda of Durkheim’s major
works centred around understanding the collec-
tive bases for social order in modern societies
characterized by increased individuation and
autonomy. For Durkheim, a stable social order
was possible only if the members of a group
shared a common set of beliefs (conscience col-
lective) governing individual behaviour. With
the progression of the division of labour in soci-
ety – which by definition leads to greater indi-
viduation and specialization of persons and
roles – the values that increasingly heteroge-
neous individuals hold are seen to become
more abstract, and are thus less able to shape
and constrain individual social action. The social
order, in this context, may become weak. Durk-
heim recognized that countervailing the weak-
ness of the collective conscience in modern
society was increased functional inter-
dependence of persons. Yet, in The Division of

Labour, Durkheim attacked the notion
(attributed to Spencer as a representative utilitar-
ian) that such interdependence (the need for indi-
viduals to exchange the products of their labour)
was by itself robust enough to guarantee social
stability. Rather, he asserted that exchange is
possible only because of the existence of shared
sentiments which govern the determination of
‘individual interest’ and behaviour. Contracts
presume prior sentiments constraining self-
interested social action.

Durkheim’s fundamental methodological con-
tribution to sociology is the recognition that
macro-level outcomes cannot be accounted for
from the analysis (or empirical observation) of
micro-level (individual) action. Rather, he argued
that social scientists must recognize that society is
a ‘reality sui generis’, a ‘thing’ greater than, and
not reducible to, its constituent parts. In this
framework, sociology is the positive science of
social facts, phenomena whose own structure can
be used as an indicator of the social solidarity of a
group which one cannot directly apprehend from
observation alone.

Durkheim is considered a founder of modern
sociology and anthropology. On both substantive
and methodological grounds, his work can be
considered a sustained attack on economic theory
which typically elides the problem of social order
and assumes that aggregate social outcomes are
the products of individual social action and indi-
vidual self-interest.
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Dutch Disease

Thorvaldur Gylfason

Abstract
This article outlines the ‘Dutch disease’, the
fear of de-industrialization first seen in the
Netherlands in the wake of the appreciation
of the Dutch guilder following the discovery
of natural gas deposits in the North Sea around
1960. It considers its symptoms, and asks
whether it is indeed a ‘disease’ with negative
economic implications. It also briefly reviews
some cases of Dutch disease, and the case of
Norway, which appears to have successfully
avoided it.

Keywords
De-industrialization; Dutch disease; Oil
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Dutch disease, in the original sense of the term,
refers to the fears of de-industrialization that
gripped the Netherlands in the wake of the appre-
ciation of the Dutch guilder following the discov-
ery of natural gas deposits in the North Sea around
1960. The appreciation of the guilder following
the gas export boom hurt the profitability of
manufacturing and service exports. Total exports
from the Netherlands decreased markedly relative
to Gross Domestic Product (GDP) during the
1960s. The growth of petroleum exports in the
1960s hurt other exports disproportionately.

Many feared dire consequences for Dutch
manufacturing. The problem proved short-lived,
however. From the late 1960s onward, exports of
goods and services have increased from less than
40 per cent of GDP to more than 70 per cent, a
high export ratio by world standards. The
expected de-industrialization did not materialize,
but the name stuck. It can be said that, being
neither Dutch nor a disease, the Dutch disease is
a double misnomer. But when a disease bears the
name of the first patient diagnosed with it, it
would seem a bit harsh to require the patient to
remain sick for the name to stick.

Is it a disease? Some view it as matter of one
sector benefiting at the expense of others, without
seeing any macroeconomic or social damage
done. Others view the Dutch disease as an ail-
ment, pointing to the potentially harmful conse-
quences of the resulting reallocation of
resources – from high-tech, high-skill intensive
service industries to low-tech, low-skill intensive
primary production, for example – for economic
growth and diversification.

Symptoms

An overvalued currency was the first symptom
associated with the Dutch disease, but later sev-
eral other symptoms came to light. Figure 1 illus-
trates how an oil export boom lifts the
equilibrium real exchange rate at which total
exports of goods, services, and capital match
total imports. In the figure, non-oil exports
decline from A to C and hence by less than oil
exports increase, so that total exports rise from
A to B. For total exports to decline the import
schedule would have to shift to the left (for
instance through capital inflow) by an amount
that exceeds the increase in oil exports, measured
by the distance between B and C.

Natural resource discoveries and dependence
tend to go hand in hand with booms and busts:
the prices and supplies of raw materials and
related commodities fluctuate a great deal in
world markets. Fish stocks, for example, are
notoriously volatile. Oil wells are drilled, and
then go dry, and mines are depleted. The
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resulting fluctuations in export earnings trigger
exchange rate volatility, perhaps no less so under
fixed exchange rates than under floating rates.
Unstable currencies create uncertainty, which
tends to hurt exports and imports as well as
foreign investment. Further, the Dutch disease
can strike even in countries that do not have a
national currency of their own (as, for instance,
in Greenland, which uses the Danish krone and
depends on fish). In this case, the natural-
resource-based industry is able to pay higher
wages and also higher interest rates than other
industries, thus making it difficult for the latter to
stay competitive. This problem can become par-
ticularly acute in countries with centralized wage
bargaining (or with oligopolistic banking sys-
tems, for that matter) where the natural-resource-
intensive industries set the tone in nation-wide
wage negotiations and dictate wage settlements
which other industries can ill afford. In one or all
of these ways, the Dutch disease tends to reduce
the level of total exports or skew the composition
of exports away from manufacturing and service
exports which could be particularly conducive to
economic growth over time. Exports of capital,
including inward foreign direct investment, may
also suffer.

The Netherlands recovered quickly from the
Dutch disease, and has seen a persistent upward
trend in its total exports relative to GDP since the
mid-1960s. On the other hand, in Norway, the
world’s third largest oil exporter after Saudi

Arabia and Russia, total exports have risen slowly
relative to GDP, to a level well below that of the
Netherlands (45 per cent in Norway in 2005 com-
pared with 71 per cent in the Netherlands), even if
the Dutch economy is almost three times as large
as that of Norway. Also, the share of
manufactured exports in merchandise exports
was 68 per cent in the Netherlands in 2005 com-
pared with 17 per cent in Norway. Exports and
manufacturing are good for growth. Openness to
trade invigorates imports of goods and services,
capital, technology, ideas and know-how. The
Dutch disease matters mainly because of its
potentially harmful consequences for economic
growth.

Channels

Experience seems to suggest six main channels of
transmission from heavy natural resource depen-
dence to sluggish economic growth. At the top of
the list is the Dutch disease. In second place, huge
natural resource rents, especially in conjunction
with ill-defined property rights, imperfect or miss-
ing markets, and lax legal structures, may lead to
rent-seeking behaviour that diverts resources
away from more socially fruitful economic activ-
ity. The struggle for resource rents may lead to a
concentration of economic and political power in
the hands of elites which, once in power, use the
rent to placate their political supporters and thus

Dutch Disease,
Fig. 1 How an oil export
boom crowds out nonoil
exports
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secure their hold on power, with stunted or weak-
ened democracy and slow growth as a result.
Extensive rent seeking – in other words, seeking
to make money from market distortions – can
breed corruption, thus reducing both economic
efficiency and social equality.

Third, natural resource abundance may imbue
people with a false sense of security and lead
governments to lose sight of the need for
growth-friendly economic management, includ-
ing free trade, foreign investment, bureaucratic
efficiency and good institutions, including
democracy. Incentives to create wealth through
good policies and institutions may wane because
of the relatively effortless ability to extract wealth
from the soil or the sea. Fourth, abundant natural
resources may likewise weaken incentives to
accumulate human capital, even if the rent stream
from the resources may enable nations to give a
high priority to education. Fifth, natural resource
abundance may blunt private and public incen-
tives to save and invest in real capital no less
than in human capital, and thereby weaken finan-
cial institutions and reduce economic growth.
Sixth, natural resource wealth is a fixed factor of
production that hampers economic growth poten-
tial by causing a growing labour force and a grow-
ing stock of capital to run into diminishing
returns.

In sum, an abundance of natural capital, if not
well managed, may erode or reduce the quality of
human, physical, social, financial and foreign cap-
ital, and thus stand in the way of rapid economic
growth. Manna from heaven can be a mixed bless-
ing. Consider the attitudes of individuals to their
own and to other people’s money. A person’s
respect for money tends to vary inversely with
his or her distance from the effort expended to
make the money. For example, loot tends to be
invested with less forethought than honest wages.
The same argument applies to unrequited foreign
aid. An influx of aid tends to increase the real
exchange rate, thereby hurting exports as in
Fig. 1. Import restrictions exacerbate the appreci-
ation of the currency, hurting exports further. The
figure suggests that aid needs to be accompanied
by trade liberalization to avoid currency appreci-
ation and its consequences.

Cases

The list of natural-resource-abundant countries
beset by economic and political difficulties is a
long one. Take Libya. Without its oil export rev-
enues, Libya (population 6 million) would hardly
have had the means to purchase 700 military air-
craft, submarines and helicopters to pursue the
foreign ambitions of Colonel Gaddafi, in power
since 1969. In Equatorial Guinea, following oil
discoveries, the purchasing power of per capita
GDP increased by a factor of six or seven from
1990 to 2005, while life expectancy plunged from
46 years to 42. One child in five dies before
reaching its fifth birthday. More than a half of
the population of 500.000 lives on less than a
dollar a day. President Mbasogo has ruled the
country with an iron fist since 1979, usurping the
country’s oil wealth for himself and his family and
cronies. The readiness of the rest of the world to
import oil from Equatorial Guinea, and thus to
buy stolen goods, is an integral part of the problem
because a people’s right to its natural resources is
a human right proclaimed in primary documents
of international law and enshrined in many
national constitutions. Article 1 of the Interna-
tional Covenant on Civil and Political Rights
states that ‘All people may, for their own ends,
freely dispose of their natural wealth and
resources.’ Neither Libya nor Equatorial Guinea
exports any manufactures to speak of.

The list of countries afflicted by various symp-
toms of the Dutch disease could be extended to
include Iran, Iraq, Mexico, Nigeria, Russia, Saudi
Arabia, Sudan and Venezuela, among several
others. Some other countries have managed to
avoid such afflictions. A prime example is Norway,
where, before the first drop of oil emerged, the oil
and gas reserves within Norwegian jurisdiction
were defined by law as common property
resources, thereby clearly establishing the legal
rights of the Norwegian people to the resource
rents. On this legal basis, the government has
absorbed about 80 per cent of the resource rent
over the years, having learnt the hard way in the
1970s to use a relatively small portion of the total to
meet current fiscal needs. Most oil revenue is set
aside in the state petroleum fund, recently renamed
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the pension fund to reflect its intended use. The
government laid down economic as well as ethical
principles (commandments) to guide the use and
exploitation of the oil and gas for the benefit of
current and future generations of Norwegians. The
main political parties share an understanding that
the national economy needs to be shielded from an
excessive influx of oil money to avoid overheating
and waste. The Central Bank (Norges Bank),
which was granted increased independence from
the government in 2001, manages the fund
(currently around US$400 billion or $85,000 per
Norwegian) on behalf of the Ministry of Finance.
This arrangement maintains a distance between
politicians and the fund. Almost 40 years after
discovering their oil, the Norwegians have a
smaller central government than Denmark, Finland
and Sweden next door.

Norway’s tradition of democracy since long
before the advent of oil has probably helped
immunize the country from the ailments that afflict
most other oil- rich nations. Large-scale rent seek-
ing has been averted in Norway, investment per-
formance has been adequate, and the country’s
education record is excellent. Even so, some
(weak) signs of the Dutch disease can be detected,
notably sluggish exports and foreign direct invest-
ment and the absence of a large, vibrant high-tech
manufacturing sector as in Sweden and Finland.
Norway’s lack of interest in joining the European
Unions can also be viewed in this light.

Then there is Botswana. Having managed its
diamonds quite well and used the rents to support
rapid growth, Botswana has become the richest
country in Africa, measured by the purchasing
power of per capita GDP. Its rapid growth since
1965 has been accompanied by political stability
and a steady advance of democracy. Unlike Sierra
Leone’s alluvial diamonds, which are easy to
mine by shovel and pan, and easy to loot,
Botswana’s kimberlite diamonds lie deep in the
ground and can only be mined with large hydrau-
lic shovels and other sophisticated equipment.
They are therefore not very lootable. This differ-
ence probably helped Botswana succeed while
Sierra Leone failed, and so, most likely, did
South African involvement in Botswana’s dia-
mond industry.

See Also

▶Oil and the Macroeconomy
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Dutch Disease and Foreign Aid

Christopher Adam

Abstract
Academic and policy debates on aid effec-
tiveness frequently emphasise the vulnerabil-
ity of recipients to the Dutch Disease, through
which aid inflows appreciate the real
exchange rate, thereby taxing the tradable
export sector with potentially deleterious
effects on growth. Fear of the Dutch Disease
is remarkably pervasive, even though there is
little decisive evidence that aid-induced
Dutch Disease effects are either large or
widespread amongst poor countries, at least
against most plausible counterfactuals. The
lack of strong evidence reflects a variety of
factors, including problems of measurement,
but is primarily due to the fact that aid flows
are often purposive – designed to address
pre-existing distortions in the recipient
economy – and are accompanied by policy
measures specifically designed to mitigate
latent Dutch Disease effects. Although the
conventional macroeconomic transmission
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channels may therefore be weak, the lan-
guage of the Dutch Disease continues to be
used as a metaphor for the wide range of
political economy concerns associated with
aid surges.

Keywords
Aid absorption; Dutch disease; Export growth;
Foreign aid; Political economy; Real exchange
rate appreciation; Transfer paradox

JEL Classifications
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Introduction

An aid-induced ‘Dutch Disease’ occurs when for-
eign aid inflows result in a sharp appreciation of
the recipient country’s real exchange rate, under-
cutting the international competiveness of its
export sector to such an extent that it degrades
an important driver of economic growth. In prin-
ciple, the disease may be so strong as to
completely overwhelm the beneficial effects of
the aid transfer. Concerns that the Dutch Disease
phenomenon, traditionally associated with natural
resource windfalls (Gylfason 2008), might also
plague foreign aid flows began to emerge in the
1980s and early 1990s when donor support to
low-income countries was shifting away from
project finance – where the bulk of aid was used
to purchase non-competitive project-related
imports – towards resource transfers that provided
general balance of payments and direct support to
government budgets (van Wijnbergen 1984;
Younger 1992). Since the late 1990s, when
large-scale debt relief initiatives to low-income
countries were well under way, the fear of the
Dutch Disease effects of aid has become a deeply
entrenched theme of the macroeconomic policy
discourse between international financial institu-
tions, dofgylnor agencies and aid-receiving coun-
tries (for example, Heller 2005).

It would be natural to conclude that such fears
are grounded in robust empirical evidence. But

this is not the case: although the existence of a
Dutch Disease channel is frequently advanced as
an important explanation for the weak measured
growth impacts of foreign aid flows to poor
countries (most notably in Rajan and Sub-
ramanian 2011), the empirical evidence tends to
suggest that measured aid-induced Dutch Disease
effects are neither widespread amongst poor
aid-dependent economies nor particularly large
(Tarp 2008).

That the Dutch Disease remains so prominent
in policy debates is therefore intriguing. At least
three possible explanations suggest themselves.
The first concerns measurement and argues that
while the effect exists and may be serious in a
range of settings, the fact that aid surges are rare
and relatively modest in scale (certainly com-
pared to many natural resource booms) means
that it is difficult to identify the effects in the
aggregate data. The second explanation is simi-
lar and centres on the counterfactual: in this case
the fear of the Dutch Disease is also warranted,
but in anticipation donors and recipients put in
place mitigation measures that allow aid to be
absorbed without triggering the disease. Had
they not, the damage would have been large
and clearly identifiable in the data. A third expla-
nation is that while the conventional channel
may not be particularly strong, the language of
the Dutch Disease has been co-opted to describe
a wide range of political economy and other
pathologies associated with large and rapidly
increasing inflows of external assistance to
small economies, the sorts of problems
emphasised by Peter Bauer and other critics of
aid (Dorn 2008).

The remainder of this entry consists of four
sections. Section “Aid Flows and the Dutch
Disease: The Basic Mechanism” lays out in
more detail the basic mechanics of the Dutch
Disease effects of aid and section “Evidence”
briefly discusses some of the main themes in
the empirical evidence. Section “Aid and the
Dutch Disease: Why the Dog Doesn’t (Often)
Bark” considers how the particularities of
aid flows modify the standard Dutch
Disease story and Section “Conclusions”
concludes.
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Aid Flows and the Dutch Disease: The
Basic Mechanism

The essential nature of the aid-induced Dutch
Disease derives from the observation that while
the growth and diversification of exports play a
central role in the transformation of poor coun-
tries, the mechanics of aid absorption may gener-
ate a negative feedback from aid to export
competitiveness and growth, thereby acting as a
brake on development (Bevan 2006). The mech-
anism works as follows. Foreign aid – which is
composed entirely of traded goods or claims on
traded goods – augments domestic resources,
leaving the economy as a whole better off, at
least initially; how much better off depends on
how these resources are absorbed and with what
consequence.1

To focus on the basic macroeconomics of the
aid inflow, we abstract from the details of to whom
the aid accrues (whether it is the public or private
sector) and the form of expenditure (consumption
or investment, for example), returning to these
distinctions later. The ex post current account of
the balance of payments must be financed by
some combination of aid inflows and the draw-
down of private and/or official net foreign assets:

CAt ¼ At � KAt � DZt, (1)

in which At denotes the net aid inflow, KAt the
flow position on the capital account, and DZt

official reserve accumulation. CAt denotes the
current account deficit before aid and can be
expressed as the excess of domestic expenditure
over national income (inclusive of net factor
income), CAt = Et � Yt = (Mt � Xt), where Yt
and Et denote Gross National Income and aggre-
gate expenditure (both public and private)

respectively, Mt. denotes imports and Xt exports.
Substituting into (1) we can re-write the external
balance as

Mt � Xtð Þ ¼ At � KAt � DZt: (2)

Equation 2 offers a precise definition of aid
absorption as the extent to which the current
account deficit (net of factor payments) increases
in response to an increase in aid; absorption is thus
a measure of the transfer of resources from
(foreign) donor to (domestic) recipient used to
augment domestic expenditure. Three examples
help to isolate the Dutch Disease. In the first case,
the aid inflow is not absorbed at all but instead is
saved in the form of either public or private for-
eign asset accumulation. Thus, using d to denote a
change, d(Mt � Xt) = 0 and dAt = dKAt + dDZt;
some fraction of the aid increase is saved on the
official side through net international reserve
accumulation and the remainder on the private
side by capital outflows, either legitimate or
not.2 In this case there is no pressure on the real
exchange rate and no Dutch Disease, but only
because there is no absorption. This situation is
unlikely to occur, however, at least beyond the
very short run. Donors are generally averse to
this sort of outcome: their motive for providing
development assistance is precisely for it to be
absorbed and spent in the recipient economy, not
to be piled up in offshore bank vaults, even if this
might in fact be a prudent macroeconomic
response.3 The second polar case is where aid is
fully absorbed – so that net imports, (Mt� Xt), rise
dollar-for-dollar with the increase in aid – but
where the associated increased expenditure is
entirely in terms of non-competitive final con-
sumption imports such as military hardware,
Ferraris or foreign travel. In this case dMt = dAt

and dXt = 0: the aid is fully absorbed, but the

1Traded goods, consisting of importables and exportables
are those goods produced and consumed in world markets.
Domestic demand and supply conditions therefore have no
impact on the (world) price of tradables. Non-tradable or
domestic goods, on the other hand are only produced
locally; their price is determined by domestic market con-
ditions. By definition, donor aid can only consist of traded
goods (e.g. food aid) or a claim over traded goods (i.e. a
dollar flow of aid).

2On the link between aid and (legal and illegal) capital
flight see Ndikumana and Boyce (2003).
3If aid flows are temporary a high rate of (official) saving
may be consistent with efficient expenditure smoothing.
But see Buffie et al. (2010) on how ‘use it or lose it’
constraints on aid flows affect recipients’ monetary and
fiscal policy choices.
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entire demand impulse leaks offshore through
‘self-sterilising’ expenditures and hence there is
no transmission of demand pressures to domestic
production.

The more interesting and certainly more com-
mon case is the intermediate one in which the
higher expenditure facilitated by the aid inflow
leads to an increase in the demand for both
imports and domestic goods and services: in this
case dAt = dMt � dXt. Hence the aid is fully
absorbed so that net imports still rise dollar-for-
dollar with the aid, but absorption is represented
by some increase in imports and a fall in exports.
This is simply the ‘spending effect’ from the con-
ventional Dutch Disease theory. Viewed from this
perspective, the absorption of aid inflows
becomes a classical small-country ‘transfer prob-
lem’. As a price-taker, the increased demand for
importable goods can be met via imports at the
prevailing world prices. The increased demand for
domestic non-tradable goods, on the other hand,
can only be satisfied if the domestic supply of
non-tradables increases which requires resources,
in particular labour, to be bid away from the
production of tradables (i.e. exports and import-
substitutes). The price of non-tradables relative to
tradable goods must therefore rise in order to shift
demand in favour of tradable goods and supply in
favour of non-tradables. This relative price
movement – i.e. the real exchange rate
appreciation – is what restores both internal bal-
ance (i.e. equilibrates the demand and supply for
non-tradable goods) and external balance (i.e. the
adjustment of net exports, conditional on any
changes in public and private net foreign asset
positions) following the aid inflow. How much
the real exchange rate needs to appreciate and
how large the resource movement will be is
case-specific, determined by consumer prefer-
ences and firms’ production behaviour. The more
elastic are demand and supply in response to
movements in the real exchange rate the easier it
is to shift resources between sectors and the
milder the required real exchange rate apprecia-
tion (see Adam and Bevan (2006) for a formal
derivation).

The distributional consequences of this adjust-
ment are as follows. Producers of tradable goods

stand to lose as the purchasing power of export
revenues declines relative to the cost of consump-
tion, while profit margins are squeezed by the
rising cost of labour and non-tradable inputs. At
the margin, firms in this sector go out of business.
Producers of non-tradables, on the other hand,
gain: and if the production of non-tradables is
labour-intensive – as is likely to be the case in
many low-income countries – wage earners in
aggregate will gain (as suggested by the
Stolper–Samuelson Theorem).

Up to this point, the real exchange rate appre-
ciation is an efficient macroeconomic response to
the aid inflow, providing the signal for a welfare-
maximising reallocation of resources. For this
adjustment to be harmful to the recipient in
aggregate – in other words for there to be a
‘disease’ – requires something else to be going
on. There are at least two standard ways of moti-
vating this. The dominant conventional explana-
tion for the disease is that the tradable sector
(typically the manufacturing sector or commercial
agriculture) is the source of some positive
externality – for example if the export sector is
an incubator of economy-wide productivity
growth. If so, the aid-induced contraction of the
sector, relative to the counterfactual in which aid
does not increase, is a socially inefficient tax on
growth. It is commonly assumed that the relevant
externality resides in a learning-by-doing mecha-
nism that generates dynamic economies of scale
in the production of non-traditional exportable
goods, whereby productivity growth is increasing
in the cumulative output (or exports) of the sector
(see Beaudry (2008), Clerides et al. (1998), and
Martins and Yang (2009), amongst others).

A second perspective emphasises the short-run
volatility of the real exchange rate as opposed to
its long-run level in generating Dutch Disease
effects (for example, Bulíř and Harmann (2008)
and Eifert and Gelb (2005)). Here the driving
force is hysteresis, whereby the short-run tempo-
rary appreciation of the real exchange rate may
have long-run adverse effects on export growth. If
credit market imperfections mean affected firms in
the export sector are unable to borrow against
future expected profits when the real exchange
rate appreciation passes, they will be unable to
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sustain the losses caused by cheaper imports and
rising domestic wage costs. At the margin, firms
will exit this sector, and if they face fixed costs of
re-entry (in terms of specific marketing relation-
ships or long-term supply-chain relationships, for
example) or fall behind global technology fron-
tiers, they will re-engage the export market at a
lower level than before, even when the real
exchange rate returns to its previous level.

For completeness, it is worth briefly mention-
ing a third alternative representation of the
aid-induced Dutch Disease phenomenon, one
that does not appeal to conventional growth exter-
nalities. Drawing on the ‘transfer paradox’ litera-
ture originating in the post-First World War
debates between Keynes and Ohlin (Brock
2008), Yano and Nugent (1999) argue that for
the small open economy, aid flows can reduce
aggregate welfare if the tradable goods sector is
tariff-distorted and aid transfer takes the form of
an increase in the installed capital stock. They
provide some (weak) evidence in support of this
claim, but as Tokarick (2008) demonstrates, aid
flows will only be welfare-reducing in this frame-
work if the non-tradable goods are strongly com-
plementary to the (tariff-protected) imported
good. When, as is the conventional case,
non-traded and traded goods are substitutes in
consumption, aid cannot reduce welfare.

Two important qualifications are relevant at
this point. First, the conventional Dutch Disease
result does not depend on aid flowing to govern-
ment but rather on its impact on the aggregate
demand for non-tradables (and the presence of
growth externalities). Aid typically does accrue
to government in the first instance, but it can be
spent in a variety of ways: directly by government
on current or capital goods (an aid-funded deficit);
transferred to the private sector through income
transfers; used to retire debt; or to finance tax cuts.
As we discuss below, the form of public expendi-
ture will play a crucial role in determining whether
latent Dutch Disease effects are exacerbated or
mitigated.

Second, the foregoing analysis is independent
of whether the country adopts a fixed nominal
exchange rate regime or a float or, indeed, any
hybrid arrangement. What matters, at least over

the medium term, is how relative prices change
and not how this change is brought about. In a
flexible exchange rate regime, the real exchange
rate appreciation is typically achieved by an
appreciation of the nominal exchange rate; in a
fixed exchange rate regime, adjustment occurs
through rising domestic non-tradable prices rela-
tive to tradable good prices. Over the short run,
however, particularly when domestic prices are
sticky, the dynamics of the real exchange rate do
depend on the nominal exchange rate regime
(Ghosh et al. 2003; Fielding and Gibson 2013).

Evidence

Although the empirical question is relatively easy
to define, the evidence on whether aid-induced
Dutch Disease effects exist is mixed and often
highly contested. If the Dutch Disease channel is
important, we expect rising aid inflows to be asso-
ciated with an appreciating real exchange rate in
recipient countries and for the non-tradable sector
to expand at the expense of the exportable sector.
Critically, the contraction of exports should be
associated with lower overall growth. This pattern
should be present in both time-series and the
cross-section or panel evidence.

The identification of this channel is not
straightforward, for a number of reasons. First,
although there are exceptions – the small islands
of the Pacific, some post-conflict countries and a
small number of Sub-Saharan African
countries – aid flows rarely exceed even 10% of
GDP, and large aid surges (the events that allow
the econometrician to statistically identify Dutch
Disease effects) are comparatively uncommon.
Second, unlike natural resource windfalls, aid is
rarely exogenous with respect to the recipient’s
economic performance. Rather, aid is purposive,
allocated to countries in poor economic straits,
afflicted by structural and policy conditions that
themselves generate low growth, over-valued real
exchange rates and small tradable sectors. In other
words, aid tends to flow into countries displaying
the symptoms of the Dutch Disease: controlling
for the endogeneity of aid in these circumstances
is a formidable challenge. Third, policy actions by

3120 Dutch Disease and Foreign Aid



aid recipients, in the short term through fiscal and
monetary policy and in the longer term by public
investment and other policy reforms, will, if suc-
cessful, mitigate the incipient Dutch Disease pres-
sures from aid. And finally, as with all research
that seeks to assess aid effectiveness on the basis
of country-level data, the profound changes in
recent decades in the political economy and insti-
tutional environment shaping aid relationship fur-
ther complicate matters: not only have underlying
structural conditions changed greatly over the
decades, but the geopolitics of aid have funda-
mentally changed the aid allocation behaviour of
donors, particularly since the end of the Cold War.

These points notwithstanding, the research lit-
erature does tend to find some evidence
supporting the Dutch Disease channel. In particu-
lar, there is support for the first two links in the
process: aid inflows and aid surges are indeed
associated with a tendency for the real exchange
rate to appreciate, although rarely is this effect
particularly strong (Werker et al. 2009; Magud
and Sosa 2010; Fielding and Gibson 2013). Sim-
ilarly, a number of papers identify a link between
aid inflows and the relative size of the exportable
sector, the most notable contribution in this field
being from Rajan and Subramanian (2011) who
exploit the within-country cross-industry varia-
tion in growth rates to identify the effect of aid
on manufacturing growth. They find quite size-
able effects: using alternative measures to identify
exportable sectors, they suggest that an additional
one percentage point increase in the share of aid to
GDP results in exportable industries growing
between 0.5% and 1.4% per annum more slowly
than non-exportable industries.4 By contrast,
Werker et al. (2009), using oil price shocks expe-
rienced by OPEC donors to identify the exoge-
nous variation in their aid disbursement, find that
while net imports respond strongly to aid
inflows – aid is indeed absorbed – this occurs
principally through increased imports, with only
a very limited reduction in exports.

The empirical evidence suggests that the Dutch
Disease operates principally through the mis-
alignment, specifically the overvaluation of the
short-run real exchange rate, rather than through
the appreciation in the equilibrium real exchange
rate itself (Arellano et al. 2009; Elbadawi
et al. 2012; Rajan and Subramanian 2011; Kang
et al. 2012). This reinforces the argument that
whether aid flows are likely to trigger Dutch Dis-
ease effects depends on how recipient governments
set the relevant macroeconomic, public expendi-
ture and structural policy instruments, a point that
is reinforced by country case studies examining
specific aid surges. In their study of aid surges in
the wake of the low-income country debt-relief
initiatives in the early 2000s, Berg et al. (2007,
2010) argue that the noticeable absence of Dutch
Disease effects in thewake of these aid surges often
reflected conscious decisions not to ‘absorb’ the aid
because of an underlying fear of triggering Dutch
Disease effects, even to the point that the lack of
absorption risked undermining the developmental
objective of the resource transfer.

Aid and the Dutch Disease: Why the Dog
Doesn’t (Often) Bark

The ambiguity of the empirical evidence hints at
why, in practice, the characterisation of the Dutch
Disease outlined in the simple model described
above is rather incomplete. First, the model
assumes a pre-aid equilibrium in which all factors
are fully employed so that the increased demand for
non-tradables necessarily entails a contraction of
tradable production. In the aid context, however,
recipient countries are typically characterised by
unemployed resources, particularly labour. If
these can be brought into use in the production of
non-tradables as demand increases, aid can then be
absorbed without driving up real wages and draw-
ing resources away from the tradable/exportable
sector. A failure to recognise idle capacity may
thus lead to a systematic ‘over-expectation’ that
aid will induce a Dutch Disease problem (Nkusu
2004). The key question, then, is how much effec-
tive excess capacity actually exists: measured
unemployment may not be a sufficient statistic if

4These are, of course, relative growth rates; without con-
trolling for the relative size of sectors it is not possible to
infer the impact on aggregate output growth.
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non-tradable production is intensive in specific fac-
tors such as skilled labour that are not easily
substituted for the abundant unemployed factors.

This highlights the second key feature of aid
inflows, noted above: that aid is intentionally
targeted at countries that are not just poor but
often heavily constrained by distortions and bot-
tlenecks, so that the economy operates at less than
full capacity given its factor endowments. More-
over, aid tends to be conditioned on specific pol-
icy actions, directed towards increasing the supply
of key inputs to production, either by the provi-
sion of imports or through technical assistance, for
example, and is bundled with specific condition-
ality aimed at removing policy distortions or insti-
tutional bottlenecks. Although conditionality is
not always effective, the blending of resources
with policy reform and expertise can allow
reform-oriented countries to absorb aid flows
and simultaneously avoid the trade-off implied
by the Dutch Disease. This was certainly the
case across a number of countries in the late
1990s and early 2000s, when aid-supported mac-
roeconomic stabilisation and supply-side reforms
combined to generate both rising domestic con-
sumption and rising net exports as aid helped
previously heavily distorted economies to decom-
press and grow rapidly: the cases of Ghana and
Uganda in these years stand as good examples of
this process.

Clearly, there are limits to decompression.
How long countries can dodge the bullet of the
Dutch Disease depends both on the depth of
reform but equally on how aid supports the expan-
sion of the supply side of the economy. In the
short run, government expenditure patterns that
are biased towards imports can mitigate pressures
(albeit at the cost of potentially distorting other-
wise efficient public spending programmes) while
monetary policy can be geared to matching the
path of public spending to the rate of aid absorp-
tion so as to minimise excess real exchange rate
appreciation (Adam et al. 2009).

But the obvious mechanism to mitigate or
reverse Dutch Disease effects of aid over the
medium term is to expand aggregate supply
through higher public and/or private investment.
One channel for this is if aid is used to reduce

domestic taxation and borrowing so that private
investment is crowded-in through higher net of
tax returns and lower domestic interest rates. The
alternative channel is via public investment.
Adam and Bevan (2006), amongst others,5

explore the interplay between two dynamic
externalities in the aid-dependent economy. On
the one hand is the demand-side Dutch Disease
channel, in which a short-run exchange rate
appreciation is associated with the contraction
of the exportable sector through a learning-by-
doing externality, and on the other a growth
externality coming from public infrastructure
investment which delivers increasing returns to
private factors of production. The precise out-
come clearly depends on the relative strength
and timing of these offsetting effects – for exam-
ple Dutch Disease effects may dominate if
learning-by-doing effects are particularly strong,
while the returns to public investment are small
and/or take a long time to realise – but it also
depends on the sector-intensity of returns to pub-
lic investment. If the productivity-enhancing
effects of public investment are skewed in favour
of production of tradables, the real exchange rate
may still appreciate, as the spending effect is
reinforced by a resource movement into the
now more productive exportable sector, but the
higher productivity of the sector offsets the
effects of the appreciation. Thus the aid inflow
is still associated with an appreciation of the real
exchange rate, but in this instance with an expan-
sion rather than a contraction of the exportable
sector. Alternatively, if productivity gains are
skewed in favour of the non-tradable sector,
expansion of the exportable sector is driven by
the falling relative price of non-tradables, so that
we observe aid inflows associated, over the
medium term, with a depreciating real exchange
rate and an expanding exportable sector. Adam
and Bevan (2006) show that these effects are
magnified when the non-tradable good is the
principal wage good in the economy. A specific
example of such a process might be public

5Very similar models appear in Torvik (2001), Agénor
et al. (2008), and Berg et al. (2010).
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investment in the road network, which lowers the
cost of transporting (non-tradable) food to urban
areas, thus helping to drive down the cost of
manufactured goods (Gollin and Rogerson
2010).

Conclusions

On the basis of the empirical evidence, the con-
ventionally defined Dutch Disease effects of aid
clearly does exist. It is not merely a ‘theoretical
quirk’, but at the same time even the most robust
evidence cannot point to particularly large
effects. Indeed, well-designed aid programmes,
combined with appropriate macroeconomic and
supply-side policy responses, may be associated
with exactly the opposite effect, with aid
supporting increased investment and export-led
growth – what Berg et al. (2010) refer to as
‘Dutch Vigour’.

But this leaves open the question as to why
concerns about the Dutch Disease effects of aid
remain so firmly on the table. The most persuasive
explanation is that the language of the Dutch
Disease – the idea that an unrequited transfer
may be welfare-reducing – continues to be com-
monly used as a metaphor for the wide range of
political-economy concerns associated with aid
surges. These may include dysfunctional rent-
seeking behaviour, in which productive resources
and entrepreneurial talent are devoted to the cap-
ture and distribution of rents from aid contracts
(see Klein and Harford (2005), amongst others).
They may also involve skilled personnel within
the public sector being increasingly deployed on
the management of often highly bureaucratic aid
programmes (Brautigam and Knack 2004). And
on the political side, the ‘Dutch Disease’ label is
frequently used to describe the adverse effects that
visible and vocal aid donors may have on domes-
tic systems of political accountability –where pol-
iticians and bureaucrats may feel more
accountable to the donors who finance the lion’s
share of the budget than to the domestic
electorate – what Peter Bauer (1972) referred to
as the ‘politicization of daily life’ in aid-receiving
countries. It is predominantly these factors, rather

than the pure macroeconomics of aid, that keep
the Dutch Disease centre stage.

See Also

▶Dutch Disease
▶ Foreign Aid
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Dynamic Models with Non-clearing
Markets

Jean-Pascal Bénassy

Abstract
This article studies a new class of models
which synthesize the two traditions of general
equilibrium with non-clearing markets and
imperfect competition on the one hand, and
dynamic stochastic general equilibrium
(DSGE) models on the other hand. This line
of models has become a central paradigm of
modern macroeconomics for at least three rea-
sons: (a) it displays solid microeconomic foun-
dations, (b) it is a highly synthetic theory,
which combines in a unified framework gen-
eral equilibrium, non-clearing markets, imper-
fect competition, growth theory and rational
expectations, and (c) it is also an empirical
success, leading to substantial progress
towards matching real world statistics.
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foundations; Monetary shocks; Monopolistic
competition; Nominal rigidities; Non-clearing
markets in general equilibrium; Objective

3124 Dynamic Models with Non-clearing Markets
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straint; Quantity signals; Rational expecta-
tions; Real business cycles; State dependent
price rigidities; Sticky prices; Technological
shocks; Time-dependent contracts; Walrasian
equilibrium
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This article studies a new class of models which
synthesize the two traditions of general equilib-
rium with non-clearing markets and imperfect
competition on the one hand, and dynamic sto-
chastic general equilibrium (DSGE) models on
the other hand. Although this line of models is
still recent, it has clearly become in a short time a
central paradigm of modern macroeconomics.
The reasons are at least threefold.

The first is that it displays solid microeconomic
foundations. This is quite natural since from the
two constituent fields above this one inherited a
strong general equilibrium framework where all
agents (households or firms) maximize their
respective objectives subject to well defined
constraints.

The second is that it is a highly synthetic the-
ory, which combines in a unified framework gen-
eral equilibrium, non-clearing markets, imperfect
competition, growth theory and rational expecta-
tions, so that it can appeal to macroeconomists
with very different backgrounds.

The third reason is empirical. A key motivation
for DSGE models is to compare the ‘statistics’
generated by these models with the real-world
ones. In that respect the addition of non-clearing
markets and imperfect competition has led to sub-
stantial progress in matching these statistics, and
this has certainly been an important factor in the
success of these models.

Now such a wide synthesis did not come all at
once. So we begin by recalling briefly a little bit of
history and some of the antecedents of the field.

We then present a series of models with
explicit solutions. These will demonstrate ana-
lytically how the introduction of non-clearing
markets allows us to substantially improve the

ability of DSGE to reproduce a number of mac-
roeconomic facts.

History

Early Times
At the time when many of the developments lead-
ing to these models were initiated, there was a
profound split between microeconomics and mac-
roeconomics. On the one hand microeconomics,
in its general equilibrium version, was dominated
byWalras’s (1874) model, as developed by Arrow
and Debreu (1954), Arrow (1963), and Debreu
(1959). In these models all adjustments are carried
out via fully flexible prices, and agents never
experience any quantity constraint. On the other
hand in the standard macroeconomic model in the
Keynes (1936) and Hicks (1937) tradition, as
exemplified by the IS–LM model, there are price
and wage rigidities, unemployment is present and
most adjustments are carried out through varia-
tions in real income, a quantity, not a price.

Confronted with this inconsistency, the strate-
gies of macroeconomists turned out to be quite
diverse and they took two different routes.

General Equilibrium with Non-clearing
Markets
On the one hand, a first set of authors aimed at
achieving a synthesis between the then existing
microeconomics and macroeconomics. This was
achieved by generalizing the traditional general
equilibrium model, by introducing non-clearing
markets, introducing quantity signals into demand
and supply functions, and endogenizing prices in
a framework of imperfect competition.

Patinkin (1956) and Clower (1965) showed
that the presence of quantity constraints in
non-clearing markets would drastically modify
the demands for labour and goods, an insight
further emphasized by Leijonhufvud (1968).
Barro and Grossman (1971, 1976) combined
these insights into a fixprice macromodel. Drèze
(1975) and Bénassy (1975, 1982) constructed full
general equilibrium concepts with price rigidities,
where price movements are partially replaced by
endogenous quantity constraints. Bénassy (1976)
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linked these concepts with general equilibrium
under imperfect competition à la Negishi (1961).
This link was furthered with the construction of a
full general equilibrium concept of objective
demand curve based on quantity constraints
(Bénassy 1988; see also Gabszewicz and Vial
1972, for a Cournotian view). All these develop-
ments are reviewed in the dictionary entry ‘non
clearing markets in general equilibrium’.

Dynamic Market Clearing Macroeconomics
A second set of authors achieved consistency
between microeconomics and macroeconomics
by importing into macroeconomics the basic
assumption of the then dominant general equilib-
rium microeconomic models, market clearing. At
the same time they paid strong attention to the
issues of dynamics and expectations. A central
part of these developments was the use of ‘rational
expectations’ in the sense of Muth (1961). This
was an important addition, as in the Keynesian
system it was sometimes difficult to disentangle
the results due to price or wage rigidity from those
due to incorrect expectations. Rational expecta-
tions allowed the suppression of the second type
of results. It appeared also that, even with rational
expectations and market clearing, it was possible
to build rigorous models displaying fluctuations
(Lucas 1972; Kydland and Prescott 1982; Long
and Plosser 1983).

Non-Walrasian Cycles
Starting in the mid-1980s authors began combin-
ing elements of the two paradigms described
above, achieving the synthesis that is the subject
of this article. Svensson (1986) studies a
dynamic stochastic general equilibrium mone-
tary economy subject to supply and demand
shocks. Prices are preset one period in advance
by monopolistically competitive firms, so we
have both imperfect competition and sticky
prices. Because of price presetting the model
has multiple regimes.

Various types of rigidities have been then intro-
duced in dynamic models, leading to different
patterns of cycles. Andersen (1994) reviews vari-
ous causes and consequences of price and wage
rigidities.

A first type of rigidities is ‘real’ rigidities,
which create an endogenous noncompetitive
wedge between various prices. As an example,
monopolistic competition à la Dixit and Stiglitz
(1977) introduces a markup between marginal
cost and price. In this class Danthine and
Donaldson (1990) introduce efficiency wages,
Danthine and Donaldson (1991, 1992) introduce
implicit contracts in the vein of Azariadis (1975),
Baily (1974) and Gordon (1974). Rotemberg and
Woodford (1992, 1995) study imperfect
competition.

Models with nominal rigidities study situations
where the nominal prices themselves (and not
relative prices) are sluggish. Several devices
have been used. The first, following the early
works on wage and price contracts by Gray
(1976), Fischer (1977), Phelps and Taylor
(1977), Taylor (1979, 1980) and Calvo (1983),
assumes that there is a system of contracts expir-
ing at deterministic or stochastic dates. For that
reason they are called ‘time dependent’. Such
contracts have been integrated in DSGE models
by Cho (1993), Cho and Cooley (1995), Bénassy
(1995, 2002, 2003a, b), Yun (1996), Cho
et al. (1997), Andersen (1998), Jeanne (1998),
Ascari (2000), Chari et al. (2000), Collard and
Ertz (2000), Ascari and Rankin (2002), Huang
and Liu (2002), Smets and Wouters (2003) and
Christiano et al. (2005), to name only a few.

Another type of price rigidity, called ‘state
dependent’, is based on costs of changing prices.
Two specifications are favourite in the literature:
quadratic costs of changing prices (Rotemberg
1982a, b), which have been implemented, for
example, in Hairault and Portier (1993), and
fixed costs of changing prices (Barro 1972),
often renamed ‘menu costs’. Clearly these costs
should be interpreted as surrogates for other
unspecified causes, and identifying these causes
is a challenge that faces this line of research.

Now most of the contributions of this field are
based on numerical evaluations of various
models. So we present next a number of models
with explicit solutions which will make clear why
this line of models has been successful in solving
problems that were difficult to solve in market-
clearing models.
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An Analytical Illustration

We shall now show in this section in a series of
explicitly solved models how the introduction of
nominal rigidities in DSGE models allows to con-
siderably improve the capacities of these models
to reproduce the dynamic evolutions of actual
economies.

We first present a basic model and compute as
a reference its Walrasian equilibrium and
dynamics. Then we introduce a first nominal
rigidity, one-period wage contracts. This
improves some correlations, but cannot create
strong persistence as in reality. We next intro-
duce multi-periodic wage contracts, and show
that this allows us to obtain a persistent response
of output to demand shocks. Finally, simulta-
neous rigidities of wages and prices are consid-
ered, and we show that one can obtain in this
way with fairly realistic values of the parameters
a persistent and hump-shaped response of both
output and inflation.

The Basic Model
We study a dynamic monetary economy à la
Sidrauski (1967) and Brock (1975), where goods
are exchanged against money at the (average)
price Pt and work against money at the (average)
wage Wt. There are two types of agents: house-
holds and firms. Firms have a simple technology:

Yt ¼ ZtN
a
t (1)

where Nt is the quantity of labour used by firms
and Zt a technological shock common to all firms.
Note that we do not introduce capital in this
model. Because its rate of depreciation is low, it
would not add much to our argument, and would
substantially complicate the results and
exposition.

The representative household works Nt, con-
sumes Ct, and ends period t with a quantity of
money Mt. It maximizes the expectation of its
discounted utility:

U ¼ E0

X1
t¼0

bt log Ct þ o log
Mt

Pt
� x

Nn
t

n


 �
: (2)

At the beginning of period t the household faces a
monetary shock à la Lucas (1972), whereby the
quantity of money Mt�1 coming from t � 1 is
multiplied by mt, so that its budget constraint for
period t is:

Ct þMt

Pt
¼ Wt

Pt
Nt þ mtMt�1

Pt
: (3)

There are thus two shocks in this economy,
the technology shock Zt and the monetary shock
mt = Mt/Mt � 1. As an illustration we shall use
below the following traditional processes (in all
that follows lower-case letters represent the loga-
rithm of the variable represented by the
corresponding uppercase letter):

mt � mt�1 ¼ emt
1� rL

zt ¼ ezt
1� fL

(4)

where ezt and emt
, the innovations in zt and mt, are

uncorrelated white noises with:

var eztð Þ ¼ s2zvar emtð Þ ¼ s2m (5)

Walrasian Dynamics
As a benchmark we shall study here the case where
both labour and goods markets are in Walrasian
equilibrium in each period, as in the first traditional
real business cycle (RBC) models, and we shall see
how this economy reacts to technological andmon-
etary shocks. Solving the model we find that
money holdings are a multiple of consumption:

Mt

PtCt
¼ o

1� b
(6)

and that employment Nt is constant:

Nt ¼ N ¼ a=xð Þ1=n: (7)

Using (1) and (7) we find (we eliminate some
irrelevant constant terms):

nt ¼ nyt ¼ zt þ anwt � pt ¼ yt � n: (8)

Although we will not do any real calibration in
this article, we can note at this stage a few issues
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that posed a problem to researchers in the RBC
domain.

First, real wages are much too pro-cyclical in
thisWalrasian model. From (8) we see that the real
wage–output correlation is equal to 1. Even
though this correlation is lower than 1 in cali-
brated models where Nt varies, it is always quite
above what is observed in real economies.

A second problem concerns the
inflation–output correlation, a problem related to
the literature on the Phillips curve. Whereas it is
generally considered that this correlation is posi-
tive, the above Walrasian model yields a negative
correlation:

cov Dpt, ytð Þ ¼ � s2z
1þ f

< 0: (9)

Finally, an important and recurrent critique of
RBC-type models has been that they do not gen-
erate any internal propagation mechanism, and
that the only persistence in output movements is
that already present in the exogenous process of
technological shocks zt (see, for example, Cogley
and Nason 1993, 1995). This appears here in
Eq. (8), where the dynamics of output yt is exactly
the same as that of the technological shock zt.

We shall now introduce wage contracts, first
lasting one period, and then multiperiod over-
lapping contracts, and we shall see that the above
problems find a natural solution in this framework.

Single-Period Wage Contracts
Let us thus assume (Bénassy 1995, and Bénassy
2002, for microfoundations), that the wages are
predetermined at the beginning of each period at
the expected value of the Walrasian wage
(in logarithms), and that at this contractual wage
the households supply the quantity of work
demanded by firms (this type of contract was
introduced by Gray 1976).

Combining (6) and Ct = Yt we find that the
Walrasian wage w�

t is, up to an unimportant
constant, equal to mt, so that the preset wage wt

is given by:

wt ¼ Et�1w
�
t ¼ Et�1mt (10)

where Et �1mt is the expectation of mt formed at
the beginning of period t, before shocks are
known.

The difference with the Walrasian case is that
employmentNt is now variable and demand deter-
mined. Equations (8) become:

yt ¼ zt þ antwt � pt ¼ yt � nt (11)

while nt = n is replaced by (10). So we first obtain
the level of employment in period t:

nt ¼ nþ mt � Et�1mt ¼ nþ emt (12)

since mt � Et�1mt = emt. Contrarily to what hap-
pened in the Walrasian version of the model,
unanticipated monetary shocks now have an
impact on the level of employment, and therefore
output. We shall now use the preceding formulas
to show that the hypothesis of preset wages allows
to substantially improve some correlations rela-
tive to the Walrasian model.

Let us start with the real wage which, in the
Walrasian model, has a much too high positive
correlation with output. Let us combine (11) and
(12), to obtain the values of output and real wage:

yt ¼ zt þ aemtwt � pt ¼ zt � 1� að Þemt: (13)

We see that supply shocks create a positive corre-
lation between the real wage and output. How-
ever, monetary shocks create a negative
correlation. Our model thus allows us to combine
this last characteristic, typical of traditional
Keynesians models, with the usual results of
RBC models. If one considers the technological
and monetary shocks (4), one obtains the follow-
ing correlation:

corr wt�pt,ytð Þ
¼ s2z � 1�f2

� �
a 1�að Þs2m

s2z þ 1�f2
� �

a2s2m
� �� �1=2

s2z þ 1�f2
� �

1�að Þ2s2m
h i1=2 :

(14)

We see that the real-wage–output correlation is
equal to 1 if there are only technological shocks.
But this correlation diminishes as soon as there are

3128 Dynamic Models with Non-clearing Markets



monetary shocks, and it can even become nega-
tive. One can thus reproduce the correlations
observed in reality by adequate combinations of
technological and monetary shocks.

Let us now consider the relation between infla-
tion and output, which are generally considered to
be positively correlated, at least in Keynesian
tradition. If we assume again the monetary and
technological shocks (4), we find:

Covariance Dpt, ytð Þ ¼ a 1� að Þs2m

� s2z
1þ f

: (15)

Formula (15) shows us that the positive
covariance (and thus correlation) between infla-
tion and output is linked to the presence of
demand shocks, and that the sign of this correla-
tion may change if there are sufficiently strong
technological shocks.

So we just saw that one-period contracts allow
us to improve some important correlations. We
now naturally ask a question already posed for
the standard RBC model: is the response to
shocks, and in particular to demand shocks, suffi-
ciently persistent? Let us recall Eq. (13):

yt ¼ zt þ aemt˙ (16)

We see that monetary shocks now have an imme-
diate effect on output (and employment), but that,
starting with the second period, the effect of these
shocks is completely dampened. One-period con-
tracts allow us to solve the puzzle raised by some
correlations, but certainly not the persistence
problem. We shall see in the next two sections
that multi-periodic contracts allow us to solve that
problem.

Multi-periodic Wage Contracts
The models that we have examined so far share
with traditional RBC models the defect of having
an extremely weak internal propagation mecha-
nism. In particular, the response of output to
monetary demand shocks is almost entirely tran-
sitory. But several empirical studies (see, for
example, Christiano et al. 1999, 2005) have

pointed out that in reality the response to mone-
tary shocks not only was persistent but also had a
hump-shaped response function. We shall now
introduce multi-periodic wage contracts in rigor-
ous stochastic dynamic models, and show that
they allow us to reproduce these features. Models
with such multi-periodic wage or price contracts
have been studied notably by Yun (1996), Ander-
sen (1998), Jeanne (1998), Ascari (2000), Chari
et al. (2000), Collard and Ertz (2000), and
Bénassy (2002, 2003a, b).

In order to make our demonstration analyti-
cally, we use a contract, inspired by Calvo
(1983) and developed in Bénassy (2002, 2003a),
which has three advantages: (a) the average dura-
tion of contracts can take any value from zero to
infinity, (b) an analytical solution can be found
with both wage and price contracts, and (c) it has
explicit microfoundations.

In this framework in each period s a contract is
made for wages at period t 
 s. As in the Gray
contract, the contract wage is the expectation of
the market-clearing wage in period t. So if we
denote as xst the contract wage made in s for
period t:

xst ¼ Es w�
t

� �
: (17)

Now, as in Calvo (1983), each wage contract
has a probability g to stay unchanged, and a prob-
ability 1 � g to be broken. If the contract is
broken, a new contract is immediately
renegotiated on the basis of current period infor-
mation. So for g= 0, wages are totally flexible, for
g = 1 they are totally rigid.

It is easy to compute the average duration of
these contracts. The probability for a contract to
be still valid j periods after the date it was con-
cluded is equal to (1 � g)gj. The expected dura-
tion of the contract is thus:

X1
j¼0

1� gð Þjgj ¼ g
1� g

: (18)

We thus see that varying g from 0 to 1 the average
duration of the contract varies from zero to
infinity.
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The average wage wt is the mean of past xst’s
weighted by the probability for the corresponding
contract to be still in effect. Because of the law of
large numbers, and since the probability of survival
of wage contracts is g, the proportion of contracts
coming from period s � t is (1 � g)gt�s. There-
fore, the average wage in the economy is given by:

wt ¼ 1� gð Þ
Xt
s¼�1

gt�sxst: (19)

If we now solve the model with the shocks (4)
we find that the dynamics of employment is char-
acterized by (Bénassy 2002, 2003a):

nt ¼ nþ gemt
1� gLð Þ 1� grLð Þ (20)

where L is the lag operator: LjXt = Xt�j. The
response of output is deduced from that of
employment through:

yt ¼ ant þ zt: (21)

Formula (20) shows clearly that, contrarily
to the case of one-period contracts, the
response to a monetary shock can be quite
persistent. We can have an idea of the temporal
profile of this response by computing the
response function of output and employment
to a monetary shock. The value of r most
often found in the literature is r = 0:5. As for
g, we saw above (formula 18) that the average
duration of wage contracts is equal to g/
(1 � g). One considers generally that the aver-
age duration of wage contracts is about one
year (see, for example, Taylor 1999),
which corresponds to g = 4/5. Figure 1 shows
the response of employment (output is derived
via 21) to a monetary shock for g = 4/5.

We see that the response function displays
persistence in the effects of monetary shocks,
and has even a hump-shaped response. If we
plot, however, the response function of inflation,
we find that it is steadily decreasing after the
initial jump, whereas it seems to have a delayed
hump-shaped response in reality.
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Wage and Price Multi-periodic Contracts
We shall now enlarge our model by considering
simultaneously wage and price multi-periodic
contracts (see Bénassy 2003b, for such a model
with explicit microfoundations). Numerically
solved models with both wage and price multi-
periodic contracts are found in Christiano
et al. (2005), Huang and Liu (2002), Smets and
Wouters (2003).

Wage contracts are exactly the same as in the
preceding section: each contract is maintained
with probability g, or renegotiated with probabil-
ity 1 � g. Symmetrically, price contracts are
maintained with probability ’, or break down
and are renegotiated with probability 1 � ’. The
average price pt is given by:

pt ¼ 1� ’ð Þ
Xt
s¼�1

’t�sqst (22)

where qst is the price contract negotiated in period
s for period t. Using again the shock processes (4),
and taking n = 1, we find the following dynamics
for output and inflation:

yt ¼ zt � ’ezt
1� ’fL

þ agemt
1� gLð Þ 1� grLð Þ

þ ’emt
1� ’Lð Þ 1� ’rLð Þ

� ag’emt
1� g’Lð Þ 1� g’rLð Þ (23)

pt ¼ 1� Lð Þpt ¼ 1� Lð Þ mt � ytð Þ: (24)

As in the preceding section we take as an
illustration a = 2/3, r = 1/2 and g = 4/5
(one-year wage contracts). As for prices, we
want to take a rather low duration of contracts,
so we shall take ’ = 1/2 (one quarter). Simula-
tions show that in that case we obtain a persistent
and hump-shaped response for both output and
inflation.

So we see that with only reasonable nominal
rigidities we obtain some realistic response func-
tions. Clearly the adjunction of ‘real’ rigidities
would allow to reproduce even better the actual
dynamic macroeconomic patterns.

See Also

▶Non-clearing Markets in General Equilibrium
▶Real Business Cycles
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Abstract
This article reviews the history and theory of
dynamic programming (DP), a recursive
method of solving sequential decision problems
under uncertainty. It discusses computational
algorithms for the numerical solution of DP
problems, and an important limitation in our
ability to solve realistic large-scale dynamic
programming problems, the ‘curse of dimen-
sionality’. It also summarizes recent research
in complexity theory that delineates situations
where the curse can be broken (allowing us to
solve DPs using fast polynomial time algo-
rithms), and situations where it is insuperable.
The literature on econometric estimation and
testing of DP models is reviewed, as is another
‘scientific limit to knowledge’, namely, the
identification problem.
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Introduction

Dynamic programming is a recursive method for
solving sequential decision problems (hereafter
abbreviated as SDP). Also known as backward
induction, it is used to find optimal decision rules
in ‘games against nature’ and subgame perfect
equilibria of dynamic multi-agent games, and
competitive equilibria in dynamic economic
models. Dynamic programming has enabled
economists to formulate and solve a huge variety
of problems involving sequential decision-
making under uncertainty, and as a result it is
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now widely regarded as the single most important
tool in economics. Section “History” provides a
brief history of dynamic programming.
Section “Theory” discusses some of the main
theoretical results underlying dynamic program-
ming, and its relation to game theory and optimal
control theory. Section “Numerical dynamic pro-
gramming and the curse of dimensionality” pro-
vides a brief survey of numerical dynamic
programming. Section “Empirical dynamic pro-
gramming and the identification problem” sur-
veys the experimental and econometric literature
that uses dynamic programming to construct
empirical models economic behaviour.

History

The earliest reference to the use of the method of
backward induction to solve decision problems
appears to be Arthur Cayley’s 1875 solution to the
secretary problem (I am grateful to Arthur F. Veinott
Jr. for alerting me to this). In the mid-1940s a
number of different researchers in economics and
statistics appear to have independently discovered
backward induction as a way to solve SDPs involv-
ing risk or uncertainty. Von Neumann and
Morgenstern, in their seminal work on game theory
(1944), used backward induction to find what we
now call subgame perfect equilibria of extensive
form games. (‘We proceed to discuss the game G
by starting with the last move Mv and then going
backward from there through the moves
Mv�1,Mv�2� � � ’: 1944, p. 126.) Abraham Wald,
who is credited with the invention of statistical
decision theory, extended this theory to sequential
decision-making in his 1947 book Sequential Anal-
ysis. Wald generalized the problem of gambler’s
ruin from probability theory and introduced the
sequential probability ratio test that minimizes the
expected number of observations in a sequential
generalization of the classical hypothesis test. How-
ever, the role of backward induction is less obvious
inWald’s work. It wasmore clearly elucidated in the
1949 paper by Arrow, Blackwell and Girshick.
They studied a generalized version of the statistical
decision problem and formulated and solved it in a
way that is a readily recognizable application of

modern dynamic programming. Following Wald,
they characterized the optimal rule for making a
statistical decision (for example, accept or reject a
hypothesis), accounting for the costs of collecting
additional observations. In the section ‘The Best
Truncated Procedure’ they show how the optimal
rule can be approximated ‘Among all sequential
procedures not requiring more than N observations
. . .’ and solve for the optimal truncated sampling
procedure ‘by induction backwards’ (1949, p. 217).

Other early applications of backward induction
include the work of Pierre Massé (1945, p. 196) on
statistical hydrology and the management of reser-
voirs, and Dvoretzky et al. (1952) analysis of opti-
mal inventory policy. Richard Bellman is widely
credited with recognizing the common structure
underlying SDPs, and showing how backward
induction can be applied to solve a huge class of
SDPs under uncertainty. Most of Bellman’s work
in this area was done at the RAND Corporation,
starting in 1949. It was there that he invented the
term ‘dynamic programming’ that is now the gen-
erally accepted synonym for backward induction.
Bellman (1984, p. 159) explained that he invented
the name ‘dynamic programming’ to hide the fact
that he was doing mathematical research at RAND
under a Secretary of Defense who ‘had a patholog-
ical fear and hatred of the term, research’. He
settled on ‘dynamic programming’ because it
would be difficult give it a ‘pejorative meaning’
and because ‘It was something not even a Con-
gressman could object to’.

Theory

Dynamic programming can be used to solve for
optimal strategies and equilibria of a wide class of
SDPs and multiplayer games. The method can be
applied both in discrete time and continuous time
settings. The value of dynamic programming is
that it is a ‘practical’ (that is, constructive) method
for finding solutions to extremely complicated
problems. However, continuous time problems
involve technicalities that I wish to avoid in this
survey. If a continuous time problem does not
admit a closed-form solution, the most commonly
used numerical approach is to solve an
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approximate discrete time version of the problem
or game, since under very general conditions one
can find a sequence of discrete time DP problems
whose solutions converge to the continuous time
solution the time interval between successive
decisions tends to zero (Kushner 1990). I start
by describing how dynamic programming is
used to solve single agent ‘games against nature’.
The approach can be extended to solve multi-
player games, dynamic contracts, principal–agent
problems, and competitive equilibria of dynamic
economic models. See recursive competitive
equilibrium.

Sequential Decision Problems
There are two key variables in any dynamic pro-
gramming problem: a state variable st, and a deci-
sion variable dt (the decision is often called a
‘control variable’ in the engineering literature).
These variables can be vectors in Rn, but in some
cases they might be infinite-dimensional objects.
For example, in Bayesian decision problems, one
of the state variables might be a posterior distribu-
tion for some unknown quantity y. In general, this
posterior distribution lives in an infinite dimen-
sional space of all probability distributions on y.
In heterogeneous agent equilibrium problems state
variables can also be distributions. The state vari-
able evolves randomly over time, but the agent’s
decisions can affect its evolution. The agent has a
utility or payoff function U(s1, d1, . . ., sT, dT) that
depends on the realized states and decisions from
period t = 1 to the horizon T. In some cases
T = 1, and we say the problem is infinite horizon.
In other cases, such as a life-cycle decision prob-
lem, T might be a random variable, representing a
consumer’s date of death. As we will see, dynamic
programming can be adapted to handle either of
these possibilities. Most economic applications
presume a discounted, time-separable objective
function, that is, U has the form

U s1, d1, . . . , sT , dTð Þ ¼
XT
t¼1

btut st, dtð Þ (1)

where b is known as a discount factor that is
typically presumed to be in the (0, 1) interval,

and ut(st, dt) is the agent’s period t utility
(payoff) function. Discounted utility and profits
are typical examples of time separable payoff
functions studied in economics. However, the
method of dynamic programming does not require
time separability, and so I will describe it without
imposing this restriction.

We model the uncertainty underlying the deci-
sion problem via a family of history and decision-
dependent conditional probabilities {pt(st|Ht�1)}
where Ht�1 = (s1, d1, . . ., st�1, dt�1) denotes the
history, that is the realized states and decisions
from the initial date t = 1 to date t = T. Note
that this includes all deterministic SDPs as a spe-
cial case where the transition probabilities pt are
degenerate. In this case we can represent the ‘law
of motion’ for the state variables by deterministic
functions st + 1 = ft(st, dt). This implies that in the
most general case, {st, dt}, evolves as a history
dependent stochastic process. Continuing the
‘game against nature’ analogy, it will be helpful
to think of {pt(st|Ht�1)} as constituting a ‘mixed
strategy’ played by ‘nature’ and the agent’s opti-
mal strategy as a ‘best response’ to nature’s
strategy.

The final item we need to specify is the timing
of decisions. Assume that the agent selects dt after
observing st, which is ‘drawn’ from the distribu-
tion pt(st|Ht�1). The alternative case where dt is
chosen before st is realized can also be handled,
but requires a small change in the formulation of
the problem. The agent’s choice of dt is restricted
to a state-dependent constraint (choice) set
Dt(Ht�1, st). We can think of Dt as the generaliza-
tion of a ‘budget set’ in standard static consumer
theory. The choice set could be a finite set, in
which case we refer to the problem as discrete
choice, or Dt could be a subset of Rk with
non-empty interior, then we have a continuous
choice problem. In many cases, there is a mixture
of types of choices, which we refer to as discrete-
continuous choice problems. An example is com-
modity price speculation; see for example Hall
and Rust (2006), where a speculator has a discrete
choice of whether or not to order to replenish his
inventory and a continuous decision of how much
of the commodity to order. Another example is
retirement: a person has a discrete decision of
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whether to retire and a continuous decision of how
much to consume.

Definition A (single agent) sequential decision
problem (SDP) consists of (1) a utility function U,
(2) a sequence of choice sets {Dt}, and (3) a
sequence of transition probabilities {pt(st|Ht�1)}
where we assume that the process is initialized at
some given initial state s1.

In order to solve this problem, we have to make
assumptions about how the decision-maker eval-
uates alternative risky strategies. The standard
assumption is that the decision-maker maximizes
expected utility. Backward induction does not nec-
essarily result in optimal strategies for non-
expected utility maximizers, except for certain
classes of recursive preferences.

As the name implies, an expected utility max-
imizer makes decisions that maximize their ex
ante expected utility. However, since information
unfolds over time, it is generally not optimal to
pre-commit to any fixed sequence of actions (d1,
. . ., dT). Instead, the decision-maker can generally
obtain higher expected utility by adopting a
history-dependent strategy or decision rule (d1,
. . ., dT). This is a sequence of functions such that
for each time t the realized decision is a function
of all available information. In the engineering
literature, a decision rule that does not depend on
evolving information is referred to as an open-
loop strategy, whereas one that does is referred
to as a closed-loop strategy. In deterministic con-
trol problems, the closed-loop and open-loop
strategies are the same since both are simple func-
tions of time. However in stochastic control prob-
lems, open-loop strategies are a strict subset of
closed-loop strategies. Under our timing assump-
tions the information available at time t is (Ht�1,
st), so we can write dt = dt(Ht�1, st). By conven-
tion we set H0 = ∅ so that the available informa-
tion for making the initial decision is just s1.
A decision rule is feasible if it also satisfies
dt(Ht�1, st) � Dt(Ht�1, st) for all (st, Ht�1). Each
feasible decision rule can be regarded as a ‘lottery’
whose payoffs are utilities, the expected value of
which corresponds to expected utility associated
with the decision rule. An optimal decision ruled�

� d�1, . . . , d
�
T

� �
is simply a feasible decision rule

that maximizes the decision-maker’s expected
utility

d� ¼ argmax
d�F

E U ~st, ~dt

� 	
d

� �� 	
; (2)

where F denotes the class of feasible history-
dependent decision rules, and ~st, ~dt

� 	
d denotes

the stochastic process induced by the decision rule
d � (d1, . . ., dT). Problem (2) can be regarded as a
static, ex ante version of the agent’s problem. In
game theory, (2) is referred to as the normal form
or the strategic form of a dynamic game, since the
dynamics are suppressed and the problem has the
superficial appearance of a static optimization
problem or game in which an agent’s problem is
to choose a best response, either to nature (in the
case of single agent decision problems) or to other
rational opponents (in the case of games). The
strategic formulation of the agent’s problem is
quite difficult to solve since the solution is a
sequence of history-dependent functions
d� ¼ d�1, . . . , d

�
T

� �
for which standard finite

dimensional constrained optimization techniques
(for example, the Kuhn–Tucker th) are inapplica-
ble. (If we consider problems where all states can
assume only a finite number of values, it is possi-
ble to apply standard finite dimensional
Kuhn–Tucker constrained optimization methods,
but if the state variables can assume a continuum
of possible values, the programming problem
becomes an infinite dimensional programming
problem for which optimal control and dynamic
programming methods are more appropriate. See
Luenberger 1969, for a more thorough discussion
of how Lagrange multipliers and Kuhn–Tucker
methods can be extended to problems where deci-
sions are infinite-dimensional objects. These
methods are usually applied in deterministic con-
text, and there is a specialized literature on opti-
mal control for solving such problems.) See
Pontryagin’s principle of optimality.

Solving Sequential Decision Problems by
Backward Induction
To carry out backward induction, we start at the
last period, T, and for each possible combination
(HT�1, sT) we calculate the time T value function
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and decision rule (we will discuss how backward
induction can be extended to cases where T is
random or where T = 1 shortly).

VT HT�1, sTð Þ ¼ max
dT �DT HT�1, sTð Þ

U HT�1, sT , dTð Þ
dT HT�1, sTð Þ ¼ argmax

dT �DT HT�1, sTð Þ
U HT�1, sT , dTð Þ;

(3)

where we have written U(HT�1, sT, dT) instead of
U(s1, d1, . . ., sT, dT) since HT�1 = (s1, d1, . . .,
sT�1, dT�1). Next we move backward one time
period to time T�1 and compute

VT�1 HT�2, sT�1ð Þ ¼ max
dT�1 �DT�1 HT�2, sT�1ð Þ

E VT HT�2, sT�1, dT�1, ~sTð ÞjHT�2, sT�1, dT�1f g

¼ max
dT�1 �DT�1 HT�2, sT�1ð Þ

ð
VT HT�2, sT�1, dT�1, sTð ÞpT sT jHT�2, sT�1, dT�1ð Þ

dT�1 HT�2, sT�1ð Þ ¼ argmax
dT�1 �DT�1 HT�2, sT�1ð Þ

E VT HT�2, sT�1, dT�1, ~sTð ÞjHT�2, sT�1, dT�1f g

(4)

where the integral in Eq. (4) is the formula for the
conditional expectation of VT, where the expecta-
tion is taken with respect to the random variable
~sT whose value is not known as of time T � 1. We
continue the backward induction recursively for
time periods T � 2, T � 3, . . . until we reach time
period t = 1. The equation for the value function
Vt in an arbitrary period t is defined recursively by
an equation that is now commonly called the
Bellman equation

Vt Ht�t, stð Þ
¼ max

dt �Dt Ht�1, stð Þ
E Vtþ1 Ht�1, st, dt, ~stþ1ð ÞjHt�1, st, dtf g

¼ max
dt �Dt Ht�1, stð Þ

ð
Vtþ1 Ht�1, st, dt, stþ1ð Þptþ1 stþ1jHt�1, st, dtð Þ:

(5)

The decision rule dt is defined by the value of dt
that attains the maximum in the Bellman equation
for each possible value of (Ht�1, st)

dt Ht�t, stð Þ
¼ argmax

dt �Dt Ht�1, stð Þ
E Vtþ1 Ht�1, st, dt, ~stþ1ð ÞjHt�1, st, dtf g:

(6)

Backward induction ends when we reach the first
period, in which case, as we will now show, the
function V1(s1) provides the expected value of an

optimal policy, starting in state s1 implied by the
recursively constructed sequence of decision rules
d = (d1, . . ., dT).

The Principle of Optimality
The key idea underlying why backward induction
produces an optimal decision rule is called

The Principle of Optimality An optimal deci-
sion rule d� ¼ d�1, . . . , d

�
T

� �
has the property that

given any t � {1,. . ., T} and any history Ht�1 in
the support of the controlled process st, dtf gd� , d�
remains optimal for the ‘subgame’starting at time
t and history Ht�1. That is, d* maximizes the
“continuation payoff” given by the conditional
expectation of utility from period t to T, given
history Ht�1:

d� ¼ argmax
d

E U st, dtf gd
� �jHt�1

� 	
: (7)

In game theory, the principle of optimality is
equivalent to the concept of a subgame perfect
equilibrium in an extensive form game. When all
actions and states are discrete, the stochastic deci-
sion problem can be diagrammed as a game tree.
The principle of optimality, which in game theory
is equivalent to the concept of a subgame perfect
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equilibrium, guarantees that if d* is an optimal
strategy (or equilibrium strategy) for the overall
game tree, then it must also be an optimal strategy
for every subgame, or, more precisely, all sub-
games that are reached with positive probability
from the initial node.

It should now be evident why there is a need
for the qualification ‘for all Ht�1 in the support of
st, dtf gd� ’ in the statement of the principle of

optimality. There are some subgames that are
never reached with positive probability under an
optimal strategy. Thus, it is easy to construct alter-
native optimal decision rules that do not satisfy
the principle of optimality because they involve
taking suboptimal decisions on ‘zero probability
subgames’. Since these subgames are never
reached, such modifications do not jeopardize ex
ante optimality. However we cannot be sure ex
ante which subgames will be irrelevant ex post
unless we carry out the full backward induction
process. Dynamic programming results in strate-
gies that are optimal in every possible subgame,
even those which will never be reached when the
strategy is executed. Since backward induction
results in a decision rule d that is optimal for all
possible subgames, it is intuitively clear that d is
optimal for the game as a whole, that is, it is a
solution to the ex ante strategic form of the opti-
mization problem (2).

For a formal proof of this result for games
against nature (with appropriate care taken to
ensure measurability and existence of solutions),
see Gihman and Skorohod (1979). If in addition to
‘nature’ we extend the game tree by adding
another rational expected utility maximizing
player, then backward induction can be applied
in the same way to solve this alternating move
dynamic game. Assume that player 1 moves first,
then player 2, then nature, and so on. Dynamic
programming results in a pair of strategies for
both players. Nature still plays a ‘mixed strategy’
that could depend on the entire previous history of
the game, including all the previous moves of both
players. The backward induction process ensures
that each player can predict the future choices of
their opponent, not only in the succeeding move
but in all future stages of the game. The pair of

strategies (d1, d2) produced by dynamic program-
ming are mutual best responses, as well as being
best responses to nature’s moves. Thus, these
strategies constitute a Nash equilibrium. They
actually satisfy a stronger condition: they are
Nash equilibrium strategies in every possible sub-
game of the original game, and thus are subgame-
perfect (Selten 1975). Subgame-perfect equilibria
exclude ‘implausible equilibria’ based on incred-
ible threats. A standard example is an incumbent’s
threat to engage in a price war if a potential entrant
enters the market. This threat is incredible if the
incumbent would not really find it advantageous
to engage in a price war (resulting in losses for
both firms) if the entrant called its bluff and
entered the market. Thus the set of all Nash equi-
libria to dynamic multiplayer games is strictly
larger than the subset of subgame-perfect equilib-
ria, a generalization of the fact that, in single agent
decision problems, the set of optimal decision
rules includes ones which take suboptimal deci-
sions on subgames that have zero chance of being
reached for a given optimal decision rule.
Dynamic programming ensures that the
decision-maker would never mistakenly reach
any such subgame, similar to the way subgame
perfection ensures that a rational player would not
be fooled by an incredible threat.

Dynamic Programming for Stationary,
Markovian, Infinite-Horizon Problems
The complexity of dynamic programming arises
from the exponential growth in the number of
possible histories as the number of possible values
for the state variables, decision variables, and/or
number of time periods T increases. For example,
in a problem with N possible values for st and
D possible values for dt in each time period t,
there are [ND]T possible histories, and thus the
required number of calculations to solve a general
T period, history-dependent dynamic program-
ming problem is O([ND]T). Bellman and Dreyfus
(1962) referred to this exponential growth in the
number of calculations as the curse of dimension-
ality. In the next section, I will describe various
strategies for dealing with this problem, but an
immediate solution is to restrict attention to time
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separable Markovian decision problems. These
are problems where the payoff function U is addi-
tively separable as in Eq. (1), and where both the
choice sets {Dt} and the transition probabilities
{pt} depend only on the contemporaneous state
variable st and not on the entire previous history
Ht�1. We say a conditional distribution pt satisfies
theMarkov property if it depends on the previous
history only via the most recent values, that is, if
pt(st|Ht�1) = pt(st|st�1, dt�1). In this case back-
ward induction becomes substantially easier. For
example, in this case the dynamic programming
optimizations have to be performed only at each
of the N possible values of the state variable at
each time t, so only O(NDT) calculations are
required to solve a time T period time separable
Markovian problem instead of O([ND]T) calcula-
tions when histories matter. This is part of the
reason why, even though time non-separable util-
ities and non-Markovian forms of uncertainty
may be more general, most dynamic program-
ming problems that are solved in practical appli-
cations are both time separable and Markovian.

SDPs with random horizons ~T can be solved by
backward induction provided there is some finite
time T satisfying Pr ~T � T ¼ 1

�
. In this case,

backward induction proceeds from the maximum
possible value T and the survival probability rt
¼ Pr ~T > t

� ��~T 
 t is used as to capture the prob-

ability that the problem will continue for at least
one more period. The Bellman equation for the
discounted, time-separable utility with uncertain
lifetime is

Vt stð Þ ¼ max
d�Dt stð Þ

ut st, dð Þ þ rtbEVtþ1 st, dð Þ½ �
dt stð Þ ¼ argmax

d�Dt stð Þ
ut st, dð Þ þ rtbEVtþ1 st, dð Þ½ �;

(8)

where

EVtþ1 s, dð Þ ¼
ð
s0
Vtþ1 s0ð Þptþ1 s0js, dð Þ: (9)

In many problems there is no finite upper bound
T on the horizon. These are called infinite horizon
problems and they occur frequently in

economics. For example, SDPs used to model
decisions by firms are typically treated as infinite
horizon problems. It is also typical in infinite
horizon problems to assume stationarity. That
is, the utility function u(s, d), the constraint set
D(s), the survival probability r, and the transition
probability p(s0|s, d) do not explicitly depend on
time t. In such cases, it is not hard to show the
value function and the optimal decision rules are
also stationary, and satisfy the following version
of Bellman’s equation

V sð Þ ¼ max
d�D sð Þ

u s, dð Þ þ rbEV s, dð Þ½ �
d sð Þ ¼ argmax

d�D sð Þ
u s, dð Þ þ rbEV s, dð Þ½ �; (10)

where

EV s, dð Þ ¼
ð
s0
V s0ð Þp s0js, dð Þ: (11)

This is a fully recursive definition of V, and as
such there is an issue of existence and uniqueness
of a solution. In addition, it is not obvious how to
carry out backward induction, since there is no
‘last’ period from which to begin the backward
induction process. However, under relatively
weak assumptions one can show there is a unique
V satisfying the Bellman equation, and the
implied decision rule in Eq. (10) is an optimal
decision rule for the problem. Further, this deci-
sion rule can be approximated by solving an
approximate finite horizon version of the problem
by backward induction.

For example, suppose that u(s, d) is a continuous
function of (s, d), the state space S is compact, the
constraint setsD(s) are compact for each s � S, and
the transition probability p(s0|s, d) is weakly
continuous in (s, d) (that is, EV s, dð Þ�ð
s0
W s0ð Þp s0js, dð Þ is a continuous function of (s,

d) for each continuous functionW:S ! R). Black-
well (1965a, b), Denardo (1967) and others have
proved that, under these sorts of assumptions, V is
the unique fixed point to the Bellman operator
G: B ! B, where B is the Banach space of
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continuous functions on S under the supremum
norm, and G is given by

G Wð Þ sð Þ
¼ max

d �D sð Þ
u s, dð Þ þ rb

ð
s0
W s0ð Þp s0js, dð Þ


 �
:

(12)

The existence and uniqueness of V is a conse-
quence of the contraction mapping th, since G
can be shown to satisfy the contraction property,

k GW � GV k� a k W � V k ; (13)

where a � (0,1) and kWk = sups � S|W(s)|. In
this case, a = rb, so the Bellman operator will be
a contraction mapping if rb � (0,1).

The proof of the optimality of the decision rule
d in Eq. (10) is somewhat more involved. Using
the Bellman equation (10), we will show that (see
Eq. (34) in section “Numerical dynamic program-
ming and the curse of dimensionality”),

V sð Þ ¼ u s, d sð Þð Þ
þrb

ð
s0
V s0ð Þp s0js, d sð Þð Þ

¼ E
X1
t¼0

rb½ �tu?ðst, d stð Þ�( �����s0 ¼ sg
;

(14)

that is, V is the value function implied by the
decision rule d. Intuitively, the boundedness of
the utility function, combined with discounting
of future utilities, rb � (0,1), implies that if we
truncate the infinite horizon problem to a T period
problem, the error in doing so would be arbitrarily
small when T is sufficiently large. Indeed, this is
the key to understanding how to find approxi-
mately optimal decision rules to infinite horizon
SDPs: we approximate the infinite horizon deci-
sion rule d by solving an approximate finite hori-
zon version of the problem by dynamic
programming. The validity of this approach can
be formalized using a well-known property of
contraction mappings, namely, that the method
of successive approximations starting from any
initial guess W converges to the fixed point of G,
that is

lim
t!1Vt ¼ Gt Wð Þ ¼ V 8W �B; (15)

where GtW denotes t successive iterations of the
Bellman operator G,

V0 ¼ G0 Wð Þ ¼ W
V1 ¼ G1 Wð Þ

� � �
Vt ¼ Gt Wð Þ ¼ G Gt�1W

� � ¼ G Vt�1ð Þ:
(16)

If W = 0 (that is the zero function in B), then
VT = GT(0) is simply the period t = 1 value func-
tion resulting from the solution of a T period
dynamic programming problem. Thus, this result
implies that the optimal value function VT for a
T-period approximation to the infinite horizon
problem converges to V as T ! 1. Moreover,
the difference in the two functions satisfies the
bound

VT � Vk k � rb½ �T k u k
1� rb

: (17)

Let dT = d1,T, d2,T,. . ., dT,T be the optimal decision
rule to the T period problem. It can be shown that,
if we follow this decision rule up to period T and
then use d1,T in every period after T, the resulting
decision rule is approximately optimal in the
sense that the value function for this infinite hori-
zon problem also satisfies inequality (17), and
thus can be made arbitrarily small as T increases.

In many cases in economics the state space S has
no natural upper bound. An example might be
where st denotes an individual’s wealth at time t,
or the capital stock of the firm. If the unbounded-
ness of the state space results in unbounded payoffs,
the contraction mapping argument must be modi-
fied since the Banach space structure under the
supremum norm no longer applies to unbounded
functions. Various alternative approaches have been
used to prove existence of optimal decision rules for
unbounded problems. One is to use an alternative
norm (for example, a weighted norm) and demon-
strate that the Banach space/contraction mapping
argument still applies. However, there are cases
where there are no natural weighted norms, and
the contraction mapping property cannot hold
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since the Bellman equation can be shown to have
multiple solutions. The most general conditions
under which the existence and uniqueness of the
solution V to the Bellman equation and the optimal-
ity of the implied stationary decision rule d has been
established is in Bhattacharya and Majumdar
(1989). However, as I discuss in the next section,
considerable care must be taken in solving
unbounded problems numerically.

Numerical Dynamic Programming
and the Curse of Dimensionality

The previous section showed that dynamic pro-
gramming is a powerful tool that has enabled us to
formulate and solve a wide range of economic
models involving sequential decision-making
under uncertainty – at least ‘in theory’. Unfortu-
nately, the cases where dynamic programming
results in analytical, closed-form solutions are
rare and often rather fragile in the sense that
small changes in the formulation of a problem
can destroy the ability to obtain an analytical
solution. However even though most problems
do not have analytical solutions, the theorems in
the previous section guarantee the existence of
solutions, and these solutions can be calculated
(or approximated) by numerical methods. Since
the 1980s, faster computers and better numerical
methods have made dynamic programming a tool
of substantial practical value by significantly
expanding the range of problems that can be
solved. In particular, it has led to the development
of a large and rapidly growing literature on econo-
metric estimation and testing of ‘dynamic struc-
tural models’ that I will discuss in the next section.

However, there are still many difficult chal-
lenges that prevent us from formulating and solv-
ing models that are as detailed and realistic as we
might like, a problem that is especially acute in
empirical applications. The principal challenge is
what Bellman and Dreyfus (1962) called the curse
of dimensionality. We have already illustrated this
problem in section “Dynamic programming for
stationary, Markovian, infinite-horizon prob-
lems”: for history-dependent SDPs with a finite
horizon T and a finite number of states N and

actions D, dynamic programming requires O
([ND]T) operations to find a solution. Thus it
appears that the time required to compute a solu-
tion via dynamic programming increases expo-
nentially fast with the number of possible
decisions or states in a dynamic programming
problem.

Fortunately, computer power (for example,
operations per second) has also been growing
exponentially fast, a consequence of Moore’s
Law and other developments in information tech-
nology, such as improved communications and
massive parallel processing. Bellman and Dreyfus
(1962) carried out calculations on RAND’s
‘Johnniac’ computer (named in honour of Jon
von Neumann, whose work contributed to the
development of the first electronic computers)
and reported that this machine could do 12,500
additions per second. Nowadays, in 2007, a typi-
cal laptop computer can do over a billion opera-
tions per second and we now have
supercomputers that are approaching a thousand
trillion operations per second – a level known as a
‘petaflop’. In addition to faster ‘hardware’,
research on numerical methods has resulted in
significantly better ‘software’ that has had a
huge impact on the spread of numerical dynamic
programming and on the range of problems we
can solve. In particular, algorithms have been
developed that succeed in ‘breaking’ the curse of
dimensionality, enabling us to solve in polyno-
mial time classes of problems that were previously
believed to be solvable only in exponential time.
The key to breaking the curse of dimensionality is
the ability to recognize and exploit special struc-
ture in an SDP problem. We have already illus-
trated an example of this in section “Dynamic
programming for stationary, Markovian, infinite-
horizon problems”: if the SDP is Markovian and
utility is time separable, a finite horizon, finite
state SDP can be solved by dynamic program-
ming in only O(NDT) operations, compared to
the O([ND]T) operations that are required in the
general history-dependent case. There is only
enough space here to discuss several of the most
commonly used and most effective numerical
methods for solving different types of SDPs by
dynamic programming. I refer the reader to
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Puterman (1994), Rust (1996) and Judd (1998) for
more in-depth surveys on the literature on numer-
ical dynamic programming. See computational
methods in econometrics.

Naturally, the numerical method that is appro-
priate or ‘best’ depends on the type of problem
being solved. Different methods are applicable
depending on whether the problem has (a) finite
versus infinite horizon, (b) finite versus
continuous-valued state and decision variables,
and (c) single versus multiple players. In finite
horizon problems, backward induction is the
essentially the only approach, although as we
will see there are many different choices about
how to most implement it most
efficiently – especially in discrete problems
where the number of possible values for the state
variables is huge (for example, chess) or in prob-
lems with continuous state variables. In the latter
case, it is clearly not possible to carry out back-
ward induction for every possible history
(or value of the state variable at stage t if the
problem is Markovian and time separable), since
there are infinitely many (indeed a continuum) of
them. In these cases, it is necessary to interpolate
the value function, whose values are only explic-
itly computed at a finite number of points in the
state space. I use the term ‘grid’ to refer to the
finite number of points in the state space where the
backward induction calculations are actually
performed. Grids might be lattices (that is, regu-
larly spaced sets of points formed as Cartesian
products of unidimensional grids for each of the
continuous state variables), or they may be quasi-
random grids formed by randomly sampling the
state space from some probability distribution, or
by generating deterministic sequences of points
such as low discrepancy sequences. The reason
why one might choose a random or
low-discrepancy grid instead of regularly spaced
lattice is to break the curse of dimensionality, as
I discuss shortly. Also, in many cases it is advan-
tageous to refine the grid over the course of the
backward induction process, starting out with an
initial ‘coarse’ grid with relatively few points and
subsequently increasing the number of points in
the grid as the backward induction progresses.
I will have more to say about such multigrid and

adaptive grid methods when I discuss solution of
infinite horizon problems below.

Once a particular grid is chosen, the backward
induction process is carried out in the way it
would be normally be done in a finite state prob-
lem. On the assumption that the problem is Mar-
kovian and the utility is time separable and there
are n grid points {s1, . . ., sn}, this involves the
following calculation at each grid point si,
i = 1,. . .,n

Vt sið Þ ¼ max
d � Dt sið Þ

ut si, dð Þ þ rbbEVtþ1 si, dð Þ
h i

;

(18)

where bEVtþ1 si, dð Þ is a numerical estimate of the
conditional expectation of next period’s value
function. I will be more specific below about
which numerical integration methods are appro-
priate, but at this point it suffices to note that they
are all simple weighted sums of values of the
value function at t + 1, Vt+1(s). We can now see
that, even if the actual backward induction calcu-
lations are carried out only at the n grid points
{s1,. . ., sn}, we will still have to do numerical
integration to compute bEVtþ1 si, dð Þ and the latter
calculation may require values of Vt+1(s) at points
s off the grid, that is at points s =2 {s1, . . ., sn}. This
is why some form or interpolation (or in some
cases extrapolation) is typically required. Almost
all methods of interpolation can be represented as
weighted sums of the value function at its known
values {Vt+1(s1), . . ., Vt+1(sn)} at the n grid points,
which were calculated by backward induction at
the previous stage. Thus, we have

bVtþ1 sð Þ ¼
Xn
j¼1

wi sð ÞVtþ1 sið Þ; (19)

where wi(s) is a weight assigned to the ith grid
point that depends on the point s in qst. These
weights are typically positive and sum to 1. For
example in multilinear interpolation or simplicial
interpolation the wi(s) weights are those that
allow s to be represented as a convex combination
of the vertices of the smallest lattice hypercube
containing s. Thus, the weights wi(s) will be zero
for all i except the immediate neighbours of the
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point s. In other cases, such as kernel density and
local linear regression, the weights wi(s) are gen-
erally non-zero for all i, but the weights will be
highest for the grid points {s1, . . ., sn} which are
the nearest neighbours of s. An alternative
approach can be described as curve fitting. Instead
of attempting to interpolate the calculated values
of the value function at the grid points, this
approach treats these values as a data-set and
estimates parameters y of a flexible functional
form approximation to Vt+1(s) by nonlinear

regression. Using the estimated bytþ1 from this
nonlinear regression, we can ‘predict’ the value
of Vt+1(s) at any s � S

bVtþ1 sð Þ ¼ f s, bytþ1

� �
: (20)

A frequently used example of this approach is to
approximate Vt+1(s) as a linear combination of
K ‘basis functions’ {b1(s),. . ., bK(s)}. This implies
that f(s, y) takes the form of a linear regression
function

f s, yð Þ ¼
XK
k¼1

ykbk sð Þ; (21)

and bytþ1 can be estimated by ordinary least
squares. Neural networks are an example where
f depends on y in a nonlinear fashion. Partition y
into subvectors y = (g, l, a), where g and l are
vectors in RJ, and a = (a1, . . ., aJ), where each aj
has the same dimension as the state vector s. Then
the neural network f is given by

f s, yð Þ ¼ f s, g, l, að Þ

¼
XJ
j¼1

gj’ lj þ s, aih i� �
(22)

where hs, aji is the inner product between s and the
conformable vector aj, and ’ is a ‘squashing func-
tion’ such as the logistic function ’(x) = exp{x}/
(1 + exp{x}). Neural networks are known to be
‘universal approximators’ and require relatively
few parameters to provide good approximations
to nonlinear functions of many variables. For fur-
ther details on how neural networks are applied,

see the book by Bertsekas and Tsitsiklis (1996) on
Neuro-Dynamic Programming.

All these methods require extreme care for
problems with unbounded state spaces. By def-
inition, any finite grid can cover only a small
subset of the state space in this case, and thus
any of the methods discussed above would
require extrapolation of the value function to
predict its values in regions where there are no
grid points, and thus ‘data’ on what its proper
values should be. Not only may mistakes that
lead to incorrect extrapolations in these regions
lead to errors in the regions where there are no
grid points, but the errors can ‘unravel’ and also
lead to considerable errors in approximating the
value function in regions where we do have grid
points. Attempts to ‘compactify’ an unbounded
problem by arbitrarily truncating the state space
may also lead to inaccurate solutions, since the
truncation is itself an implicit form of extrapo-
lation (for example, some assumption needs to
be made what to do when state variables
approach the ‘boundary’ of the state space: do
we assume a ‘reflecting boundary’, an ‘absorb-
ing boundary’, and so on?). For example in life-
cycle optimization problems, there is no natural
upper bound on wealth, even if it is true that
there is only a finite amount of wealth in the
entire economy. We can always ask the qst, if a
person had wealth near the ‘upper bound’, what
would happen to next period wealth if he
invested some of it? Here we can see that, if we
extrapolate the value function by assuming that
the value function is bounded in wealth, this
means that by definition there is no incremental
return to saving as we approach the upper bound.
This leads to lower saving, and this generally
leads to errors in the calculated value function
and decision rule far below the assumed upper
bound. There is no good general solution to this
problem except to solve the problem on a much
bigger (bounded) state space than one would
expect to encounter in practice, in the hope that
extrapolation-induced errors in approximating
the value function die out the further one is
from the boundary. This property should hold
for problems where the probability that the next
period state will hit or exceed the ‘truncation
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boundary’ gets small the farther the current state
is from this boundary.

When a method for interpolating/extrapolating
the value function has been determined, a second
choice must be made about the appropriate
method for numerical integration in order to
approximate the conditional expectation of the
value function EVt+1(s, d) given by

EVtþ1 s, dð Þ ¼
ð
s0
Vtþ1 s0ð Þptþ1 s0js, dð Þ: (23)

There are two main choices here: (1) determin-
istic quadrature rules or (2) (quasi-) Monte Carlo
methods. Both methods can be written as
weighted averages of form

bEVtþ1 s, dð Þ ¼
XN
i¼1

wi s, dð ÞVtþ1 aið Þ; (24)

where {wi(s, d)} are weights, and {ai} are quad-
rature abscissae. Deterministic quadrature
methods are highly accurate (for example, an
N-point Gaussian quadrature rule is constructed
to exactly integrate all polynomials of degree
2 N � 1 or less), but become unwieldy in multi-
variate integration problems when product rules
(tensor products of unidimensional quadrature)
are used. Any sort of deterministic quadrature
method can be shown to be subject to the curse
of dimensionality in terms of worst-case compu-
tational complexity (see Traub and Werschulz
1998). For example, if N = O(1/e) quadrature
points are necessary to approximate a univariate
integral within e, then in a d-dimensional integra-
tion problem Nd = O(1/ed) quadrature points
would be necessary to approximate the integral
with an error of e, which implies that computa-
tional effort to find an e-approximation increases
exponentially fast in the problem dimension d.
Using the theory of computational complexity,
one can prove that any deterministic integration
procedure is subject to the curse of dimensional-
ity, at least in terms of a ‘worst case’ measure of
complexity. The curse of dimensionality can dis-
appear if one is willing to adopt a Bayesian per-
spective and place a ‘prior distribution’ over the
space of possible integrands and consider an

‘average case’ instead of a ‘worst case’ notion of
computational complexity.

Since multivariate integration is a ‘sub-
problem’ that must be solved in order to carry
out dynamic programming when there are contin-
uous state variables (indeed, dynamic program-
ming in principle involves infinitely many
integrals in order to calculate EVt+1(s, d), one for
each possible value of (s, d)), if there is a curse of
dimensionality associated with numerical integra-
tion of a single multivariate integral, then it should
also not be surprising that dynamic programming
is also subject to the same curse. There is also a
curse of dimensionality associated with global
optimization of nonconvex objective functions
of continuous variables. Since optimization is
also a sub-problem of the overall dynamic pro-
gramming problem, this constitutes another rea-
son why dynamic programming is subject to a
curse of dimensionality. Under the standard
worst case definition of computational complex-
ity, Chow and Tsitsiklis (1989) proved that no
deterministic algorithm can succeed in breaking
the curse of dimensionality associated with a suf-
ficiently broad class of dynamic programming
problems with continuous state and decision vari-
ables. This negative result dashes the hopes of
researchers dating back to Bellman and Dreyfus
(1962), who conjectured that there might be suf-
ficiently clever deterministic algorithms that can
overcome the curse of dimensionality.

However, there are examples of random algo-
rithms that can circumvent the curse of dimen-
sionality. Monte Carlo integration is a classic
example. Consider approximating the
(multidimensional) integral in Eq. (23) by using
random quadrature abscissae {ãi} that are
N independent and identically distributed (IID)
draws from the distribution pt+1(s0|s, d) and uni-
form quadrature weights equal to wi(s, d) = 1/N.
Then the law of large numbers and the
central limit theorem imply that the Monte Carlo
integral ~EVtþ1 s, dð Þ converges to the true condi-
tional expectation EVt+1(s, d) at rate1=

ffiffiffiffi
N

p
regard-

less of the dimension of the state space d. Thus
a random algorithm, Monte Carlo integration,
succeeds in breaking the curse of dimensiona-
lity of multivariate integration. Unfortunately,
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randomization does not succeed in breaking the
curse of dimensionality associated with general
nonconvex optimization problems with continu-
ous multidimensional decision variables d (see
Nemirovsky and Yudin 1983).

However, naive application of Monte Carlo
integration will not necessarily break the curse
of dimensionality of the dynamic programming
problem. The reason is that a form of uniform
convergence (as opposed to pointwise) conver-
gence of the conditional expectationsbEVtþ1 s, dð Þ to EVt+1(s, d) is required in order to
guarantee that the overall backward induction
process converges to the true solution as the num-
ber of Monte Carlo draws, N, gets large. To get an
intuition why, note that if separate IID sets of
quadrature abscissae {ãi} where drawn for each
(s, d) point that we wish to evaluate the Monte
Carlo integral bEVtþ1 s, dð Þat, the resulting function
would be an extremely ‘choppy’ and irregular
function of (s, d) as a result of all the random
variation in the various sets of quadrature abscis-
sae. Extending an idea introduced by Tauchen and
Hussey (1991) to solve rational expectations
models, Rust (1997) proved that it is possible to
break the curse of dimensionality in a class of
SDPs where the choice sets Dt(s) are finite, a
class he calls discrete decision processes. The
restriction to finite choice sets is necessary,
since, as noted above, randomization does not
succeed in breaking the curse of dimensionality
of nonconvex optimization problems with contin-
uous decision variables. The key idea is to choose,
as a random grid, the same set of random points
that are used quadrature abscissae for Monte
Carlo integration. That is, suppose pt+1(s0|s, d) is
a transition density and the state space (perhaps
after translation and normalization) is identified
with the d-dimensional hypercube S = [0,1]d.
Apply Monte Carlo integration by drawing N
IID points ~s1, . . . , ~sNf g from the this hypercube
(this can be accomplished by drawing each com-
ponent of si from the uniform distribution on the
[0,1] interval). We have

bEVtþ1 s, dð Þ ¼ 1

N

XN
i¼1

Vtþ1 ~sið Þptþ1ð~sijs, d
�
: (25)

Applying results from the theory of empirical
processes (Pollard 1989), Rust showed that this
form of the Monte Carlo integral does result in
uniform convergence (that is, PbEVtþ1 s, dð Þ�
EVtþ1 s, dð ÞP ¼ Op 1=

ffiffiffiffi
N

p� �
), and, using this, he

showed that this randomized version of backward
induction succeeds in breaking the curse of
dimensionality of the dynamic programming
problem. The intuition of why this works is,
instead of trying to approximate the conditional
expectation in (23) by computing many indepen-
dent Monte Carlo integrals (that is, drawing sep-
arate sets of random abscissae {ãi} from pt+1(s0|s,
d) for each possible value of (s, d)), the approach
in Eq. (25) is to compute a single Monte Carlo
integral where the random quadrature points ~sif g
are drawn from the uniform distribution on [0,1]d,
and the integrand is treated as the function Vt+1(s0)
pt+1(s0|s, d) instead of Vt+1 (s0). The second impor-
tant feature is that Eq. (25) has a self-
approximating property: that is, since the quadra-
ture abscissae are the same as the grid points at
which we compute the value function, no auxil-
iary interpolation or function approximation is
necessary in order to evaluate bEVtþ1 s, dð Þ . In
particular, if pt+1(s0|s, d) is a smooth function of
s, then bEVtþ1 s, dð Þ will also be a smooth function
of s. Thus, backward induction using this algo-
rithm is extremely simple. Before starting back-
ward induction we choose a value for N and draw
N IID random vectors ~s1, . . . , ~sNf g from the
uniform distribution on the d-dimensional hyper-
cube. This constitutes a random grid that remains
fixed for the duration of the backward induction.
Then we begin ordinary backward induction cal-
culations, at each stage t computing Vt ~sið Þ at each
of the N random grid points, and using the self-
approximating formula (25) to calculate the con-
ditional expectation of the period t + 1 value
function using only the N stored values
Vtþ1 ~s1ð Þ, . . . ,Vtþ1 ~sNð Þð Þ from the previous
stage of the backward induction. See Keane and
Wolpin (1994) for an alternative approach, which
combines Monte Carlo integration with the curve-
fitting approaches discussed above. Note that the
Keane and Wolpin approach will not generally
succeed in breaking the curse of dimensionality
since it requires approximation of functions of
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d variables which is also subject to a curse of
dimensionality, as is well known from the litera-
ture on nonparametric regression.

There are other subclasses of SDPs for which it
is possible to break the curse of dimensionality.
For example, the family of linear quadratic/
Gaussian (LQG) can be solved in polynomial
time using highly efficient matrix methods,
including efficient methods for solving the matrix
Ricatti equation which is used to compute the
Kalman filter for Bayesian LQG problems (for
example, problems where agents only receive a
noisy signal of a state variable of interest, and they
update their beliefs about the unknown underlying
state variable via Bayes rule).

Now consider stationary, infinite horizon Mar-
kovian decision problems. As noted in section
“Dynamic programming for stationary, Markov-
ian, infinite-horizon problems”, there is no ‘last’
period from which to begin the backward induc-
tion process. However, if the utility function is
time separable and discounted, then, under fairly
general conditions, it will be possible to approxi-
mate the solution arbitrarily closely by solving a
finite horizon version of the problem, where the
horizon T is chosen sufficiently large. As we noted
in section “Dynamic programming for stationary,
Markovian, infinite-horizon problems”, this is
equivalent to solving for V, the fixed point to the
contraction mapping V = G(V) by the method of
successive approximations, where G is the Bell-
man operator defined in Eq. (12) of section
“Dynamic programming for stationary, Markov-
ian, infinite-horizon problems”.

Vtþ1 ¼ G Vtð Þ: (26)

Since successive approximations converges at a
geometric rate, with errors satisfying the upper
bound in Eq. (17), this method can converge at
an unacceptably slow rate when the discount fac-
tor is close to 1. A more effective algorithm in
such cases is Newton’s method whose iterates are
given by

Vtþ1 ¼ Vt � I � G0 Vtð Þ½ ��1
Vt � G Vtð Þ½ �; (27)

where G0 is the Gateaux or directional derivative
of G, that is, it is the linear operator given by

G0 Vð Þ Wð Þ ¼ lim
t!0

G V þ tWð Þ � G Vð Þ
t

: (28)

Newton’s method converges quadratically inde-
pendent of the value of the discount factor, as
long as it is less than 1 (to guarantee the contrac-
tion property and the existence of a fixed point).
In fact, Newton’s method turns out to be equiv-
alent to the method of policy iteration introduced
by Howard (1960). Let d be any stationary deci-
sion rule, that is, a candidate policy. Define the
policy-specific conditional expectation operator
Ed by

EdV sð Þ ¼
ð
s0
V s0ð Þp s0js, d sð Þð Þ: (29)

Given a value function Vt, let dt+1 be the decision
rule implied by Vt, that is

dtþ1 sð Þ ¼ argmax
d�D sð Þ

u s, dð Þ þ rb
ð
s0
Vt s

0ð Þp s0js, dð Þ

 �

:

(30)

It is not hard to see that the value of policy dt+1
must be at least as high as Vt, and for this reason,
Eq. (30) is called the policy improvement step of
the policy iteration algorithm. It is also not hard to
show that

G0 Vtð Þ Wð Þ sð Þ ¼ rbEdtþ1
W sð Þ; (31)

and this implies that the Newton iteration,
Eq. (27), is numerically identical to policy
iteration

Vtþ1 sð Þ ¼ I � rbEdtþ1

� ��1
u s, dtþ1 sð Þð Þ; (32)

where dt+1 is given in Eq. (30). Equation (32) is
called the policy valuation step of the policy iter-
ation algorithm since it calculates the value func-
tion implied by the policy dt+1. Note that, since Ed

is an expectation operator, it is linear and satisfies
kEdk � 1, and this implies that the operator
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[I � rbEd] is invertible and has the following
geometric series expansion

I � rbEd½ ��1 ¼
X1
j¼0

rb½ �jEj
d, (33)

where Ed
j is the j step ahead expectations operator.

Thus, we see that

I � rbEd½ ��1u s, d sð Þð Þ ¼
X1
j¼0

rb½ �jEj
du s, d sð Þð Þ

¼ E
X1
t¼0

rb½ �tu st, d stð Þð Þjs0 ¼ s

( )
,

(34)

so that value function Vt from the policy iteration
(32) corresponds to the expected value implied by
policy (decision rule) dt.

If there are an infinite number of states, the
expectations operator Ed is an infinite-
dimensional linear operator, so it is not feasible
to compute an exact solution to the policy iteration
Eq. (32). However if there are a finite number of
states (or an infinite state space is discretized to a
finite set of points, as per the discussion above),
then Ed is an N � N transition probability matrix,
and policy iteration is feasible using ordinary
matrix algebra, requiring at most O(N3) opera-
tions to solve a system of linear equations for Vt

at each policy valuation step. Further, when there
are a finite number of possible actions as well as
states, there are only a finite number of possible
policies |D||S|, where |D| is the number of possible
actions and |S| is the number of states, and policy
iteration can be shown to converge in a finite
number of steps, since the method produces an
improving sequences of decision rules, that is Vt

� Vt+1. Thus, since there is an upper bound on the
number of possible policies and policy iteration
cannot cycle, it must converge in a finite number
of steps. The number of steps is typically quite
small, far fewer than the total number of possible
policies. Santos and Rust (2004) show that the
number of iterations can be bounded independent
of the number of elements in the state space |S|.
Thus, policy iteration is the method of choice for

infinite horizon problems for which the discount
factor is sufficiently close to 1. However, if the
discount factor is far enough below 1, then suc-
cessive approximations can be faster since policy
iteration requires O(N3) operations per iteration
whereas successive approximations requires
O(N2) operations per iteration. At most T(e, b)
successive approximation iterations are required
to compute an e-approximation to an infinite hori-
zon Markovian decision problem with discount
factor b, where T(e, b) = log((1 � b)e)/log(b).
Roughly speaking, if T(e, b) < N, then successive
approximations are faster than policy iteration.

Successive approximations can be accelerated
by a number of means discussed in Puterman
(1994) and Rust (1996). Multigrid algorithms
are also effective: these methods begin backward
induction with a coarse grid with relatively few
grid points N, and then as iterations proceed, the
number of grid points is successively increased,
leading to finer and finer grids as the backward
induction starts to converge. Thus, computational
time is not wasted early on in the backward induc-
tion iterations when the value function is far from
the true solution. Adaptive grid methods are also
highly effective in many problems: these methods
can automatically detect regions in the state space
where there is higher curvature in the value func-
tion, and in these regions more grid points are
added in order to ensure that the value function
is accurately approximated, whereas in regions
where the value function is ‘flatter’ grid points
can be removed, so as to direct computational
resources to the regions of the state space where
there is the highest payoff in terms of accurately
approximating the value function. See Grüne and
Semmler (2004) for more details and an interest-
ing application of adaptive grid algorithms.

I conclude this section with a discussion of
several other alternative approaches to solving
stationary infinite horizon problems that can be
extremely effective relative to ‘discretization’
methods when the number of grid points
N required to obtain a good approximation
becomes very large. Recall the curve-fitting
approach discussed above in finite horizon
SDPs: we approximate the value function V by a
parametric function as Vy(s) � f(s, y) for some
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flexible functional form f, where y are treated as
unknown parameters to be ‘estimated’. For infi-
nite horizon SDPs, our goal is to find parameter
values y so that the implied value function sat-
isfies the Bellman equation as well as possible.
One approach to doing this, known as the mini-
mum residual method, is a direct analogue of
nonlinear least squares: if y is a vector with
K components, we select N 
 K points in the

state space (potentially at random) and find by
that minimizes the squared deviations or residuals
in the Bellman equation

by ¼ argmin
y �RK

XN
i¼1

bG Vyð Þ sið Þ � Vy sið Þ
h i2

, (35)

where bG denotes an approximation to the Bellman
operator, where some numerical integration and
optimization algorithm are used to approximate
the true expectation operator and maximization in
the Bellman equation (12). Another approach,
called the collocation method, finds by by choosing
K grid points in the state space and setting the
residuals at those K points to zero:

Vby s1ð Þ ¼ bG Vby� �
s1ð ÞVby s2ð Þ

¼ bG Vby� �
s2ð Þ� � �Vby sKð Þ

¼ bG Vby� �
sKð Þ: (36)

Another approach, called parametric policy iter-
ation, carries out the policy iteration algorithm in
Eq. (32) above, but, instead of solving the linear
system (32) for the value function Vt at each
policy valuation step, they approximately solve

this system by finding byt that solves the regression
problem

yt ¼ argmin
y �RK

XN
i¼1

Vbyt sið Þ � u si, dt sið Þð Þ�
h

rbEdtVyt sið Þ
i2
:

(37)

Other than this, policy iteration proceeds exactly
as discussed above. Note that, due to the linearity

of the expectations operator, the regression prob-
lem above reduces to an ordinary linear regression
problem when Vy is approximated as a linear
combination of basis functions as in (21) above.

There are variants of the minimum residual and
collocation methods that involve parameterizing
the decision rule rather than the value function.
These methods are frequently used in problems
where the control variable is continuous, and con-
struct residuals from the Euler equation – a func-
tional equation for the decision rule that can in
certain classes of problems be derived from the
first-order necessary condition for the optimal
decision rule. These approaches then try to findby so that the Euler equation (as opposed to the
Bellman equation) is approximately satisfied, in
the sense of minimizing the squared residuals
(minimum residual approach) or setting the resid-
uals to zero at K specified points in the state space
(collocation method). See Judd (1998) for further
discussion of these methods and a discussion of
strategies for choosing the grid points necessary to
implement the collocation or minimum residual
method.

There is a variety of other iterative stochastic
algorithms for approximating solutions to
dynamic programming problems that have been
developed in the computer science and ‘artificial
intelligence’ literatures on reinforcement learn-
ing. These methods include Q-learning, temporal
difference learning, and real time dynamic pro-
gramming. The general approach in all these
methods is to iteratively update an estimate of
the value function, and recursive versions of
Monte Carlo integration methods are employed
in order to avoid doing numerical integrations to
calculate conditional expectations. Using
methods adapted from the literature on stochastic
approximation, it is possible to prove that these
methods converge to the true value function in the
limit as the number of iterations tends to infinity.
A key assumption underlying the convergence
proofs is that there is sufficient stochastic noise
to ensure that all possible decisions and decision
nodes are visited ‘infinitely often’. The intuition
of why such an assumption is necessary follows
from the discussion in section “Theory”: suppose
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that at some state s an initial estimate of the value
function for decision that is actually optimal hap-
pens to be so low that the action is deemed to be
‘nonoptimal’ relative to the initial estimate. If the
agent does not ‘experiment’ sufficiently, and thus
fails to choose suboptimal decisions infinitely
often, the agent may fail to learn that the initial
estimated value was an underestimate of the true
value, and therefore the agent might never learn
that the corresponding action really is optimal.
There is a trade-off between learning and experi-
mentation, of course. The literature on ‘multi-
armed bandits’ (Gittins 1979) shows that a fully
rational Bayesian decision-maker will generally
not find it optimal to experiment infinitely often.
As a result such an agent can fail to discover
actions that are optimal in an ex post sense. How-
ever, this does not contradict the fact that their
behaviour is optimal in an ex ante sense: rather, it
is a reflection that learning and experimentation is
a costly activity, and thus it can be optimal to be
incompletely informed, a result that has been
known as early as Wald (1947a). A nice feature
of many of these methods, particularly the real
time dynamic programming developed in Barto
et al. (1995), is that these methods can be used in
‘real time’, that is, we do not have to ‘pre-
calculate’ the optimal decision rule in ‘offline’
mode. All these algorithms result in steady
improvement in performance with experience.
Methods similar to these have been used to pro-
duce highly effective strategies in extremely com-
plicated problems. An example is IBM’s ‘Deep
Blue’ computer chess strategy, which has
succeeded in beating the world’s top human
chess player, Garry Kasparov. However, the
level of computation and repetition necessary to
‘train’ effective strategies is hugely time consum-
ing, and it is not clear that any of these methods
succeed in breaking the curse of dimensionality.
For further details on this literature, see Bertsekas
and Tsitsiklis (1996). Pakes (2001) applies these
methods to approximate Markov perfect equilib-
ria in games with many players. All types of
stochastic algorithms have the disadvantage that
the approximate solutions can be ‘jagged’ and
there is always at least a small probability that

the converged solution can be far from the true
solution. However, they may be the only feasible
option in many complex, high-dimensional prob-
lems where deterministic algorithms (for exam-
ple, the Pakes and McGuire 1994, algorithm for
Markov perfect equilibrium) quickly become
intractable due to the curse of dimensionality.

Empirical Dynamic Programming
and the Identification Problem

The developments in numerical dynamic pro-
gramming described in the previous section
paved the way for a new, rapidly growing litera-
ture on empirical estimation and testing of SDPs
and dynamic games. This literature began to take
shape in the late 1970s, with contributions by
Sargent (1978) on estimation of dynamic labour
demand schedules in a linear quadratic frame-
work, and Hansen and Singleton (1982), who
developed a generalized method of moment esti-
mation strategy for a class of continuous choice
SDPs using the Euler equation as an orthogonal-
ity condition. About the same time, a number of
papers appeared that provided different strategies
for estimation and inference in dynamic discrete
choice models including Gotz and McCall’s
(1980) model of retirements of air force pilots,
Wolpin’s (1984) model of a family’s decision
whether or not to have a child, Pakes’s (1986)
model of whether or not to renew a patent, and
Rust’s (1987) model of whether or not to replace a
bus engine. Since 1987, hundreds of different
empirical applications of dynamic programming
models have been published. For surveys of this
literature see Eckstein and Wolpin (1989), Rust
(1994), and the very readable book by Adda and
Cooper (2003) – which also provides accessible
introductions to the theory and numerical methods
for dynamic programming. The remainder of this
section will provide a brief overview of estimation
methods and a discussion of the identification
problem.

In econometrics, the term structural estima-
tion refers to a class of methods that tries to go
beyond simply summarizing the behaviour of
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economic agents by attempting to infer their
underlying preferences and beliefs. This is
closely related to the distinction between the
reduced-form of an economic model and the
underlying structure that ‘generates’
it. (Structural estimation methods were first
developed at the Cowles Commission at Yale
University, starting with attempts to structurally
estimate the linear simultaneous equations
model, and models of investment by firms.
Frisch, Haavelmo, Koopmans, Marschak, and
Tinbergen were among the earliest contributors
to this literature.) The reason why one would
want to do structural estimation, which is typi-
cally far more difficult (for example, computa-
tionally intensive) than reduced-form estimation,
is having knowledge of underlying structure
enables us to conduct hypothetical/counterfac-
tual policy experiments. Reduced-form estima-
tion methods can be quite useful and yield
significant insights into behaviour, but they are
limited to summarizing behaviour under the sta-
tus quo. However, they are inherently limited in
their ability to forecast how individuals change
their behaviour in response to various changes in
the environment, or in policies (for example, tax
rates, government benefits, regulations, laws,
and so on) that change the underlying structure
of agents’ decision problems. As long as it is
possible to predict how different policies change
the underlying structure, we can use dynamic
programming to re-solve agents’ SDPs under
the alternative structure, resulting in corres-
ponding decision rules that represent predictions
of how their behaviour (and welfare) will change
in response to the policy change.

The rationale for structural estimation was rec-
ognized as early as Marschak (1953); however, his
message appears to have been forgotten until the
issue was revived in Lucas’s (1976) critique of the
limitations of reduced-form methods for policy
evaluation. An alternative way to do policy evalu-
ation is via randomized experiments in which sub-
jects are randomly assigned to the treatment group
(where the ‘treatment’ is some alternative policy of
interest) and the control group (who continue with
the policy under the status quo). By comparing the
outcomes in the treatment and control groups, we

can assess the behavioural and welfare impacts of
the policy change. However, human experiments
can be very time consuming and expensive to
carry out, whereas ‘computational experiments’
using a structural model are very cheap and can
be conducted extremely rapidly. The drawback of
the structural approach, though, is the issue of
credibility of the structural model. If the structural
model is misspecified, it can generate incorrect
forecasts of the impact of a policy change. There
are numerous examples of how structural models
can be used to make policy predictions: see Todd
and Wolpin (2005) for an example that compares
the prediction of a structural model with the results
of a randomized experiment, where the structural
model is estimated using subjects from the control
group, and out-of-sample predictions are made to
predict the behavioural response by subjects in the
treatment group. They show that the structural
model results in accurate predictions of how the
treatment group subjects responded to the policy
change.

I illustrate the main econometric methods for
structural estimation of SDPs in the case of a sta-
tionary infinite horizon Markovian decision prob-
lem, although all the concepts extend in a
straightforward fashion to finite horizon, non-
stationary and non-Markovian problems. Estima-
tion requires a specification of the data generating
process. Assume we observe N agents, and we
observe agent i from time period �Ti to Ti (or via
appropriate re-indexing, from t = 1,. . ., Ti).
Assume observations of each individual are inde-
pendently distributed realizations from the con-
trolled process {st,dt}. However, while we
assume that we can observe the decisions made
by each agent, it is more realistic to assume that
we only observe a subset of the agent’s state st. If
we partition st = (xt, et), assume that the econome-
trician observes xt but not et, so this latter compo-
nent of the state vector constitutes an unobserved
state variable. Then the reduced-form of the SDP
is the decision rule d

d ¼ d x, eð Þ; (38)

since the decision rule embodies all the
behavioural content of the SDP model. The
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structureL consists of the objectsL = {b, r, u(s,
d), p(s0|s, d)}. Equation (10) specifies the mapping
from the structure L into the reduced form, d. The
data-set consists of {(xi,t, di,t), t = 1, . . ., Ti, i = 1,
. . ., N. The econometric problem is to infer the
underlying structure L from our data on the
observed states and decisions by a set of individ-
uals. Although the decision rule is potentially a
complicated nonlinear function of unobserved
state variables in the reduced-form Eq. (38), it is
often possible to consistently estimate the deci-
sion rule under weak assumptions as N ! 1, or
as Ti ! 1 if the data consists only of a single
agent or a small number of agents i who are
observed over long intervals. Thus, the decision
rule d can be treated as a known function for
purposes of a theoretical analysis of identification.
The identification problem is the qst, under what
conditions is the mapping from the underlying
structure L to the reduced form 1 to 1 (that is
invertible)? If this mapping is 1 to 1, we say that
the structure is identified since in principle it can
be inverted to uniquely determine the underlying
structure L. In practice, we construct an estimatorbL based on the available data and show that bL
converges to the true underlying structure L as
N ! 1 and/or Ti ! 1 for each i.

Unfortunately, rather strong a priori assump-
tions on the form of agents’ preferences and
beliefs are required in order to guarantee identifi-
cation of the structural model. Rust (1994) and
Magnac and Thesmar (2002) have shown that an
important subclass of SDPs, discrete decision pro-
cesses (DDPs), are nonparametrically
unidentified. That is, if we are unwilling to make
any parametric functional form assumptions
about preferences or beliefs, then in general
there are infinitely many different structures L
consistent with any reduced form d. In more direct
terms, there are many different ways to rationalize
any observed pattern of behaviour as being ‘opti-
mal’ for different configurations of preferences
and beliefs. It is likely that these results extend
to continuous choice problems, since it is possible
to approximate a continuous decision process
(CDP) by a sequence of DDPs with expanding
numbers of elements in their choice sets. Further,
for dynamic games, Ledyard (1986) has shown

that any undominated strategy profile can be a
Bayesian equilibrium for some set of preferences
and beliefs. Thus, the hypothesis of optimality or
equilibrium per se does not have testable empiri-
cal content: further a priori assumptions must be
imposed in order for SDPs models to be identified
and result in empirically testable restrictions on
behaviour.

There are two main types of identifying
assumptions that have been made in the literature
to date: (a) parametric functional form assump-
tions on preferences u(s,d) and components of
agents’ beliefs p(s0|s, d) that involve unobserved
state variables e and (b) rational expectations.
Rational expectations states that an agent’s sub-
jective beliefs p(s0|s, d) coincide with objective
probabilities that can be estimated from data. Of
course, this restriction is useful only for those
components of s, x, that the econometrician can
actually observe. In addition, there are other more
general functional restrictions that can be
imposed to help identify the model. One example
is monotonicity and shape restrictions on prefer-
ences (for example, concavity and monotonicity
of the utility function), and another example is
independence or conditional independence
assumptions about variables entering agents’
beliefs. I will provide specific examples below;
however, it should be immediately clear why
these additional assumptions are necessary.

For example, consider the two parameters r
(the agent’s subjective survival probability) and
b (the agent’s subjective discount factor). We have
seen in section “Theory” that only the product of r
and b enter the SDP model, and not r and b
separately. Thus, at most the product rb can be
identified, but without further assumptions it is
impossible to separately identify the subjective
survival probability r from the subjective dis-
count factor b since both affect an agent’s behav-
iour in a symmetrical fashion. However, we can
separately identify r and b if we assume that an
individual has rational survival expectations, that
is, that their subjective survival probability r coin-
cides with the ‘objective’ survival probability.
Then we can estimate r ‘outside’ the SDP
model, using data on the lifetime distributions of
similar types of agents, and then b can be
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identified if other restrictions are imposed to guar-
antee that the product rb is identified. However, it
can be very difficult to make precise inferences
about agents’ discount factors in many problems,
and it is easy to think of models where there is
heterogeneity in survival probabilities and dis-
count factors, and unobserved variables affecting
one’s beliefs about them (for example, family
characteristics such as a predisposition for cancer,
and so on, that are observed by an agent but not by
the econometrician) where identification is
problematic.

There are two main approaches for conducting
inference in SDPs: (a) maximum likelihood and
(b) ‘simulation estimation’. The latter category
includes a variety of similar methods such as
indirect inference (Gourieroux and Monfort
1997), simulated method of moments (McFadden
1989; Gallant and Tauchen 1996), simulated max-
imum likelihood and method of simulated scores
(see simulation-based estimation), and simulated
minimum distance (Hall and Rust 2006). To sim-
plify the discussion I will define these initially for
single agent SDPs and at the end discuss how
these concepts naturally extend to dynamic
games. I will illustrate maximum likelihood and
show how a likelihood can be derived for a class
of DDPs; however, for CDPs, it is typically much
more difficult to derive a likelihood function,
especially when there are issues of censoring, or
problems involving mixed discrete and continu-
ous choice. In such cases simulation estimation is
often the only feasible way to do inference.

For discrete decision processes, assume that
the utility function has the following parametric,
additively separable representation

u x, e, dð Þ ¼ u x, d, y1ð Þ þ e dð Þ ASð Þ: (39)

where e = {e(d)|d � D(x)}, and e(d) is
interpreted as an unobserved component of utility
associated with choice of alternative d � D(x).
Further, suppose that the transition density p(x0, e0|
x, e, d) satisfies the following conditional inde-
pendence assumption

p x0, e0jx, e, dð Þ ¼ p x0jx, d, y2ð Þq e0, y3ð Þ CIð Þ:
(40)

The CI assumption implies that {et} is an IID
‘noise’ process that is independent of {xt, dt}.
Thus all of the serially correlated dynamics in the
state variables are captured by the observed com-
ponent of the state vector xt. If, in addition, q(et, y3)
is a distribution with unbounded support with finite
absolute first moments, one can show that the
following conditional choice probabilities exist

P djx, yð Þ ¼
ð
Ie d ¼ d x, e, yð Þf gq eð Þde, (41)

where y = (r, b, y1, y2, y3) constitute the vector of
unknown parameters to be estimated. (Identification
of fully parametric models is a ‘generic’ property,
that is, if there are two different parameters y that
produce the same conditional choice probability
P(d|x, y) for all x and d � D(x) – and thus led to
the same limiting expected log-likelihood – small
perturbations in the parameterization will ‘almost
always’ result in a nearby model for which y is
uniquely identified.) In general, the parametric func-
tional form assumptions, combined with the
assumption of rational expectations and the AS
and CI assumptions, are sufficient to identify the
unknown parameter vector y*. y* can be estimated
by maximum likelihood, using the full information
likelihood function Lf given by

ℒf 0j xi, t, di, t
� 	

, t ¼ 1, . . . ,Ti, i ¼ 1, . . . ,N
� �

¼
YN
i¼1

YTi

t¼2

P di, tjxi, t, y
� �� p xi, tjxi, t�1, di, t�1, y2

� �
:

(42)

Aparticularly tractable special case is where q(e, y3)
has a multivariate extreme value distribution where
y3 is a common scale parameter (linearly related to
the standard deviation) for each variable in this
distribution (see McFadden, Daniel; logit models
of individual choice for the exact formula for this
density). This specification leads to a dynamic gen-
eralization of the multinomial logit model

P djx, yð Þ ¼ exp v x, d, yð Þ=y3f gX
d0 � D xð Þexp v x, d0, yð Þ=y3f g ,

(43)
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where v(x, d, y) is the expected, discounted utility
from taking action d in observed state x given by
the unique fixed point to the following smoothed
Bellman equation

v x,d,yð Þ ¼

þ rb
ð
x0
y3log

X
d0 � D x0ð Þ

exp v x0,d0,yð Þ=y3f g
0@ 1A

� p x0jx,d,y2ð Þdx0:
(44)

Define Gyby

Gy Wð Þ x,dð Þ ¼ u x,d,y1ð Þ

þ rb
ð
x0
y3log

 X
d0 � D x0ð Þ

exp exp W x0,d0,yð Þ=y3f gf
!

�p x0jx,d,y2ð Þdx0:
(45)

It is not hard to show that under weak assumptions
Gy is a contraction mapping, so that v(x, d, y)
exists and is unique. Maximum likelihood estima-
tion can be carried out using a nested fixed point
maximum likelihood algorithm consisting of an
‘outer’ optimization algorithm to search for a
value of y that maximizes ℒf(y), and an ‘inner’
fixed point algorithm that computes vy = Gy(vy)
each time the outer optimization algorithm gener-
ates a new trial guess for y. The implicit function
theorem guarantees that vy is a smooth function
of y. See Aguirregabiria and Mira (2004) for an
ingenious alternative that ‘swaps’ the order of the
inner and outer algorithms of the nested fixed-
point algorithm resulting in significant computa-
tional speedups. See also Rust (1988) for further
details on the nested fixed-point algorithm and the
properties of the maximum likelihood estimator,
and Rust (1994) for a survey of alternative less
efficient but computationally simpler estimation
strategies.

As noted above, econometric methods for
CDPs, that is, problems where the decision vari-
able is continuous (such as firm investment deci-
sions, price settings, or consumption/savings
decisions) are harder, since there is no tractable,

general specification for the way unobservable
state variables to enter the decision rule that result
in a nondegenerate likelihood function (that is,
where the likelihood ℒ(y) is non-zero for any
data-set and any value of y). For this reason,
maximum likelihood estimation of CDPs is rare,
outside certain special subclasses, such at linear
quadratic CDPs (Hansen and Sargent 1980; Sar-
gent 1981). However, simulation-based methods
of inference can be used in a huge variety of
situations where a likelihood is difficult or impos-
sible to derive. These methods have a great deal of
flexibility, a high degree of generality, and often
permit substantial computational savings. In par-
ticular, generalizations of McFadden’s (1989)
method of simulated moments (MSM) have
enabled estimation of a wide range of CDPs.
The MSM estimator minimizes a quadratic form
between a set of moments constructed from the
data, hN and a vector of simulated moments hN,S
(y), that is

hN ¼ 1

N

XN
i¼1

h xit, ditf gð Þ

hN, S yð Þ ¼ 1

S

XS
j¼1

1

N

XN
i¼1

h ~xjit yð Þ, ~dj

it yð Þ
n o� �

(46)

where h is a vector of J 
 K ‘moments’ (that is,
functionals of the data that the econometrician is
trying to ‘match’), where K is the dimension of y,

{xit, dit} are the data, and ~xjit yð Þ, ~dj

it yð Þ
n o

, j ¼ 1,

. . . , S are S IID realizations of the controlled
process.

The estimate by is given by

by ¼ argmin
y � RK

hN � hN, S yð Þ� �0
WN hN � hN, S yð Þ� �

,

(47)

where WN is a J � J positive–definite weighting

matrix. The most efficient choice for WN is WN

¼ bON

h i�1

where bON is the variance-covariance

matrix formed from the vector of sample moments
hN. Simulation estimators require a nested fixed-
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point algorithm since each time the outer minimi-
zation algorithm tries a new trial value for y, the
inner fixed point problem must be called to
solve the CDP problem, using the optimal deci-
sion rule djit yð Þ ¼ d xjit, e

j
it, y

� �
to generate

the simulated decisions, and the transition density

p xji, tþ1, e
j
i, tþ1jxji, t, eji, t, dji, t, y2

� �
to generate

j = 1,. . ., S IID realizations for a simulated
panel each potential value of y. (It is important
to simulate using ‘common random numbers’ that
remain fixed as y varies over the course of the
estimation, in order to satisfy the stochastic
equicontinuity conditions necessary to establish
consistency and asymptotic normality of the sim-
ulation estimator.)

Simulation methods are extremely flexible for
dealing with a number of data issues such as
attrition, missing data, censoring and so forth.
The idea is that, if we are willing to build a
stochastic model of the data ‘problem’, we can
account for it in the process of simulating the
behavioural model. For example, Hall and Rust
(2006) develop a dynamic model of commodity
price speculation in the steel market. An object of
interest is to estimate the stochastic process
governing wholesale steel prices; however, there
is no public commodity market where steel is
traded and prices are recorded on a daily basis.
Instead, Hall and Rust observe only the actual
wholesale prices of a particular steel trader, who
records wholesale prices only on the days he
actually buys steel in the wholesale market.
Since the speculator makes money by ‘buying
low and selling high’, the set of observed whole-
sale prices are endogenously sampled, and failure
to account for this can lead to incorrect inferences
about wholesale prices – a dynamic analogue of
sample selection bias. However, in a simulation
model it is easy to censor the simulated data in the
same way it is censored in the actual data, that is,
by discarding simulated wholesale prices on days
where no simulated purchases are made. Hall and
Rust show that even thoughmoments based on the
observed (censored) data are ‘biased’ estimates,
the simulated moments are biased in exactly the
same fashion, so minimizing the distance between
actual and simulated biasedmoments nevertheless

results in consistent and asymptotically normal
estimates of the parameters of the wholesale
price process and other parameters entering the
speculator’s objective function.

Simulation methods have also enabled the use
of Bayesian methods, resulting in methods of
inference that do not require asymptotic approxi-
mations, although they generally use Markov
chain Monte Carlo methods to generate simulated
draws from a distribution that approximates the
exact finite sample posterior distribution for the
parameters of interest (see for example, Lancaster
1997; Imai et al. 2005; Nourets 2006).

The most recent literature has extended the
methods for estimation of single-agent SDPs to
multi-agent dynamic games. For example, Rust
(1994) described applications of dynamic discrete
choice models to multiple-agent discrete dynamic
games. The unobserved state variables et entering
any particular agent’s payoff function are assumed
to be unobserved both by the econometrician and
by the other players in the game. The
Bayesian–Nash equilibria of this game can be
represented as a vector of conditional choice prob-
abilities (P1(d1|x), . . ., Pn(dn|x)), one for each
player, where Pi(di|x) represents the econometri-
cian’s and the other players’ beliefs about the
probability player iwill take action di, ‘integrating
out’ over the unobservable states variable ei,t
affecting player i’s decision at time t similar to
Eq. (41) for single-agent problems. If one adapts
the numerical methods for Markov-perfect equi-
librium described in section “Numerical dynamic
programming and the curse of dimensionality”, it
is possible to compute Bayesian–Nash equilibria
of discrete dynamic games using nested fixed-
point algorithms. While it is relatively straightfor-
ward to write down the likelihood function for the
game, actual estimation via a straightforward
application of full information maximum likeli-
hood is extremely computationally demanding
since it requires a doubly nested fixed point algo-
rithm (that is, an ‘outer’ algorithm to search over y
to maximize the likelihood, and then an inner
algorithm to solve the dynamic game for each
value of y, but this inner algorithm is itself a
nested fixed-point algorithm). Alternative, less
computationally demanding estimation methods
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have been proposed by Aguirregabiria and Mira
(2007), Bajari and Hong (2006), Bajari et al.
(2007), and Pesendorfer and Schmidt-Dengler
(2003). This research is at the current frontier of
development in numerical and empirical applica-
tions of dynamic programming.

Besides econometric methods, which are
applied for structural estimation for actual agents
in their ‘natural’ settings, an alternative approach
is to try to make inferences about agents’ prefer-
ences and beliefs (and even their ‘mode of rea-
soning’) for artificial SDPs in a laboratory
setting. The advantage of a laboratory experi-
ment is experimental control over preferences
and beliefs. The ability to control these aspects
of decision-making can enable much tighter tests
of theories of decision-making. For example,
Binmore et al. (2002) structured a laboratory
experiment to determine whether individuals do
backward induction in one- and two-stage alter-
nating offer games, and ‘find systematic viola-
tions of backward induction that cannot be
explained by payoff-interdependent preferences’
(2002, p. 49).

Comments

There has been tremendous growth in research
related to dynamic programming since the
1940s. The method has evolved into the main
tool for solving sequential decision problems,
and research related to dynamic programming
has led to fundamental advances in theory, numer-
ical methods and econometrics. As we have seen,
while dynamic programming embodies the notion
of rational decision-making under uncertainty,
there is mixed evidence as to whether it provides
a good literal description of how human beings
actually behave in comparable situations.
Although human reasoning and decision-making
is undoubtedly both more complex and more
‘frail’ and subject to foibles and limitations than
the idealized notion of ‘full rationality’ that
dynamic programming embodies, the discussion
of the identification problem shows that, if we are
given sufficient flexibility about how to model
individual preferences and beliefs, there exist

SDPs whose decision rules provide arbitrarily
good approximations to individual behaviour.

Thus, dynamic programming can be seen as a
useful ‘first approximation’ to human decision-
making, but it will undoubtedly be superseded
by more descriptively accurate psychological
models. Indeed, in the future one can imagine
behavioural models that are not derived from
some a priori axiomatization of preferences, but
will result from empirical research that will ulti-
mately deduce human behaviour from yet even
deeper ‘structure’, that is the very underlying neu-
roanatomy of the human brain.

Even if dynamic programming is unlikely to be
a descriptively accurate model of human decision-
making, it will probably still remain highly relevant
for the foreseeable future as the embodiment of
rational decision-making. There are well-defined
problems, for example, profit maximization or cost
minimization, where there is agreement on the
objective function to be maximized or minimized,
and where there will be a demand for dynamic
programming methods to find the optimal profit-
or cost-minimizing strategies. There are many
examples of this in the operations research litera-
ture. Practical applications include optimal inven-
torymanagement (Hall and Rust 2006) and optimal
harvesting of timber (Paarsch and Rust 2007).

Some observers such as Kurzweil (2005) pre-
dict that in the not too distant future (for example,
approximately 2050) a singularity will occur, ‘dur-
ing which the pace of technological change will be
so rapid, its impact so deep, that human life will be
irreversibly transformed’ (2005, p. 7). The singu-
larity is a complex of accelerating improvements in
computer hardware and software, and a merger of
machine- and biological-based intelligence that
will blur the distinction between ‘artificial intelli-
gence’ and human intelligence, that will overcome
many of current limitations of the human brain and
human reasoning: ‘By the end of this century, the
nonbiological portion of our intelligence will be
trillions and trillions of times more powerful than
unaided human intelligence’ (2005, p. 9). Dynamic
programming will undoubtedly continue to be a
critical tool in this brave new world.

Whether this prognosis will ever come to pass,
or come to pass as soon as Kurzweil forecast, is
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debatable; but it does suggest that there will be
continued interest in and research on dynamic
programming. However, the fact that reasonably
broad classes of dynamic programming problems
are subject to a curse of dimensionality suggests
that it may be too optimistic to think that human
rationality will soon be superseded by ‘artificial
rationality’. While there are many complicated
problems that we would like to solve by dynamic
programming in order to understand what ‘fully
rational’ behaviour actually looks like in specific
situations, the curse of dimensionality still limits
us to very simple ‘toy models’ that only very
partially and simplistically capture the myriad of
details and complexities we face in the real world.
Although we now have a number of examples
where artificial intelligence based on principles
from dynamic programming outstrips human
intelligence, for example computerized chess, all
these cases are for very specific problems in very
narrow domains. I believe that it will be a long
time before technological progress in computation
and algorithms produce truly general-purpose
‘intelligent behaviour’ that can compete success-
fully with human intelligence in widely varying
domains and in the immensely complicated situa-
tions that we operate in every day. Despite all our
psychological frailties and limitations, there is an
important unanswered question of ‘how do we do
it?’, and more research is required to determine if
human behaviour is simply suboptimal, or
whether the human brain uses some powerful
implicit ‘algorithm’ to circumvent the curse of
dimensionality that digital computers appear to
be subject to for solving problems such as SDPs
by dynamic programming. For a provocative the-
ory that deep principles of quantum mechanics
can enable human intelligence to transcend com-
putational limitations of digital computers, see
Penrose (1989).

See Also

▶Bellman Equation
▶Game Theory

▶Logit Models of Individual Choice
▶McFadden, Daniel (Born 1937)
▶Recursive Competitive Equilibrium
▶Recursive Preferences
▶ Sequential Analysis
▶ Simulation-Based Estimation
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Dynamic Programming and Markov
Decision Processes

Steven A. Lippman

A great many problems in economics can be
reduced to determining the maximum of a given
function. Dynamic programming is one of a num-
ber of mathematical optimization techniques
applicable in such problems. As will be illus-
trated, the dynamic programming technique or
viewpoint is particularly useful in complex opti-
mization problems with many variables in which
time plays a crucial role. Unlike calculus-based
techniques it does not require the function being
optimized to be differentiable in the (decision)
variables.

In a nutshell, dynamic programming is a math-
ematical approach designed for analysing deci-
sion processes in which the multi-stage or
sequential character of the process is prominent.
In particular, dynamic programming is likely to be
applicable whenever an economic agent makes a
sequence of decisions (such as how much to con-
sume in year i) in a prespecified order (year i’s
decision is made prior to year i + l’s decision). In
contrast to the familiar first-order condition
which, for example, balances marginal revenues
against marginal costs, the orientation of the typ-
ical dynamic programming approach entails
balancing current profits against all future profits.
In so doing, it transforms a complex n variable
optimization problem into n simple one variable
optimization problems.

While it is important to understand the condi-
tions under which this approach induces a com-
putationally attractive technique, economists’
interest in dynamic programming emanates from
its analytic rather than computational power. As
empiricists we are interested in the numbers (for
example, the optimal amount consumed in period
1), but wearing our theoretical or policy-making
hats we are more interested in the intrinsic struc-
ture of the solution (for example, the optimal
amount consumed in period 1 decreases in
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response to an increase in the riskiness associated
with the income stream). With this in mind, we
emphasize the use of dynamic programming as a
conceptual framework enabling us to understand
the nature of the solution to the decision-maker’s
problem.

The basic components describing a multi-stage
decision process are states, stages, actions
(decisions), rewards, state transitions or law of
motion, and constraints. The relevant dynamic
programming concepts are those of policy, return
function, and functional equation. For pedagogi-
cal purposes we define and explain these objects
in the context of consumption under uncertainty.

An Example

At the beginning of each of N periods (of equal
length such as one year) our economic agent must
decide how much of his current wealth to con-
sume and how much to save. After making his
consumption decision, his remaining wealth is
invested and experiences a (possibly random)
return of R per unit of capital. Assume R 
 0 so
that losing his entire investment is the worst that
can happen. The agent is gainfully employed;
accordingly, at the end of each period his wealth
is augmented by his (possibly random) labour
income L. To keep matters simple, assume that
the 2N random variables are independent and that
the distributions of both return on capital and on
labour do not change with time. The agent’s goal
is to maximize the expected discounted utility of
his consumption stream. The literature on this
topic usually postulates that the agent’s utility
function is separable in time and that u(c), the
utility of consuming c units of capital in a given
period, does not change with time and is strictly
concave and strictly increasing. Denoting the
one-period discount factor by b > 0,XN

i¼1
bi�1u cið Þ is the utility associated with the

consumption stream c1, c2, . . ., cN. Setting the
agent’s initial endowment atw1, the problem spec-
ification is complete.

The state of the system or process is the agent’s
wealth, and the set of possible states, called the

state space, is the nonnegative numbers.
(Although typically the state is a real number or
a vector of real numbers, occasionally the state is a
more complicated object such as a probability
measure.) The points in time when decisions
must be made divide the process into stages. In
this example, each period is a stage. The action or
decision at each stage is how much to consume.
Given a wealth of w, i.e., the agent finds himself in
state w, the agent’s consumption level c must sat-
isfy the constraint 0 � c � w. The agent’s action
space is [0, w] and reflects the fact that his con-
sumption cannot be negative and is not permitted
to exceed his current wealth. (Thus, borrowing
against future income is prohibited.)

In our consumption example the objective
function or overall return (the functional being

maximized, here
XN

i¼1
bi�1u cið Þ ) is additively

separable in the consumption levels c1, c2, . . ., cN:
the change in the overall return associated with a
change in ci to ĉi is bi�1 u bcið Þ � u cið Þ½ � and does
not depend upon any of the other consumption
levels. (Of course, altering ci has an impact upon
the future wealth levels.) Consequently, we can
speak of the one-period reward function u. Given
the current state (wealth level) w, the system
passes (the state is transformed) to a new state
T(w, c) in response to the action (consumption
decision) c selected. The new state T(w, c) is
simply the state of the system at the beginning of
the next stage or period. Thus wj+1 = T(wj, c)
where wj is the state of the system in period j. In
our example, the law of motion or transition func-
tion is

T w, cð Þ ¼ w� cð ÞRþ L: (1)

It reflects the facts that labour income is unaf-
fected by either consumption or the return on
investment and that the investment has constant
returns to scale.

It is often more convenient to label time back-
wards and to speak of the number of stages
remaining. Accordingly, define Vn(w) to be the
maximum expected discounted utility obtainable
when n stages remain and the current wealth is w,
n = 1, 2, . . . and w 
 0; Vn is called the n-period
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return function. Our immediate goal is to write a
functional equation or recursive formula relating
Vn to Vn–1.

In order to obtain our recursive relation, we
shall employ implicitly Bellman’s famous Princi-
ple of Optimality. Bellman stated it thus:

An optimal policy has the property that whatever
the initial state and initial decision are, the
remaining decisions must constitute an optimal pol-
icy with regard to the state resulting from the first
decision. (1, p. 83)

Our use of the Principle of Optimality will
become clear as the development of the function
equation (3) unfolds. To facilitate the connection
between the functional equation and Bellman’s
Principle of Optimality one last piece of terminol-
ogy requires introduction. A policy is a rule which
specifies the decisions to be made as the system
passes through the various states. Of course the
decisions specified must be feasible in that they
satisfy the system’s constraints: each action
selected must lie in the action space associated
with the given state. While the action specified by
the policy for state s at time n can be a (random)
function of the history (s1, a1, s2, a2, . . ., sn–1, an–1,
sn) of the system up to time n where si was the
state at time i and ai the action selected at time i, it
is usually the case that attention can be restricted
to policies under which the action specified for
time n depends upon the history of the system
only through the state of the system at time n;
such a policy is referred to as a Markov policy. It
may be helpful to think of a (Markov) policy as a
contingency plan specifying the action to be
selected if a given state is reached at a given
stage rather than as a schedule of N actions that
will occur. A policy is said to be an optimal policy
if the return associated with using it equals the
maximal return attainable.

Developing the Functional Equation

To begin, recall that the agent’s utility function
u is nondecreasing, whence he consumes all his
wealth in period N when one stage remains:

V1 wð Þ ¼ u wð Þ, all w 
 0 (2)

To obtain an expression for V2 in terms of V1,
note that the total return when two stages remain
consists of the immediate reward u(c) from the first
stage plus the discounted return from the second
stage. At the second stage the agent will have an
amount (w � c)R + L of wealth to allocate
between consumption and saving; clearly, it must
be allocated in the best possible manner – in this
instance all of it is consumed – in order to obtain
an optimal two stage allocation. Thus, given an
initial consumption of c, an additional return of
bV1[(w � c) R + L] is garnered if consumption in
the final stage is chosen optimally. Therefore, the
total expected return for the two stage process
when c is the consumption in the first of the two
stages is simply u(c) + bEV1[(w � c) R + L],
where E denotes the expectation with respect to
the random variables in the state description.
Finally, by selecting the best consumption level in
the first of the two stages we obtain the desired
relationship between V1 and V2:

V2 wð Þ ¼ max
0�c�w

u cð Þ þ bEV1 w� cð ÞRþ L½ �f g,

all w 
 0:

(3a)

Utilizing the same logic, the return function
V2 can be employed to compute V3 and, more
generally, Vn–1 can be used to compute Vn as
follows:

Vn wð Þ ¼ max
0�c�w

u wð Þ þ bEVn�1 w� cð ÞRþ L½ �f g,

n ¼ 2, 3, . . . ,N, all w 
 0:

(3b)

For each n and w, define cn(w) to be the largest
value of c for which the maximum in (3) is
attained. Then the policy which consumes the
amount cn(w) when in state w with n stages
remaining is an optimal policy. When the optimal
return exists, it is unique, but it is often the case
that there is more than one optimal policy.
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Structure of the Optimal Policy

As noted earlier, the problem is not solved until
the structure of an optimal policy is exhibited. Our
analysis of the consumption problem is typical
and illustrative of many analyses of finite plan-
ning horizon (N < 1) dynamic programming
problems; in particular, mathematical induction
is critical to the analysis.

To ensure a positive level of consumption each
period, assume u0(0) = 1 and L 
 e > 0
(so labour income is bounded away from
zero whence Vn(w) > � 1 for w > 0 as
Eu(L) 
 u(e) > � 1). The first condition pro-
vides the incentive to consume and the second
provides the capital. If R and/or b is small, the
agent’s optimal policy may entail the corner solu-
tion of consuming all of his wealth in a given
period. Assume R and b are sufficiently large –
e.g., u0(e) < bE(R) Eu0 (L) – to ensure cn(w) < w
for n > 1.

It is our intention to illustrate common analyt-
ical approaches as well as lay bare the structure of
the optimal policy. In so doing the nature of the
return function Vn is also characterized.

One technique often employed is that of com-
puting the return of a suboptimal policy which
mimics the actions of another (perhaps optimal)
policy. Mimicking is the method of proof of the
following minor result, which we facetiously
interpret as ‘life is worth living’.

Lemma 1 If Eu(L) > 0, then Vn+1 > Vn.

Proof Let the consumption pi(w) dictated by
policy p when i stages remain and the current
wealth is w be specified as follows: p1(w) = w
and pi+1(w) for i 
 1. Thus, when i + 1 stages
remain, p acts like an optimal policy if there
were but i stages remaining. Consequently, p
yields a return of Vn(w) + bn Eu (L) > (w). The
result now follows as the optimal return Vn+1(w) is
at least as large as the return from using p for
n + 1 stages. Q.E.D.

The return function often inherits properties of
the oneperiod reward function. For example,

using induction it can be shown the return func-
tion is strictly concave and strictly increasing like
u. Doing so in this instance is a bit more difficult
than usual.

Lemma 2 The return function Vn is strictly
increasing and strictly concave. Consequently,
there is a unique optimal policy: cn(w) is the
unique optimal level of consumption.

Proof By (2) V1 is trivially seen to be strictly
increasing. Noting that cn (w + d) need not equal
cn(w) + d for d > 0, we have

Vn wþ dð Þ 
 u cn wð Þ þ d½ �
þbEVn�1 w� cn wð Þ½ �Rþ Lf g
> u cn wð Þ½ � þ bEVn�1 w� cn wð Þ½ �Rþ Lf g
¼ Vn wð Þ

so Vn is strictly increasing.
Strict concavity is proved by induction.

Clearly V1 is strictly concave. Assume Vn–1 is
strictly concave. It is easy to demonstrate (see
Heyman and Sobel 1984, p. 535) that the function
J(w, c) = Vn–1[(w–c)r + l] is jointly concave in
w and c on the convex set C = {(w, c): 0 � c �
w, w > 0}. (The concavity is strict if r > 0.) As
the sum of concave functions is itself concave,
EVn–1[(w–c)R + L] is strictly concave on C as is

J w, cð Þ ¼ u cð Þ þ bEVn�1 w� cð ÞRþ L½ � . While
the maximum of a set of concave functions
need not be concave, a standard result (ibid.
p. 525) reveals that Vn, the maximum of the
jointly strictly concave function J , is strictly
concave on C. This completes the induction argu-
ment. Strict concavity of J w, cð Þ ensures unique-
ness. Q.E.D.

The decreasing marginal utility of wealth read-
ily implies that optimal consumption increases
with, but not as quickly as, wealth.

Lemma 3 The optimal level of consumption
cn(w) satisfies

0 < cn wþ Dð Þ � cn wð Þ < D for D > 0: (4)
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Proof For ease in presentation only, assume

that u00 exists so that V 00
n�1 and d2EVn�1 w� cð Þ½

Rþ L�=dc2both exist. Differentiating thefirst order
condition u0 cn wð Þ½ � � bE RV0

n�1

�
w� cn wð Þð Þ½

Rþ L�g ¼ 0 with respect to w yields

c0n wð Þu00 cn wð Þ½ � � 1� c0n wð Þ� �
� E R2V 00

n�1 w� cn wð Þ½ �Rþ Lf g� �
¼ 0; (5)

Asu00 < 0,R2 
 0, andV00
n�1 < 0,cn � 0would

violate (5). Similarly, c0n 
 1 violates (5). Q.E.D.
In the context of a teenager’s lament and the

associated parental response, the two intuitive
inequalities in (4) have the interpretations ‘What
is money for if not to spend?’ and, ‘Don’t let it
burn a hole in your pocket!’

The demonstration that the overall return
increases with the time remaining offered in the
proof of Lemma 1 was straightforward. Verifying
that the marginal utility of wealth declines with
the agent’s age, whence consumption increases
with age, entails the application of a frequently
employed induction technique we call
bootstrapping induction.

Lemma 4 The marginal utility of wealth
decreases and the optimal level of consumption
increases with age:

cn wð Þ > cnþ1 wð Þ

and

V0
n wð Þ < V0

nþ1 wð Þ:

Proof For ease in presentation assume only that
u00 exists. Corner solutions have been eliminated:
the assumption u0(e) < bE(R)Eu0(L) ensures cn
(w) < w for n > 1 whereas u0(0) = 1 and
L 
 e ensures cn(w) > 0 for n 
 1. Therefore,
the marginal benefit u0[cn(w)] of immediate con-
sumption equals the marginal benefit
bEhRVn

0
�1{[w � cn(w)]R + L}i of savings for

n > 1. Consequently, regardless of the percentage
of marginal increase in wealth the agent allocates
to savings, we find

V0
n wð Þ ¼ u0 cn wð Þ½ �, n 
 1: (6)

From (2) and the guarantee of an interior solu-
tion for n > 1 we have c1(w) = w > c2(w),
whereas (6) and u0 strictly decreasing yieldV1

0 wð Þ
¼ u0 c1 wð Þ½ � < u0 c2 wð Þ½ � ¼ V2

0 wð Þ. Assume

cn wð Þ > cnþ1 wð Þ, all w > 0 (7a)

V0
n wð Þ < V0

nþ1 wð Þ, all w > 0 : (7b)

Applying (7b) to the future return results in

d

dc
bEVn w� cð ÞRþ L½ �¼

�bE RV0
n w� cð ÞRþ L½ �� 	

>

�bE RV0
nþ1 w� cð ÞRþ L ¼ d

dc
bEVnþ1 w� cð ÞRþ L½ �:


�

from which we obtain immediately

cnþ1 wð Þ > cnþ2 wð Þ: (8a)

Now (6), (8a), and u0 strictly decreasing yield

V0
nþ1 wð Þ ¼ u0 cnþ1 wð Þ½ � < u0 cnþ2 wð Þ½ �

¼ Vnþ2 wð Þ: (8b)

Having established (8), the induction argument
is complete. Q.E.D.

The impact on consumption of increased
uncertainty (in the sense of second order stochas-
tic dominance) in capital income R or labour
income L has been a focal point of the literature
which models the agent’s allocation between
immediate consumption and saving. Will the
prospect of either uncertainty vis-à-vis certainty
or increased uncertainty induce the agent to
increase his immediate consumption as a hedge
against the (increasingly) uncertain future in
which nature herself may, in effect, consume
his wealth, or will the agent decrease his imme-
diate consumption in an attempt to provide
against an adverse future? The former strategy
adopts a ‘get while the getting is good’ philoso-
phy while the latter evokes one of ‘save for a
rainy day’.
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The best response to an increase in uncer-
tainty depends on the shape of the utility function
as well as the source of the uncertainty. On this
account, the family {uy} of utility functions with
constant relative risk aversion plays an important
role:

u0ðcÞ ¼ ln c and ugðcÞ ¼ cg ∕ g,
for g < 1, g 6¼ 0:

When the utility function has a positive third
derivative and there is pure income risk (i.e. R is a
constant), consumption decreases in the face of
an increase in risk (see Miller 1976). For g < 1,
u

000
g > 0. When there is pure capital risk (i.e. L is a

constant) and the utility function exhibits constant
relative risk aversion, an increase in risk causes
consumption to decrease if g < 0 and increase if
g > 0 (see Phelps 1962 or Mirman 1971).

Of course the dynamic programming approach
can be gainfully employed to address other inter-
esting questions such as the conditions which
imply capital will (on average) accumulate,
whether Vn converges, and the impact of an uncer-
tain lifetime. The second question is a recurring one
in dynamic programming models; in this instance,
VN converges as N ! 1 provided bER < 1. If pi
is the probability the agent lives i or more years and
PN+1 = 0, then the return function Vn satisfies (2)
and (3) with u(c) replaced by PN–n+1 u(c) and an
increase in consumption is the agent’s response to
an increase in the risk associated with his own
longevity when there is neither income nor capital
risk and u = uy for u = ug for g < 1 (see Levhari
and Mirman 1977).

Markov Decision Processes

The consumption model was considered in unc-
tuous detail for several reasons. It is intrinsically
interesting to economists, it is relatively simple to
describe, and its risk structure can be ascertained
without undue effort. In addition, the analytical
approach and the techniques employed as well as
the formulation of the functional equation are
standard fare in dynamic programming models.
The most important reason, however, emanates

from the fact that it is an example of the seemingly
ubiquitous Markov Decision Process (MDP).

A discrete time MDP is a process that is
observed at time points 0, 1, 2, . . .; the k th
observation finds the process to be in some states
sk � S.When in state s at time n, an action a � As is
chosen. As a result of this action a reward r(s, a) is
received and the next state of the process is deter-
mined according to the transition probability of a
stationary Markov process. The objective is
to maximize the sum of the expected discounted
rewards. Thus, if S is indexed by the non-negative
integers, the optimal return function V for this infi-
nite stage process can be shown (see Ross 1983 for
the standard proof when r is bounded and Lippman
1975 for appropriate conditions on r andPwhen r is
unbounded) to satisfy the functional equation

V ið Þ ¼ max
a�Ai

r i, að Þ þ b
X1
j¼0

Pij að ÞV jð Þ
( )

,

j ¼ 0, 1, 2, . . .

(9)

where Pij(a) is the conditional probability that the
process will be in stage j at time n + 1 given that it
was in state i at time n and action a was selected.

The theory of MDP, including the roles played
by successive approximation and policy iteration,
is rather extensive, though not by comparison
with its host of applications. Excellent modern
treatments emphasizing theory and computation,
respectively, are given in Heyman and Sobel
(1984) and Ross (1983) and in Denardo (1982).
Bellman’s original book (1957) on dynamic pro-
gramming remains a very worthwhile read as does
Howard’s book (1960) on MDP.

See Also

▶Optimal Control and Economic Dynamics
▶ Stochastic Optimal Control
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