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British fiscal economist and prominent Labour
politician, Hugh Dalton was a student of A.C.
Pigou and J.M. Keynes. His main professional
interest was in the use of taxation as an instrument
for the redistribution of income and wealth, an
interest inspired by Pigou’s teaching and by his
revulsion at the contrast between the sufferings
inflicted on younger generations by the First
World War and the material gains of those who
financed or profited from the war itself. (Dalton
spent four years on military service in France and
Italy and lost several close friends, including the
poet Rupert Brooke.) His main contribution was
to investigate the properties of a modification of
Bernoulli’s formula dw = dw/x where w = eco-
nomic welfare and x = income but in which equal
increases in welfare should correspond to more
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than proportionate increases in income, a condi-
tion satisfied by Dalton’s formula dw = dx/x* so
that w = ¢ — 1/x where c is a constant. Using this
formula he concluded that economic welfare
would be improved by transfers from rich to
poor (Dalton 1935), a proposition that has excited
the interest of ‘modern’ public finance theorists of
the neo-utilitarian school (see Fishburn and Willig
1984). He elaborated his ideas in several works
including his highly successful standard text Prin-
ciples of Public Finance and in his lectures as
Reader in Economics at the London School of
Economics (1923-36). There he was responsible
for teaching and for recommending Lionel Rob-
bins to be Professor of Economics, a typical
example of his desire not only to ‘corrupt the
young’ (as he termed it) but also to promote the
interests even of those with whom he disagreed.
Dalton combined teaching with a political
career throughout the 1920s and 1930s, rising to
political eminence as a member of Churchill’s
coalition government during the Second World
War. As Minister of Economic Warfare he was
responsible for setting up the famous sabotage
team, the Special Operations Executive (SOE).
Later as President of the Board of Trade he for-
mulated plans for post-war distribution of indus-
try designed to prevent mass unemployment.
In the Attlee Labour government of 1945 he
reached the pinnacle of his political career as
Chancellor of the Exchequer, one of his first acts
being to nationalize the Bank of England. His
famous attempt to drive down interest rates

Macmillan Publishers Ltd (ed.), The New Palgrave Dictionary of Economics,

https://doi.org/10.1057/978-1-349-95189-5


https://doi.org/10.1057/978-1-349-95189-5

2576

through a cheap money policy in order to float off
an issue of Treasury stock at 2.5 per cent is a
classic example of the failure of even an experi-
enced and able economist to understand that,
other than in the short run, governments can con-
trol either the price or the supply of bonds but
not both.

Selected Works

1923. Principles of public finance. London:
George Routledge & Sons.

1935. The inequality of incomes. 4th Impression,
London: George Routledge & Sons, especially
the Appendix.
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Abstract

George Dantzig is known as ‘father of linear
programming’ and ‘inventor of the simplex
method’. This biographical sketch traces the
high points of George Dantzig’s professional
life and scholarly achievements. The discus-
sion covers his graduate student years, his war-
time service at the US Air Force’s Statistical
Control Division, his post-war creativity while
serving as a mathematical advisor at the US Air
Force Comptroller’s Office and as a research
mathematician at the RAND Corporation, his
distinguished career in academia — at UC
Berkeley and later at Stanford University —
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and finally as an emeritus professor of opera-
tions research.
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George Dantzig is known as the ‘father of linear
programming’ and the ‘inventor of the simplex
method’. Employed at the Pentagon (the US gov-
ernment’s defence establishment) in 1947 and
motivated to ‘mechanize’ programming in large
timestaged planning problems, George Dantzig
gave a general statement of what is now known
as a linear program, and invented an algorithm,
the simplex method, for solving such optimization
problems. By the force of Dantzig’s theory, algo-
rithms, practice, and professional interaction, lin-
ear programming flourished. Linear programming
has had an impact on economics, engineering,
statistics, finance, transportation, manufacturing,
management, and mathematics and computer sci-
ence, among other fields. The list of industrial
activities whose practice is affected by linear pro-
gramming is very long.

Over the subsequent half century, Dantzig
remained a major contributor to the subject of
linear programming as researcher, practitioner,
teacher, mentor, and leader. The impact of linear
programming and extensions on theory, business,
medicine, government, the military, all in the
broadest sense, is now hard to overstate. In the
words of the editors of the Society for Industrial
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and Applied Mathematics: ‘In terms of wide-
spread application, Dantzig’s algorithm is one of
the most successful of all time: linear program-
ming dominates the world of industry, where eco-
nomic survival depends on the ability to optimize
within budgetary and other constraints. ..’
(quoted in Dongarra and Sullivan 2000).

There were some significant contributions to
what became linear programming prior to
Dantzig’s work. In their time, however, these
results were not applied, linked together, or con-
tinued. In fact, they were nearly lost, perhaps
because the prevailing historical setting was not
favourable. As these contributions have been rec-
ognized, they have been drawn into the history of
linear programming.

A Linear Program Defined

In mathematical terms, a linear program is most
simply stated as the problem of minimizing a
multivariate linear function constrained by linear
inequalities. Dantzig’s first formulation of a linear
program was the equivalent problem of minimiz-
ing a linear function over non-negative variables
constrained by linear (material balance) equa-
tions. In matrix notation such a linear program is:

Minimize CTx=:

X,z

subjectto  Ax = b,

LP(A,b,c) :
x> 0.

Here the given data are the m x n matrix 4 and
vectors b and c; the unknowns to be determined
are the objective scalar value z and the decision-
variable vector x. The simplex method solves a
linear program in a comprehensive sense; in par-
ticular, no conditions are imposed on the data
(4, b, c¢). Dantzig assessed a linear program as
the simplest optimization model with broad
applicability.

The study, solution, and application of linear
programs constitute the subject of linear program-
ming. The use of the words ‘programming’ and
‘program’ has changed somewhat over time. The
original idea was that ‘programming’ is the activ-
ity of deciding now upon a plan, called a program,
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for some system that would be executed later in
time. The same meaning was subsequently
adopted in computer programming where the sys-
tem is a computer. (See linear programming.)

Early Life and Education

George Bernard Dantzig was born to Tobias
Dantzig and his wife, Anja Ourisson, in Portland
Oregon, on 8 November 1914. Tobias, a house-
painter and pedlar in his early years in the United
States, later held professional positions at John
Hopkins University (1919-1920) and the Univer-
sity of Maryland (1927-1946) where he chaired
the mathematics department from 1930 to 1941.
He is best known for his book Number, The Lan-
guage of Science, which is still in print (T. Dantzig
1930).

In 1936, George Dantzig both received an
A.B.. in Mathematics and Physics at the Univer-
sity of Maryland and married Anne Shmuner
(1917-2006), who at age 19 received an A.B.. in
French at Maryland. In 1938 Dantzig received an
MA in Mathematics at the University of Michi-
gan; he was a Horace Rackham Scholar. In
1937-1939 Dantzig worked at the U.S. Bureau
of Labor Statistics as a junior statistician. Inspired
by a paper of J. Neyman on which he had been
assigned to report, Dantzig wrote to Neyman, then
at University College London, asking if he could
study under his supervision. Neyman relocated to
the University of California at Berkeley, and
Dantzig became his student in 1939. As is now
folklore, one day Dantzig arrived late for one of
Neyman’s theoretical statistics classes and pro-
ceeded to copy two problems from the black-
board. In a few weeks time, with some effort,
Dantzig solved the problems and submitted his
homework, whereupon it was tossed onto a large
pile of papers on Neyman’s desk. Early one Sun-
day morning, about two weeks later, George and
Anne were awakened by a pounding on their
apartment door. There was Neyman waving
George’s homework. As it turned out, the
assumed homework problems were, in fact,
important unsolved problems. Furthermore,
Neyman continued, these solutions, suitably
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presented, would suffice for George’s Ph.D. dis-
sertation. A. Wald independently obtained one of
the same results, and the work was eventually
published jointly in Dantzig and Wald (1951).
Before Dantzig could complete his degree, Pearl
Harbor was attacked, and he took leave of absence
to work at the U.S. Air Force Comptroller’s
Office.

Dantzig in Washington, DC, 1941-1952

At the outbreak of the Second World War, Dantzig
began working at the War Department, again as a
junior statistician. By the war’s end, he was in
charge of the Combat Analysis Branch of the
Statistical Control Division of the United States
Air Force. His office collected and consolidated
data with hand-operated mechanical desk calcula-
tors about sorties flown, tons of bombs dropped,
planes lost, personnel attrition rates, and so on. By
end of the war, Dantzig had a personnel force of
300 reporting to him.

In 1946 Dantzig returned to Berkeley for one
semester to defend his thesis and complete his
minor thesis in dimension theory. Throughout
his life, Dantzig acknowledged a great debt to
J. Neyman, his mentor. Dantzig nonetheless
turned down a position in mathematics at UC
Berkeley for the greater financial security of a
position at the Pentagon. There he undertook the
challenge to ‘mechanize’ the planning process.
War planning required coordination of an entire
nation and yet was executed with desk calculators;
the need for mechanization was clear. To this end,
a group in the Air Force was organized under the
name Project SCOOP (Scientific Computation of
Optimum Programs) and headed by M.K. Wood.
Dantzig was a principal. Two movements
suggested that progress was possible: Leontief’s
(1936) work and the emergence of the computer;
indeed, Project SCOOP arranged for Pentagon
support of computer development (see
Dantzig 1947).

In early 1947, Dantzig formulated the general
statement of a linear program. In June of that year
he learned from T.C. Koopmans, who had been
studying transportation problems (Koopmans
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1947) that economists had no algorithm for solv-
ing a linear program. By July Dantzig had
designed the simplex method, a name suggested
by Leo Hurwicz (see simplex method for solving
linear programs). Experiments with the simplex
method in the following year at the Pentagon were
encouraging. Linear programs were also solved
with the simplex method at the National Bureau of
Standards (NBS) in coordination with SCOOP. At
NBS a ‘large one’, the diet problem, was under-
taken by J. Laderman. It had been studied earlier
by Stigler (1945). The question was: what selec-
tion of 77 foods produces a diet meeting nine
nutritional criteria at the least cost? The problem
was solved by the simplex method with five sta-
tistical clerks using desk calculators. According to
(Dantzig 1963), ‘approximately 120 man-days
were required to obtain a solution’. The simplex
method was gaining acceptance. Air Force appli-
cations of linear programming in years following
included contract bidding, crew training, deploy-
ment scheduling, maintenance cycles, personnel
assignments, and airlift logistics.

From special cases as a triangular model to the
general algorithm, the simplex method was first
implemented on a computer in 1949 by
M. Mantalbano (NBS) on an IBM 602-A, in
1950 by C. Diehm on the SEAC, in 1951 by
A. Orden (Air Force) and A. Hoffman (NBS) on
the SEAC, and in 1952 by the Air Force for the
Univac. The next generation of codes, circa
1952-1956, which achieved commercial quality,
was developed by W. Orchard-Hays at the RAND
Corporation on a sequence of IBM machines. For
the matrix 4 of LP(4, b, c¢) of size 200 by 1000,
linear programs could be solved in five hours
(Orchard-Hays 1954). In years following, there
was a flood of computer implementations, both
by commercial vendors and in research institu-
tions. As of 2006, linear programs where both m
and n exceed hundreds of thousands are routinely
solved in hours by the simplex method on per-
sonal computers.

After describing and testing the simplex
method, Dantzig had an audience with J. von
Neumann at Princeton in 1947. Among world-
class mathematicians, von Neumann had the
broadest interests. Dantzig began his explanation



Dantzig, George B. (1914-2005)

of linear programming with the 30-min version
when von Neumann snapped ‘Get to the point’.
Dantzig began again, this time with his
one-minute version. Von Neumann responded,
‘Oh, that!” He envisioned an analogy with matrix
games as developed in von Neumann and
Morgenstern (1944). Extrapolating from what he
knew about duality in matrix games, von Neu-
mann expounded on what was to become known
as duality in linear programming. As a by-product
of the meeting, it was evident that any matrix
game problem could be solved by a linear pro-
gram. Volume VI of John von Neumann: Col-
lected Works contains his  previously
uncirculated manuscript dated 15-16 November
1947 on duality in linear programming (von Neu-
mann 1947). The following January, Dantzig
(1948a) wrote ‘A Theorem on Linear Inequal-
ities’. This memorandum clarified his understand-
ing of von Neumann’s duality monologue. Von
Neumann’s (1947) paper is regarded as the earli-
est on this subject; Dantzig’s memorandum is the
second. A.W. Tucker, also at Princeton, took an
interest in the relationship of linear programming
and game theory and involved his students,
D. Gale and H.-W. Kuhn. These three subsequently
wrote the definitive account of duality in linear
programming (Gale, Kuhn and Tucker 1951).

First Linear Programming Conference, 1949

Koopmans organized a conference on ‘linear pro-
gramming’ and economics in Chicago at the
Cowles Commission for Research in Economics
in 1949. Koopmans and others (including
Dantzig) edited the conference proceedings vol-
ume Activity Analysis of Production and
Allocation (1951). Dantzig’s work was the focus
of the proceedings; of the 25 papers, Dantzig
co-authored a paper with M.K. Wood and
authored four others, including the two leading
papers which developed linear programming
for time-staged planning. Earlier versions of
these two papers appeared in Econometrica
(1949). Four of the 20 contributors to these
proceedings — K.J. Arrow, T.C. Koopmans,
P.A. Samuelson, and H.A. Simon — were later to
win Nobel Prizes. Hundreds of books on, or
inspired by, linear programming followed over
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the years. Four of note are Dorfman, Samuelson
and Solow (1958), Arrow, Hurwicz and Uzawa
(1958), Dantzig (1963), and Schrijver (1986). The
terminology ‘linear programming’ was not in reg-
ular use at the time of this conference; Koopmans
had suggested it to Dantzig (1948b) in lieu of
expressions like ‘programming in a linear struc-
ture’. Even so, Koopmans (1951) observed, ‘To
many economists the term linearity is associated
with narrowness, restrictiveness, and inflexibility
of hypotheses’. R. Dorfman, at the Pentagon with
Dantzig, had suggested the broader expression of
‘mathematical programming’.

Nonlinear Programming, 1950

Following the early successes of linear program-
ming, there was a natural inclination to generalize
the model, the algorithm, and duality to results
beyond linear functions to a next layer of diffi-
culty such as differentiable, convex, quadratic, or
polynomial functions. This body of research has
become known as ‘nonlinear programming’. As
for optimality conditions and duality, the paper
‘Nonlinear Programming’ of Kuhn and Tucker
(1951) was pivotal at the time: their investigation
proceeded through the Lagrangian function and
saddle points thereof with the duality in linear
programming as a target. The Lagrangian had
been used in equality-constrained optimization,
and results obtained there were less general.
Kuhn and Tucker cited the fundamental paper of
John (1948), which includes inequality con-
straints. Some 25 years later, the master’s thesis
of Karush (1939) came to light in the mathemat-
ical programming community; Karush, as far as is
known, was the first to lay down optimality con-
ditions for a nonlinear (inequality constrained)
program. Rockafellar (1970) carried the convex
duality analysis to a new level. As for nonlinear
programming algorithms, tens, and eventually
hundreds, were forthcoming, many using ideas
from the simplex method in one way or another.

Dantzig at RAND, 1952-1960

Reorganization of the Air Force preceded
Dantzig’s taking a position at the RAND
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Corporation in Santa Monica, California, as a
research mathematician. Awareness of the power
of linear programming set the scene for a second
growth. For the next few years most theoretical
development of linear programming took place at
RAND and Princeton. Dantzig’s book Linear
Programming and Extensions (1963) records his
own (and collaborative) contributions during this
period.

Transportation and Network Optimization
Problems

The war years has seen interest in optimal trans-
portation research. Historically significant papers
from this period include Hitchcock (1941),
Kantorovich (1942), Koopmans (1947, 1949),
Kantorovich and Gavurin (1949), and Flood
(1956). Flood, through M. Shiffman, had come
upon the Kantorovich papers on translocation and
transportation, however, linear programming
launched the general analysis of optimal transpor-
tation. Dantzig made several contributions here,
starting with Dantzig (1951). Dantzig, Fulkerson
and Johnson (1954) is a seminal work on the
travelling salesman problem. Others are Dantzig
and Fulkerson (1954) on tanker routing, and
Dantzig and Fulkerson (1955) on maximizing
flow through a network. For networks with
non-negative arc distances, Dantzig (1960a)
stated an algorithm for shortest distances. Dijkstra
(1959) produced similar results at about the same
time. Flows in Networks by the RAND Corpora-
tion’s Ford and Fulkerson (1962) was then the
definitive work on the subject.

Large-Scale Methods and Decomposition

Dantzig and Orchard-Hays (1954) described the
‘revised simplex method’ as a more efficient ver-
sion of the simplex method. As linear program-
ming was applied to more applications and with a
broader scope, including time and alternate sce-
narios, the size of linear programs that needed to
be solved continued to grow. Dantzig was among
the first to observe that large linear programs
typically had two convenient features: sparsity
and structure. Sparsity refers to the fact that a
very small percentage, often less than one hun-
dredth of one per cent, of the A data matrix is
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non-zero. Structure refers to the fact that the
non-zeros typically occur an orderly pattern of
submatrices of A. Dantzig (1955a) wrote the first
paper on methods for large-scale linear programs
addressing upper bounds, block triangular sys-
tems, and secondary constraints. Building on the
Dantzig, Orden and Wolfe (1955) paper on gen-
eralized linear program, Dantzig and Wolfe
(1960) devised a generalization of the simplex
method, called the decomposition principle, for
certain structured large-scale linear programs,
wherein the problem is decomposed allowing for
use for what is now called distributed
computation.

Quadratic Programming

A most natural first extension of a linear program
is a quadratic program, that is, a linear program
except that the objective is a quadratic function
such as x” Qx + ¢"x. A convex quadratic program
is one with a convex objective function to be
minimized. Following the success of linear pro-
gramming, there was a proliferation of studies on
convex quadratic programming and associated
algorithms.

Convex Programming

Convex programming is also a natural extension
of linear programming. Here a convex function is
minimized over a convex region; the latter is
specified by convex inequality constraints. If the
feasible region is bounded, the convex program
can be approximated as close as desired by a linear
program, and one can improve the approximation
as the simplex method runs. A special case of a
convex program is one having linear inequality
constraints and a separable objective function,
that is, a function that is the sum of univariate
convex functions. Charnes and Lemke (1954)
and Dantzig (1956) solved such problems with
linear programming approximations.

Stochastic Programming with Recourse

Linear programming offered a breakthrough for
mathematical approximation and solution of plan-
ning problems. Dantzig knew that to move to the
next level of approximation of planning, an
accommodation of uncertainty and of discrete
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variables was needed; he made inroads on each.
Linear programming has been extended in a num-
ber of directions to incorporate uncertainty. An
elementary example is a linear program where
the costs ¢ = (cy,¢2, - . ., ¢,) are random variables
and the desire is to minimize the expected value.
In this case the problem is solved as the linear
program where the costs are simply taken as their
expected value. More interesting is the Markowitz
(1956) portfolio selection where quadratic pro-
gramming is used to obtain at least a desired
level of expected return while minimizing risk.
Dantzig’s early work on stochastic program-
ming was stimulated by his work with A.R.
Ferguson on the assignment of aircraft to routes,
where a deterministic formulation proved insuffi-
cient, and so uncertain demand needed to be
considered (Ferguson and Dantzig 1955). Subse-
quently, Dantzig (1955b) applied linear program-
ming to solve multistage decision problems
sequenced amidst uncertainty; this topic is often
referred to as stochastic programming with
recourse. Such a multistage problem concerns
the optimization of a sequence of decisions in
time where each decision depends on random
events which in turn are dependent on previous
decisions. The vision in this paper was truly
extraordinary, and has been reprinted as one of
the ten most influential papers in management
science since the mid-1950s in Hopp (2004).

Integer Programming and Cuts

An integer program is a linear program except that
some, or all, of the variables xi, x5, ..., x,, are
required to take on integer values, as in x; =0, 1
L2, ... Dantzig, Fulkerson and Johnson
(1954) took the first steps towards obtaining inte-
ger solutions for a large problem with the simplex
method. They addressed an instance of the travel-
ling salesman problem: find the shortest route, by
car, through major cities of the 48 states and
Washington, DC. Let a directed network represent
the available roads and let costs represent dis-
tances. The variables are flows on each link of
the network. Constrain for one unit of flow into
each capital, constrain for one unit of flow out of
each capital, constrain for conservation of flow at
other nodes, and find the minimum cost flow. The

2581

linear programming solutions here, which yield
flows of 0 or 1, are deficient as a solution for the
travelling salesman problem in that isolated loops
of flow may occur. To combat such loops, Dantzig
et al. sequentially and dynamically (as the simplex
method was stopped and continued) introduced
additional constraints, called cuts, which would
prohibit those loops which had occurred in a solu-
tion of the expanding linear program, without
constraining out desired solutions. The concept
of a cut or cutting planes was so conceived. In
addition, this study revealed the inherent difficulty
of the travelling salesman problem. Over the fol-
lowing decades, aspects of this matter would grow
to become a major issue in applied mathematics.
There is a vast difference between linear constraints
and linear inequality constraints (both with
unconstrained variables); there is an even larger
difference between real variables and integer vari-
ables. Subsequently, Gomory (1958), at Princeton,
began the design of several general purpose cutting
plane algorithms for solving integer programs, and
gave proofs for finite convergence. These algo-
rithms did not work well for a reason not under-
stood at the time namely, that general integer
programs are inherently hard to solve.

Other Edge Path Descent Algorithms

By 1955 the simplex method was regarded as the
algorithm for solving linear programs. Indeed, the
simplex method inspired dozens of related funda-
mental ideas for algorithms, and hundreds of var-
iations. In particular, there was steady research on
variations of edge path descent algorithms, that is,
those which accept the simplex method strategy
but strive to improve upon it. One target was to
reduce computation time by reducing the number
of pivots and the work per pivot. Example contri-
butions include: the dual simplex method of
Lemke (1954), the parametric method of
Orchard-Hays (1954), the primal-dual method of
Dantzig, Ford and Fulkerson (1956) and the para-
metric objective method of Gass and Saaty
(1955). In a slightly different direction were the
column generation and the decomposition method
of Dantzig and Wolfe (1960, 1961). Essentially all
of these variants of the simplex method have
proved valuable for various specialized tasks
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related to linear programs, and sometimes non-
linear programs. For nonlinear programs the main
ideas of the simplex method have been adopted;
here one can think of solving linear or quadratic
programs that are approaching the nonlinear pro-
gram. It is interesting to note that as late as the
early 1970s an eminent speaker of a plenary ses-
sion of a national mathematical programming
conference said that the simplex method was the
best algorithm for linear programming and that it
always would be; the statement was accepted,
without objection.

Problem Reduction

The mathematical subject of computational
complexity aims to categorize problems by
their solution difficulty. Several of Dantzig’s
papers (1957, 1960b, 1968) contributed to the
foundation of this subject. A basic technique of
computational complexity is the reduction of
one class of problems to another. For the reduc-
tion of discrete problems, Dantzig focused on
problems in mixed binary form, MBP, and the
related relaxed form RMBP obtained by
replacing binary constraints with corresponding
interval constraints. MBP(A, b, c¢) is a linear
program LP(A, b, c¢) plus the discrete constraints
x;=0,1 for i=1,...,k for some k<n.
RMBP(A, b, ¢) is the linear program LP(4, b, c)
plus the linear inequalities0 < x; < 1 fori =1, ...
k. For emphasis, MBP(4, b, c¢) is not a linear
program whereas RMBP(4, b, ¢) is.

A few problem classes of form MBP can be
solved as the corresponding linear program
RMBP; that is if (x, z) is an extreme point solution,
as the simplex method would generate, of RMBP,
then (x, z) is a solution to MBP. Problem classes
MBP which can be so solved by RMBP include
the assignment problem, shortest route problems
with non-negative distances, and the tanker sched-
uling problem. Other problems, such as the empty
container problem, most scheduling problems,
fixed charge problems, and travelling salesman
problems, do not permit such solution; neverthe-
less, the corresponding RMBP can be most helpful
in solving or approximately solving MBP. As time
and theory have revealed, general problems of
type MBP are difficult to solve.
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Let C* be the convex hull of all feasible solu-
tions of MBP and let C be the set of all solutions of
RMBP. Then C* is a subset of C, and all extreme
points of C* are extreme points of C; the issue is,
however, that there are extreme points of C that
are not in C*. Note that, if there is but one binary
variable, then MBP can be solved as two linear
programs, one with x; = 0 and one with x; = 1;
but for general £, this scheme requires the solution
of an exponential number 2* of linear programs.
For reducing problems to the MBP form, Dantzig
(1960Db) illustrated a number of examples such as:
(a) dichotomies, (b) discrete variables, (¢) piece-
wise linear objective functions, (d) conditional
constraints, and (e) the fixed charge problem.

Recognition of Earlier Work, 1958-1960

Towards the end of the 1950s, the mathematical
programming community became aware of three
relevant works from the past. The first two are
pertinent to the simplex method and the third rele-
vant to the formulation of real problems as linear
programs. Fourier (1826) had also written on the
idea of descending from vertex to adjacent vertex in
the polyhedron defined by linear inequalities for
minimizing a linear error over linear inequalities.
De la Vallée Poussin (1911), independently of
Fourier’s work, made a similar suggestion and
gave two examples. There appears to have been
no follow-up on their suggestions. Also, neither
Fourier nor de la Vallée Poussin described his
ideas fully enough to reveal any awareness of
degeneracy considerations and corresponding
non-convergence possibilities, much less any pro-
cedures for coping with the matter. Made aware of
Kantorovich’s transportation papers by Flood
(1956), Koopmans (1960) corresponded with
Kantorovich. In due course, an English translation
of Kantorovich’s remarkable 1939 paper was made
available to the West as ‘Mathematical Methods of
Organizing and Planning Production’ (Kantorovich
1960). Therein Kantorovich had formulated a col-
lection of problems as what we now call linear
programs. These problems were: machine utiliza-
tion, production planning, scrap management, refin-
ery scheduling, fuel utilization, construction
planning, and arable land distribution. Using the
Minkowski separation theorem, Kantorovich
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proved in this work that optimal multipliers exist.
He suggested some ideas based on ‘resolving mul-
tipliers’ (essentially dual variables, or marginal
costs) towards an algorithm, but none has emerged
following this line of thought. According to Dantzig
(1963), ‘Kantorovich should be credited with being
the first to recognize that certain important broad
classes of production problems had well-defined
mathematical structures which, he believed, were
amenable to practical numerical evaluation and
could be numerically solved’. But although
Koopmans (1960) argued that, with a suitable trans-
formation, one of Kantorovich’s problems had the
generality of Dantzig’s linear program, Koopmans’s
conclusion was not justified as the argument did not
and could not cover the possibilities of infeasibility
and an unbounded objective, a point made by
Charnes and Cooper (1962). Koopmans’s argument
notwithstanding, the statement of a general linear
program belongs to Dantzig.

Dantzig Returns to UC Berkeley,
1960-1966

Dantzig left RAND to become a professor in the
industrial engineering department at the Univer-
sity of California at Berkeley. There, that year, he
established the Operations Research Center.
Operations research (OR) was a term that emerged
in the Second World War to describe the activity
of studying an operation (process, system, and so
on) with mathematical methods with the intent of
improving performance. In 1963 Dantzig com-
pleted his classic Linear Programming and Exten-
sions. The book was based on his research which
began at the Pentagon and continued through
RAND and UC Berkeley. By the time Dantzig
left UC Berkeley in 1966, he had produced
11 Ph.D. students, and written about 25 research
papers on the theory and practice of linear pro-
gramming and extensions (integer, nonlinear, sto-
chastic, and so on). As a mentor of Ph.D. students,
Dantzig was among the very best. Within a course
or two he could bring students to the frontier on
some aspect of linear programming. His new book
offered a full perspective of linear programming
right up to 1963. Dantzig supplied the time,

2583

inspiration, guidance, knowledge, and example
that students needed. He lived and breathed
research.

Interest in the study of linear and nonlinear
complementarity problems, as such, began in the
early 1960s. Dantzig’s second student, Cottle
(1964), wrote on this topic, and his work was
extended in Cottle and Dantzig (1968). Problems
in this category can be viewed as abstractions of
optimality conditions or of (economic or physical)
equilibrium conditions. In a complementarity
problem, one has a mapping ¥ of R" into itself
and seeks a solution z of the conditions W(z) > 0,
z >0,z W(z) = 0. In the linear complementarity
problem, the mapping would be of the form W (z)
= Mz + g. The linear complementarity problem is
related to the minimization of z/ (Mz + q) subject
to the constraints Mz + g >0 and z > 0. This
would be easy enough to solve as a quadratic
program, if the objective function were convex.
However, the excitement arose from the fact that
the problem could be solved, effectively, in the
absence of convexity. From the classic paper of
Lemke (1965) followed the computation of points
in the core of a balanced game and the computa-
tion of economic equilibria (Scarf 1967, 1973),
the computation of fixed points with piecewise
linear homotopies (Eaves 1972), and the compu-
tation with differentiable functions (Smale 1976).

Dantzig at Stanford University,
1966-1996

Dantzig joined the Stanford faculty in 1966, half-
time in the inter-departmental Operations
Research Program and half-time in Computer Sci-
ence. In 1967 the OR Program became the Depart-
ment of Operations Research in the School of
Engineering; this is where Dantzig conducted his
work. He was away for two years: in
1973-1974 at the International Institute for
Applied Systems Analysis in Austria, and in
1978-1979 at the Center for Advanced Study in
the Behavioral Sciences on the Stanford campus.
In 1973 he was appointed to the C.A. Criley Pro-
fessorship in Transportation Science. While at
Stanford, Dantzig produced 41 Ph.D. students
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and published about 115 research papers on the
theory and applications of mathematical program-
ming. Dantzig’s Ph.D. progeny, if Berkeley and
Stanford graduates and subsequent generations
are counted, as of 2006 exceeded 200. Dantzig
had long felt that the development of good soft-
ware was key to widespread usage of linear pro-
gramming in industry. This vision led him to
create the Systems Optimization Laboratory
(SOL) at Stanford for research and development
of numerical algorithms for mathematical pro-
gramming. Under the SOL banner were the
PILOT and planning under uncertainty programs
(see Dantzig et al. 1973; Gill et al. 2007).

Stochastic Programming with Recourse,
Continued, 1989-2005

Cognizant of the potentially enormous size of
multi-stage stochastic linear programs, Dantzig
and Madansky (1961) suggested the incorporation
of statistical sampling of uncertainties together
with approximating time-staged models to solve
the full problem. Following this avenue some
30 years later, Dantzig and Glynn (1990) brought
together decomposition, Monte Carlo sampling,
and multiprocessing to solve time-staged linear
programs (see also Infanger 1991; Dantzig and
Infanger 1992). In a series of papers, importance
sampling was used to estimate second-stage costs
and Benders cuts. Portfolio optimization and elec-
tric power planning were among the applications
envisioned; the latter problems, with 39 uncertain
parameters leading to 15 million scenarios, were
solved to high accuracy with a confidence level of
95%,; in equivalent deterministic form, such prob-
lems would have more than four billion con-
straints. However, Dantzig, to the end, regarded
stochastic linear programming as a major
unresolved problem.

Computational Complexity, 1972-2006

Since its inception, the question of the number of
steps required by the simplex method for a given
linear program has been of interest. In the 1970s
the field of ‘computational complexity’ emerged,;
atheory of problem difficulty which draws a sharp
distinction between categories of problems that
could be solved in polynomial time (number of
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steps) in the size of their data, and those which
could not. How did linear programming fit into
this scheme? Klee and Minty (1972) produced a
worst case example of a simple linear program on
which the simplex method takes an exponential
number of iterations. But the expected number of
pivots of the simplex method over a random selec-
tion of problems was shown to be polynomial in
(m, n) (Smale 1983). This raised the question:
could a linear program be solved in polynomial
time? Khachiyan (1979) defined a polynomial
time algorithm for linear programs based on a
sequence of convergent -ellipsoids; however,
unexpectedly according to computational com-
plexity, the algorithm was very slow, and certainly
no competitor of the simplex method. Later,
Karmarkar (1984) gave a polynomial time interior
point algorithm for linear programs which was
claimed to be superior to the simplex method in
the sense of solving linear programs much faster
on a computer; the method required the linear
program to be expressed in a special form with
an optimal objective value of zero and viewed
each iterate as being at the centre of a polyhedron
in a different coordinate system. The method typ-
ically required considerably fewer iterations than
the simplex method, but each iteration required
significantly more computations. The method was
patented by AT&T and published as a theoretical
result. There was considerable secrecy associated
with the particulars of its implementation; and,
thus, no independent verification was possible
regarding its claimed superiority in computational
speed over the simplex method. It was later shown
to be equivalent under the same special form to the
logarithmic barrier method, a method traceable
back to Frisch (1955) and Fiacco and McCormick
(1968). The logarithmic barrier method, however,
could be applied to a linear program in standard
form. The logarithmic barrier method was in the
public domain and so allowed researchers to focus
on computational improvements. Today, it is
known that there are problems for which the log-
arithmic barrier method is superior to the simplex
method; notable are those very large problems for
which 44" is sparse. For a survey of interior point
methods, see Todd (1996). It is also interesting to
note that most practical interior-point algorithms
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include an option to move the ¢-optimal interior
point solution to the nearest extreme point, a pro-
cedure requiring a significant number of simplex-
type pivots. A technique to do this was proposed
by Dantzig (1963, ch. 6, exercise 11). As 0f 2006,
the simplex method (and various realizations
thereof) remains the algorithm of choice for the
majority of linear programs.

Dantzig in Retirement, 1996-2005

Dantzig was retired from Stanford in stages, each
firmly resisted. He was formally retired from the
regular faculty at age 65 in 1980, but was recalled
until age 82 in 1996. Until that year he remained as
active as formal members of the faculty. After that
he met at home with all who wished to consult him:
students, colleagues, and strangers. Whenever pre-
sented with an idea, Dantzig would respond, as
always, with something of value. Until around
2001 he continued to travel and present papers. At
his 90th birthday celebration, he attended a full day
of presentations followed by a banquet and addi-
tional talks. He was full of energy, enthusiasm,
keen observations, and wit. Dantzig’s mind was
razor-sharp up to the end.

In retirement, Dantzig’s principal project was
the writing of a multi-volume book on linear
programming and extensions. Dantzig had always
felt that software was a key element that would
contribute to the success of linear programming
usage. He wanted to write another book on linear
programming that incorporated software to aid
students in learning both the theory and the prac-
tice of linear programming, and in particular in
learning how to implement the simplex method
and other algorithms for commercial use. In 1985
he invited M.N. Thapa to coauthor such a book.
As work on the book progressed, it became appar-
ent to the authors that the amount of material
required a really huge book. One volume became
two, and two became four. In the end only two
volumes were completed (Dantzig and Thapa
1997, 2003). Dantzig continued to be fascinated
by interior point methods; von Neumann’s and
Karmarkar’s algorithms were reanalysed and
included in the second volume. According to
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M. Thapa, Dantzig never tired of editing and
re-editing to improve proofs and readability. He
would say: ‘it is like polishing a stone; the more
you polish it, the more it will shine.” Dantzig also
continued his work with G. Infanger on planning
under uncertainty. In addition to their research
together, Dantzig and Infanger consulted on finan-
cial portfolio design. They intended to edit a col-
lection of papers (including work of their own) on
planning under uncertainty. Dantzig was con-
vinced that the way to get further exposure for,
and research into, planning under uncertainty was
to set up an institute; to no avail, he tried at
Stanford, tried at EPRI, and finally tried to create
a stand-alone non-profit organization. In addition
to these projects, Dantzig reworked the text of a
science fiction novel he had begun in 1980.

Dantzig’s Honours

In 1975 L.V. Kantorovich and T.C. Koopmans
received the Nobel Prize in Economics for ‘their
contributions to the theory of optimum allocation
of resources’. Both mentioned Dantzig in their
Nobel Lectures. That Dantzig did not participate
in this prize came as a great shock and disappoint-
ment to those familiar with his contributions. Him-
selfaside, Dantzig regarded Leontief, Kantorovich,
von Neumann, and Koopmans as the principal
early contributors to linear programming.
Dantzig, the man, and his contributions have
nevertheless been honoured extensively. His hon-
ours include distinguished memberships, prizes,
honorary doctorates, and dedications. He was
elected to membership in the National Academy
of Sciences, the National Academy of Arts and
Sciences, and the National Academy of Engineer-
ing. He was a fellow of the Econometric Society,
the Institute of Mathematical Statistics, the Asso-
ciation for the Advancement of Science, the Oper-
ations Research Society, IEEE, and the Omega
Rho Society. He was awarded the War Depart-
ment Exceptional Civilian Service Medal, the
National Medal of Science, the John von Neu-
mann Theory Prize, the NAS Award in Applied
Mathematics and Numerical Analysis, the Harvey
Prize (Technion), the Silver Medal of Operational
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Research Society (England), the Adolph Coors
American Ingenuity Award, the Special Recogni-
tion Award of Mathematical Programming Soci-
ety (MPS), the Harold Pender Award, and the
Harold Lardner Memorial Prize (Canada). He
received honorary doctorates from the Israel Insti-
tute of Technology (Technion), University of
Linkeping (Sweden), University of Maryland,
Yale University, Université Catholique de Lou-
vain (Belgium), Columbia University, the Univer-
sity of Zurich, and Carnegie-Mellon University.
Dantzig was also honoured as the dedicatee of a
symposium of MPS, in two volumes of Mathe-
matical Programming, in the first issue of the
Journal of Optimization of the Society for Indus-
trial and Applied Mathematics (SIAM), with the
joint MPS-SIAM Dantzig Prize, and with the
INFORMS Dantzig Prize for students. In 2006, a
fellowship in his name was established in the
Department of Management Science and Engi-
neering at Stanford University.
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Abstract

Empirical economists often filter data prior to
analysis to remove features that are a nuisance
from the point of view of their theoretical
models. Examples include trends and
seasonals. This article describes how data fil-
ters work and the rationale that lies behind
them. It focuses on the Baxter—King and
Hodrick—Prescott filters, which are popular
for measuring business cycles.
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Economic models are by definition incomplete rep-
resentations of reality. Modellers typically abstract
from many features of the data in order to focus on
one or more components of interest. Similarly,
when confronting data, empirical economists must
somehow isolate features of interest and eliminate
elements that are a nuisance from the point of view
of the theoretical models they are studying. Data
filters are sometimes used to do that.

For example, Fig. 1 portrays the natural loga-
rithm of US GDP. Its dominant feature is
sustained growth, but business cycle modellers
often abstract from this feature in order to concen-
trate on the transient ups and downs. To relate
business cycle models to data, empirical macro-
economists frequently filter the data prior to anal-
ysis to remove the growth component. Until the
1980s, the most common way to do that was to
estimate and subtract a deterministic linear
trend. Linear de-trending is conceptually unattrac-
tive, however, because it presupposes that all
shocks are neutral in the long run. While some
disturbances — such as those to monetary
policy — probably are neutral in the long run,
others probably are not. For instance, a technical
innovation is likely to remain relevant for produc-
tion until it is superseded by another, later techni-
cal innovation.

The desire to model permanent shocks in mac-
roeconomic time series led to the development of
a variety of stochastic de-trending methods. For
example, Beveridge and Nelson (1981) define a
stochastic trend in terms of the level to which a
time series is expected to converge in the long run.
Blanchard and Quah (1989) adopt a more struc-
tural approach, enforcing identifying restrictions
in a vector autoregression that separate permanent
shocks that drive long-run movements from the
transitory disturbances which account for cyclical
fluctuations.
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Another popular way to measure business
cycles involves application of band-pass and
high-pass filters. Engle (1974) was one of the
first to introduce band-pass filters to economics.
In the business cycle literature, the work of
Hodrick and Prescott (1997) and Baxter and
King (1999) has been especially influential. Fig-
ure 2 illustrates measures of the business cycle
that emerge from the Baxter—King and
Hodrick—Prescott filters.

In this article, I describe how data filters work
and explain the theoretical rationale that lies
behind them. I focus on the problem of measuring
business cycles because that is one of the principal
areas of application. Many of the issues that arise
in this context are also relevant for discussions of
seasonal adjustment. For a review of that litera-
ture, see Fok et al. (2006).

How Data Filters Work

The starting point is the Cramer representation
theorem. Cramer’s theorem states that a covariance
stationary random variable x; can be expressed as

X — U, = r exp(iwt)dZ,(w), (D

1960 1970 1980 1990 2000

where fi, is the mean, ¢ indexes time, i = v/—1, @
represents frequency, and dZ, (w) is a mean zero,
complex-valued random variable that is continu-
ous in . The complex variate dZ, (w) is
uncorrelated across frequencies, and at a given
frequency its variance is proportional to the spec-
tral density £, (w). If we integrate the spectrum
across frequencies, we get the variance of x,,

@

This theorem provides a basis for decomposing x;
and its variance by frequency. It is perfectly sen-
sible to speak of long- and short-run variation by
identifying the long run with low-frequency com-
ponents and the short run with high-frequency
oscillations. High frequency means that many
complete cycles occur within a given time span,
while low frequency means the opposite.

Baxter and King (1999) define a business cycle
in terms of the periodic components dZ, (»). They
partition x, into three pieces: a trend, a cycle, and
irregular fluctuations. Inspired by the NBER busi-
ness cycle chronology, they say the business cycle
consists of periodic components whose frequen-
cies lie between 1.5 and 8 years per cycle. Those
whose cycle length is longer than 8 years are
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identified with the trend, and the remainder are
consigned to the irregular component.

The units for w are radians per unit time.
A more intuitive measure of frequency is units of
time per cycle, which is given by the transforma-
tion 4 = 2n/w. Often we work with quarterly data.
To find the w corresponding to a cycle length of 1.5
years, just set 4, = 6 quarters per cycle and solve
for w; = 2n/6 = n/3. Similarly, the frequency
corresponding to a cycle length of 8 years is
w; = 2n/32 = 7/16. Baxter and King define the
interval [7/16, /3] as ‘business cycle frequencies’.
The interval [0,7/16) corresponds to the trend, and
(n/3, m] defines irregular fluctuations. One nice
feature of the Baxter—King filter is that it can be
easily adjusted to accommodate data sampled
monthly or annually, just be resetting w; and wy,.

To extract the business cycle component, we
need to weigh the components dZx(w) in accor-
dance with Baxter and King’s definition and inte-
grate across frequencies,

B = [ B(w)exp(iot)dZ (o),

t

3

where
B(w) =1 for w€[n/16,n/3] or [—n/3, — n/16],
=0 otherwise.

“

In technical jargon, B(w) is an example of a
‘band-pass’ filter: the filter passes periodic com-
ponents that lie within a pre-specified frequency
band and eliminates everything else. The
Baxter—King filter suppresses all fluctuations
that are too long or short to be classified as
part of the business cycle and allows the
remaining elements to pass through without
alteration.

Many economists are more comfortable work-
ing in time domain, and for that purpose it is
helpful to express the cyclical component as a
two-sided moving average,

o0

xfz = Z ﬁj(xt+f—ﬂx)-

==

&)
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The lag coefficients can be found by solving

1
T 2%

B; Jnn B(w)exp(ionj) dw. (6)

The solution is

Wp — Wy

fo=——:

T
sin (wyj) —
]

sin (wy))

B; = forj # 0. (7)

Notice that an ideal band-pass filter cannot be
implemented in actual data samples because it
involves infinitely many leads and lags. In prac-
tice, economists approximate x? with finite-order
moving averages,

=Y By — ). @®)

j==n

Baxter and King (1999) and Christiano and
Fitzgerald (2003) analyse how to choose the lag
weights [3‘/» in order to best approximate the ideal
measure for a given n.

For real-time applications, the two-sided
nature of the filter is a drawback because the
current output of the filter depends on future
values of x; ; ;, which are not yet available. Kaiser
and Maravall (2001) address this problem by
supplementing the filter with an auxiliary fore-
casting model such as a vector autoregression or
univariate ARIMA model, replacing future x; , ;
with forecasted values. This substantially reduces
the approximation error near the end of samples.

That the filter is two-sided is also relevant for
models that require careful attention to the timing
of information. Economic hypotheses can often
be formulated as a statement that some variable z,
should be uncorrelated with any variable known
in period ¢ — 1 or earlier. These hypotheses can be
examined by testing for absence of Granger cau-
sation from a collection of potential predictors to
z,. The output of a two-sided filter should never be
included among those predictors, however, for
that would put information about present and
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future conditions on the right-hand side of the
regression and bias the test towards a false finding
of Granger causation. Similar comments apply to
the choice of instruments in generalized-method-
of-moments problems. For applications like these,
one-sided filters are needed in order to respect the
integrity of the information flow.

While Baxter and King favour a three-part
decomposition, other economists prefer a
two-part classification in which the highest fre-
quencies also count as part of the business cycle.
The trend component is still defined in terms of
fluctuations lasting more than eight years, but the
cyclical component now consists of all oscilla-
tions lasting eight years or less. To construct this
measure, we define a new filter H(w) such that

H(w) =1 for we [rn/16,7] or [-n, — n/16],
= 0 otherwise.

C))

This is known as a ‘high-pass’ filter because it
passes all components at frequencies higher than
some pre-specified value and eliminates every-
thing else. If we use this filter in the Cramer
representation, we can extract a new measure of
the business cycle by computing

10)

s
K = J H(w) exp(iot)dZ ().

Once again, this corresponds to a two-sided,
infinite-order moving average of the original
series x,,

X = J V(e — ) an
J=—00
with lag coefficients y9=1— w/n and

y; = —sin (wy)/nj. As before, this involves infi-
nitely many leads and lags, so an approximation is
needed to make it work. The approximation
results of Baxter and King (1999) and Christiano
and Fitzgerald (2003) apply here as well.
Hodrick and Prescott (1997) also seek a
two-part decomposition of x,. They proceed heu-
ristically, identifying the trend 7, and the cycle ¢,
by minimizing the variance of the cycle subject to
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a penalty for variation in the second difference of
the trend,

1=—00

IFT}? { io: [(xt - Tt)z + P(tip1 — 21, + thl)z} }

(12)

The Lagrange multiplier ¢ controls the
smoothness of the trend component. After
experimenting with US data, Hodrick and Prescott
set ¢ = 1600, a choice still used in most macro-
economic applications involving quarterly data.
After differentiating (12) with respect to 7, and
rearranging the first-order condition, one finds
that ¢, can be expressed as an infinite-order,
two-sided moving average of x,,

¢, = HP(L)x,

¢ -L(1-L7")
41 —L(1-L7)

2

2xt’ (13)

where L is the lag operator. Although Hodrick and
Prescott’s derivation is heuristic, King and Rebelo
(1993) demonstrate that HP(L) can be interpreted
rigorously as an approximation to a high-pass
filter with a cut-off frequency of eight years per
cycle. The close connection between the two fil-
ters is also apparent in Fig. 2, which shows that
high-pass and Hodrick—Prescott filtered GDP are
highly correlated.

Data Filters for Measuring of Business
Cycles?

While data filters are very popular, there is some
controversy about whether they represent appeal-
ing definitions of the business cycle. For one,
there is a disconnect between the theory and mac-
roeconomic applications, for the theory applies to
stationary random processes and applications
involve non-stationary variables. This is not crit-
ical, however, because the time-domain filters
B(L), y(L), and HP(L) all embed difference oper-
ators, so business cycle components are stationary
even if xt has a unit root.
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A more fundamental criticism concerns the
fact that the Baxter—King definition represents a
deterministic vision of the business cycle.
According to a theorem of Szego, Kolmogorov,
and Krein, the prediction error variance can be
expressed as

T

1
02 =27 exp {2” an 1ongC(a))d(u} , (14

where fzc(w) is the spectrum for the business-
cycle component (see Granger and Newbold
1986, pp. 135-6). For an ideal band-pass filter,
the spectrum of x% is

Fac(@) = [B(@)[*f (). (15)

Since B(w) = 0 outside of business cycle fre-
quencies, it follows that fz(w) = 0 on a measur-
able interval of frequencies. But then Eq. (14)
implies 62 = 0, which means that x? is perfectly
predictable from its own past. The same is true
of measures based on ideal high-pass filters.
A variable that is perfectly predictable based on
its own history is said to be ‘linearly

1980 1990 2000

Filtered GDP, 19492003 (Sources: Federal reserve economic database and author’s calculations)

deterministic’. Thus, according to the
Baxter—King definition, the business cycle is lin-
early deterministic.

In practice, of course, measured cycles are not
perfectly predictable because actual filters only
approximate the ideal. But this means that inno-
vations in measured cycles are due solely to
approximation errors in the filter, not to some-
thing intrinsic in the concept. The better the
approximation, the closer the measures are to
determinism.

How to square this deterministic vision with
stochastic general equilibrium models is not
obvious. Engle (1974); Sims (1993) and Hansen
and Sargent (1993) suggest one rationale. They
were interested in estimating models that are well
specified at some frequencies but mis-specified
at others. Engle studied linear regressions and
showed how to estimate parameters by band-
spectrum regression. This essentially amounts
to running regressions involving band-pass fil-
tered data, but band-pass filtering induces serial
correlation in the residuals, and Engle showed
how to adjust for this when calculating standard
errors and other test statistics. He also developed
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methods for diagnosing mis-specification on par-
ticular frequency bands.

Sims (1993) and Hansen and Sargent (1993)
are interested in fitting a rational-expectations
model of the business cycle to data that contain
seasonal fluctuations. They imagine that the
model abstracted from seasonal features, as is
common in practice, and they wonder whether
estimates could be improved by filtering the data
with a narrow band-pass filter centred on seasonal
frequencies. They find that seasonal filtering does
help, because otherwise parameters governing
business cycle features would be distorted to fit
unmodelled seasonal fluctuations. Filtering out
the seasonals lets the business cycle parameters
fit business cycle features.

Business cycle modellers also frequently
abstract from trends, and Hansen and Sargent
conjectured that the same rationale would apply
to trend filtering. Cogley (2001) studies this con-
jecture but finds disappointing results. The
double-filtering strategy common in business
cycle research (which applies the filter to both
the data and the model) has no effect on periodic
terms in a Gaussian log likelihood, so it is irrele-
vant for estimation. The seasonal analogy (which
filters the data but not the model) also fails, but for
a different reason. The key assumption underlying
the work of Engle, Sims, and Hansen and Sargent
is that specification errors are confined to a narrow
frequency band whose location is known a priori.
That is true of the seasonal problem but not of the
trend problem. Contrary to intuition, trend-
specification errors spread throughout the fre-
quency domain and are not quarantined to low
frequencies. That difference explains why the
promising results on seasonality do not carry
over to trend filtering.

Finally, some economists question whether
filter-based measures capture an important feature
of business cycles. Beveridge and Nelson (1981)
believe that trend reversion is a defining charac-
teristic of the business cycle. They say that
expected growth should be higher than average
at the trough of a recession because agents can
look forward to a period of catching up to com-
pensate for past output losses. By the same token,
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expected growth should be lower than average at
the peak of an expansion. Cochrane (1994) con-
firms that this is a feature of US business cycles by
studying a vector autoregression for consumption
and GDP.

Cogley and Nason (1995) consider what would
happen if x, were a random walk with drift. For a
random walk, expected growth is constant regard-
less of whether the level is a local maximum or
minimum. Because it lacks the catching-up fea-
ture, many economists would say that a random
walk is acyclical. Nevertheless, when the
Hodrick—Prescott filter is applied to a random
walk, a large and persistent cycle emerges. Thus
the Hodrick—Prescott filter can create a business
cycle even if no trend reversion is present in the
original data. Cogley and Nason call this a spuri-
ous cycle. Furthermore, the problem is not unique
to the Hodrick—Prescott filter; Benati (2001);
Murray (2003) and Osborn (1995) document sim-
ilar results for band-pass filters and for other
approximations to high-pass filters.

Conclusion

Christiano and Fitzgerald remark that data filters
are not for everyone. They are certainly convenient
for constructing rough and ready measures of the
business cycle, and they produce nice pictures
when applied to US data. But some economists
worry about the spurious cycle problem, especially
in applications to business cycle models where the
existence and properties of business cycles are
points to be established. In much of that literature,
attention has shifted away from replicating proper-
ties of filtered data to matching the shape of
impulse response functions.
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Data Mining

Clinton A. Greene

Abstract

Data mining is defined by presenting an exam-
ple contrasting the role of specification search in
economics to its role in experimental science.
Historical references are provided, along with a
short review of contemporary proposals to rem-
edy sources of and problems with data mining.

Keywords
Data mining; Model selection; Regression anal-
ysis; Specification problems in econometrics

JEL Classifications
B4

‘Data mining’ and the older word ‘fishing’ are
pejorative terms for illusory or distorted statistical
inference from an empirical regression model,
where the distortion results from explorations of
various models in a single sample of data. This
process usually involves adding or dropping vari-
ables, but may involve exploring a variety of
alternative nonlinear functional forms or data sub-
samples. Data mining properly applies as a derog-
atory term only when exploratory results are used
for inference within the sample used in exploration.
But the term is sometimes used to refer to the
exploratory process itself, as economists emphasize
inference over data exploration, and even use infer-
ence to discuss exploratory activities. Some take
data mining to be a more serious offence when
there is conscious effort to manipulate, although
data mining will distort results regardless of intent.

Importance and History

Some economists consider data mining to be per-
vasive in applied work. But the portion
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subscribing to this view is unclear, since those
who do so understandably retreat from applied
work into economic or econometric theory.
Leamer and Leonard (1983, p. 306) give voice
to the view that collective data mining renders
standard inference meaningless, and hence in gen-
eral ‘statistical analyses are either greatly
discounted or completely ignored’. This stance
may have reached a peak in the late 1970s, fuelled
by an explosion in the volume of regression stud-
ies. But contemporary suspicion is still quite com-
mon. Kennedy (2003, pp. 82-3) characterizes the
‘average economic regression’ as perpetrating
some of the worst data mining practices.

The issue was known to the originators of
econometrics. Ragnar Frisch (1934) advocated
methods to deal with the data mining issue
which were applied into the 1950s, then neglected
for two decades and reincarnated in modern form
by Leamer (1983). Because Frisch found that
differing but reasonable specifications could
yield disparate results, he came to believe
attempts at formal inference were illegitimate.
Malinvaud (1966, chs. 1 and 2) provides a won-
derful exposition of Frisch’s methods and of why
Frisch’s stance was replaced by contemporary
textbook assumptions. Even Haavelmo’s (1944,
ch. 7, sect. 17) founding statement of the contem-
porary inferential approach discusses data mining.

Econometrics textbooks quite properly warn
against data mining, yet it is difficult to avoid
and is pervasive in published work. This places
the new practitioner in a difficult position. It is
helpful to be armed with an understanding of the
consequences of data mining and why data min-
ing is difficult to avoid. Econometrics in the con-
temporary sense began when we decided that
economic data could be treated as equivalent to
sampling from an uncontrolled experiment
(Haavelmo 1944), borrowing from R.A. Fisher’s
methods for experimental data. The following
illustration clarifies these issues.

An lllustration

Suppose two students of the economy live in
parallel universes. Both are interested in a variable
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y, believing the most important determinant of this
variable y to be another variable x;, but also sup-
posing that variables x, and x; may be relevant.
Their initial data-sets are identical, and they pro-
pose to model y via a linear regression model.
Both start out assuming that the errors of the
model (¢) are independent and normally distrib-
uted with constant variance. Thus they propose
the model y = byx; + box, + b3xz + ¢, where the
coefficients ‘b;” are to be estimated.

The first student lives in a universe in which
he can generate more data via experiments. The
second student must wait passively for the pas-
sage of time before she can see more data; data
generated by events she does not control. Thus,
the first student is confident of his science, while
the second student is in the actual universe of
economics.

Now suppose that in their initial regression
results for the coefficient on x; they find the sign
is the opposite of what they expected. As in stan-
dard practice they take this to imply that they have
omitted an important variable. After fiddling with
their specifications they find that adding a variable
x4 yields a more sensible coefficient estimate for
the variable x;. Suppose also they find that, for the
coefficients on x, and x3, the null hypothesis for
coefficients of zero would be accepted individu-
ally (leaving the other variable coefficient
unrestricted, as in a t-test). But suppose they find
the joint hypothesis (b, = b3 = 0) would be
rejected. They find the fit of the regression is
penalized least by dropping the variable x; and
do so. They have used a process of specification
search to arrive at a model for y as a function of x;,
X2 and X4.

The first student takes the results to his professor.
The professor commends the effort to learn from the
world, but corrects the student on one point. He
notes that, although the estimated standard error for
the coefficient on x5 included zero, it also included
(we will suppose) five, and if this coefficient is truly
so far from zero then (given expected variation in
x3) the variable x3 would have appreciable effects.
So the professor tells him to run another experiment
designed so that the resulting data- set is large
enough (and so standard errors of coefficient esti-
mates are small enough) to usefully distinguish
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between large and small values of 5. The student
does so, and publishes the results with the statistics
and standard critical values treated as valid ‘tests’.
This is not data mining.

Now the second student takes her results to her
professor. This professor says the first regression
result (employing x;, x, and x3) can be treated as
possibly generating test statistics drawn from
standard distributions. However, in the final
model (x;, x, and x;) some of the t-statistics
were created by design. Since one ‘fished’ or
fiddled with variables included in the model until
the coefficient on x; had the correct sign, the
t-statistic was drawn from a distribution such
that there was 100 per cent probability it would
have the ‘correct’ sign. Likewise the student
explored specifications until the t-statistic for the
coefficient on x, appeared to be significant. This
implies for the final specification that within the
interval bounded by the standard critical values
(approximately plus or minus 2) the probability of
the t-statistic for b, falling within this standard
range must actually be zero, hardly a standard
t-distribution. This process of modifying the
model and re-estimating it using the same sample
used to suggest those modifications will also
affect in an unknown manner the distribution of
other test statistics, even those that were not direct
objects of exploration and design. These are data
mined results.

Note that the two professors agree that some-
thing was potentially learned in the exploratory
stage. Both students could use data exploration
to reveal aspects of the first sample, but the
results of exploration over this same sample
could not then provide a formal test. As in any
legitimate science, the first professor views tak-
ing inspiration from observation to be a process
separate from confirmation or testing. The sec-
ond student also hopes to have learned some-
thing from the sample, but her professor objects
to treating the statistics resulting from this explo-
ration as providing a test. The second student
treated each regression as though it was a sepa-
rate experiment, but regressions and their asso-
ciated statistics are mere calculations that
organize the data. Also note that, when these
students took the initial estimate of b; as having
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the ‘wrong sign’, they were applying strong prior
beliefs which led them to place little weight upon
this empirical result. Bayesian inference pro-
vides a formal treatment of such priors.

The second student continues the consultation
with her professor. The professor says these first
results are not publishable because economists
are interested in inference, and all she has shown
is that the first model did not make sense. The
professor may advise that she should first have
chosen a successful regression model from the
empirical literature, modifying it only slightly if
at all. If the student is alert, she will notice the
data available to her is identical to that in the
literature, except for a few more recent
observations.

So this alert student will go back to her professor
and tell him she already knows the regression
results will be the same as those already published,
except to the extent the new data observations have
some effect when averaged with the old. The test
statistics will not have the usual distributions;
instead, the distributions are a function of the pre-
vious results and the portion of new observations
relative to those used in the previously published
results. The student has discovered that, to the
extent data-sets overlap, taking guidance from the
regressions of other researchers is collective data
mining, even if one runs only one regression one-
self. Thus collective data mining is pervasive, and
the meaning of published test statistics is unclear.
Only if each data-set is entirely distinct can one
learn from the work of others while preserving
known statistic distributions.

Contemporary Practice and Remedies

Three partial remedies for data mining are prac-
tised in the current literature. One is to insist
upon seeing all the possible regression results a
reasonable researcher might propose, supple-
menting imperfect ‘tests’ with a range of results.
This is most associated with Leamer (1983), but
we have already mentioned the earlier work of
Frisch. Current practice is moving towards this
approach, more often presenting multiple
specifications.
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A second remedy is inspired by noting that it is
possible to calculate probabilities for statistics
resulting from specification search, if the process
begins with a model including a set of variables
large enough that the true model is reasonably
assumed nested within, and respecification deletes
and does not add variables. An example is the
general-to-specific approach. This approach is
now common when specifying lag-lengths of
time-series models, but in other contexts is con-
troversial. The statistical consequences of such an
approach fall under the heading of ‘pretest’ esti-
mators discussed in most econometrics textbooks,
but the best introductory discussion is found in
Campos et al. (2005, Introduction, sects. 3.3-3.4).
Interestingly, Hoover and Perez (1999) show that
when pretest distributions are not accounted for
this second remedy leads to an acceptable level of
distortion.

A third remedy reserves some of the available
data for ‘out-of-sample’ tests. Here one engages
in specification search in one portion of the data
and then tests in the reserved portion. We place
‘out-of-sample’ in quotes because this is not
confirmation in a new sample. This response
cannot avoid collective data mining because it
is likely that among many projects the more
satisfactory reserved-sample results will be
selected for publication, if not by individual
authors then through the collective filter of jour-
nal referees. But this remedy is useful to the
individual researcher.

The first two remedies focus on data explora-
tion, and only the third remedy adds the key
scientific step of confirmation in separate data.
Followers of the second remedy such as David
Hendry and others of the ‘London School’ are
often accused of data mining. Yet they have
been the strongest proponents and practitioners
of the third remedy, which provides the legiti-
mate test in separate data, even inventing new
out-of-sample tests such as for forecast
encompassing. A good introduction to the sec-
ond and third remedies is found in Charemza and
Deadman (1997).

As noted in our discussion of the third remedy,
universal adoption of these remedies cannot avoid

Data Mining

collective data mining. Collective data mining
would be avoided if upon accepting a paper the
journal offered an explicit or implicit contract to
accept a follow-up study. Formal and precise test-
ing would be performed in the subsequent study
employing only data not available for the initial
paper. This is yet to be practised by any journal, so
as a result the methodological issues remain trou-
blesome, leaving room for vague and inconsistent
norms across referees and journals. New practi-
tioners must develop their own approaches to
navigating these norms and practices, while
deciding how to preserve their own sense of
integrity.
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Merchant, classical scholar, translator and econ-
omist, Davanzati was born in Florence where,
apart from a period of residence in Lyon as a
merchant, he worked until his death. His contri-
butions to economics are contained in Notizia
dei cambi (1582) which explains the operation
of the foreign exchanges, and Lezione delle
Monete (1588), translated into English in 1696
as A Discourse Upon Coin presumably because
of its relevance to the recoinage controversies.
Besides these economic writings, Davanzati
produced a history of the English Reformation
(1602) and a translation of Tacitus (1637) fre-
quently described as a masterpiece of Italian
literature.

Davanzati’s observations on the foreign
exchanges present a detailed discussion of the
origins and practice of this art classified by him
as the third type of mercantile transaction, the
others being barter (goods for goods) and trade
(goods for money). The analysis demonstrates
how exchange rates fluctuate between gold points
according to the supply and demand of bills, the
gold points being determined by a risk premium,
transport costs and interest lost while the funds are
in transit. His illustration of a foreign exchange
transaction by bills of exchange involving six
parties residing in Lyon and Florence (1582,
pp. 62-8) has been argued by De Roover (1963,
p. 113) to be so instructive that, had it been more
thoroughly studied by historians and economists,
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‘fewer blunders in the history of banking’ would
have been made.

Davanzati’s lecture on coin is one of the earli-
est presentations of the metallist view of the origin
and nature of money. He stresses the advantages
of money over barter in facilitating both the divi-
sion of labour and trade of ‘superfluities’ between
cities and nations. In the metallist tradition,
money is defined as ‘Gold, Silver, or Copper,
coin’d by Publick Authority at pleasure, and by
the consent of Nations, made the Price and Mea-
sure of Things’ (1588, p. 12). Non-metallic and
nonconvertible money can only be made accept-
able to the public through coercion. Money is
therefore a human convention and its intrinsic
value is small relative to its value as means of
exchange. To explain this value, Davanzati pre-
sents an early quantity theory which relates the
value of stocks of commodities to the world’s
money stock. Although he is aware of the impor-
tance of monetary circulation (he compares it to
the importance of the circulation of blood in the
animal body), he does not develop a concept of its
velocity. The lecture on money concludes with a
forceful critique of the practice of debasing the
coinage, based on analysing its consequences and
illustrated with many examples of the practice.
Davanzati argues that this ‘evil’ can be avoided
only by making ‘Money pass according to its
Intrinsick Value’ (1588, p. 24). Davanzati’s lec-
ture has also been noted because of its hints at the
so-called ‘paradox of value’ and its references to
elements of scarcity and usefulness in the deter-
mination of commodity prices. This and other
aspects of his work were noted by Galiani
(1750). Earlier his views appear to have been
well received by Locke who owned, annotated
and may even have inspired the Toland translation
(Harrison and Laslett 1965, p. 120).
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Economist and administrator. Born in London,
eldest son of William Davenant, the playwright
and Poet Laureate, he was educated at Cheam
School, Surrey, and entered Balliol College,
Oxford, in 1671, going down in 1673 without a
degree to take over the management of his father’s
theatre. In 1675 he wrote a tragedy, Circe
(Davenant, 1677), but the theatre gained him little
financial success. He also obtained an LL.D from

Davenant, Charles (1656-1714)

Cambridge in 1675 and practised law for a short
period. From 1678 to 1689 he was Commissioner
of Excise. He sat as MP for St Ives from 1685 to
1688 and represented Great Bedwin in the Tory
interest following the elections of 1698 and 1700.
The financial consequences of his loss of office as
Excise Commissioner in 1689 and unsuccessful
attempts in 1692 and 1694 to obtain other posi-
tions in the revenue service appear to have
inspired a career as pamphleteer, starting in
1695. Until 1702, when he again obtained prefer-
ment by being appointed Secretary to the Com-
mission for negotiating the union between
England and Scotland, he produced a steady
flow of political and economic writings dealing
with aspects of taxation, public debt, monetary
and trade questions, foreign policy and criticisms
of Whig policy in general. In June 1703 he
obtained the post of Inspector-General of Exports
and Imports in the Customs Office, a position
he retained till his death in 1714. Most of his
political and commercial writings were collected
by C.E. Whitworth (1771) but two manuscript
works on money and credit (Davenant, 1695b
and 1696) were not published till 1942 (Evans
1942).

Davenant’s position in the history of econom-
ics rests on a variety of contributions. Initially,
his work was largely depicted as typically that of
an ‘adherent of the mercantile theory’ (Hughes
1894, p. 483), but ‘Tory free trader’ (Ashley
1900, p. 269) better describes his pronounce-
ments on foreign trade policy as he particularly
advocated the removal of trade restrictions, such
as those affecting woollen exports, which
benefited the landed interest by raising land
values (Davenant 1695a, pp. 16-17; 1697,
pp. 98—104). His free trade position is not unam-
biguous. Although Davenant’s remark that
‘Trade is by its nature free, finds its own channel,
and best directeth its own course.” (1697, p. 98)
is often quoted, the contradictory view that ‘it is
the prudence of a state to see that [its] industry,
and stock, be not diverted from things profitable
to the whole, and turned upon objects unprofit-
able, and perhaps dangerous to the public’ (1697,



Davenant, Charles (1656-1714)

p. 107) is less frequently noticed. Schumpeter’s
(1954, p. 196, n.4, and p. 242) depiction of
Davenant’s work as ‘comprehensive quasi-sys-
tem’ emphasizing the interdependence of eco-
nomic activity is also rather difficult to sustain,
though it is possible to quote isolated remarks
from Davenant’s works in support. For exam-
ple, Davenant’s statement that ‘all trades have
a mutual dependence one upon the other, and
one begets another, and the loss of one fre-
quently loses half the rest’ (1697, p. 97) cannot
really be described as the general theoretical
proposition it appears to be. Its only use is to
provide a basis for some special pleading on
behalf of the East India trade. Waddell’s con-
clusion (1958, p. 288) that Davenant was a
person neither of ‘exceptional ability, nor of
any great strength of character’ and ‘a compe-
tent publicist’ rather than ‘an original thinker’
or ‘practical man of affairs’ seems a more
appropriate assessment from an examination
of his economic writings.

Davenant’s plea for the importance of ‘polit-
ical arithmetic’ or ‘the art of reasoning by fig-
ures, upon things relating to government’
(1698, p. 128) provides a further claim to
fame, partly because it made more readily avail-
able the fairly sophisticated national income
and expenditure estimates of his friend Gregory
King (1696). Most of Davenant’s political
arithmetic application relates to taxation and
estimating the gains from trade in terms of bul-
lion, but he himself also made a useful contri-
bution to the collection of international trade
data as part of his duties as Inspector-General
of Exports and Imports.

The precise details of Davenant’s association
with Gregory King are not fully known, but their
names are also linked in another famous ‘statisti-
cal’ exercise, the so-called King—Davenant law
of demand, first noted by Thornton (1802)
and Lauderdale (1966), and later extensively
discussed by Jevons (1871, pp. 154-8), who on
the evidence available to him cautiously attributed
to Davenant the data on which the law is based
(but see Barnett 1936, pp. 6-7). However, apart
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from providing these data, Davenant himself char-
acteristically drew no such analytical conclusions
from this information (1698, Part II, pp. 224-5;
see Creedy, 1986, for a detailed discussion).

Davenant’s contributions to the recoinage
debates (1695b; 1696) are less well known
because they were not included in Whitworth
(1771). Full recoinage was not necessary in
Davenant’s view when the inferior (because
clipped or worn) coins were still usefully
employed in small retail transactions. In addi-
tion, the detrimental effects on the exchange rate
and commodity prices of the deteriorating cur-
rency were greatly exaggerated. The rise in
prices, Davenant argues, could be attributed to
a great many other causes; the depreciated
exchange rate was more easily explained by the
substantial overseas remittances induced by the
European war and was therefore better remedied
by floating a public loan in Holland. Although in
these essays, Davenant’s exposition is not
always complete, Evans (1942, p. vi) regards
them as containing ‘all the essential elements
of the analysis of money and credit’ and inte-
grating ‘the entire problem of currency and pub-
lic finance’. Finally, Davenant’s contributions to
tax administration need to be recognized. They
have been described as ° translating into princi-
ples, and trying to provide a reasonable justifi-
cation for the practices that the more methodical
and innovating officials (such as Pepys at the
Navy Office and Admiralty, and Downing and
Lowndes at the Treasury ...) were adopting
and enforcing’ and that in these matters of
administrative thinking, unlike his economics,
‘Davenant’s viewpoint steadily became [domi-
nant] in the course of the next century or so’
(Hume 1974, p.477). His writings also remain a
useful source for much information on trade and
finance over the final decades of the Stuart
monarchy.
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Davenport was born on 10 August 1861, in Wil-
mington, Vermont, and died on 16 June 1931, in
New York City. He commenced a professorial
career at the age of 41 after having been a land
speculator (initially successful, but wiped out in
the Panic of 1893) and high school teacher and
principal. His academic work was at the Univer-
sity of South Dakota, Harvard Law School, Leip-
zig, Paris and Chicago (Ph.D., 1898). He taught at
Chicago (1902-8), Missouri (1908—16) and Cor-
nell (1916-29). He was President of the American
Economic Association in 1920.

A leading, albeit somewhat iconoclastic, eco-
nomic theorist of his day, he contributed to the
reformulation of microeconomics from absolutist
value theory to relativistic price theory. He
stressed that, while there were real forces at
work in the economy, identifying them as human
desires and productive capacities, price itself
reflected nothing more fundamental than a tempo-
rary equation of demand and supply. Prices are not
determined by the margins but at the margins.
Recognizing the limits imposed by a resultant
superficiality and simultaneity of determination,
he felt that economists qua economists need not
inquire into the formation of desires or institutions
but should study the pecuniary logic of phenom-
ena from the standpoint of price in a society dom-
inated by the private and acquisitive point of view.
His economics focused on entrepreneurial
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opportunity-cost adjustments and encompassed a
non-normative distribution theory based directly
on price theory.

While differing from his close friend
Thorstein Veblen on certain substantive issues,
Davenport’s work nonetheless reflected the
impact of Veblen’s critiques of traditional theory
and of the actual market economy. Emphasizing
positive economics and rejecting apologetics
(economic theory was not to be the monopoly
of reactionaries), Davenport was willing to rec-
ognize that the search for private gain did not
always conduce to social welfare, but this con-
clusion was not to be considered a part of eco-
nomic science per se.
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Born into a Jewish merchant family in Stockholm,
Davidson studied law and economics at Uppsala
University from 1871, became a docent in 1878,
professor extraordinarius from 1880 to 1889, and
then professor ordinarius for 30 years until he
retired in 1919. Frequently called on to serve on
parliamentary committees from 1891 to 1931,
Davidson’s influence was strongly felt on
Sweden’s monetary and tax policies, for instance
the ‘gold exclusion policy’ of 1916-1924.

In 1899 Davidson launched Sweden’s first eco-
nomic journal, Ekonomisk Tidskrift, to which he
contributed almost all his work over 40 years as its
owner and editor (in 1965 it was renamed The
Swedish Journal of Economics and issued in
English). This journal greatly stimulated eco-
nomic research in Sweden with numerous contri-
butions from, among others, Wicksell, Cassel,
Lindahl, Myrdal and Ohlin.

Unlike Wicksell and Cassel, who published
their works in German (later translated into
English), all of Davidson’s writings are in Swed-
ish, none of them translated. This, and the fact that
his work — five tracts 1878-1989, over 200 articles
in his journal on a variety of subjects, plus chap-
ters in several government reports — was never
systematized in treatise form, accounts for his
contributions to economics having been known,
until recently, only to Scandinavian academics.

In his dissertation, Bidrag till ldran om de
ekonomiska  lagarna  for  kapitalbildningen
(A Contribution to the Theory of Capital Forma-
tion), Davidson anticipated Bohm-Bawerk’s Pos-
itive Theory of Capital (1884). To Davidson,
capital was generated in the main by the unequal
distribution of income. To the wealthy, increases
in present goods have small and declining utility
relative to that of future goods. The latter are
obtained in greater quantity, variety and value by
investing savings for a return — interest — in pro-
duction of capital goods which, indirectly,
increase productivity. This perspective inverts
the first of Bohm-Bawerk’s famous ‘three
grounds’ for interest, and transforms the third to
a marginal productivity theory of waiting. In his
later work Davidson adopted the substance of
Wicksell’s amendments and reconstruction of
Bohm-Bawerk’s capital theory.
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Davidson’s monetary theory is best understood
from his response in articles of 1908—1925 to his
friend Wicksell’s path-breaking work in this area.
Inter alia, Davidson criticized Wicksell’s mone-
tary norm of price level stability as inappropriate
in conditions of ‘commodity shortage’. Eventu-
ally, by 1925 Wicksell was moved to amend his
norm to accommodate Davidson’s critique (Uhr
1960, chs. 10 and 11).

In his early tract Om beskattningsnormen vid
inkomstskatten (A Taxation Norm for the Income
Tax, 1889), Davidson urged the replacement of
Sweden’s several property taxes and most of its
excises by a progressive income tax with a
uniquely broad base. It base was to include ‘the
citizen’s potential consumption power’ by levy-
ing the tax (@) on any increment in his net worth
accrued (whether realized or not) between the
end and the beginning of the tax year; and (b)
also on his actual consumption spending during
the year. Net worth increments accrue to a per-
son as the value of his assets increases over that
of his liabilities, due to savings, capital gains,
bequests, and so on. Such gains confer potential
consumption power, which should be taxed
along with actual consumption spending out of
income.

Over the years, aware of difficulties his pro-
posed tax base would encounter as it called for
annual balance sheet and income—consumption
statements, Davidson conceded some simplifica-
tions on the tax declarations, and to taxing capital
gains only when realized by the sale of value-
appreciated assets. He also agreed that the tax
rates levied on net worth increments would have
to be lower than the rates levied on consumption
expenditures.

These concessions notwithstanding, Sweden’s
parliament in its first comprehensive income tax
of 1910 adopted only one part of Davidson’s
proposal. It passed a progressive tax on income
as usually defined (rather than on consumption
spending as such), and added to it a second title,
a tax on net worth increments at rates substantially
lower than on income. Largely due to Davidson,
this combination of an income and a net worth
increments tax has remained a standard feature in
Sweden’s tax system since 1910.

De Finetti, Bruno (1906-1985)
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Giancarlo Gandolfo

De Finetti was born in Innsbruck, Austria, and died
in Rome. After a degree in mathematics at Milan
University, he chose practical activities rather than
an academic career, and worked at the Istituto
Centrale di Statistica (1927-31) and then at the
Assicurazioni Generali (1931-46). Only later did
he turn to an academic career and win a chair in
Financial Mathematics at Trieste University (1939);
from 1954 to 1961 he held the chair in the same
subject at the University of Rome and from 1961 to
1976 the chair of Calculus of Probabilities at the
same university. He was a member of the
Accademia Nazionale dei Lincei and Fellow of the
International Institute of Mathematical Statistics.

De Finetti’s fame rests on his contributions to
probability and to decision theory, but he also
worked in descriptive statistics, mathematics and
economics.

Together with Ramsey and Savage, de Finetti
is one of the founders of the subjectivist approach
to probability theory. The first illustrations
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(in non-technical terms) of his conception are in
(1930a) and (1931b). He considers probability as
a purely subjective entity “as it is conceived by all
of us in everyday life’. The probability that a
person attributes to the occurrence of an event is
nothing more or less than the measure of the
person’s degree of confidence (hope, fear, ...) in
this event actually taking place. This can be
interpreted as the amount (say, 0.72) that the per-
son deems it fair to pay (or receive) in order to
receive (or pay) the amount 1 if the event in
question occurs. The mathematical theory was
presented in his 1935 lectures at the Institut
Poincaré (1937); see also (1970) and (1972).

De Finetti also introduced the important concept
of exchangeability in probability (1929, 1930b,
1937, 1938) and proved the theorem on exchange-
able variables named after him. Exchangeability is
a weaker concept than independence and has been
receiving increasing attention in probability theory
(in fact, the natural assumption for a Bayesian is
not independence, but exchangeability). In his
1935 Poincaré lectures (1937) he also treated the
relations between the subjectivist point of view and
the concept of exchangeability, which in his vision
are at the basis of sound inductive reasoning and
behaviour and, hence, of (statistical) decision the-
ory (1959, 1961). It goes without saying that his
position on the subject of statistical inference is
fundamentally Bayesian.

In descriptive statistics he adhered to the func-
tional concept according to which a statistic is an
index selected on the basis of the single case (the
aspects that one wants to stress, the aim of the
statistical investigation, etc.); in (1931a) he
stressed the importance of means which have the
property of being associative.

Among his mathematical contributions the
(1949) paper is especially interesting for econo-
mists. Here de Finetti investigates the conditions
under which a concave function can be associated
with a given ‘convex stratification’ (i.e. a
one-parameter family of convex sets, one interior
to the other as the parameter varies). The author
also discusses the conditions for a quasi-concave
function to be transformed into a concave one by
means of an increasing function. This paper
started the literature on the ‘concavification’ of
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quasi-concave functions. As the author pointed
out, these investigations also bear on consumer
theory — where the convex stratification is the
indifference map and the associated function is
the utility function.

De Finetti also wrote on economic problems,
where he stressed the importance of rigorous rea-
soning and verification, and emphasized the idea
that the scope of economics, freed from the tangle
of individual and corporative interests, should
always and only be that of realizing a collective
optimum (in Pareto’s sense) inspired by criteria of
equity (1969). An important initiative of his for
the diffusion and correct application of mathemat-
ical and econometric methods in economics was
the annual CIME (Centro Internazionale
Matematico Estivo) seminar that he organized
from 1965 to 1975; this enabled young Italian
economists to benefit from courses given by
Frisch, Koopmans, Malinvaud, Morishima,
Zellner, to mention only a few of the lecturers.

See Also

Bayesian Inference

Convexity

Savage, Leonard J. (Jimmie) (1917-1971)
Subjective Probability
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De Moivre, Abraham (1667-1754)

A. W. F. Edwards

De Moivre was born in Vitry-le-Frangois on
26 May 1667, of French Protestant stock. Follow-
ing the revocation of the Edict of Nantes in 1685
he fled to London, where he earned a precarious

De Moivre, Abraham (1667-1754)

living as a mathematical author and tutor until his
death there on 27 November 1754.

De Moivre was the most important writer on
probability of his day, building on the work of
Pascal, Fermat, Huygens and James Bernoulli.
His De mensura sortis (On the measurement of
lots) appeared in the Philosophical Transactions
for 1711 and in ever-expanding form in English as
the Doctrine of Chances (1718, 1738, 1756). It
contained the first publication of the expression
for the binomial distribution for general chances.
The second edition (1738) included an English
translation of the privately-circulated Latin pam-
phlet of 1733 in which De Moivre gave his cele-
brated Normal approximation to the binomial
distribution ‘4 method of approximating the Sum
of the Terms of the Binomial (a + b)" expanded
into a Series from whence are deduced some
practical Rules to estimate the Degree of Assent
which is to be given to Experiments.” De Moivre
was fully seized of the importance of Bernoulli’s
limit theorem and its application to the problem of
estimating a binomial parameter; this work
replaced Bernoulli’s ‘very wide limits’ by an
approximation.

De Moivre also made important contributions
to the ‘Gambler’s Ruin’ problem, involving the
question of the duration of play, to the use of
generating functions, and to the study of
annuities.

De Quincey, Thomas (1785-1859)

F. Y. Edgeworth

The son of a prosperous merchant, De Quincey
was born in 1785, and, after a brilliant literary
career, died in 1859. That a genius of so high an
order of imagination found the abstract reasoning
of political economy ‘Not harsh and crabbed as
dull fools suppose’ is instructive. The fascination
which the severer aspect of the science had for De
Quincey is expressed in that passage of the Con-
fessions of an Opium Eater where the writer
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describes how he was aroused from lethargy by
the study of Ricardo’s Political Economy (1818).
The fruit of that study appeared in the Dialogues
of Three Templars (1824), a brilliant exposition
and defence of the Ricardian theory of value. The
paradox, for so De Quincey admits it to be in a
good sense, that real value is measured by quan-
tity of labour, that

a million men may produce double or treble the
amount of riches, of ‘necessaries, conveniences,
and amusements’, in one state of society that they
could in another, but will not on that account add
anything to value (Ricardo, Political Economy;
chapter on ‘Value and Riches’)

is expounded by the disciple even more fear-
lessly than by the master.

‘My thesis,” says X, the Socrates of the dialogues,
who represents the author’s views, ‘is that no such
connection subsists between the two [the quantity
obtained and the value obtaining] as warrants any
inference that the real value is great because the
quantity it buys is great, or small because the quantity
it buys is small.” ‘T have a barouche,’ says the objec-
tor, ‘which is worth about 600 guineas at this
moment. Now, if I should keep this barouche unused
in my coach-house for five years, and at the end of
this term it should happen from any cause that car-
riages had doubled in value, my understanding
would lead me to expect double the quantity of any
commodity for which I might then exchange it,
whether that were money, sugar, besoms, or anything
whatsoever. But you tell me no.” ... ‘You are in the
right,” replies X, ‘I do tell you so ... If A double its
value, it will not therefore command double the
former quantity of B’ [B representing any assignable
thing] (Fourth Dialogue).

The intelligent Bailey might well be stirred by
these startling deductions to attempt a reply (preface
to Critical Dissertation). In the later dialogues
Ricardo’s theory of value is defended against Mal-
thus. This controversy had been commenced in the
‘Measure of Value’, published in the London Mag-
azine for December 1823. An article on ‘Malthus’
in an earlier number of the same journal contains a
mild attack on the theory of population. Some of the
points are elucidated in a letter to Hazlitt which
appeared in the London Magazine, December
1823. To the same period belongs a sort of éloge
of Ricardo, which De Quincey, shortly after the
death of his revered master, contributed to the Lon-
don Magazine, March 1824.
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De Quincey’s latest and greatest economical
work is the Logic of Political Economy (1844).
The more original portion of this book may be
described as a vindication of the part played by
utility in the determination of value. The cause is
just and the reasoning ingenious; yet the censure
with which J.S. Mill tempers his copious citation
from this discourse seems deserved (Political
Economy, bk. iii, chapter ii, §1, and §3 end).
Certainly De Quincey’s illustrations are perfect.
The rhinoceros which in the reign of Charles II
was sold for a figure far above the cost of impor-
tation; the Valdarfer copy of Boccaccio which
Lord Blandford bought for £2240 and afterwards,
when in pecuniary embarrassments, was sold by
auction and purchased for £750 by Lord Spencer,
whom he outbid at the first sale; Popish reliques
which had a high value, but no cost of production
(p. 60 et seq., 1844 edn); these and other ‘shining
instances’ throw light upon an obscure subject.
The “dry light’ of logic is intensified by a corus-
cation of wit. Sometimes, however, the doubt
occurs whether the writer was as competent to
point a moral as to adorn a tale. Thus, in the case
of the pearl-market, and the vividly pictured
slave-market (ibid. p. 77 et seq.) is it correctly
stated that for ‘the plebs amongst the slaves’,
and the ‘ordinary pearls’, value is determined by
cost of production, while ‘the natural aristocracy
amongst the slaves, like the rarer pearls, will be
valued on other principles’?

Even the famous parable of the musical snuft-
box (cited by Mill, Political Economy, bk. iii, chap-
terii, § 1) is not rightly interpreted by its author. It is
not in general true of a bargain between two iso-
lated individuals that the price will be ‘racked up to
U’ (ibid. pp. 25-27)-the measure of the ‘intrinsic
worth of the article in your individual estimate for
your individual purposes’; in other words its fotal
utility to the purchaser (cp. Mill, §1 end). The
following passage seems more correct.

The purpose which any article answers and the cost

which it imposes must eternally form the two limits

within which the tennis-ball of price flies back-
wards and forwards. Five guineas being, upon the
particular article X, the maximum of teleologic
price, the utmost sacrifice to which you would

ever submit, under the fullest appreciation of the
natural purposes which X can fulfil, and then only
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under the known alternative of losing it if you refuse
the five guineas, this constitutes one pole, the aph-
elion, or remotest point to which the price for you
could ever ascend.

The other limit is fixed by the cost of reproduc-
tion. These are ‘the two limits between which the
price must always be held potentially to oscillate’
(ibid., pp. 105, 106). But even here it is not clearly
stated that, in the absence of competition, the
terms are indeterminate; the ‘tennis-ball’ may
fall anywhere between the extreme limits. It is
nowhere stated that in the presence of competition
the upper limit is formed, not by fotal, but final
degree of utility. De Quincey is far removed from
the recent theorists to whom he bears a superficial
resemblance by his not having attended to final
utility and cognate conceptions. The connection
between demand and value is denied by him on
the strength of exceptional though striking
instances (ibid., p. 331, quoted by Mill, bk. iii,
chapter iii, § 2). ‘A crazy maxim,” he says, ‘has
got possession of the whole world: viz. that price s,
or can be, determined by the relation between
supply and demand.” This imperfect conception
of supply and demand is the special object of
Mill’s severe remarks on De Quincey. Mill’s cen-
sure is endorsed by Sir Leslie Stephen in his article
on De Quincey in the Fortnightly Review (1871).
Mr. Shadworth Hodgson in one of his Outcast
Essays has traversed this unfavourable verdict.

Whatever be the fate of De Quincey’s cardinal
tenets, it is certain that his occasional suggestions,
the minor pearls of his discourse, enhanced as
they are by a setting of consummate literary per-
fection, will preserve a lasting worth. Some
important corrections of Ricardo’s expressions
deserve particular notice. De Quincey perceived,
just as clearly as more recent critics, that ‘the
current rate of profits, as a thing settled and
defined, must be a chimera’. He exposes

the puerility of that little receipt current among
economists, viz. unlimited competition for keeping
down profits to one uniform level. ... Everybody
must see that it is a very elaborate problem to
ascertain even for one year, still more for a fair
average of years, what has been the rate of profits
upon the capital employed in any one trade (ibid.,
p- 237 et seq.).

De Quincey, Thomas (1785-1859)

What more could Cliffe Leslie say? De
Quincey complains much that Ricardo, while
insisting on the tendency towards the degradation
of soils (the law of diminishing returns) has not
sufficiently emphasized the counter-tendency
towards improvement in the arts of cultivation.
‘The land is travelling downwards, but always
the productive management of land is travelling
upwards’ (ibid., p. 239). De Quincey discerns
what a handle is afforded by Ricardo’s partial
statement to ‘the systematic enemies of property’
... ‘the policy of gloomy disorganising Jacobin-
ism’. Rent is referred by De Quincey not to the
‘indestructible’, but the differential powers of the
soil. Rent is defined as ‘that portion of the produce
from the soil (or from any agency of production)
which is paid to the landlord for the use of its
differential powers as measured by comparison
with those of similar agencies operating on the
same market.’

The parenthesis exemplifies the pregnancy of
De Quincey’s occasional suggestions. In pre-
senting the theory of rent, De Quincey employs
an admirable geometrical construction. As in the
construction which Prof. A. Marshall has made
familiar (Economics of Industry, bk. ii, ch. iii), the
ordinate in De Quincey’s diagram represents pro-
duce. But the abscissa represents not doses of
capital but qualities of soil. The two constructions
have been combined by the present writer in an
illustration of the abstract theory of rent, contrib-
uted to the British Association (Report, 1886).
Referring to the use of diagrams, De Quincey
well says:

A construction (i.e. a geometrical exhibition) of any

elaborate truth is not often practicable; but, wher-

ever it is so, prudence will not allow it to be
neglected. What is called evidentia, that sort of
demonstration which shows out ... is by a natural
necessity more convincing to the learner. And, had

Ricardo relied on this constructive mode of illustra-

tion his chapters upon rent and upon wages, they

would not have tried the patience of his students in
the way they have done.

Had De Quincey pursued his mathematical
studies further, and applied the conceptions of
the infinitesimal calculus to the theory of value,
he would have escaped his capital error of having
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confused integral (or total), with differential
(or final) utility. If he had worked with dU, instead
of U, he might have anticipated Jevons.

Selected Works

1844. The logic of political economy. Edinburgh/
London: William Blackwood & Sons.

1889-1890. In The collected writings of Thomas
De Quincey, 14 vols., ed. David Masson. Edin-
burgh: Adam & Charles Black.

1890. In The uncollected writings of Thomas De
Quincey, 2 vols., ed. J. Hogg. London:
Sonnenschein & Co.

Dear Money

Susan Howson

The obverse of cheap money, ‘dear money’ is also
used to denote episodes in which central banks
have raised (short-term) interest rates deliberately
to bring about a contraction of money or credit,
often in order to preserve a fixed exchange rate.
The historical episodes are memorable for their
effects on economic activity and on subsequent
monetary theory and policy.

The major financial crises of the 19th century
were accompanied by the Bank of England’s
raising of its discount rate (Bank rate) to at least
5% (the maximum permitted under the usury
laws until 1833) in order to protect the gold
reserve from an internal or external drain. The
tradition as it developed after the Bank Charter
Act of 1844 was for the Bank to act as a lender of
last resort even when that involved an expansion
of the fixed fiduciary note issue imposed by the
Act, but at a penal rate. Hence Bank rate went to
8% in 1847, 10% in 1857 and again in 1866, 9%
in 1873, but only 6% in the Baring crisis of 1890,
the smooth handling of which was seen as a
success for the Bank’s methods (Hawtrey 1938,
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chs 1 and 3; Morgan 1943, chs 7-9; Clapham
1944, Vol. 2, ch. 6; Sayers 1976, pp. 1-3). In the
early 20th century the events of the crisis of 1907
seemed to confirm the utility of central banks in
general and the efficacy of Bank rate in particu-
lar. When the American stock exchange boom
broke, Bank rate was quickly raised to 7% in
response to gold outflows from London. The
outflows were swiftly reversed while a banking
panic in the US turned into a severe though short-
lived slump. The outcome in the US was the
establishment of the National Monetary Com-
mission in 1908 and the Federal Reserve System
which it recommended, in 1914. In Britain, belief
in the power of interest rates to influence eco-
nomic activity was reinforced, and lasted for a
generation (Hawtrey 1938, pp. 115-18; Fried-
man and Schwartz 1963, pp. 156-74; Sayers
1957, pp. 62—4; Sayers 1976, pp. 54—60; Keynes
1930, Vol. 1, ch. 13).

After World War 1 dear money was applied
again, vigorously but after some hesitation, in
both Britain and America to curb the postwar
boom: Bank rate went to 6% in November
1919, 7% in April 1920, the Federal Reserve
Bank of New York rediscount rate to 6% in
January 1920. In both countries the rises came
too late and were too strong: the restocking boom
was already breaking and the subsequent slump
was severe and (in the UK) prolonged (Friedman
and Schwartz 1963, pp. 221-39; Howson 1974,
1975, ch. 2). The Federal System continued to
experiment in the 1920s with the use of interest
rates to control the domestic economy (Chandler
1958; Friedman and Schwartz 1963, ch. 6), but
elsewhere, with many countries struggling to
return to or maintain the international gold stan-
dard, dear money, in the sense of high (short-
term) interest rates was frequently and widely
used for balance of payments reasons (Clarke
1967; Moggridge 1972). It was with consider-
able relief that countries falling off the gold stan-
dard in the 1930s took advantage of their
new-found monetary independence to promote
cheap money. The revival of monetary policy
on both sides of the Atlantic after 1951 did not
involve the use of dear money in traditional



2610

ways: concern with price stability was initially
tempered by the objective of ‘full employment’
and in Britain at least interest rate rises for the
sake of external balance were usually employed
only as one element in ‘packages’ of deflationary
measures; by the time the reduction of inflation
became an important objective dear money as a
target or as an indicator of monetary policy had
been replaced by the rate of growth of the money
supply (Dow 1964, ch. 3; OECD 1974; Blackaby
1978, chs 5 and 6).

See Also

Bank Rate
Cheap Money
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Débouchés, Théorie des

Débouchés, Théorie des

Henry Higgs

Generally regarded as the main original contribution
of J.B. Say to economic science, this theory of out-
lets or of vent affirms that a general glut or general
over-production is impossible. If all products could
be had for nothing, men would everywhere spring
into existence to consume them. Products are
bought with other products. Therefore each product
is more in demand as other products increase and
bid against it. In other words, as the same product
constitutes the producer’s demand and the con-
sumer’s supply, a general excess of supply over
the general demand is absurd. Moreover, human
desires expand indefinitely. So long as these are
unsatisfied there can be no over-production except
from lack of purchasing power arising from under-
production on the part of the would-be purchasers.

Hence it is concluded that to maximize produc-
tion is the interest of all; that industry is solidaire;
and that cosmopolitanism in commerce is true
wisdom, imports stimulating the sale of indige-
nous products. This theory, Say predicted, ‘will
change the politics of the world’ (7raité, Sth edn,
1826, 1. ciii).

The theory was resisted by Malthus and Sis-
mondi, but was supported by James Mill and
Ricardo, whose friendship grew out of this
agreement, as we learn from J.S. Mill
(Principles, 1875 edn, III. xiv). The last-
mentioned writer’s examination of the theory,
though enforcing the strength of the main posi-
tion, leaves still something to be desired. Argu-
ments are used which take no account of the
relativity of demand to price, the imperfection
of the world market, or the element of time
necessary to create new habits of production or
consumption or to raise up a new generation of
consumers. The case is, however, conclusive
against those whose view involves the fallacy
of a general fall of values, or who mistake the
phenomenon of a commercial crisis, in times of
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contracting credit, for over-production. The
remedy, says J.S. Mill, for ‘what may be indis-
criminately called a glut of commodities or a
dearth of money, is not a diminution of supply,
but the restoration of confidence’.

Reprinted from Palgrave s Dictionary of Polit-
ical Economy.

See Also

Say’s Law

Debreu, Gerard (1921-2004)

Lawrence E. Blume

Abstract

This article surveys the life and work of Gerard
Debreu. Although his research was largely
confined to general equilibrium theory and
welfare economics, the influence of his work
can be seen throughout contemporary
economics.
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Life

Gerard Debreu, the son of a Calais lace manufac-
turer, was born on 4 July 1921. He took his
baccalauréat in 1939, just before the outbreak of
the Second World War. Instead of entering univer-
sity, he then began an improvised mathematics
curriculum in Ambert and, later, in Grenoble. In
1941 he was admitted to the Ecole normale supér-
ieure, where he studied with Henri Cartan and the
Bourbaki group. After D-Day he enlisted in the
French Army, and served in Algeria and Germany.
Returning to his studies, he completed the
agrégation de mathématiques in early 1946.
While pursuing his mathematical studies in
Paris, he was captivated by Maurice Allais’s
(1943) exposition of the Walrasian general equi-
librium analysis, which became the central pillar
of his research programme. It was the flip of a coin
which determined that he, rather than Edmond
Malinvaud, would receive a travelling fellowship
from the Rockefeller Foundation. This funded a
year at Harvard, Berkeley and the Cowles Com-
mission at Chicago, followed by studies at Upp-
sala and, with Ragnar Frisch, in Oslo. Debreu
returned to Chicago and the Cowles Commission,
and moved with it to Yale in 1955 with his wife of
ten years and his nine- and five-year-old daugh-
ters. A year at the Center for Advanced Study in
the Behavioral Sciences at Stanford gave the
Debreu family a taste for California, and in 1962
Debreu accepted a position at the University of
California at Berkeley. There he remained until
his retirement. Debreu became a US citizen in
1975, having been deeply moved by America’s
response to the Watergate affair.

Gerard Debreu received numerous honours
and awards. He was a Fellow of the American
Academy of Arts and Sciences (1970), vice pres-
ident and president of the Econometric Society
(1970, 1971), a Chevalier de la Légion d’honneur
(1976), a member of the National Academy of
Sciences (1977), a Distinguished Fellow of the
American Economic Association (1982) and its
president in 1990, a Foreign Associate of the
French Académie des sciences (1984) and a
Fellow of the American Association for the
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Advancement of Science (1984). He was awarded
honorary degrees from, among many, the Univer-
sity of Bonn, Université de Lausanne, Northwest-
ern University, Université des sciences sociales de
Toulouse, and Yale University. Most prominent of
all, in 1983 he was the recipient of the Bank of
Sweden Prize in Economic Sciences in Memory
of Alfred Nobel.

The elegance of Gerard Debreu’s work was
reflected in his personal style. He was also a
competitive bridge player, and perhaps his first
publication was a monograph on the game. In
contrast to his revealed preference for the spare
prose and clean, elegant arguments of the Theory
of Value (1959) was his love of 4 La Recherche du
Temps Perdu. ‘My appreciation of Proust’, he said
in a 1983 New York Times interview, ‘is in his
style, subtlety and taste. I prize conciseness very
much, and that is certainly something that you
cannot accuse Proust of. His compulsion, as you
know, eventually killed him. I’ll try to escape that
fate.” Debreu was reserved in person, but
displayed a quick and subtle wit. I remember his
beginning a lecture on the computation of eco-
nomic equilibrium with the observation that the
existence of equilibrium had been established and
that now Herbert Scarf has taught us how to com-
pute the zeros of the excess demand function. It
only remains, he said, for the econometricians to
estimate it, and we would be done. Gerard Debreu
died in Paris on New Year’s Eve 2004. His ashes
were placed in a niche in the Pére Lachaise cem-
etery, the final resting place of many of Frances’s
most eminent artists and intellectuals, including
Marcel Proust.

Work

The influence of Gerard Debreu’s work can be
seen throughout contemporary economics, but
his research output was largely confined to gen-
eral equilibrium theory and its requirements.

The Existence of Competitive Equilibrium

Gerard Debreu’s broad fame in the economics
community is due to his work on the existence
of competitive equilibrium. The complexity of

Debreu, Gerard (1921-2004)

simultaneous price and quantity determination in
multiple markets of related and unrelated goods
stands in stark contrast to the cutting power of the
simple Marshallian scissors of supply and demand
in a market with a single good. It is certainly not
obvious that a multi-market equilibrium should
exist. The existence problem, open since the pub-
lication of Léon Walras’s Eléments D économie
Politique Pure (1874), was first given a broad and
general treatment by Arrow and Debreu (1954a).
As Arrow tells the story, in earlier work on the
problem, he and Debreu had each made a mistake
for which the other had a solution. It was
suggested that they collude, and the outcome
was displayed at the remarkable 1952 Winter
Meeting of the Econometric Society in Chicago
where both the Arrow and Debreu’s paper (1954a)
and McKenzie’s (1954) paper were presented.
The Arrow and Debreu ‘private ownership econ-
omy’ is today the standard reference for a general
competitive model. McKenzie’s treatment of tech-
nology is somewhat more special, although the
two models are not directly comparable. The
method of proof is to introduce a fictitious agent,
a Walrasian auctioneer, whose role is to choose
prices. Then the entire problem sets up like a
non-cooperative game, with the added wrinkle
that feasible strategies for one player may depend
upon the choices of the others. Fortunately,
Debreu (1952) had already established the exis-
tence of a kind of Nash equilibrium for these
games, which he called a ‘social equilibrium’.
This approach to the existence of equilibrium is
quite different from the approach through the
excess demand correspondence, which was
already developed in 1954 and appears in
Debreu’s (1959) essential masterwork, the Theory
of Value. The social equilibrium approach is par-
ticularly well-suited to economies in which it is
difficult to get one’s hands on excess demand
directly, such as economies with externalities,
public sector decision-making, non-convexities,
and incomplete and intransitive preferences.

Welfare Economics

The central question of economic analysis, the
workings of the invisible hand, is formulated
today as the achievement (or not) of an optimal
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allocation of resources. The characterization of
optimality by means of marginal rates of substitu-
tion was first completed by Oscar Lange (1942).
This characterization, however, is unsatisfactory
for several reasons, including the facts that mar-
ginal rates of substitution may fail to exist for
otherwise unremarkable preference orders, the
treatment of corners is complicated, and the
corresponding second-order conditions are suffi-
cient only for local optimality. At about the same
time on two different American coasts, Kenneth
Arrow (1952) and Gerard Debreu (1951) proposed
an alternative analysis of the relationship between
equilibrium and optimality, making use of con-
vexity assumptions and, in particular, the separat-
ing hyperplane theorem instead of the calculus.
Debreu (1954b) extended his geometric analysis
from finite dimensional vector spaces to linear
topological vector spaces, that is, from finite to
an infinite number of commodities. This advance
is important for such diverse topics as financial
markets, uncertainty, dynamic modelling and
commodity differentiation. The first half of
Debreu (1951) establishes the classical welfare
theorems, relying only on convexity and topolog-
ical assumptions on preferences. The second half
of the paper introduces the coefficient of resource
utilization, a measure of deadweight loss. Debreu
(1954a) applied this measure to the deadweight
loss associated with tax-subsidy schemes, a mea-
sure that has been implemented empirically by
Farrell (1957) and Whalley (1976) to study pro-
ductive efficiency and the deadweight loss of
alternative tax schemes. A comparison of the
Debreu coefficient with other measures of dead-
weight loss, including that of his contemporary
M. Boiteux at the Ecole normale supérieure, can
be found in Diewert (1981).

The Theory of Value

Debreu’s Theory of Value (1959) is not simply
about the existence and optimality of equilibrium.
It is a statement of method that has profoundly
changed the way economics is practised. For this
alone it is among the most original books of 20th-
century economic thought. Most economists iden-
tify Debreu with mathematics, manipulating for-
mulas and proving theorems. But for Debreu this,
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although pleasurable, was the easy part of eco-
nomic theory. He once told me that it was harder
to be an economist than a mathematician.
A mathematician had to be correct and elegant;
but an economist had to be all that and also inter-
esting. The power of a model lies in the econo-
mist’s ability to interpret with it, and this is the
point of all the ‘elegance’ and clarity in Debreu’s
exposition. In the preface, he writes (1959, p. x),
‘Allegiance to rigor dictates the axiomatic form of
the analysis where the theory, in the strict sense, is
logically entirely disconnected from its interpre-
tations. ... Such a dichotomy reveals all the
assumptions and the logical structure of the anal-
ysis.” Debreu taught that the separation of logical
analysis from interpretation is crucial to good
theory. The logic of market equilibrium is inde-
pendent of what commodities actually are, except
in so far as what they are may suggest additional
structure on the primitives of the equilibrium
model. This is most clearly demonstrated in
Chapter 7. Here Debreu reinterprets the model
by appending to the description of commodities
the state of nature in which it is available. The use
of Arrow’s (1953) contingent commodities
‘allows one to obtain a theory of uncertainty free
from any probability concept and formally identi-
cal with the theory of certainty developed in the
preceding chapters’ (1959, p. 98). Three pages
later, Debreu observes that the convexity assump-
tions required by the theoretical analysis could be
understood as risk aversion. And although Debreu
stops here, it is not a big step to observe that
natural preference models, like Savage’s subjec-
tive expected utility model, lead to an additive
structure for preferences that may have implica-
tions for the nature of equilibrium.

Large Economies and the Core

Competitive equilibrium requires prices, and
prices in turn already require a sophisticated set
of market institutions. Nonetheless, ‘general’ is a
key word in the phrase general competitive equi-
librium. The principle behind the abstract treat-
ment of market equilibrium is that the workings of
supply and demand are more or less the same
whether the market under discussion is a modern
financial market in London or New York or a
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village market of farmers and petty traders in India
or East Africa. This is quite a claim. Support for
this idea comes from the fact that the Walrasian
outcome from markets with quoted prices can also
be supported by a seemingly more fundamental
equilibrium concept that makes no mention of
prices at all: the core.

The core comes from F.Y. Edgeworth’s Math-
ematical Psychics (1881), in which the contract
curve is first introduced, and which, remarkably,
undertakes a limit analysis of the economy with
two types of traders and two goods. Edgeworth
showed that the set of core allocations shrinks to
the set of competitive equilibria as the number of
agents becomes large. Debreu and Scarf
(1963) pick up this question and quickly dispatch
it for replica economies, which are generalizations
of'the large population structures Edgeworth stud-
ied. Immediately thereafter came Aumann’s
(1964) equivalence theorem for the core and equi-
librium set of an economy with a continuum of
agents, which, among other things, launched the
subject of economies described by a measure
space of agents. These developments are impor-
tant because perfect competition is most naturally
expressed as a large economy (large number of
agents) phenomenon, and because empirical
descriptions of large markets may be best
described by distributions on the space of agent
characteristics.

Smooth Economies

It is often said that Gerard Debreu took the calcu-
lus out of economics with his topological equilib-
rium analysis of the 1950s and early 1960s. If so,
it returned with a vengeance in his 1970 and 1972
papers on economies with differentiable excess
demand. It has been clear since the Edgeworth
box that economies with multiple equilibria are
inescapable, a fundamental indeterminacy of the
analysis. One can easily construct exchange econ-
omies with a continuum of equilibria. But how far
does it extend? Is this the norm or are these econ-
omies pathological? In a path-breaking series of
papers Debreu drew the line between normal and
bizarre. He demonstrated that if individual
demand is differentiable, then the ‘generic’ case
is one in which there are only a finite number of
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isolated equilibria; that is, equilibria are locally
unique. ‘Economies with a Finite Set of Equilib-
ria’, his 1970 paper, is particularly striking in its
simplicity. Once it is determined that an economy
is regular, the main result follows from the inverse
function theorem — surely a result known to any-
one who has taken a multivariate calculus course.
Only the deeper fact that regularity is generic
requires more advanced tools such as Sard’s the-
orem. Again, Debreu’s intuition was geometric. In
lectures this was explained with a simple diagram.
Subsequent work has used the tools of differential
topology to uncover the deeper structure of the
equilibrium manifold, the graph of the equilib-
rium correspondence. These tools are also of fun-
damental importance for economies with
incomplete markets. With incomplete markets
and financial assets rather than real assets, inde-
terminacy is no longer unusual, and this is of
critical importance for applications to macroeco-
nomics and finance. Some of this work is sur-
veyed in the monographs of Balasko (1988) and
Mas-Colell (1985).

Excess Demand

It is important to ask of any theory, ‘what can it
say?’ That is, what kinds of predictions will the
theory make, and what patterns in data will con-
tradict the theory? In general equilibrium theory
this question was first asked by Sonnenschein
(1972) in the following way: in exchange econ-
omies, the market excess demand function sat-
isfies the restrictions of continuity, homogeneity
and Walras’s Law. This and a boundary condition
is enough to prove the existence of equilibrium
prices. Sonnenschein asked if excess demand
functions had any additional structure beyond
these three requirements. Sonnenschein (1972),
Mantel (1974) and Debreu (1974), with an
important extension by (Mas-Colell 1977),
showed that the answer is ‘no’. Any function
defined for strictly positive prices and satisfying
these three conditions is identical up to boundary
behaviour with an excess demand function for an
exchange economy containing no more agents
than goods, each agent with continuous, strictly
convex and monotonic preferences. Thus the
hypothesis of utility maximization in exchange
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economies, with no additional assumptions
about agents’ characteristics, will place few
restrictions on comparative static results or on
the nature of the equilibrium price set.

These results are often incorrectly interpreted
to mean that general equilibrium theory is
empty, that it predicts nothing. This is entirely
incorrect. General equilibrium theory is not so
much a theory as a theoretical framework within
which theories can be built by making explicit
assumptions about the nature of tastes, technol-
ogies and endowments. To say that the frame-
work does not limit market behaviour without
any assumptions about its primitive objects is to
say that the framework is maximally expressive.
Its power to predict market behaviour comes
from assumptions about the population of agents
participating in the market. The so-called ‘any-
thing goes’ theorems simply imply that more
results will require more assumptions about the
preferences and endowments of agents. It had
been Debreu’s hope that restrictions on the dis-
tributions of agents’ characteristics would lead
to interesting conclusions: but progress has
been slow.

Other Contributions

Debreu has produced seminal papers in areas of
economic theory other than general equilibrium
analysis. Which preference orders have a contin-
uous utility representation? This question is
answered by (1954c). Which preferences have
additive separable representations? Debreu’s
(1958) answer to this very difficult question is
topological in nature, and quite distinct from the
algebraic answers found in the mathematical psy-
chology literature.

Debreu was exceptional in the classroom and
in seminar. His lectures were crystalline, ele-
gantly shaped, and parsimonious. Often they
were too clear; we students left the class con-
vinced we understood, only to discover on
problem sets how subtle were the arguments
that had seemed so obvious on the blackboard.
Debreu’s expository writings, especially his
Nobel Address (1984), are required for every-
one with a serious interest in contemporary
economics.
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Conclusion

It is impossible to imagine modern economics
without the scholarship of Gerard Debreu. Debreu,
Kenneth Arrow and a few others who solved the
big open questions of general equilibrium theory in
the 1950s had an impact that reached far beyond
the confines of formal competitive analysis. They
were responsible for making formal modelling a
requirement for serious economic analysis of any
kind. Formal modelling is not merely a theoretical
discourse; the availability of formal models
requires a means for the models to confront data.
Modern econometrics is inconceivable without the
idea of formal modelling as a strategy of enquiry. It
is not by accident that, just as the general equilib-
rium theory was taking off at the Cowles Commis-
sion in the 1950s, so too was modern econometrics.
The contributions of the ‘mathematical econo-
mists’ launched a revolution that has touched on
every area of economic practice.
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Debt Mutualisation in the Ongoing
Eurozone Crisis — A Tale of the ‘North’
and the ‘South’

Ansgar Belke

This article builds upon a highly stylised but
widespread definition of the ‘Southern’ and
‘Northern” views on debt mutualisation. It
explains both positions in the ongoing Eurozone
crisis and what both sides hope to achieve in
reshaping the governance of the euro. Both sides
agree on many things, such as the current threat to
the survival of the euro. But the ‘South’ sees the
main threat to the Eurozone as coming from the
fear and panic that can suddenly increase borrow-
ing costs and push countries into insolvency. The
‘North’, on the contrary, reckons that the principal
menace stems from removing this market pressure
too quickly, dampening the need to reform. Both
speak of the political backlash that the crisis cre-
ates. For the ‘South’ it is excessive austerity in
debtor nations that should be resisted; for the
‘North’ it is excessive liabilities in creditor states
that can cause resentment. The article concludes
that the debate about mutualisation of debt is not
just about the future of monetary union, but also
about the political future of the European Union.
Any successful deal must come up with a recipe of
how to (re-)create trust between European citizens
and their elected governments.

Introduction

The European summit that ended on 29 June 2012
declared that it was ‘imperative to break the
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vicious circle between banks and sovereigns’.
Markets revived in the hope that the political
leaders were finally ready to act to deal with the
threat to the euro, and then soon lost heart amid
the cacophony of rival interpretations about what
had been agreed. Still, the leaders had identified
the right issue: weak banks and weak sovereigns
are like two bad swimmers that are pulling each
other under water (Pisany-Ferry 2012).

But which one should be saved first? Propo-
nents of the ‘Southern view’, like, for instance,
Paul de Grauwe (2012) say we should start with
the sovereigns, by throwing them the lifejacket of
joint-issued debt. In effect, richer countries would
guarantee at least part of the debt of weaker ones.

Representatives of the ‘Northern’, and let’s say
especially the ‘German’ view, reckon instead that
it is better to start by saving the banks. This would
be done through stronger central supervision and
the mutualisation of some liabilities in the bank-
ing sector, for instance through a joint fund to
wind up failing banks and provide a Europe-
wide guarantee of bank deposits. In effect depos-
itors in solid banks would be guaranteeing the
savings of those in more fragile ones.

This article builds upon a highly stylised but
widespread definition of the ‘Southern’ and
‘Northern’ views. The former is usually held by
countries like Greece, Italy, Portugal and Spain
and, since Frangois Hollande has taken office, also
France. The latter is often used synonymous with
the ‘German’ view and also includes countries
like Austria, Finland and the Netherlands and,
for some periods under French President Nicolas
Sarkozy, also France (Merler and Pisany-Ferry
2012; see also a recent statement by the French
Minister of Finance who points to the need for
common debt instruments: http:/www.reuters.
com/article/2012/10/30/Eurozonefrance-germany-
idUSL5SES8LU44020121030). Since the exact
characteristics of both views may still remain
unclear, the remainder of this article examines
them more deeply.

Both sides — the ‘North® and the
‘South’ — agree on many things, such as the cur-
rent threat to the survival of the euro. They both
recognise the danger that debt mutualisation could
bring moral hazard and higher costs for creditor
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countries. For representatives of the ‘Northern
view’ there is no getting around these problems.
For the ‘South’, though, these risks can be
removed, or at least mitigated through careful
design of the system. For instance, the Eurozone
could impose conditions on countries seeking the
benefit of jointly issued debt.

The ‘South’ sees the main threat to the
Eurozone as coming from the fear and panic that
can suddenly increase borrowing costs and push
countries into insolvency (Pisany-Ferry 2012).
The ‘North’, on the contrary, reckons that the
principal menace stems from removing this mar-
ket pressure too quickly, dampening the need to
reform (Sinn and Wollmershiuser 2012).

Both speak of the political backlash that the
crisis creates. For the ‘South’ it is excessive aus-
terity in debtor nations that should be resisted; for
the ‘North’ it is excessive liabilities in creditor
states that can cause resentment. In some ways,
though, they are not so far apart. The ‘North’
concedes that it is necessary to have some
mutualisation of debt, if only to recapitalise
banks (Belke 2012a). The ‘South’ accepts that
debt mutualisation must be limited to avoid
moral hazard (de Grauwe 2012).

Contrasting the ‘Southern’ and
‘Northern’ Views

In the following, the basic ingredients of the
‘Southern’ and the ‘Northern’ view are contrasted.

The ‘Southern’ View: Some Basics

The main argument of the ‘South’ runs as follows:
since the 1970s economists have warned that a
budgetary union would be a necessity for a sus-
tainable monetary union. But the founders of the
Eurozone had no ears for this warning. It is now
patently clear that they were mistaken and that the
governments of the euro area member countries
face the following hard choice today: either they
fix this design failure and move to a budgetary
union; or they do not fix it, which means that the
euro will have to be abandoned (Pisany-Ferry
2012). Although analysts such as Paul de Grauwe
were sceptical about the desirability of a monetary
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union during the 1990s (contrary to Gros and
Thygesen 1998), the same author now takes the
view that we cannot properly manage a decon-
struction of the Eurozone (de Grauwe 2012).
A disintegration of the Eurozone would produce
huge economic, social and political upheavals in
Europe. If the euro area governments want to
avoid these, they have to look for strategies that
move us closer towards a budgetary union.

A budgetary union, such as the US one,
appears to be so far off that there is no reasonable
prospect of achieving this in the Eurozone ‘during
our lifetimes’ (Henning and Kessler 2012). Does
that imply that the idea of establishing a budgetary
union and thus a ‘genuine’ EMU is a pure chi-
mera? De Grauwe (2012) argues that this drastic
assessment is not at all valid and that there is a
strategy of taking small steps that lead us in the
right direction. But before this strategy can be
outlined it is — according to the ‘Southern’
view — important to understand one of the main
design failures of the Eurozone, which will inform
the debate about what exactly has to be fixed.

The ‘Southern’ argument starts with the basic
insight that Eurozone governments issue debt in
euros, which is a currency they cannot control. As
a result, and in contrast to ‘standalone’ countries
like the UK, they endow bondholders with a guar-
antee that the cash to pay them at maturity will
always be available (Belke and Burghof 2010).

The fact that governments of the Eurozone are
not able to deliver such a guarantee to bond-
holders makes them vulnerable to upsurges of
distrust and fear in the bond markets. This can
trigger liquidity crises that in a self-fulfilling way
can drive countries towards default, forcing them
to apply austerity programmes that lead to deep
recessions and ultimately also to banking crises
(Claessens et al. 2012; de Grauwe 2011, 2012).
This is not to say that countries that have over-
spent in the past do not have to apply
austerity — they will have to (Pisany-Ferry
2012). It is rather that financial markets, when
they are driven by panic, force austerity on these
countries with an intensity that can trigger major
social and political backlashes that policymakers
may not be able to control. The effects are there to
see in a number of Southern European countries
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(de Grauwe 2011, 2012; Freedman et al. 2009):
namely Greece, Italy, Spain and Portugal.

Their previous diagnosis of a design failure of
the Eurozone leads proponents of the ‘Southern’
view to the idea that some form of pooling of
government debt is necessary to overcome this
failure (Pisany-Ferry 2012). By pooling govern-
ment debt, the weakest in the union are shielded
from the destructive upsurges of fear and panic
that regularly arise in the financial markets of a
monetary union and that can hit any country.
‘Those that are strong today may become weak
tomorrow, and vice versa’ (de Grauwe 2012).

Representatives of the ‘South’ see the ‘moral
hazard’ risk that those that profit from the credit-
worthiness of the strong countries will exploit this
and lessen their efforts to reduce debts and defi-
cits. This moral hazard risk is the main obstacle to
pooling debt in the Eurozone. The second obstacle
is that inevitably the strongest countries will pay a
higher interest rate on their debts as they become
jointly liable for the debts of governments with
lower creditworthiness. Thus debt pooling must
be designed in such a way as to overcome these
obstacles (Claessens et al. 2012; Pisany-Ferry
2012).

Moderate proponents of the ‘Southern’ view
agree, apparently in line with theMerkel govern-
ment that there are three principles that should be
followed in designing the right type of debt
pooling (Claessens et al. 2012; de Grauwe 2012;
Pisany-Ferry 2012). First, it should be
partial — that is, a significant part of the debt
must remain the responsibility of the national
governments, so as to give them an ongoing
incentive to reduce debts and deficits. Several
proposals have been made to achieve this
(among them Delpla and Weizsédcker 2011, and
German Council of Economic Advisors 2012).
Second, an internal transfer mechanism between
the members of the pool must ensure that the less
creditworthy countries compensate (at least par-
tially) the more creditworthy ones (de Grauwe
2012). Third, a tight control mechanism on the
progress of national governments in achieving
sustainable debt levels must be an essential part
of debt pooling. The Padoa-Schioppa group has
recently proposed a gradual loss of control over
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their national budgetary process for the breakers
of budgetary rules (Padoa-Schioppa Group 2012).

Proponents of the ‘Southern’ view acknowl-
edge that the Eurozone is in the midst of an exis-
tential crisis that is slowly but inexorably
destroying its foundations. They immediately
conclude that the only way to stop this is to con-
vince the financial markets that the Eurozone is
here to stay (de Grauwe 2012; Pisany-Ferry
2012). Their main argument is that debt pooling,
which satisfies the principles outlined above,
would give a signal to the markets that the mem-
bers of the Eurozone are serious in their intention
to stick together. Without this signal, the markets
will not calm down and an end to the euro is
inevitable (Aizenman 2012; de Grauwe 2012). In
the words of the German Chancellor Angela
Merkel: these policies are without alternative.

Materially, the ‘Northern’ view sketched in the
following represents the accumulation of a multi-
tude of reactions of the ‘North’ to these much
more activist ‘Southern’ proposals of several
kinds of debt mutualisation which have been fre-
quently put forward since the onset of the euro
crisis (Claessens et al. 2012).

The ‘Northern’ View: Important Facets

One of the main priorities of the ‘Northern’ view
is that the mutualisation of the Eurozone’s debt to
bring about the convergence of interest rates, as
proposed within building block 2 of the Interim
Report, will not in the long run tackle the root of
the problems. Instead it has the potential to sow
the seeds of an even larger crisis in the future
(Sinn and Wollmershduser 2012; Weidmann
2012). They allude to what happened in the early
years of the euro, when interest rates largely con-
verged. Paradoxically, perhaps, this paved the
way for a greater divergence of national fiscal
policies. A reckless lack of discipline in countries
such as Greece and Portugal — be they more
(Greece) or less (Portugal) insolvent — was
matched by the build-up of asset bubbles in
other member countries, such as Spain and Ire-
land, deemed merely illiquid. Structural reforms
were delayed, while wages outstripped productiv-
ity growth. The representatives of the ‘Northern’
view stress that the consequence was a huge loss
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of competitiveness in the periphery, which will by
definition not be resolved by the mutualisation of
debt (Belke 2012a).

Debt mutualisation can take different forms
(Aizenman 2012). One is to mutualise
newsovereign debt through Eurobonds (Delpla
and von Weizsaecker 2010, develop one ofmore
than seven variants; Pisany-Ferry 2012). Another
is to merge part of the old debt, as advocated by
the German Council of Economic Advisors
(2012), with its proposal for a partly gold-backed
European Redemption Fund (Belke 2012b).
A third means is to activate the Eurozone’s ‘fire-
wall’ by using the rescue funds (either the tempo-
rary European Financial Stability Facility or the
permanent European Stability Mechanism) to buy
sovereign bonds on the secondary (or even pri-
mary) market, or to inject capital directly into
distressed banks. Indeed, the ECB is already
engaged in a hidden form of mutualisation — of
risk if not (yet) of actual debt — through its pro-
grammes of sovereign bond purchases (the Secu-
rities Market Programme, SMP, and the
announced conditional Outright Monetary Trans-
actions,OMTs) and its long-term refinancing
operations for banks.

The view of the ‘North’ is that almost all these
are bound to fail, either for economic or political
reasons, or both. The governments of even finan-
cially strong countries cannot agree to open-ended
commitments that could endanger their own
financial stability or, given that they are the main
guarantors, of the bailout funds. And the danger of
moral hazard is ever-present (Belke 2012a).

Proponents of the ‘Northern’ view point to the
fact that any form of mutualisation involves an
element of subsidy, which severely weakens fiscal
discipline: the interest rate premium on bonds of
fiscally weaker countries declines and the pre-
mium for stronger countries increases. Fiscally
solid countries are punished and less solid ones,
in turn, are rewarded for their lack of fiscal disci-
pline and excess private and public consumption.

If yields are too low there is no incentive for
private investors to buy sovereign bonds. The
countries risk becoming decoupled from the cap-
ital markets permanently and the debt problems
become increasingly structural (Belke 2012b).
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This is true also for the ECB’s bond-buying
announcements and activities. The credit risk is
thus just rolled over from the bonds of the weaker
countries to those of the stronger ones (depending
on the buyback price), and the ECB is made
responsible for its liability. Over time, the ECB’s
measures might even be inflationary. Having the
rescue funds buy bonds is little different, except
that they lack the lending capacity to be credible.
If they are given a banking licence, as demanded
by the ‘South’ (for instance, by French President
Hollande) it would be no different from having the
ECB buy bonds directly (Belke 2012b).

What about the European Redemption Fund
(ERP) from the ‘Northern’ perspective? This
type of fund could be of particular help to Italy,
which could unload half of its debt. But its part-
ners could not force Italy to tax its citizens to
ensure that it pays back the dormant debt. And
with the assumption of debt, the credit rating of
Germany might drop, due to the increase of the
German interest burden. The pressure on Italy
and Spain to consolidate their budgets sustain-
ably would be reduced. The problems of Greece,
Ireland and Portugal would not be resolved, since
these countries are unlikely to qualify for
the ERP.

In addition to moral hazard, there are political
obstacles, which would be most acute in the case
of Eurobonds. Germany demands political union
before Eurobonds can be considered. But this is
sometimes said to put the cart before the horse: a
political union would be created simply to justify
Eurobonds (Gros 2011). Advocates from the
Merkel government, like Finance Minister
Wolfgang Schéuble, say treaty changes and
high-level political agreements would be suffi-
cient to make sure that euro area member coun-
tries comply with all decisions taken at the euro
area level. This became clear when Wolfgang
Schéuble came up with a plan a plan drawn to
bolster the power of the EU’s economic and mon-
etary affairs commissioner (Daily Telegraph
2012). Even Mario Draghi, President of the Euro-
pean Central Bank, has supported this German
scheme to allow the EU to intervene in countries’
budgets and propose changes before they are
agreed in parliaments. But the experience with
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Greece’s adjustment casts severe doubt on the
optimism expressed by such a proposal.

Even a quick glance at the World Bank’s
databank of ‘governance indicators’ shows that
differences between FEurozone members, on
everything from respect for the rule of law to
administrative capacity, are so great that political
union is unlikely to work, at least in the next
couple of years. It follows from the perspective
of the ‘North’ that the basis for Eurobonds is
extremely thin.

According to the ‘Northern’ or ‘German’ view,
the introduction of Eurobonds would in principle
have to be backed by tight oversight of national
fiscal and economic policies. But this view neglects
that there is no true enforcement as long as the
individual Eurozone members remain sovereign.

Intervening directly in the fiscal sovereignty of
member states would require a functioning
pan-European democratic legitimacy (Claessens
et al. 2012), but we are far from that. Voters in
Southern countries can reject the strong condi-
tionality demanded by Brussels at any time,
while those of Northern countries can refuse to
keep paying for the south. And either can choose
to exit the Eurozone (Gros 2011).

The emphasis on pushing through a fiscal
union as a precondition for debt mutualisation
means the debate, at least in Germany, has become
a question of ‘all or nothing’: either deeper polit-
ical union or deep chaos (Belke 2012a; de Grauwe
2011). This unnecessarily narrows the strategic
options for the players and causes the permanent
‘North—South’ divide described in this section,
which is severely hampering the realisation of
a ‘genuine’ monetary and economic union
(President of the European Council 2012).

However, I argue that there is in fact an alterna-
tive option to the notion of cooperative fiscal fed-
eralism involving bailouts and debt mutualisation:
competition-based fiscal federalism, of the sort
successfully operating in the USA, Canada and
Switzerland, among others. These countries have
largely avoided serious and sustained public debt
in their component states. The sub-federal entities,
faced with insolvency, have a great incentive to
take early corrective action — without having to
force the member states into a corset of centralised
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fiscal policy coordination (von Hagen 1993). This
approach seems to be a good compromise between
the ‘Southern’ and ‘Northern’ views.

To achieve this sort of federalism, it is neces-
sary to separate the fate of the banks from that of
the sovereigns. What is needed is not a fiscal
union in first instance, but a banking union. It
should be based on four elements: a European
bank with far-reaching powers to intervene;
reformed banking regulation with significantly
higher equity capital standards; a banking resolu-
tion fund; and a European deposit insurance
scheme. At least the first ingredients have also
been recognised and acknowledged by the Merkel
government.

A banking union — a less comprehensive,
more clearly delineated and rather technical
task — should be much more acceptable for the
‘North’ than the Europeanisation of fiscal policy
as a whole. This is exactly because it touches upon
only a small fraction of the fiscal policy areas
which have to be subordinated to central control
in a fiscal union.

Obviously, a central resolution authority has to
be endowed with the resources to wind up large
cross-border banks. Where does the money for
this come from? In the long run, the existence of
a resolution authority goes along with a deposit
insurance scheme for cross-border banks. This
should be — according to the ‘German’ view —
funded partly by the banking industry. But there
should also be a backstop by the euro area gov-
ernments provided through the EFSF or the ESM
in order to cope with situations of systemic bank
failure (Gros and Schoenmaker 2012).

As a temporary transition measure, however,
limited debt mutualisation may then be neces-
sary — but only to recapitalise banks that cannot
be sustained by their sovereigns. The amounts
required are much smaller than for, say Eurobonds
(Gros and Schoenmaker 2012).

With the banking system and the debt crisis
thus disentangled, banking sector losses will no
longer threaten to destroy the solvency of solid
sovereigns such as Ireland and Spain. Eurobonds
will then not be needed, and neither will the bail-
out of sovereigns. The debt of over-indebted states
could be restructured, which means that the
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capital market could exert stronger discipline on
borrowers (Belke 2012a).

There are at least two questions left which have
yet to be covered in this article and which will be
answered in the next sections. If the banking sector is
really to be stabilised, a solution will surely have to
deal with the devalued sovereign debt that some are
holding. Would the banks not be better off holding at
least some Eurobonds instead of, say, Greek or
Spanish bonds? That said, ‘Southern’ economists
who advocate Eurobonds need to find a way of
making them politically acceptable. And how much
political union is feasible, or even desirable, just for
the sake of a single currency that many never loved?
And also, where does the burden end up?

Rebuttal - Banking Union and Other
Issues

For ‘Northern’ governments like the German one,
mutualisation of debt is just another form of sub-
sidy and bail-out that the markets clamour for, be it
the overt help given to Greece or the more discreet
liquidity provided by the European Central Bank.

The fact that there is a loud chorus demanding
subsidies does not, in Germany’s view, make it
right (Belke 2012a). The Merkel government
argues that assistance does not help countries
make the necessary macroeconomic adjustment
in either public or private borrowing. Safeguards
and conditions as standalone measures will not
work. Anything that puts off the rebalancing of
the current account deficit only builds up the
forces for the disintegration of the Eurozone.
Watching the ‘South’ borrow and spend them-
selves into bankruptcy and then bailing them out
is called both immoral and irresponsible.

In their rebuttal, ‘Southern’ governments target
what they regard as the contradiction in the
‘North’s’ position, rejecting debt mutualisation
while supporting a joint Eurozone backstop for
the banking sector (de Grauwe 2012). Are banks
any more trustworthy than sovereigns?

The ‘South’ usually argues, moreover, that
mutualisation of banking liabilities will inevitably
be followed by the pooling of debt. Banking union
on its own, for instance, de Grauwe (2012) notes,
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would protect the sovereigns from banking crises.
But it would not protect banks from sovereign debt
crises. If banking union must be followed by the
fiscal sort, it would be best to do it at the same time,
the ‘South’ argues.

Many questions remain unresolved. Some Ger-
man politicians identify the tendency of the single
currency to push the economies of its members
apart (Belke 2012a). If each country is to fend for
itself, as some proponents of the ‘German’ view
say, would they not be better off restoring their
own national currencies so that macroeconomic
adjustment can take place more painlessly? As a
blogger in The Economist Online put it, “The
south will end up having to leave the euro to
save what’s left of its economy’. (https://www.
economist.com/users/turbatothomas/comments?

page=1).

Closing - Debt Mutualisation Versus
Fiscal Federalism

‘South’: A Monetary Union Cannot Last
Without Debt Mutualisation to Avoid
Deflation

The key issue is this: can a monetary union last
without some form of fiscal union? Economists
have been debating this issue for decades. It
seems, at least to the ‘South’, that the consensus
among them is that a monetary union without
some form of fiscal union will not last.

What kind of fiscal union is necessary to sus-
tain a monetary union? ‘Southern’ governments
tend to argue that such a fiscal union must have
two components. First, it must have some insur-
ance component, i.e. there must be some transfer
mechanism from regions (countries) that experi-
ence good economic times to regions (countries)
that experience bad times. (The Interim Report
alternatively proposes a central budget with a
similar function; see President of the European
Council 2012). According to the ‘South’, the
USA is often seen as a successful monetary
union, partly because the federal government’s
budget performs this role of insurance (Henning
and Kessler 2012). Also ‘Southern’ governments
are eager to point out that the opponents will not
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cease to stress that such an insurance mechanism
creates moral hazard issues. But that is the case
with all insurance mechanisms. Representatives
of the ‘Southern’ view argue as an analogy that
one generally also does not conclude that people
should not have fire insurance because such insur-
ance creates moral hazard, i.e. it will lead to more
fires.

The second component of a fiscal union is
some degree of debt pooling. Economists
defending the ‘Southern’ view have argued that
this is necessary because, in becoming members
of a monetary union, countries have to issue debt
in a ‘“foreign’ currency and therefore become more
vulnerable to upsurges of distrust and fear in
financial markets. These can in a self-fulfilling
way push countries into a bad equilibrium that
makes it more difficult for them to adjust to imbal-
ances (de Grauwe 2012). Of course, debt pooling
does not solve these fundamental problems
(as ‘Northern’ governments suggest that the
‘South’ believes), but it avoids pushing countries,
like Spain today, into a deflationary spiral that
makes their debt problems worse, not better.

Thus monetary union and fiscal union
(including some degree of debt mutualisation)
are the opposite sides of the same coin. As has
become clear in the previous sections, the pro-
ponents of the ‘Northern’ view like to refer to
history. The ‘Southern’ economists do this also.
According to them, there are no successful mon-
etary unions that are not embedded in a fiscal
union that includes debt mutualisation.

Some economists, especially in Northern
Europe, continue to argue that one can have a
monetary union without a fiscal union. Paul de
Grauwe (2012), for instance, reduces the ‘North-
ern’ view to something like ‘all we need is disci-
pline (a fiscal compact?), including a credible
no-bail-out clause. If we allow governments to
default, financial markets will do their work in
disciplining these governments’. According to
the ‘South’ and the Interim Report by the Presi-
dent of the European Council (2012) as well, this
view can certainly not be taken seriously any more
(de Grauwe 2012). This is because financial mar-
kets are entirely incapable of applying the right
discipline on governments. When markets are
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euphoric, as they were during the 10 years before
the crisis, they intensify indiscipline by giving
incentives to borrowers and lenders alike to create
excessive debt and credit. Since the crisis erupted,
financial markets have been in a continuous state
of fear and panic, leading them to apply excessive
discipline that has improved nothing and could
not prevent increasing debt burdens (de Grauwe
2012).

When this debate will have been settled it
will — according to the ‘Southern’ view — be
clear that the greatest obstacle to debt
mutualisation and to the continuing existence of
the Eurozone is a lack of trust (Belke 2012c; de
Grauwe 2011). Northern European countries dis-
trust southern European countries and have prop-
agated the myth that the North is morally superior
compared with the corrupt regimes in the South.
In Northern mythology, southern European coun-
tries are seen as completely incapable of setting
their house in order. Lending money to these
countries is pouring the ‘hard-earned money of
virtuous German savers’ into a bottomless pit.

‘North’: Towards a Concept of Competition-
Based Fiscal Federalism in the Eurozone

The most important components of a competition-
based fiscal federalism that would make Euro-
bonds unnecessary were set out earlier in this
article. This is not because banking union is
equivalent to Eurobonds (as claimed by de
Grauwe 2012) but because it would disentangle
a banking and a sovereign-debt crisis. With a
solid banking system in place, banking sector
losses would no longer threaten the solvency of
solid sovereigns (such as Ireland and Spain), and
the bail-out of less reliable sovereigns would no
longer be necessary. That means there would be a
lower chance that fundamentally sound sover-
eigns would suffer from a confidence crisis and
rocketing risk premiums.

Proponents of the ‘Northern’ view do not
accept the argument of the ‘South’, coined for
instance by de Grauwe (2012), that a banking
union does not protect the banks from sovereign
failures. In a banking union, the capital market
could exert its disciplining influence more effec-
tively than it does now. Debt restructuring for
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insolvent states would become more probable.
The debtor state would lose its strongest asset
(the claim that default would cause huge damage
to the entire financial system) and creditors could
not rely on taxpayers to get their money back.
This, in turn, would put governments with
unsound finances under pressure to curb their
deficits.

Instead they hint at a wide array of econometric
studies showing a systematic relationship of sov-
ereign bond yields and the anticipated sustainabil-
ity of a country’s public debt — at least in the
medium term. They leave it to the Banca d’Italia’s
research department to come up with convertibil-
ity risk (measured by google-nomics, counting
google searches for ‘euro area breakup’) as an
explanatory variable of Southern sovereign bond
yield spreads over the German one (Di Cesare
et al. 2012). Only recently, the spread on Spanish
bonds moved up after Mariano Rajoy, the Spanish
prime minister, announced that he intended to
relax Spain’s deficit-adjustment path; the same
was true when Italy decelerated its pace of
reforms. Hence proponents of the ‘Northern’
view can sleep quite well with the idea that ‘cap-
ital markets will take care of the rest’.

To get rid of the fragility of the banking sys-
tem, we need to establish a temporary or even
permanent European Resolution  Authority
(ERA), whose task would be to sort out fragile
banks across Europe, regardless of size. Weaker
banks would receive a one-time injection of cap-
ital or be wound down, wholly or partly. This
body should have the power to turn bank debt
into equity capital. Creditors of ailing
banks — but not the taxpayers, as de Grauwe
(2012) assumes — should as far as possible be
made liable for their risky investments. In contrast
with Eurobonds, which tend to cover a lot of bad
risks, a European deposit scheme based on
funding from the banks themselves (in order to
avoid the taxpayers bearing the risk) would in the
end embrace only stronger banks (Gros and
Schoenmaker 2012).

The ‘North’ admits to the ‘South’ that is right
to argue that the lack of a budgetary union, akin to
the American system, is a design failure of the
Eurozone. Proponents of the ‘Northern’ view also
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strongly support the ‘South’s’ view that a proper
application of the American system would pre-
vent a costly disintegration — but most probably
for different reasons. Since the US system pre-
vents central bank loans from being more attrac-
tive than market loans, it avoids permanent
balance-of-payment imbalances between member
states. In America, neither the individual state nor
the private sector has access to the printing press
to finance itself and can also default. If the inhab-
itants of a state need to finance their current
account deficits, they have to offer attractive inter-
est rates and provide sufficient collateral to private
lenders from other American states (Henning and
Kessler 2012; Belke 2012a).

Yet the ‘South’ argues, essentially, that the
main problem of Eurozone countries is that they
do not have direct access to the printing press
(de Grauwe 2012). According to the ‘North’, it
is thus following the strange behaviour of rating
agencies, which penalise members of the
Eurozone simply for being part of the single cur-
rency. For too long the agencies rated countries
too generously, pricing in a potential bail-out
rather than basing ratings purely on macroeco-
nomic fundamentals. This pattern made possible
riskless profits from riskless speculation against
sometimes hopelessly noncompetitive member
states. The ‘South’ reinterprets this as a question
of ‘panicked financial markets’ in its mother of all
arguments for debt pooling (de Grauwe 2012).

Especially according to the ‘Northern’ view,
the members of the Eurozone are intentionally
kept away from the ECB to avoid them activating
the inflation tax to finance themselves. The scope
for an individual country to incur government
debt is simply lower within a currency union
than outside. This scope cannot be extended
through debt pooling without risking the disinte-
gration of the Eurozone (Belke 2012a).

But the ‘Northern’ view contains a lot more. As
a rule, the burden on bank balance sheets should
be borne by the country of domicile and not— as in
the case of Eurobonds — be passed on to other
countries. However, it is not clear whether and to
what extent over-indebted countries will be
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capable of doing this. Using the rescue funds
would make sense as a fiscal backstop. Subject
to negotiation, a temporary debt mutualisation to
cover the cost of bank recapitalisation would
make sense, to avoid a larger and permanent
mutualisation of sovereign debt. But only after a
proper pan-European banking oversight has been
worked out and implemented (Belke 2012a).

Remarkably, the “South” on some occasions
outlines hard budget constraints to accompany
debt pooling (Pisany-Ferry 2012; de Grauwe
2012). Its representatives propose binding mech-
anisms of compensating the more creditworthy
countries and controlling the behaviour of those
that are less so. But, according to the “Northern”
view, historical experience gives reason to doubt
that this will work — for several reasons.

One is that, for instance, Spanish foreign debt
is currently among the greatest risks for the euro
zone, and it is essentially private. As long as the
private sector has access to the ECB system at
interest rates that are below the market rate, the
correction of external imbalances through real
internal devaluations will not take place or if it
does, at least not in sufficient quantities. The
“South’s” approach would require not only public
debt limits but also private debt barriers to bring
about such a correction, the “North” claims, but
that would be an absurd endeavour.

According to the “North”, the “South” should
draw some lessons from the current conduct of
monetary policy. The latter already uses debt
pooling, of a sort. The quality of the collateral
that the ECB accepts varies considerably from
country to country. In the case of the ECB’s lend-
ing to Greek banks, it consists of doubtful private
Greek assets and Greek government debt whose
value depends on election results, as has been
recently observed. Thus the ECB acts as a central
counterparty for crossborder lending which incurs
risks along national lines (Gros et al. 2012). Risk
mutualisation could well, if things go wrong, turn
into full debt mutualisation, and lead to conflicts
between member states. It provides an advance
warning of how debt pooling could lead to the
disintegration of the eurozone.
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Conclusion - The Pre-eminent Role
of Trust

Throughout the Eurozone’s debt crisis, many
Europeans have looked across the Atlantic for
lessons on how to run a successful monetary
union. The European Commission boasts that,
taken together, the Eurozone’s fiscal deficit and
debt are lower than America’s. Yet the euro faces
an existential crisis while the dollar, despite the
troubles of the American economy, still remains a
shelter.

So, how much banking and fiscal integration
does the Eurozone need in order to restore sta-
bility? And how much political unity does it
need to maintain checks and balances, and dem-
ocratic legitimacy? Looking at the USA,
‘Southern’ and ‘Northern’ economists and pol-
iticians more or less agree on the need for some
kind of federalised system to recapitalise,
restructure or wind down ailing banks. That is
where the ‘North’ thinks integration should
stop — in contrast to the Interim Report
(President of the EU Council 2012). The key
lesson from the USA is, in its view, that it pays
to enhance market discipline on the states: as
long as the banking system is stabilised at min-
imal cost to the taxpayer, over-indebted states
can be allowed to go bust (Henning and Kessler
2012). But proponents of the ‘South’ think that
this deals with only half of the vicious circle
between weak banks and weak sovereigns. So it
cannot work in the long run. What makes Amer-
ica and other monetary unions stable is a system
of joint bonds and other forms of mutual insur-
ance, and internal transfers to redress economic
imbalances (de Grauwe 2012).

So the debate about mutualisation of debt is
not just about the future of monetary union, but
also about the political future of the European
Union. Leaders usually try to avoid such
questions about the end point, known as the
finalité politique. Any successful deal must
come up with a recipe of how to (re-)create
trust between European citizens and their
elected governments.
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Abstract

Central planning is inefficient because it lacks
incentives and is poorly informed. Complete
decentralization risks being inequitable and also
inefficient because markets are incomplete and
public goods may be neglected. Intermediate sys-
tems can overcome these difficulties to the extent
that planning mechanisms can mimic the market
system while avoiding its deficiencies, public
goods can be successfully delivered at the local
level, and incentives to report and behave faith-
fully and to avoid free riding can be secured.
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Decentralization

The main question to be answered by the theory of
resource allocation, or by the theory of economic
organization, concerns the performances of alter-
native systems characterized by different degrees
of centralization of decision taking. A fully cen-
tralized system runs the risk of being inefficient
because it does not create proper economic incen-
tives and the centre is poorly informed. A pure
market system with its high degree of decentrali-
zation runs the risk of bringing inequitable results
and being inefficient because markets can never
be complete, externalities exist and public wants
tend to be neglected. Can these risks be avoided
within the two opposite extremes of pure central-
ization or full decentralization? Can intermediate
systems better resolve the difficulties? And if so,
how?

Basic to the discussion are two features: the
nature of the information held by various agents,
and the incentives that should lead them to behave
in conformity with collective requirements. These
features and the issue of decentralization do not only
appear for full economic systems, which this entry
will consider, but also for the internal organization
of firms or communities. They are stylized in the
principal-agent problem: which rules should deter-
mine how to share the proceeds of an activity
between the principal owner and his better-informed
agent? (Ross 1973; Grossman and Hart 1983).

For the clarification of the complex issues
involved, theory starts from a model of the condi-
tions of economic activity. It makes assumptions
such that, independently of economic organiza-
tion, there exists a best outcome, or at least a set of
‘optimal’ outcomes. It then asks how well alter-
native forms of organization succeed in finding,
implementing or at least approaching this best
outcome or set of optimal outcomes.

By so doing, the theory discussed here neglects
two related questions: how to determine what
should be considered as ‘the best’ outcome in a
society with many individuals, and which non-
economic considerations interfere with the issue
of decentralization? The theory of social choice
shows the fundamental difficulty of the first ques-
tion (Arrow 1951), which is avoided when opti-
mality is identified with Pareto efficiency. As for
the second, philosophers may find in human
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nature or in the aims pursued by human societies
reasons that favour some organization, beyond its
economic performance; in particular, the right of
individuals to autonomy appears fundamental in
Western culture and is an important justification of
decentralization, and even of the market system
for such economists as Hayek (1944).

Formal Concepts and Preliminaries

The following conceptual apparatus, although not
yet common, is well suited to the purpose (see
Hurwicz 1960; Mount and Reiter 1974).

An economic environment is defined by a set of
commodities and their possible uses, by a list of
agents and their characteristics (technology,
endowments, preferences, and so on), and by an
initial information structure (what each agent
knows). The feasible set of economic environ-
ments defines ‘the economy’.

An important property of an economy is its
higher or lower degree of decomposability,
which concerns agents’ characteristics and the
information structure. The highest decomposabil-
ity is assumed in competitive equilibrium theory,
where all consumption is private, no external
effect exists and a private information structure
prevails (each agent perfectly knows its own char-
acteristics and the situation on all markets, but
nothing else). But models with public goods, for
instance, usually admit some decomposability,
which matters for the validity of the results.

An optimality correspondence P: E — A defines
which vectors of actions simultaneously taken by
the various agents are optimal when the economic
environment is e, i.e. optimal vectors belong to
P(e) (clearly, E is the set of feasible ¢, that is ‘the
economy’, while 4 is the set of feasible vectors q,
each one of them defining the actions taken by all
the agents). For instance P(e) may be the set of
Pareto efficient vectors. But in the theory discussed
here, it is often more narrowly defined so as to take
equity considerations into account: a social utility
function may have to be maximized or a rule on the
consumers ‘income distribution’ satisfied.

A resource allocation mechanism f. E — A
should select one a = fle) for each environment
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e (in some cases fmay be multivalued, i.e. become a
correspondence). The best formalized mechanism
is the competitive equilibrium of a ‘private owner-
ship economy’. A study of decentralization requires
a careful specification of the mechanism, which is
typically viewed as operating in two stages: first, an
iterative exchange of messages, usually between the
agents and a centre, resulting in a message corre-
spondence g: E — M (the message m = g(e)
specifies what information about e has been col-
lected at the centre), second an outcome function /:
M — A. For instance, the competitive mechanism
is often specified as resulting from the tatonnement
process, in which an auctioneer learns which
demands and supplies are announced at various
proposed vectors of prices, and searches for the
equilibrium prices; once these prices are found, the
outcome function gives the equilibrium exchanges,
hence productions and consumptions.

The performances of alternative mechanisms
of course concern the final result: one must know
whether the outcome f{e) belongs to the optimal
set P(e) for all environments in E, or at least for a
precise subset of E, and how close it is to P(e)
otherwise. But interesting performances also con-
cern intermediate features of the mechanism,
which usually is iterative. At step ¢ the previously
collected message m, _ ; is enriched according to
m, = g; (m; _ 1, e) and, if necessary, the process
could end by a = h, (m,). In a finite procedure it
does end at Twith m = myand h(m) = hy(m7); but
most mechanisms assume an infinite sequence of
m, for t = 1, 2 ... ad infinitum. One must then
know whether and how #,(m,) approaches P(e),
monotonically or otherwise. Since the transmission
of information is costly, the nature and size of the
message space M, to which m, belongs are also
important characteristics (Mount and Reiter 1974).

The Planning Problem

Early in this century many economists objected to
socialist planning programmes that could not be
implemented, because they unrealistically
assumed that a central administration could have
the knowledge and computing power required for
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an efficient control of economic activity. The lead-
ing figure was L. von Mises (1920 in particular);
but Hayek (1935) was first to emphasize the prob-
lems raised by the decentralization of information.
Socialist economists answered that decentralized
mechanisms could operate, either mimicking the
market system while being free of its deficiencies
(Lange 1936) or using different well conceived
modes of information gathering (Taylor 1929).
The debate was, in the interwar years, the subject
of'the ‘economic theory of socialism’. (For a well-
documented survey, see Bergson 1948).

The problem was again taken up during the
1960s, in particular because the logic of efficient
planning was discussed in Eastern and Western
Europe (Arrow and Hurwicz 1960; Kornai 1967,
Malinvaud 1967; Heal 1973). Many planning pro-
cedures were rigorously studied as resource allo-
cation mechanisms. Their definition implied an
iterative exchange of information between a Cen-
tral Planning Board and firms, sometimes also
representative consumers. The additional mes-
sages provided by the function gt at step ¢ then
consisted of prospective indices announced by the
Board, for instance prices for the various com-
modities, and replies called proposals sent to the
Board by firms and other agents, for instance
preferred techniques of production and their
input requirements, or supplies and demands.

In this discussion it is common to distinguish
between price-guided procedures, in which the
Board announces price vectors, and other proce-
dures, in which quantity indices or targets worked
out at the centre play a more or less important role.
The nature and properties of the environment are
then found to be crucial for the determination of
the relative performances of alternative proce-
dures, in particular of price-guided against
quantity-guided procedures (Weitzman 1974).

The analytical study of various procedures usu-
ally assumes that decentralized agents exactly fol-
low specified rules for the determination of their
proposals and so faithfully reveal part of their pri-
vate information. Some procedures are then found
to be efficient and to permit achievement of distrib-
utive objectives. But efficiency is typically easier
precisely in those environments that are also



Decentralization

favourable to the efficiency of free competition.
Besides the possibility of incorrect reporting, the
main difficulty concerning the relevance of this
literature is to know whether its models provide
an approximate representation of procedures that
are actually used, or at least administratively feasi-
ble. Manove (1976) has made this claim for his
representation of Soviet planning.

The Public Good Problem

The most relevant field of application may very well
be the theory of public goods. Decisions concerning
the provision of public services and their financing
cannot be fully decentralized; but the knowledge
required is dispersed and must be gathered in a
proper way. Hence even the positive theory of public
goods was often formulated along lines that look
like those of planning procedures (Malinvaud
1971). The same remark applies to decisions
concerning public projects with large fixed costs,
even if their output is privately consumed.

Considered as a planning procedure, the search
for the best decision is often viewed as involving
‘prospective indices’ that define amounts of service
to be provided, ask for corresponding individual
marginal utilities and look whether the sum of the
latter would cover the cost of additional service.
This is compatible with the dual arrangement for
private goods, prices being announced, supplies and
demands being the replies. The procedure is then
quantity-guided for public goods and price-guided
for private goods (Dréze and Vallée Poussin 1971).

The collective consumption of many types of
public goods is not really national but limited to
local communities (primary education, city trans-
ports, and so on). Administrative science sees the
decentralization issue as being to know at which
level should decisions be taken: at the national
level, so as to distribute fairly these services
among communities, or at the local level, so as
to permit better adaptation to local needs and
wishes. Economists do not seem to have contrib-
uted to this issue; their discussion of local public
goods assumes full administrative decentraliza-
tion (Tiebout 1956).
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Incentive Compatibility

The study of a decentralized system has to con-
sider whether the actual reports and behaviour of
individual agents do not deviate from what they
are supposed to report and do; in case of devia-
tions, how are the performances of the system
affected? The problem is serious: once the rules
of organization and decisions are known, individ-
ual agents may benefit from misreporting their
private information or from behaving in a way
that, although deviant, does not clearly appear to
be so. In other words, they may act as players in a
game, rather than as members of a team, and this
may be more or less detrimental for the optimality
of the final result.

The problem has long been known for orga-
nizations in which some agents do not individu-
ally benefit from what is achieved and therefore
lack the incentive to do their best. Monopolistic
or other non-competitive behaviour is often
interpreted as a breach of the normal rules of
resource allocation. In the theory of public good
the ‘free rider problem’ occurs as soon as some
individuals, having a high marginal utility for the
public good, would benefit from hiding this fact
so as to contribute little to the financing of
the good.

Study of the problem has been active during
the past two decades (Green and Laffont 1979).
The fundamental difficulty has been exhibited by
such results as the following one: in the classical
model of an exchange economy with a finite
number of consumers, no procedure can be
found that would necessarily lead to a Pareto
efficient result in which individuals, acting as
players in a non-cooperative game, would faith-
fully report (Hurwicz 1972). However, mis-
reporting may not prevent a procedure from
eventually leading to an optimum, as was proved
in a number of cases.

Experiments moreover show that the game-
theoretic approach to the incentive problem may
be misleading because it neglects non-economic
motivations that individuals may find for
accepting a team-like behaviour and therefore
for faithfully reporting (Smith 1980).
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Decision Theory

H. M. Polemarchakis

To decide is to choose from sets of alternatives.
Decision theory is concerned with rationality in
choice.

1. An individual faces a set of alternatives, C.
Over the set of alternatives, the individual has
preferences described by a binary relation R: ¢
is preferred or indifferent to (at least as good
as) ¢’ if and only if cRc’. The following postu-
late then characterizes rationality.

Postulate

The preference relation R is complete and
transitive.

If cRc’ and ¢"Rc’; " Rc for any ¢’ and ¢, either
¢’Rc or ¢RC'. Rationality in this simple framework
is thus a consistency requirement.

From 4 C Cthe individual chooses d (4) C 4,
not necessarily a singleton, the set of elements of
A which are maximal for R: d () = {c¢ € A: cR¢
for all ¢ € 4}; the definition of the choice corre-
spondence d is sometimes considered an addi-
tional aspect of rationality.

Note as an example that, if C is the consump-
tion set, R is the individual’s preference relation
over commodity bundles, prices and income gen-
erate budget sets 4, and d is the demand
correspondence.
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We are often interested in the following aspects:

Representability

A function u defined on the set of alternatives
C represents the preference relations on R, if
u(c) > u(c) if and only if ¢cR¢’. When such a
function exists, it is the objective function of the
individual; in the special case of the consumer, it
is referred to as the utility function. Note that if a
function u represents the relation R, so does any
monotonically increasing transformation of u; the
representation is thus ordinal. The classical theo-
rem on representability is due to Debreu (1954):
A transitive and complete preference relation R on
a set C is representable by a (continuous) objec-
tive function as long as the set of alternatives C is
a connected, separable topological space, and
the relation R is continuous: for all ¢ € C, the
sets {¢' € C:/Rc} and {¢’ € C:cR(} are closed.
Debreu also gave an example of a relation which
fails to be representable: Let C be the
non-negative orthant of two-dimensional Euclid-
ean space, and let the relation R be defined
as follows: ¢ = (c1,c2)Rc’ = (¢}, ch) if ¢ > ¢
or (¢; = ¢ and ¢ > ¢)) ; this is known as the
lexicographic relation. A straight-forward argu-
ment shows that the representability of R (not
necessarily by a continuous function) would
imply that the set of real numbers is countable, a
contradiction. Representability is thus a strictly
stronger requirement than rationality. Beyond
representability and rationality, one may investi-
gate the correspondence between qualitive prop-
erties of the relation R and the functional form of
some representation u. Additive separability turns
out to be of interest, as we shall see when we
impose more structure; and the main result is
due again to Debreu (1959): Let N = {1,..., n},
n>2,and let C = HjeNCj be a connected and
separable topological space. A transitive,
complete and continuous relation R on C has an
additively separable representation u(c) =3, v
u;(c;) if and only if for every J/ C N and ¢; =

(C j)j cJ the

Cyy = HjeN/]Cj is independent of c,, and at

induced relation R.; on
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least three factors j € N are essential: a factor j €
N is essential if not all elements of Cy; are
mutually (preferred or) indifferent under the
induced relation R;. The case of only two essential
factors can be treated separately.

Observability and Recoverability

The preference relation R is an unobservable char-
acteristic of the individual. What is, in principle at
least, observable is the choice correspondence
d on a class A4 of subsets of C. Samuelson (1938)
first, in the context of consumer theory, gave a
definition of rationality in terms of the observable
characteristics of the consumer. Elaborating on
Samuelson, Richter (1966) defined a consumption
bundle, ¢, to be directly revealed preferred to
another bundle, ¢/, cV¢/, if, for some budget set
A, ¢ € d(A)while ¢ € A. Abundle c is indirectly
revealed preferred to another, ¢/, ¢cWc/, if there
exists a finite sequence of bundles, ..,
such that ¢ = ¢'Vé2,.. V" 'We" = ¢, The con-
sumer is congruous if, for all ¢, ¢ € C and all
budget sets 4, whenever ¢ € d(4), ¢ € A and,
cWc', ¢ € d(A). Richter proceeded to show that
congruence, which characterizes the observable
choice correspondence, is equivalent to the earlier
definition of rationality: A consumer satisfies the
congruence axiom if and only if he is rational. Sen
(1971) extended the argument beyond consumer
theory, to general choice situations. Closely
related to observability is the issue of recoverabil-
ity. Even when the choice correspondence is
known to be generated from the maximization of
some underlying complete and transitive prefer-
ence relation, knowledge of d need not suffice to
identify unambiguously and recover R; the gener-
ating binary relation need not be unique.
Mas-Colell (1977), in the context of consumer
theory, showed that recoverability is indeed pos-
sible under mild regularity assumptions. Ques-
tions of prediction require recoverability based
on the observation of the choice correspondence
on a restricted domain, for which further qualita-
tive assumptions on the underlying binary relation
are necessary.
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Existence and Computability

For an arbitrary 4 C C no maximal element for
the relation R needs to exist. The choice corre-
spondence is then defined on a restricted class 4 of
subsets of the set of alternatives. Even if maximal
elements can be shown to exist for 4 C C, there
remains the issue of computability.

2. Under uncertainty, the objects of choice are not
what ultimately determines the welfare of the
individual. We follow the formalization of Sav-
age (1954). States of the world are s € S; a
state of the world is an exhaustive and exclu-
sive description of the environment. Conse-
quences are ¢ € C; a consequence is what
ultimately determines the welfare of the indi-
vidual. Acts are f € F, an act is a function
f: S — C, which associates consequences to
states. The set F is the set of all possible acts;
elements of the set F' are the objects of choice
of the individual. An event is a subset B C S:
an event is said to occur if it contains the true or
actual state of the world; for an event B, its
complement is B = §/B. Certainty is the limit-
ing case in which S'is a singleton and the sets of
acts. F;, and of consequences, C, coincide.

A series of postulates which characterize ratio-
nality under uncertainty imply that the individ-
ual’s preferences over acts, described by the
preference relation R, have an expected utility
representation E,u, where E is the expectation
operator, p is a probability measure on the set of
states of the world S, and u is a cardinal utility
index on the set of consequences C, unique up to
monotonically increasing, linear transformations.
Note that the existence of such a probability mea-
sure is not taken for granted.

Postulate (I)

The preference relation R over acts is transitive
and complete.

This is the exact analogue of the postulate of
rationality under certainty. Thus, under the addi-
tional technical assumptions of the representation
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theorem of Debreu (1954), the preference
relation R is representable by an objective func-
tion v : v(f) > v(f') if and only if fRf"'.

The set of consequences C can be identified
with the subset of constant acts, the acts which
yield the same consequence at all states. It follows
that implicit in the preference relation over acts is
a preference relation over consequences.

Postulate (II)

For facts f;f/, g and g’ and an event B, of f = f’
and g = g'on B, while f=gandf’ = ¢ onB, f
Rgif and only if / Rg '.

Preferences over acts do not depend on the
consequences they yield on states at which their
consequences coincide; this is known as the sure
thing principle and it corresponds, when probabi-
listic beliefs are taken as given, to the strong
independence axiom. The sure thing principle
guarantees the additive separability of the objec-
tive function across states; up to technical condi-
tions, additive separability follows from the
theorem of Debreu (1959) on additively separable
representations. The sure thing principle is tenable
as an aspect of rationality as long as states are
exhaustive and exclusive descriptions of the envi-
ronment. It has been challenged, however, on the
ground that it is frequently violated in experimen-
tal set ups. The most famous such refutation is due
to Allais (1953):

Let S = {s', 5% s’} and C = [0, 00), and con-
sider the following acts:

st =1 [s' =0
f=|s—-1 g=|s$—=5;
s =1 _s3—>1
st =0 [s' =0
ff=1s—=1;, ¢g=1s—5.
52— 1 | > =0

According to the sure thing principle (B = {s1,
$2}, ~B = {s3}) fRg if and only if /" Rg’. It is
most often the case, however, that with payoffs
(consequences) dominated in units of $1,000,000
and the probability of occurrence of the states
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known to be (0.01, 0.1, 0.89), individuals state
their preferences as /' Rg and g’ Rf’. Machina
(1982) has argued that the sure thing principle
can be understood as characteristic of an approx-
imation to a general preference relation.

With postulate (ii), conditional preferences are
well defined: For an event B, f Rgg if and only if
there exist acts // and g such that /' Rg’ and
f coincides with g on B while, on B, f’ coincides
with g’. Knowledge of the restriction of fand g on
B determines unambiguously the individual’s pref-
erences between fand g conditional on B; it suffices
to complete fz and g so that they coincide on B.

An event B is null if and only if f Rgg for any
actsf, g € F.

Postulate (lll)

For any constant acts f and g and any non-null
event B, f Rpg if and only if f Rg.

This excludes state-dependent preferences. For
any s, s' € S the representations v, and vy of the
conditional preferences R, and R, must be
ordinally equivalent. It may seem that one can
introduce state dependence by replacing the set
of consequences C by the product C* = Cx §;
this allows for state dependence since states of the
world are now part of the specification of the
consequences of an act. This may, however, be
just empty formalism; the construction would
oblige the individual to contemplate acts
assigning to, say, states s the consequence (c, s"),
while s and 5" are mutually exclusive states of the
world. For postulate (iii) to be tenable it is neces-
sary to keep clear the distinction between acts and
consequences.

Postulate (IV)

For consequences ¢, ¢, dandd' € C, actsf, /', g
and g €, and events 4 and B

on B
on ~ B’

/ _|c¢ onA |
'Re, f = ¢ on~ A 8= d

and
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/ ;o d on A ; d on B
dRd.f" = d on~A &7 |d on~B

then f'Rg if and only if /” Rg’.

The individual has consistent probability
beliefs. In addition to yielding a probability mea-
sure on the set of states, S, postulate (iv) will imply
that the conditional objective functions v, s € S,
are not simply ordinally equivalent, but differ only
by a monotonically increasing linear transforma-
tion; vy = p, u.

With postulate (iv), it makes sense to speak of
one event B being at least as probable as another
event B': BR* B if there exist acts f and g and
consequences ¢ and ¢’ such that

on B’
on ~ B’

, c on B c
cRe,f = =
f ¢ on~B ST |¢

and gRf-

Postulate (V)

There exists at least a pair of consequences ¢ and
¢ such that cR¢’ but not ¢'Re.

This is simply to avoid the case of a preference
relation which leaves the individual indifferent
between any two acts. Such a preference relation
could not be used to elicit the individual’s proba-
bility beliefs which, by definition, must assign
higher probability to some events than others.

We now proceed to outline the argument first
for the derivation of a probability measure and
then for the expected utility representation.

It is straightforward to check that the binary
relation R* over events is indeed a qualitative
probability; that is, a complete and transitive rela-
tion which in addition satisfies the conditions that
BR*B’ if and only if (B UB")R*(B’ UB") when-
ever (BNB") = ¢,BR*¢, and SR*¢ but not
¢R*S. A probability measure p on S is a positive
function such that p(BUB') = p(B) + p(B)
whenever BNB' = ¢ and p(S) = 1. If S carries
a probability measure p and a qualitative proba-
bility R* such that p(B) > p(B’) if and only if
BR* B, p agrees with (represents) R". Even for
finite S, however, there exist qualitative
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probabilities for which no agreeing probability
measure can be found. A probability measure
p which agrees with R* exists as long as an addi-
tional continuity condition is satisfied. We shall
assume that this condition holds; thus p exists and
is unique. Note that the definition of probability
requires finite and not countable additivity; thus
we avoid the need to specify the o on which the
measure is defined. The continuity assumption
which we employ to guarantee that a probability
measure exists implies that this probability mea-
sure satisfies a certain non-atomicity property; it
excludes finite and even countable state spaces; to
relax the condition is, however, cumbersome.
Finally, observe that the representation of qualita-
tive probability by a probability measure extends
to conditional probability; indeed, we obtain
Bayes’ rule for every non-null event B'p(B’') =
p(BNB).

With the probability measure p on S, every
action f € F induces a probability measure jron
the set of consequences C: forA C C,u:(A) =
p{s€S :f(s) € A}.A probability measure is sim-
ple if it has finite support: acts which induce simple
measures are gambles. Let M* be the subset of the
set M of all probability measures on C of simple
measures. Observe that M* is a mixture set: to each
o € [0, 1]and each pair of elements u, ¢’ € M* there

corresponds  unambiguously an  element
ou + (I — o) suchthat 1 u + O = p,opn
+(01 -y = (1 —o)y +oap and
aldp + (1 — )W) + (1 — ) = o p

+ (1 — ao’). It follows from the postulates, and
this is the key step in the construction, that acts
are evaluated by the individual only with respect
to the measures which they induce on the set of
preferences. Equivalently, the preference relation
R on F induces unambiguously a complete and
transitive binary relation on M, which we
also denote by R : uRu'if = w1 = pp, and
fRf"'. Furthermore, for u, i/, "’ € M* and o0 € [0,1],
uRy if and only if  Jou + (1 —a)y’]
Rloy' + (1 —o)u"], while for u,p/, 1" € M*
with uRp ' Ru”, there exists a unique o(u'; pt, 1)
€ [0, 1] such thatjep + (1 — o)u”|Ry and p'R
[ + (1 — o)u”]. The cardinal utility index u on
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C such that, restricted to the subset F* C F of
gambles, v = E,u is constructed as follows: For
a given pair of consequences ¢ and ¢ with ¢cRc, let
u(c) = 1, u(c) = 0; for ¢ such that cRcRc, let u(c)
= o, Uz, uc) ; the extension of u to all of C is
straightforward. Evidently, the cardinal utility
index is unique up to monotonically increasing
linear transformations. Under additional technical
restrictions which involve the boundedness of
the cardinal utility index (or, equivalently, the
continuity of the preference relation with respect
to the appropriate topology on the set of probability
measures over consequences) the expected utility
representation can be extended to acts which are
not necessarily gambles. The Savage postulates do
not allow for state dependence of the cardinal utility
index u. Additional structure is required, as in
Dreze (1984), for state dependence to be introduced
and for probability beliefs to be distinguished from
state dependence.

3. Choice may occur sequentially. We revert to a
framework of certainty. The set of alternatives
over which the individual has preferences and
among which he chooses is C: for simplicity,
we take it to be finite. The individual is char-
acterized by his preference relation R and C,
which is transitive and complete. Let C be the
power set of all subsets, 4, of C. The prefer-
ence relation R on C induces unambiguously a
preference relation R on C, which inherits its
transitivity and completeness: ARA’ if and
only if cR¢’ for some ¢ € 4 and all ¢ € 4.
Note that the definition of R embodies the
principle of backward induction: Faced with
the choice between sets of alternatives 4 and
A’, the individual prefers 4 if a subsequent
choice among the elements of 4 is at least as
good as any possible choice among the ele-
ments of 4’

The problem of (time) consistency arises,
as Strotz (1955-56) has noticed, when the
individual’s preferences over C change
between the point at which he chooses
among sets of alternatives and the subsequent
point at which he chooses among alternatives
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in the set he chose earlier: Let R? be the final
preference relation over C and let R' be the
preference relation over C when he chooses
over C. Two preference relations on C can be
induced by the pair (R', R*). The naive pref-
erence: ARY A’ if and only if cR¢' for some
¢ € Aand all ¢' € A'"; in this case the individ-
ual ignores the subsequent change of prefer-
ences which he may be able to foresee. The
sophisticated preference: AR® A' if and only if
cR'¢' for some ¢ € A4 and some ¢' € A' such
that cR*c" and ¢' R*C" for all ¢ € A and all
" € A, respectively; in this case, the indi-
vidual foresees his subsequent change of pref-
erences and attempts to commit himself to the
extent that the choice out of 4 which will be
made according to R* is as good as possible
according to the current ranking, R'. Again,
the use of backward induction is evident. The
individual is consistent if R' and R* and hence
R™ and R® coincide.

The resolution of uncertainty may occur
sequentially. States of the world, acts, and con-
sequences are as before. The individual’s pref-
erences over acts are represented by the
objective function v. Let S be a partition of S.
For §° €8, let F° be the set of all acts f° : $°
— C . The question follows whether there
exists an objective function on F° which is
naturally induced by v When the objective
function v has an expected utility representa-
tion, the answer is straightforward: it suffices
to replace the probability measure p by the
conditional probability measure p° = p|S°,
thus obtaining V° = E,ou. Formally, the
domain of v is £ not F%yet no ambiguity
arises, since, for any act f € FV° (f) depends
only on the restriction of f0 S°. Suppose C and
hence F are well as linear spaces (addition and
scalar multiplication are well defined). If the
individual has taken act feF before S° is
realized, he ranks elements f° € F* according
to vo(/_r + fo) , where f, is the unambiguous
extension of /° to F which takes the value
zero on S/S°. When the objective function
v does not have an expected utility
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representation, the argument breaks down. It
is formally possible to ignore the resolution of
uncertainty and rank acts f° € F* according to
VO(f +fo) = v(f +fo). But this is contrived:
it amounts to considering as ‘occurring’ states
of the world s € §/S° when they are known not
to have occurred.

. We have concentrated on individual behaviour.

Alternatively, it may be only aggregate behav-
iour which is observable or of interest. Suppose
that the set of alternatives is a linear space: Let
h=1, ..., Hbe a collection of individuals,
and let O = (..., Q" ...) be a distribution
scheme: to any subset A C C in a class A, it
assigns a vector of subsets (..., 4" C C,...)
suchthat A' + ...+ 4"+ ... A" = 4. Letdbe
the aggregate choice correspondence restricted
to A. Two questions follow: Under what con-
ditions do there exist individual preference
relations R, ..., R", ..., RY such that the
aggregate correspondence coincide with d?
Note that the question is well posed only with
reference to a distribution scheme Q. Alterna-
tively, under what conditions on the individual
preference relations R',..,R" ...,R"and the
distribution scheme Q can the aggregate choice
correspondence be derived from the optimiza-
tion of a representative preference relation? In
the context of consumer theory both questions
have been studied extensively. Sonnenschein
(1972) first suggested that as long as the num-
ber of individuals is large relative to the num-
ber of commodities, the income distribution
scheme is derived from an arbitrary but fixed
distribution of initial endowments, and only
the excess demand of individuals is observed
as prices vary, homogeneity with respect to
prices and the budget constraint (Walras’
Law) are the only constraints which aggregate
behaviour must display; individual rationality
fails to have observable implications in the
aggregate. Alternatively, as Gorman (1953)
has shown, if individual preference are identi-
cal and homothetic (cRc¢' if and only if (Ac)
R(ACM), (> 0) as well, the aggregate
behaves like a single, rational individual.
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Note that a qualitative restriction on the pref-
erence relation is employed for individual
rationality to have observable implications in
the aggregate.

5. Throughout, the alternative which obtained
was determined unambiguously by the deci-
sion of the individual and the resolution of
exogenous uncertainty. We have ignored issues
of feasibility, equilibrium and strategy.

See Also

Arrow—Debreu Model of General Equilibrium
Exchange

Organization Theory

Statistical Decision Theory

Uncertainty
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Decision Theory in Econometrics
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Abstract

The decision-theoretic approach to statistics
and econometrics explicitly specifies a set of
models under consideration, a set of actions
that can be taken, and a loss function that
quantifies the value to the decision-maker of
applying a particular action when a particular
model holds. Decision rules, or procedures,
map data into actions, and can be ordered
according to their Bayes, minmax, or minmax
regret risks. Large sample approximations can
be used to approximate complicated decision
problems with simpler ones that are easier to
solve. Some examples of applications of deci-
sion theory in econometrics are discussed.
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Decision Theory in Econometrics

The decision-theoretic approach to statistics and
econometrics explicitly specifies a set of models
under consideration, a set of actions available to
the analyst, and a loss function (or, equivalently, a
utility function) that quantifies the value to the
decision-maker of applying a particular action
when a particular model holds. Decision rules, or
procedures, map data into actions, and can be
evaluated on the basis of their expected loss.

Abraham Wald, in a series of papers beginning
with Wald (1939) and culminating in the mono-
graph (Wald 1950), developed statistical decision
theory as an extension of the Neyman—Pearson
theory of testing. It has since played a major role
in statistical theory for point estimation, hypothe-
sis testing, and forecasting, especially in the con-
struction of ‘optimal’ procedures. Some textbooks
such as Ferguson (1967) and Berger (1985)
emphasize statistical decision theory as a founda-
tion for statistics. But the decision theory frame-
work is sufficiently flexible that it can be used for
many empirical applications that do not fit neatly
into the usual statistical set-ups. Some examples
are discussed below.

Like the Neyman—Pearson theory, Wald’s
approach emphasizes evaluating the performance
of a decision rule under various possible
parameter values. There does not always exist a
single rule that dominates all others uniformly
over the parameter space, just as there does not
always exist a uniformly most powerful test in the
special case of hypothesis testing. Wald, who also
made contributions to game theory, proposed to
evaluate a procedure by its minmax risk — the
worst-case expected loss over the parameter
space. Savage (1951) discusses the minmax prin-
ciple and suggests an alternative, the minmax-
regret principle. Alternatively, one can place a
probability measure on the parameter space, and
evaluate rules by their weighted average
(Bayes) risk.

Basic Framework

In Wald’s basic framework, we start with a set of
actions &/, and a parameter space ®, which
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characterizes the set of models under consider-
ation. A loss function L(0, a) gives the loss or
disutility suffered from taking action a€ &/
when the parameter is 0 € ©. The decision
maker observes some random variable Z, distrib-
uted according to a probability measure Py when 6
is the ‘true’ parameter. Here, the parameter space
O could be finite-dimensional (corresponding to a
parametric family of distributions) or infinite-
dimensional (corresponding to semiparametric
and nonparametric models). The observed ran-
dom variable Z could be a vector, as for example
in the situation of observing a random sample of
size n from some distribution. Often, the set of
possible probability measures {Py: 0 € O} is
called a statistical experiment.

A decision rule or procedure d(z) maps obser-
vations on Z into actions. In some cases, it is
useful to allow for randomization over the actions.
A randomized decision rule is a mapping from
observations into probability measures over the
action space. A simpler, usually equivalent for-
mulation is to consider rules d(z, u) which are
allowed to depend on the observed value z and
the value u of a random variable U, distributed
standard uniform independently of Z. The risk, or
expected loss, of a decision rule 0 under 0 is
defined as

R(0,0) = Eg[L(0,5(Z,U))]

_ /0 1 / L(0, (2, u))dPy(=)du.

A rule 6 is admissible if there exists no other
rule &’ with

R(0,0') < R(0,0),V0€ 0O,
And
R(6,5") < (6,9) for some 0.
Ordering Decision Rules

In general, there are many admissible decision
rules, which may do well in different parts of the
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parameter space. Thus, while the admissibility
criterion eliminates obviously inferior rules, it
may not provide concrete guidance on how to
‘solve’ the decision problem. Additional criteria
can help by providing a sharper partial ordering of
decision rules.

One way to rank decision rules is to average
their risk over the parameter space. Let IT be a
probability measure on ©. The Bayes risk of a
decision rule ¢ is

A1, 6) = / R(6, 5)dT1(0).

A rule is a Bayes rule if it minimizes this
weighted average risk. Let the probabilities P
have densities py with respect to some dominat-
ing measure, and let the prior IT have density 7.
Typically, a Bayes rule can be implemented by
choosing, for any given observed data z, the
action that minimizes the posterior expected
loss

/ L(0,a)dT1(0) z),

where TI(0]z) is the posterior distribution with
density

~ m(0)py(z)
wO012) = 1, CyaTi(e)

There is a close connection between the admis-
sible rules and the Bayes rules. If the parameter set
is finite, a Bayes rule for a prior that places posi-
tive probability on every element of ® is admis-
sible. Furthermore, ‘complete class theorems’
give results in the opposite direction. In particular,
if the parameter set is finite, any admissible rule is
Bayes for some prior distribution. If ® is not
finite, some care needs to be taken to make a
precise statement of the relationship between the
admissible and Bayes rules; see for example
Ferguson (1967).

An alternative ordering is based on the worst-

case risk sup R(6,0). A minmax rule om satisfies
0c®
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supR(0,9,,) = inf
0e® 4

sup R(0,9).
0c®

In general, a minmax rule need not be
admissible.

A closely related criterion is the minmax regret
criterion. The regret loss of a rule is the difference
between its loss and the loss of the best possible
action under 0:

L.(0,a) = L(0,a) — inf L(0,a).
ac o

We can then define regret risk as Rr(6, o)
= Ey(Lr(0, o(Z, U)). The minmax regret rule
minimizes the worst-case regret risk. This rule
was suggested by Savage (1951) as an alternative
to the minmax criterion. He argued that in cases
where the minmax criterion is unduly conserva-
tive, minmax regret rules can be reasonable.

Savage (1954) showed that a decision-maker
who satisfied certain axioms of coherent behaviour
would act as if she placed a prior on the parameter
space and minimized posterior expected loss.
Gilboa and Schmeidler (1989) showed that, under
a different set of axioms, a decision-maker would
follow the minmax principle.

Calculation of Bayes and minmax rules can be
difficult in many applications. Bayesian posterior
distributions can be calculated directly when the
prior and likelihood have a conjugate form. One
way to solve for a minmax rule is to guess the
form of a ‘least favourable’ prior and solve for the
associated Bayes rule. If the risk function of the
Bayes rule is everywhere less than the Bayes risk,
then the rule is minmax. A related method is to
construct a least favourable sequence of prior
distributions, and calculate the limit of the Bayes
risks. If a particular rule has worst-case risk lower
than the limit of Bayes risks, then the rule is
minmax. Another useful technique for obtaining
minmax rules makes use of invariance properties
of the decision problem. If the model and loss are
invariant with respect to a group of transforma-
tions, and that group satisfies a condition called
amenability, then the best equivariant procedure is
minmax by the Hunt-Stein theorem. These
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techniques are discussed in Ferguson (1967) and
Berger (1985).

If Bayes and minmax rules cannot be obtained
analytically, computational methods can some-
times be useful. Recently developed simulation
methods such as Markov chain Monte Carlo have
greatly expanded the range of settings where Bayes
rules can be numerically computed. Chamberlain
(2000) develops algorithms for computing minmax
rules, and applies them to an estimation problem
for a dynamic panel data model.

Asymptotic Statistical Decision Theory

Despite advances in computational methods,
many statistical decision problems remain intrac-
table. In such cases, large-sample approximations
may be used to show that certain rules are approx-
imately optimal. Le Cam (1972, 1986) proposed
to approximate complex statistical decision prob-
lems by simpler ones, in which optimal decision
rules can be calculated relatively easily. One then
finds sequences of rules in the original problem
that approach the optimal rule in the limiting
version of the problem.

As an example, suppose we observe n i.i.d.
draws from a distribution Py, where 0 € © C RF
and the probability measures {Py} satisfy conven-
tional regularity conditions with non-singular
Fisher information /5. We can think of this as
defining a sequence of experiments, where the
nth experiment consists of observing an
ndimensional random  vector distributed
according to P}, the n-fold product of Py Since,
in the limit, 6 can be determined exactly, we fix a
centring value 60, and reparametrize the model in
terms of local alternatives 0y + h/+/n, forh € R-.
This sequence of experiments has as its ‘limit
experiment’ the experiment consisting of observ-
ing a single draw Z ~ N ( A, [501 , and we say that
the original sequence of experiments satisfies
local asymptotic normality (LAN). More pre-
cisely, according to an asymptotic representation
theorem (see van der Vaart 1991), for any
sequence of procedures on in the original
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experiments that converge in distribution under
every local parameter 4, these limit distributions
are matched by the distributions associated with
some randomized procedure 6(Z) in the limit
experiment. Thus, the limit experiment character-
izes the set of attainable limit distributions of pro-
cedures in the original sequence of experiments.
Solving the decision problem in the limit experi-
ment leads to bounds on the best possible asymp-
totic behaviour of procedures in the original
problem, and often suggests the form of asymp-
totically optimal procedures.

Le Cam’s theory underlies the classic result
that in regular parametric models, Bayes and max-
imum likelihood point estimators of 0 are ‘asymp-
totically efficient’. In the LAN limit experiment

Z~N (h, l 00 1 ), anatural estimator for the param-

eter & is 8(Z) = Z. This can be shown to be
minmax and best equivariant for ‘bowl-shaped’
loss functions. Both the Bayes and MLE estima-
tors in the original problem are matched asymp-
totically by this optimal estimator, so they are
locally asymptotically minmax and best
equivariant. The ideas have been extended to
models with an infinite-dimensional parameter
space (see Bickel et al. (1993) and van der Vaart
1991, among others), to obtain semiparametric
efficiency bounds for finite-dimensional sub-
parameters. More recently, a body of work has
developed limit experiment theory for nonparamet-
ric problems such as nonparametric regression and
nonparametric density estimation (see Brown and
Low 1996, and Nussbaum 1996, among others).
These results show that nonparametric regression
and density estimation are asymptotically equiva-
lent to a white-noise model with drift, for which a
number of optimality results are available.

Applications in Economics

Portfolio Choice

A number of authors have used statistical decision
theory to study portfolio allocation when the dis-
tribution of returns is uncertain. Some examples
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include Klein and Bawa (1976), Kandel and
Stambaugh (1996), and Barberis (2000), who
develop Bayes rules for portfolio choice
problems.

Treatment Choice

Another econometric application of statistical
decision theory is to treatment assignment prob-
lems, in which a social planner wishes to assign
individuals to different treatments (for example,
different job training programmes) to maximize
some measure of social welfare. Manski (2004)
develops minmax-regret results for the treatment
assignment problem, Dehejia (2005) develops
Bayesian rules, and Hirano and Porter (2005)
obtain asymptotic minmax regret-risk bounds
and show that certain simple rules are optimal
according to this criterion.

Model Uncertainty and Macroeconomic Policy
Brainard (1967) studied a macroeconomic policy
problem, in which a parameter describing the
effect of a policy instrument on a macroeco-
nomic outcome is not known with certainty
but is given a distribution. The policymaker has
a utility function over outcomes and chooses the
policy that makes expected utility. More recently,
a number of authors have continued this line
of work, extending the analysis to more general
forms of model uncertainty and developing
both Bayesian and minmax solutions. Some
examples include Hansen and Sargent (2001),
Rudebusch (2001), Onatski and Stock (2002),
Giannoni (2002), and Brock, Durlauf and
West (2003).

Instrumental Variables Models
Decision-theoretic ideas underlie recent work on
the linear instrumental variables model in econo-
metrics. Chamberlain (2005) develops minmax
optimal point estimators in the IV model using
invariance arguments. Andrews, Moreira and
Stock (2004) have developed tests in the IV
model that are optimal under an invariance restric-
tion, and Chioda and Jansson (2004) have devel-
oped optimal conditional tests.

Decision Theory in Econometrics

Time Series Models

Asymptotic statistical decision theory has been
useful in studying certain time series models
which do not satisfy standard regularity condi-
tions. Jeganathan (1995) shows that a number of
models for econometric time series have limit
experiments that are not of the standard LAN
form, but are locally asymptotically mixed normal
(LAMN) or locally asymptotically quadratic
(LAQ). Ploberger (2004) obtains a complete
class theorem for hypothesis tests in the LAQ
case, which nests the LAMN and LAN cases.

Auction and Search Models

Some parametric auction and search models, in
which the support of the data depends on some of
the model parameters, do not satisfy the LAN
regularity conditions. For such models, Hirano
and Porter (2003) showed that the maximum like-
lihood point estimator is not generally optimal in
the local asymptotic minmax sense, but that Bayes
estimators are asymptotically efficient.
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Declining Industries

Lester C. Thurow

Logically, there are two meanings to the term
declining industries. Industries can decline
because their products have been replaced by
new and better products, or industries can decline
because what used to be most cheaply produced in
country A is now most cheaply produced in coun-
try B and exported to country A. In the first case,
the word processor replaces the typewriter. In the
second case, steel production moves from the
United States to Brazil and American needs are
met with imports from Brazil.

In economic discussions the term declining
industries is almost always used in conjunction
with the shift of industries from one country to
another. This occurs because there is little public
controversy about the first type of decline and
much public controversy about the second.

With a shift from one product to another it is
immediately obvious to everyone that to prevent
such declines is to hold one’s standard of living
below where it otherwise would be. New products
and the better jobs that go with them have to be
held back to maintain a market for old products
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and old jobs. To do so is to retard progress and no
one seriously proposes such actions.

It is equally true that to prevent the second type
of decline is to hold one’s standard of living below
where it might otherwise be, but this conclusion is
not as immediately obvious. Everyone can see in
the first type of decline that additional new jobs
serve as a counterbalance to the loss of old jobs
and that the consumer get a better product. In the
second type of decline the lost jobs are politically
visible at home and the new jobs are politically
invisible abroad. The home gain in real income
comes via lower costs for consumers who replace
expensive domestic products with cheap foreign
products.

Most often the producers who lose their jobs
suffer large immediate reductions in their incomes
but are small in number, while the consumers are
large in number but reap only small gains in their
real incomes. The aggregate gains exceed the
aggregate loss but the losses are highly visible
while the gains are so small on a per capita basis
as to be almost invisible politically. Combine this
with a world where producer interests almost
always have more political clout than consumer
interests, and you have the political ingredients for
policies to protect declining industries despite the
fact that a country lowers its rate of growth by so
doing.

Almost all countries protect their declining
industries to some extent. Steel, for example, ben-
efits from various forms of protection in Europe,
the United States and Japan since none of them is
today the low cost producer for basic steel prod-
ucts. The more extensive the protection, however,
the more harm a country does to its economic
future.

The pattern of events is well known. Given
protection in the home market, cheap foreign pro-
ducers first drive the home industry out of its
unprotected export markets. After World War II,
the American steel industry first lost its export
markets. Without those export markets home pro-
duction falls. The home producers of unsophisti-
cated metal products then find that they cannot
compete against foreign producers who can buy
cheap foreign steel while they have to buy expen-
sive domestic steel. Products such as nails and

Declining Industries

wire start to be produced abroad and imported
into the United States. Home production again
falls. Eventually, foreign producers of sophisti-
cated metal-using products such as cars find that
their lower cost of materials is one of their advan-
tages in competing against the American auto
industry with its high material costs. The steel
that is not exported as steel is exported as cars.
As the case of steel indicates, protection can serve
to slow down the rate of decline, but it is almost
never possible to stop it.

To protect a declining industry is to weaken
related industries and set in motion spreading
waves of decline and protection. As a result, pro-
tecting declining industries is much like poking a
balloon: for every successful indentation there is
an equal expansion somewhere else.

While it is clear that a country should not seek
to delay declines in industries where comparative
advantage has shifted abroad, it is often not clear
as to whether comparative advantage really has
shifted. This occurs since currency values have
not moved smoothly to maintain national balances
between exports and imports as they should have
done if they had operated as expected from text-
book models. They have often in the past 15 years
given very misleading signals — and very rapidly
changing signals — as to where a country’s real
comparative advantage lies.

Thus in February 1985 the value of the dollar
was so high that foreign wheat could be sold for
less in the United States than American wheat; yet
it is clear that the United States still has a compar-
ative advantage in the production of wheat. It just
does not seem to be so because of the temporarily
high value of the dollar and the markets, such as
the Common Market, that have rules and regula-
tions essentially closing them to American
exports.

Since the transition costs of closing an industry
when the value of the dollar is high and reopening
the industry when the dollar falls are very large, it
may not make sense to allow the market to operate
as it would without government interference. The
question then becomes one of whether the right
solution is protection or subsidies for the affected
domestic industries, or international actions to
moderate the movements between major
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currencies and to open closed foreign markets.
Given that protection once in place is difficult to
remove politically, international actions to mod-
erate currency movements and open markets
would seem to be the preferable solution.

When one analyses a declining industry, one
seldom finds an industry in total decline without
competitively viable parts. In the steel industry,
for example, there are parts — mini-steel mills
using electric furnaces and low cost scrap iron,
speciality high-tech alloy steels — that could be
competitively operated in the United States given
a value of the dollar that would balance exports
and imports. To say that an industry is a declining
industry is not to say that it will disappear.

A declining industry also need not lead to
declining firms. While it is certainly true that
modern industrial economies need less steel per
unit of GNP produced, it is also true that there is a
new growing high-tech industry in new
materials — powdered metals, composites, pressed
graphite — that is the new steel industry of tomor-
row. Today’s declining steel firms could be tomor-
row’s expanding new material firms. But most
often they are not.

If one asks why not, it is clear that firms find it
very difficult to develop new products that will
destroy large old markets that they dominate. The
firm has a large vested interest in the old markets
and entrenched forces within the firm make it very
difficult for it to move into these new areas
quickly. Thus IBM, the dominant force in the
office typewriter business, was slow to develop a
word processor despite the fact that it was the
world’s leader in computers. At General Electric,
the dominant vacuum tube division sat on the
transistor and prevented General Electric from
becoming a leader in transistors. The classic
example is of course the railroads, which saw
themselves as railroads rather than as transporta-
tion companies.

While decline is the flip side of progress, real
costs are involved. Most of these costs come in the
form of human resources that are not easily trans-
ferred to new areas. An unemployed 55-year-old
Pennsylvania steel worker is not apt to be
retrained to be a California computer assembler.
Such an individual faces a large cut in expected
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income over the remainder of his working life and
society may well find itself burdened with higher
social welfare costs.

Economic theory has little to say about these
transition problems and costs since it assumes
that mobility is easy and that transition costs
either do not exist or are very marginal. With its
concept of equilibrium, wage workers forced out
of work in old industries quickly find jobs in new
industries with closely comparable wages. In
contrast, those who have actually followed
workers forced out of work in declining indus-
tries in the United States find that most of them
find work only with a long time lag and then only
with much lower wages. The losses in real
incomes are not the marginal ones assumed by
economic theory.

As a result there is a real issue in how a nation
manages decline. A nation cannot and should not
prevent declining industries from shrinking, but it
still has to face the issue of how it manages the
transition of human resources from old sunset
industries to new sunrise industries and what it
does about those human resources that are essen-
tially junked in the transition.
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Declining Population

Robin Barlow

Population decline is much less common than pop-
ulation growth. Looking at the geographical areas
occupied by present-day nations, or by their admin-
istrative subdivisions, one sees that over the last
millenium the number of years when the human
population declined is almost always much
exceeded by the number when it grew. Reflecting
this fact, economics has devoted much more atten-
tion to the growth of population than to its decline.
The preoccupation with growth, however, may be
ending as more countries experience lengthy
periods of reduced fertility.

Declining Population

Many of the economists writing on the growth
of population, from Malthus to the Club of Rome,
are notorious for their bleak view of the future. If
population growth is a bad thing, one might be
excused for thinking that its decline might be
beneficial. But much of the writing on decline is
equally alarmist. Does this indicate a general ten-
dency towards pessimism in demographic com-
mentary? Or is the model used for analysing the
consequences of population change genuinely
asymmetrical, in the sense that increases and
decreases of population do not produce opposite
effects? Or are different models being used for
growth and decline?

Before considering the consequences of popu-
lation decline, it is desirable first to consider the
causes, because in many respects the conse-
quences are conditioned by the causes. The pop-
ulation of a given geographical area can decrease
because of a reduction in fertility, an increase in
mortality or an increase in net emigration. Of
these three factors, fertility reduction has had the
least importance as a historical cause of depopu-
lation. Most areas in the world have indeed expe-
rienced prolonged periods of fertility decline,
particularly within the past 200 years, but these
declines have normally been accompanied by sig-
nificant reductions in mortality, and indeed many
would argue that the fall in fertility has been partly
a consequence of the fall in mortality, particularly
infant mortality. The result has been that
populations have continued to grow even when
the total fertility rate (the number of live child-
births per woman during the childbearing period,
assuming age-specific birth rates to stay at their
current levels) has been reduced by as much as
75 per cent, from a ‘traditional’ level of about
eight to a ‘modern’ level of about two.

Of course, when the total fertility rate falls
below the long-run replacement level, which in
modern conditions of mortality is about 2.1 chil-
dren per woman, the population must eventually
diminish, in the absence of net immigration. How-
ever, some decades may elapse between the
decline of the total fertility rate below this critical
level and the subsequent decline of the popula-
tion, because a pyramidal age-structure inherited
from earlier regimes of high fertility can sustain



Declining Population

the absolute number of births at a high level for
several years even while age-specific birth rates
are falling. In the United States, for example, the
total fertility rate has been below 2.1 since 1972,
but in 1984 the annual number of births was still
80 per cent greater than the number of deaths.

Increases in death rates, on the other hand,
have often been so extreme and abrupt as to pro-
duce an immediate decline in population. Histor-
ically there have been three main causes of sudden
increases in mortality: famine, disecase and war.
The three causes are not unrelated to each other.
War has often caused famine, for example, and
famine has caused disease. Famine, besides some-
times resulting from war and other political disor-
der, has been the product of natural disasters like
drought and floods. Cases when disease has
caused sudden increases in mortality include epi-
demics, like the bubonic plague in medieval
Europe, and the importing of new infections into
populations without immunity. A classic example
of the latter is the decline of American Indian
populations after their encounter with the measles,
influenza, tuberculosis and other diseases brought
by Europeans.

Regarding the future likelihood of these cata-
strophic causes of population decline, it is not
easy to be optimistic, because our own 20th cen-
tury provides numerous examples of such catas-
trophe. There have been large-scale famines
leading to extensive depopulation. Probably the
worst was the Chinese famine of 1959-61, caused
by natural disasters and the dislocations of the
Great Leap Forward. It is thought that in those
years, 30 million deaths took place because of
starvation (Banister and Kincannon 1984). In the
1980s certain regions in Ethiopia and the African
Sahel have been depopulated for similar reasons.
As for disease, some 20th-century epidemics have
reached vast proportions, in particular the influ-
enza epidemic of 1918—19, which took 20 million
lives worldwide. War and armed conflict have had
even more serious depopulating effects in this
century than earlier, as warring states and factions
have increasingly resorted to the mass extermina-
tion of civilians. Large areas of Russia and Poland
suffered population declines for this reason
between 1941 and 1945, and similar declines are
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alleged to have occurred elsewhere during the
century (Cambodia, Armenia, Uganda, Punjab).

The third cause of population decline, net emi-
gration, is frequently encountered, but unlike
mortality increases, it can often be regarded as
benign. Emigration occurs in response to ‘push’
factors or “pull’ factors. In any individual case it is
often difficult to tell whether ‘push’ or ‘pull’ is
stronger, but it is certainly safe to say that in many
instances, the decision to emigrate should be seen
as a hopeful determination to explore new oppor-
tunities rather than as an escape from distress.
Indeed, in a dynamic, expanding economy, it is
to be expected that changes in demand and tech-
nology will shift the comparative advantages and
disadvantages of particular regions, and that some
regions will lose population to others as labour
markets respond to these shifts.

At the regional or sub-national level, net emi-
gration is often substantial enough to produce an
actual decline in population. For example, in the
United States between 1980 and 1983, four of the
50 states lost population, even though in all states
the number of deaths during that period was less
than the number of births. At the national level,
net emigration is less commonly a cause of depop-
ulation, largely because of the legal and other
obstacles to international migration.

We turn now to the consequences of population
decline, which, as noted above, will be found to
vary according to the cause of the decline. The
consequences of decline have been investigated
with particular thoroughness in France, where the
subject has been a matter of active political and
academic discussion since the defeat of France by
a more populous Germany in the war of 1870-71.
In general, the tendency of the French population
to stagnate has been deplored. A typical statement
is found in the preamble to the Family Code of
1939, a set of pro-natalist measures adopted by the
Daladier government on the eve of World War 11
(cited by Tomlinson et al. 1985):

Our military and economic forces are in danger of
wasting away; the country is ruining itself little by
little; by contrast, the individual tax burden is
increasing the whole time; each citizen is having
to pay more to support the social welfare system;
industry is gradually deprived of its market; land
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remains untilled; overseas expansion loses its
momentum; and beyond our frontiers, our intellec-
tual and artistic prestige is extinguished.

There are three themes in this bleak picture
which have remained important in demographic
analysis and which deserve further comment
here: the increased burden of dependency said
to result from a declining population, the weak-
ening of military forces and the fall in aggregate
demand.

The burden-of-dependency argument contends
that in a declining population there is an increase
in the ratio of dependants to workers. This causes
heavier burdens on workers, both because of the
increased taxes they must pay to finance public
services provided to the dependent part of the
population, and because of the increased levels
of private consumption they must support. A fall
in the rate of saving is the probable result. But
there are some qualifications which should be
made to this argument. First, if the population
decline is due to the emigation of young adult
males — a not untypical situation — there may
well be an increase in the ratio of dependants to
non-emigrant workers, but no corresponding
additional burden on nonemigrants, since the
dependants of emigrants will be supported in
part by remittances.

Second, if the population decline is caused by
a reduction in fertility, the rising fraction of
elderly in the population will be at least partly
offset by a diminishing fraction of children, with
little change occurring in the ratio between all
dependants and all workers (except in the very
long run). The American case is illustrative.
Between 1960, near the start of the current fer-
tility decline in the United States, and 1983, the
fraction of the population aged 65 or over rose
from 9 per cent to 12 per cent, but the fraction
aged under 18 fell from 36 per cent to 27 per cent,
so that the fraction aged 18-64 actually rose from
55 per cent to 61 per cent. These numbers may
even understate the real reduction in dependency
burdens occurring during this period, since the
fertility decline facilitated an increase in labour-
force participation rates among females, reduc-
ing still further the number of dependants per
worker.

Declining Population

While fertility declines like those occurring in
the United States may not lead to much change in
the ratio between all dependants and all workers,
they certainly produce changes in the structure of
dependency. Whether these structural changes
lead to an additional fiscal burden on workers
depends on the relative costs of public services
for the elderly (pensions, health care) and those
for children (education).

A third qualification which should be made to
the burden-of-dependency argument is as follows:
to the extent that the elderly finance their own
consumption out of earlier saving, undertaken
through a funded pension scheme or otherwise,
their presence does not constitute an economic
burden. For this reason and others, there is much
complexity in the ‘economics of aging
populations’, which has become an area of active
enquiry in Europe and elsewhere as anxieties have
developed on such issues as the future financing
of social security.

The military implications of population decline
do not seem very clear, despite what French strat-
egists have argued. A country can gain the upper
hand over a more populous adversary by
conscripting a larger fraction of its population,
by possessing more advanced weaponry, by
receiving assistance from allies, or by any of
several other methods. In the 20th century there
is no shortage of examples of smaller countries
defeating larger (Japan against Russia in 1904,
Germany against Russia in 1917, Japan against
China in 1937, Israel against Egypt in 1967, Viet-
nam against the United States in 1975).

The aggregate-demand argument is Keynesian
in nature, and suggests that in a declining popula-
tion, there will be large reductions in demand for
certain kinds of investment goods and consumption
goods (e.g. housing and children’s clothing). Weak
demand in these markets could lead to a deficiency
of aggregate demand and to an equilibrium with
considerable unemployment. However, if there is a
Keynesian problem of this nature, a Keynesian
solution could also exist. Expansionary fiscal and
monetary measures could in principle restore aggre-
gate demand to its full-employment level.

There are other elements in the case against a
declining population, a case developed in recent
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years with particular vigour by Alfred Sauvy and
Julian Simon (see, for example, Dumont and
Sauvy 1984; Simon 1981). Many of these ele-
ments are difficult to evaluate, since they concern
the allegedly deleterious effects of depopulation
on certain intangible characteristics of a society
that are not easily measured — such as the dyna-
mism of its artists, or its spirit of adventure, or its
readiness to innovate. Also difficult to evaluate is
the ‘Beethoven—Einstein’ argument, which says
that a smaller population has a smaller probability
of producing a great genius. (If that is true, per-
haps such a population is also less likely to pro-
duce an evil genius on the scale of Hitler.)

Generally absent from the alarmist views on
population decline is the admission that decline
does have some beneficial tendencies. These may
indeed be swamped by the undoubted negative
tendencies, but not necessarily so. Perhaps the
most powerful benefit of population decline is its
immediately favourable effect on the ratio
between physical resources and the labour force.
In the short run, the stock of natural resources and
capital is fixed, and so any reduction in labour
inputs will raise the ratio of natural resources to
labour, the ratio of capital to labour, the marginal
product of labour, and most probably the wage
rate. In the longer run, what happens to the
capital-labour ratio when the labour force is
diminishing is more difficult to say: the outcome
depends among other things on what is happening
to dependency burdens and the rate of saving. But
even in the longer run, the stock of many types of
utilized natural resources will be practically inde-
pendent of the size of the labour force, and to that
extent a smaller labour force is likely to mean a
higher income per capita. To make this point, it
suffices to look at the economies of Kuwait and
Nigeria, which in recent years have produced
roughly the same substantial volume of crude
oil. But Kuwait’s population is only two per cent
of Nigeria’s, and largely in consequence, its per
capita income is about 20 times higher.

The reasoning here is the same as that
employed in standard neoclassical models of
migration. It is assumed that higher wages in one
area will attract migrants; this movement will
lower the marginal product of labour in the area
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of destination and raise it in the area of origin, thus
narrowing wage differentials and leading to an
equilibrium rate of migration. The point of interest
in the present context is that declines in the labour
force tend to raise output per worker, certainly in
the short run and perhaps in the long run as well.

Closely related to these economic benefits
from depopulation are some environmental bene-
fits. The increase in natural resources per capita
which tends to raise income per capita also tends
to alleviate problems like air and water pollution,
the rapid depletion of mineral resources, urban
congestion and excessive use of recreational
space. The environmental advantages of smaller
populations have been one of the main themes of
contemporary anti-natalist movements like Zero
Population Growth.

In sum, it is not difficult to think of benefits as
well as costs of population decline. In many of the
countries now facing population decline as a result
of'their recent fertility history, the benefits and costs
are regarded as fairly evenly balanced, or at least,
‘the sense of urgency over population decline is
still far from acute’ (McIntosh 1981). According to
the World Bank (1984), there were 22 countries
which in 1982 had a total fertility rate less than 2.1.
Seventeen of these were high-income OECD coun-
tries, three were East European (East Germany,
Hungary and Yugoslavia), and the others were
Cuba and Singapore. In some of these countries,
like France and Hungary, there is considerable
anxiety about depopulation. But in others, many
people seem to feel that ‘smaller is better’.

See Also

Ageing Populations
Demographic Transition
Social Security
Stagnation

References

Banister, J., and L. Kincannon. 1984. Perspectives on
China’s 1982 census. Paper presented at the Interna-
tional Seminar on China’s 1982 Population Census,
Beijing.


https://doi.org/10.1057/978-1-349-95189-5_171
https://doi.org/10.1057/978-1-349-95189-5_320
https://doi.org/10.1057/978-1-349-95189-5_1677
https://doi.org/10.1057/978-1-349-95189-5_1661

2648

Dumont, G.F., and A. Sauvy. 1984. La montée des
déséquilibres démographiques: quel avenir pour une
France vieillie dans un monde jeune? Paris: Economica.

Mclntosh, C.A. 1981. Low fertility and liberal democracy
in Western Europe. Population and Development
Review 7(2): 181-207.

Simon, J. 1981. The ultimate resource.
Princeton University Press.

Tomlinson, R., M.M. Huss, and P.E. Ogden. 1985. France
in peril: The French fear of dénatalité. History Today
35:24-31.

World Bank. 1984. World development report 1984. New
York: Oxford University Press.

Princeton:

Default and Enforcement Constraints

Fabrizio Perri

Abstract

This article illustrates when limited enforce-
ment of contracts induces enforcement con-
straints (limits to intertemporal exchange) or
default (the breaking of intertemporal promises
with the associated punishment), and sheds
light on how enforcement policies should be
related to the observed frequency of default.
When limited enforcement is the only friction
equilibrium default is never observed, yet
tightening enforcement of contracts is socially
beneficial. When limited enforcement coexists
with other frictions, default occurs in equilib-
rium but tightening enforcement might be
socially undesirable. The reason is that equi-
librium default, although detrimental to
intertemporal exchange, might lead to
improved allocation of resources across states.
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Default and Enforcement Constraints

Intertemporal exchange, that is the exchange of
resources today for a promise of resources at a
later date in a given state, is key for promoting
economic efficiency. For example, to finance an
investment, a government borrows capital abroad
in exchange for a promise of repayment once the
investment has paid off. Or, to finance consump-
tion, an individual who loses her job borrows
resources in exchange for the promise of repay-
ment once she gets a new job. If the enforcement
of promises is limited, the extent of intertemporal
exchange can be reduced by so-called enforce-
ment constraints and, under some conditions,
default, that is, the breaking of promises, can
arise. This article presents a simple general equi-
librium set-up to analyse these issues and provide
some direction for the design of enforcement pol-
icies. Key references for the theory of limited
enforcement without default are Kehoe and
Levine (1993), Kocherlakota (1996) and Alvarez
and Jermann (2000), while for limited enforce-
ment with default see Zame (1993) and Dubey
et al. (2005).

The Set-Up

The goal of this set-up is to capture the need for
intertemporal exchange, as described in the exam-
ples above. There are two agents which live for two
periods and consume a single good. Agent 1, the
borrower, owns a technology such that, if £ units of
the good are invested in period 1, 4K*,0 < o < 1,
units are produced in period 2, where 4 is a random
variable realized in period 2, with positive support
and distribution F(4) known to both agents. Agent
2, the lender, is endowed with e units of the con-
sumption good in period 1. Consumption alloca-
tions of agent i are consumption at date 1, ¢;; and
the function ¢ (A) which assigns period 2 consump-
tion for each possible realization of 4. Borrower’s
utility is given by u(ci) + [u(ci2(A))dF(A)
where u is a concave utility function satisfying
Inada conditions. The lender has linear utility
given by ¢z + [cn(A)dF(A) . Linear utility
implies that lender’s equilibrium utility is constant
across different market structures so that borrower’s
utility is the only statistic needed to Pareto-rank
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equilibria. In all the economies described below the
following resource constraints hold

¢y +ca1 + k= ecp(A) = Ak* forevery A
A Frictionless Benchmark

Assume agents can trade a complete set of
Arrow—Debreu promises which are fully and cost-
lessly enforceable. The budget constraints of the
borrower are

et k= JP(A)dF(A) ey

c12(A) = Ak* — p(A) forevery A )
where p(A4) denotes the amount that the borrower
promises to repay in state 4. Equilibrium alloca-
tions display complete risk sharing, that is, the
ratio of marginal value of consumption of the
two agents is constant across dates and states of
the world. We denote with ¢! the constant, across
dates and states, level of consumption of the bor-
rower in this economy.

Limited Enforcement

This section describes an economy denoted as
ADLE (Arrow—Debreu Limited Enforcement)
and shows that limited enforcement prevents full
risk sharing, reduces investment and welfare.
Assume that in period 2 the borrower can walk
away from any promise made to the lender by
suffering a default deadweight cost proportional
to its output and equal to d4k* where 6 > 0 is a
parameter that measures the strength of enforce-
ment. This implies that any Arrow—Debreu prom-
ise p(A) > JAk* will not be honoured by the
borrower and thus will not be purchased by the
lender. Also, promises satisfying p(A) < JAk*
will be fully honoured and priced as in the fric-
tionless economy. So limited enforcement limits
the use of state-contingent promises but does not
induce default. A convenient way of capturing
this, following Alvarez and Jermann (2000), is to
assume that the borrower faces constraints on the
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sales of each promise so as to guarantee no
default. These enforcement constraints have the
form

p(A) < SAK* for every A 3)
as the borrower can sell each promise only up to
the point where the cost of keeping it is equal to
the cost of defaulting on it. Equilibrium alloca-
tions can be characterized by substituting budget
constraints (1) and (2) into the borrower’s utility
and taking first-order conditions with respect to k
and p(A) subject to constraints (3). This yields

W () = J [Aock“’lu’(clz(A)) + Aok’ lau(A)] dF(A)

“

where

w(A) = u'(cin) —u'(c12(A))

are the Lagrange multipliers on the enforcement
constraints. If the cost of default 6 is sufficiently
small and the distribution of A is sufficiently
spread out, ¢j; = ¢(A) = ¢*? is not a solution of
(4) as enforcement constraints on the high
A promises would be violated. The solution is
then characterized by a level of productivity A*
such that for all 4 > A" enforcement cons-
traints are binding and c(A) = (1 — §)Ak* > cq1.
For A < Ax enforcement constraints are not bind-
ing and ¢(A) = ¢1; < *P. Complete risk sharing
involves the borrower selling promises to repay in
states with high A4, in order to finance consump-
tion today (when she has no output) and consump-
tion tomorrow in states with low 4. But if the
distribution of 4 is spread out, complete risk shar-
ing calls for promises of a large transfer of
resources from the borrower to the lender in
the states with high 4. When enforcement is lim-
ited (0 is low) the lender, in period 1, correctly
anticipates that these transfers will not be made
and buys a smaller amount of the promises. So,
relative to complete risk sharing, the borrower has
fewer resources in period 1 and in the period
2 states with low 4, but consumes more in period
2 states high 4. This allocation of consumption
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increases the marginal value of resources in period
1 relative to the expected marginal value of
resources in period 2 and thus reduces k relative
to the full enforcement case. Finally, equilibria in
economies with strong enforcement (high o)
Pareto-dominate equilibria with weak enforce-
ment (low 6). To see this, note that, for the bor-
rower, the equilibrium allocation in the weak
enforcement economy is budget-feasible in the
strong enforcement economy, so, if it is not cho-
sen, it must yield her lower utility.

ADLE economies have been used exten-
sively in a variety of applications such as asset
pricing (Alvarez and Jermann 2000), interna-
tional business cycles (Kehoe and Perri 2002)
and consumption inequality (Krueger and Perri
2006). All these studies show that limited
enforcement prevents complete risk sharing,
and for this reason it provides a much better fit
with the data than standard Arrow—Debreu
economies. This environment, though, cannot
be used to understand equilibrium default (that
is, the actual break of a promise and the suffer-
ing of the associated cost) as the trade in con-
tingent promises makes incurring the default
cost unnecessary. In order to understand when
default arises and what its consequences are, the
next section considers an economy in which
contingent promises cannot be traded, either
because markets are exogenously missing or
because the borrower has private information
about realizations of 4.

Limited Enforcement and Non-
contingent Promises

The borrower finances consumption and invest-
ment only by selling a non-contingent promise
p which can be defaulted on in state 4 by suffering
the default cost 64k™. Since the cost of repaying
the promise does not vary with the state while the
default cost is increasing with A, if there is equi-
librium default it will happen in the low A states.
In particular, if the borrower invests k and sells a
promise p, she will default in all the states such

P
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As a consequence, the equilibrium price of the
promise is given by

—1_fF(L
alp.k) =1-F(57). )
The problem of the borrower is then
max u(a(p, K)p — k) + Ji u((1 — 8)AK)dF(A)
sk 0
+ J u(Ak* — p)dF(A). (6)
P

k¥

The equilibrium is characterized by a couple p,
k which solve (5) and (6). It can be immediately
shown that equilibria in this economy are, gener-
ically, Pareto-inferior to equilibria in the
corresponding ADLE economy. Also, for many
parameter values equilibria in this set-up differ
from those in the ADLE economy along two
important dimensions: (a) there is a positive mea-
sure of states for which default occurs and
(b) there is a positive measure of values for ¢ for
which welfare is decreasing in the strength of
enforcement. As a simple example, consider the
case in which 4 can take only two values: a high
value A, with probability = and a low value 4;
with probability 1 = 7, with = > A;/A,. In this
case there is a range of values for ¢ for which the
equilibrium promise and capital satisfy

0AK* < p < 5Ahk1, @)
so that default happens only when state A4, is
realized and consequently ¢(p, k) = m. Now con-
sider the effect of a marginal reduction in 9.
Equation (7) shows that, if the borrower kept
k and p unchanged in response to the change in
0, default patterns, and hence ¢(p, k), would not
change; however reducing J increases the returns
of borrower in the default state so its utility would
increase relative to the initial equilibrium. Here
weakening enforcement allows the borrower to
implicitly transfer, through default, more
resources to the low A4 state and thus to achieve a
better allocation of risk across states. In the ADLE
economy this transfer was achieved through the
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Arrow—Debreu promises so default was not nec-
essary. When promises cannot be made state-
contingent, increasing payoffs in the default states
is the only way of obtaining this transfer.

In this simple example weakening enforcement
does not affect default frequency, but in more
general set-ups it does and as a consequence
increases equilibrium interest rates and hampers
intertemporal exchange. This effect is detrimental
for welfare. But the example above suggests that
the detrimental effect can be offset by the positive
effect of the better risk allocation across states.
Note that this result does not rely on the two-state
assumption, and it can be shown to hold, for
example, also when A is log-normally distributed.

Summary

Limiting contract enforcement in otherwise fric-
tionless environments constrains intertemporal
exchange and hampers risk sharing, investment
and welfare, but does not induce default. When
additional frictions, such as incomplete markets
or private information, limit the span of tradable
promises, then limited enforcement can play a
positive role by inducing equilibrium default,
which can be used as a (costly) way of providing
better allocation of risk across states. The analy-
sis sheds light on how enforcement policies
should be related to the observed frequency of
default.

When limited enforcement is the only friction,
default is never observed, yet tightening enforce-
ment is socially beneficial. When limited enforce-
ment coexists with other frictions, default happens
in equilibrium but this does not necessarily mean
that enforcement should be tightened. Indeed,
tightening enforcement without ameliorating the
additional friction might reduce default but also
risk sharing and welfare.

See Also

Risk Sharing
Sovereign Debt

2651

Bibliography

Alvarez, F., and U. Jermann. 2000. Efficiency, equilibrium,
and asset pricing with risk of default. Econometrica 68:
775-797.

Dubey, P., J. Geanakoplos, and M. Shubik. 2005. Default
and punishment in general equilibrium. Econometrica
73:1-37.

Kehoe, T., and D. Levine. 1993. Debt-constrained asset
markets. Review of Economic Studies 60: 865—888.
Kehoe, P., and F. Perri. 2002. International business cycles
with endogenous incomplete markets. Econometrica

70: 907-928.

Kocherlakota, N. 1996. Implications of efficient risk shar-
ing without commitment. Review of Economic Studies
63: 595-609.

Krueger, D., and F. Perri. 2006. Does income inequality
lead to consumption inequality? Evidence and theory.
Review of Economic Studies 73: 163—-193.

Zame, W. 1993. Efficiency and the role of default when
securities markets are incomplete. American Economic
Review 83: 1142-1164.

Defence Economics

Keith Hartley and Martin C. McGuire

Abstract

Defence economics is a new field of econom-
ics. Its development and research agenda have
reflected current events. Examples include the
superpower arms race of the cold war, disar-
mament following the end of the cold war,
international terrorism, peacekeeping and con-
flict. A brief history is presented; the field is
defined and the facts of world military spend-
ing are outlined; the defence economics prob-
lem, namely, the need for difficult choices, is
considered; and conflict and terrorism are used
to illustrate some of the new developments in
the field.
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Defence economics is a relatively new part of the
discipline of economics. One of the first special-
ist contributions in the field was by C. Hitch and
R. McKean, The Economics of Defense in the
Nuclear Age (Hitch and McKean 1960). This
book applied basic economic principles of scar-
city and choice to national security. It focused on
the quantity of resources available for defence
and the efficiency with which such resources
were used by the military. For example, defence
consumes scarce resources that are therefore not
available for social welfare spending (for exam-
ple, missiles versus education and health trade-
offs). Once resources are allocated to defence,
military commanders have to use them effi-
ciently, combining their limited quantities of
arms, personnel and bases to ‘produce’ security
and protection. Within such a military production
function, there are opportunities for substitution.
For example, capital (weapons) can replace (and
have replaced) military personnel; imported arms
can replace nationally produced weapons; and
nuclear forces have replaced large standing
armies. Defence economics is about the applica-
tion of economic theory to defence-related
issues.

The development of defence economics and its
research agenda reflected current events. For
example, during the cold war there was a focus
on the superpower arms races, alliances (NATO
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and the Warsaw Pact), nuclear weapons and
‘mutually assured destruction’. The end of the
cold war resulted in research into disarmament,
the challenges of conversion and the availability
of a peace dividend. Since the end of the cold war,
the world remains a dangerous place with regional
and ethnic conflicts (for example, Bosnia,
Kosovo, Iraq), threats from international terrorism
(for example, terrorist attacks on USA on
11 September 2001), rogue states and weapons
of mass destruction (that is, biological, chemical
and nuclear weapons). NATO has accepted new
members (for example, former Warsaw Pact
states) and has developed new missions, and the
European Union has developed a European Secu-
rity and Defence Policy. Changing threats and
new technology require the armed forces and
defence industries to adjust to change and new
challenges. Peacekeeping has become a major
mission for armed forces and is an example of
the trend towards globalization.

The modern era of globalization involves more
international transactions in goods, services, tech-
nology and factors of production, which brings
new security challenges for both nation states and
the international community. Defence firms have
become international companies with interna-
tional supply networks. Globalization also high-
lights the importance of international collective
action to respond to new threats such as interna-
tional terrorism and to maintain world peace (for
example, through international peacekeeping mis-
sions under UN, NATO or EU control). But inter-
national collective action experiences the standard
problems of burden-sharing and free riding.

This article outlines the development of defence
economics; it defines the field and describes the
‘stylized facts’ of world military expenditure; the
defence economics problem is considered; and a
case study of conflict and terrorism illustrates some
of the new developments in the field.

A Brief History

Defence issues have existed throughout history as
nations have been involved in armed conflict of
various forms and durations (for example, the
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Hundred Years War). Great powers have used
military force to dominate regions and parts of
the world (for example, Alexander the Great;
Roman legions; Genghis Khan; Ottoman Turks;
Nazi Germany), with such powers rising and fall-
ing (Kennedy 1988). Conflict has also been char-
acterized by major technical changes ranging
from bows and arrows to cannons and machine
guns, from sailing ships to iron and steel warships
and nuclear- powered vessels, from horse cavalry
to tanks, from flag communications to radios and
satellite communications and from balloons to
aircraft, missiles, nuclear weapons and space sys-
tems. Historically, the economic base for conflict
was first an agricultural society, then an industrial
society followed by a knowledge economy.
Some of the classical economists studied war
and conflict (for example, Smith, Ricardo, Mal-
thus, J. S. Mill: see Goodwin 1991, chapter 2).
For these economists, war departed from much of
their conventional thinking: it involved chaos
and disorder rather than market equilibrium,
and it required government action rather than
private market behaviour. Yet it remains surpris-
ing that, with a long history of wars, including
two world wars and the superpower arms race of
the Cold War, relatively few economists have
been attracted to the field. A review of the eco-
nomics literature on conflict concludes that ‘We
were surprised at the relative absence of applied
economics studies of actual conflicts’ (Sandler
and Hartley 2003, p. x1). There are various pos-
sible explanations for the relative absence of
economists studying war and conflict. These
include data and security problems, the difficulty
of applying conventional market analysis to the
chaos and disequilibrium of conflict, a traditional
reluctance to analyse the public sector (with
defence assumed to be exogenous), and the feel-
ing that defence and security issues are not as
important as other social welfare issues, with war
viewed as an immoral and unethical subject.
Furthermore, security issues have not been as
an attractive career path for economists
(compared with issues such as inflation, unem-
ployment, growth and developing countries),
and conflicts are usually of short duration so
that they offer only limited research prospects
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before peace returns to remove war-related prob-
lems (Goodwin 1991, pp. 1-2).

Definitions

Defence economics studies all aspects of war and
peace and embraces defence, disarmament and
conversion. This definition includes studies of
both conventional and non-conventional conflict
such as civil wars, revolutions and terrorism. It
involves studies of the armed forces and defence
industries and the efficiency with which these
sectors use scarce resources in providing defence
output in the form of peace, protection and secu-
rity. Reductions in defence spending (such as those
following the end of the cold war) result in disar-
mament, which involves reallocating resources
from the defence to the civilian sector. This raises
questions about the impact of disarmament on the
employment and unemployment of both military
personnel and defence industry workers; the possi-
bilities for converting military bases and arms
industries to civil uses (the Biblical swords to
ploughshares); and the role of public policies in
assisting the transition and reallocation of resources.

The coverage of the subject is extensive and
involves economic theory, empirical testing and
policy-related issues, including applications of
public choice analysis. Both defence and peace
have distinctive economic characteristics in that
they are public goods which are non-rival and
non-excludable. There are large literatures dealing
with the determinants of military expenditure,
including economic theories of military alliances
and arms races (that is, threats) and the impact of
defence spending on economic growth and devel-
opment. Armed forces are major buyers of both
equipment (arms/weapons) and military person-
nel, and such procurement choices affect defence
industries and both local and national labour mar-
kets. For example, government procurement of
weapons involves choices between competition
and preferential purchasing and between various
types of contracts (for example, fixed-price, cost-
plus), each with different implications for contrac-
tor efficiency and profitability. There is a related
literature on industrial and alliance policies
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comparing the economics of supporting a national
defence industrial base with alternative industrial
policies such as international collaboration,
licensed production or importing foreign equip-
ment. Imports also involve the international arms
trade, its economic impacts on both buyers and
suppliers, and policy initiatives to regulate such
trade. More generally, there is an extensive litera-
ture on arms control and disarmament, the adjust-
ment costs of disarmament, the economics of
conversion and the contribution of public policy
to minimizing such adjustment costs. Finally,
there have been some new developments involv-
ing the application of economics to the study of
conflict, civil wars, revolutions and terrorism
(Brauer 2003; Hegre and Sandler 2002; Sandler
and Hartley 1995, 2007).

Defence economics became established in the
1960s with the publication of a number of
pioneering contributions, mostly by US econo-
mists. These contributions applied economics to
some novel areas and included economic models
of alliances (Olson and Zeckhauser 1966), the
economics of arms races (Richardson 1960;
Schelling 1966), the procurement of weapons
and military personnel (Peck and Scherer 1962;
01 1967), and the impact of military spending on
economic development (Benoit 1973). A further
development confirming the emergence of
defence economics as an accepted part of the
discipline of economics was the launch in 1990
of a field journal, Defence Economics, later
renamed Defence and Peace
(initially it was published four times per year,
but in 2000 it was expanded to six issues per year).

Inevitably, defence economics generates con-
troversy reflected in myths and emotion. Critics
point to the ‘wastes’ of defence spending and its
‘crowding-out’ of ‘valuable’ civil expenditure.
Classic examples include the sacrifice of schools
and hospitals associated with major weapons pro-
jects such as modern combat aircraft and aircraft
carriers (for example, the US F-22 aircraft and the
European Typhoon). Peace economists are simi-
larly critical of defence economics and military
spending: they focus on peace topics such as
disarmament and the maintenance of peace, arms
control and international security, conflict
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analysis and management, and crises and war
studies. Defence economists are not, however,
‘warmongers’: they are instead interested in
understanding the economics of the military—in-
dustrial-political complex and all aspects of
defence whereby a proper understanding of these
issues will contribute to a more peaceful world.
A starting point in showing how economists ana-
lyse defence is to review the ‘stylized facts’ of
world military spending.

The Stylized Facts of World Military
Spending

What is known about military spending, and
where are the gaps in the data? Good quality
data exist on world military spending, the world’s
armed forces and the arms trade. Cross-section
and time-series data are available at the country
level; some examples are shown in Table 1. The
data on world military expenditure show aggre-
gate spending by the USA accounting for 45% of
total world military spending and NATO account-
ing for some 70%. Similarly, in 2004 the USA
dominated defence R&D spending, accounting
for some 75% of the world total and 31% of
world arms exports.

Table 1 shows examples of defence shares of
GDP to illustrate the burdens of defence spending,
especially for developing nations such as Eritrea,
India and Pakistan (an arms race situation) and for
the Middle East (a conflict region). Burundi and
Sudan have defence burdens similar to or greater
than those of the UK and Germany. Table 1 also
shows other measures of the economic burdens of
defence for the world’s poorer nations (that is,
nations which cannot feed, house or educate
their populations and which have poor health
records). Developing nations accounted for 70%
of the world total of 21.3 million military person-
nel, and such totals further show the importance of
military manpower economics. Similarly, devel-
oping nations are major importers of arms, while
the developed nations are the major arms
exporters. Such data provide an introduction to
some of the major themes of defence economics,
namely, the determinants of military expenditure,
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Defence Economics, Table 1 World military spending

and armed forces, various years

World military
expenditure

NATO
USA
France
Germany
UK
China
Russia
World total
Defence share of GDP
USA
France
Germany
UK
Eritrea
Burundi
Sudan
India
Pakistan
Israel
Jordan
Oman

Defence research and
development®

USA

Russia

UK

USA and EU total

Estimated world total
of defence R&D

World armed forces

Developed nations
Developing nations
NATO

USA

UK

Eritrea

China

World

World arms trade

Major importers
China

India

Greece

UK

USS$ billion, 2004

722
467
52

38

54

37

23
1,035
048
3.9
2.6
1.4
2.3
194
5.9
2.4
2.1
44
9.1
8.9
12.2
USS$ billion, 2004 (2001
prices and PPP rates)
67.5
6.1
4.7
80.9
90.0+

Number of military
personnel, 1999 (‘000s)

6,550

14,700

4,580

1,490

218

215

2,400

21,300

US$ million, 2000-2004
(1990 prices)

11,677
8,526
5,263
3,395

(continued)
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Turkey 3,298
‘World total 84,490
Major exporters
Russia 26,925
USA 25,930
France 6,358
Germany 4,878
UK 4,450
World total 84,490
Sources: US DoS (2002), NATO (2005), OECD (2004),
SIPRI (2005)

PPP purchasing power parity

*Defence share data for USA, France, Germany and UK are
for 2004; all other data are for 2003

Defence R&D data are for government-funded defence
R&D

arms races, alliances, the relationship between
defence spending and economic development,
the arms trade and the economics of military
personnel.

Micro-level data are more limited but there are
some useful sources especially on defence con-
tractors and defence industries. Table 2 provides
examples of such micro-level data based on the
100 largest arms-producing companies (SIPRI
2005) and employment in national defence indus-
tries (BICC 2005). Again, these data are available
on a cross-section and time-series basis, and the
company data include total sales, total profits and
aggregate employment. From Table 2 it can be
seen that the USA has six of the world’s top ten
arms companies and that the American firms have
a substantial scale advantage over their European
rivals: the average size of a US firm from the top
ten is almost twice the corresponding average of
the European companies. These data are the basis
for research questions about the determinants of
firm size, the impact of economies of scale, scope
and learning, and the determinants of performance
in terms of labour productivity and profitability.

Table 2 also shows data on defence industry
employment. The industrialized nations
accounted for 63% of total employment in the
world’s defence industries, with the developing
countries accounting for the remaining 37%. The
USA, China and Russia have the largest defence
industries by employment, accounting for 75% of
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Defence Economics, Table 2 Defence companies and
industries

Major defence Arms sales, 2003 (US$

companies million)
Lockheed Martin 24,910
(USA)

Boeing (USA) 24,370
Northrop Grumman 22,720
(USA)

BAE Systems (UK) 15,760
Raytheon (USA) 15,450
General Dynamics 13,100
(USA)

Thales (France) 8,350
EADS (Europe) 8,010
United Technologies 6,210
(USA)

Finmeccanica (Italy) 5,290
Major defence Employment numbers, 2003
industries (000 s)
Industrialized 4,710
countries

Developing countries 2,769
NATO 3,452
EU 645
USA 2,700
China 2,100
Russia 780
France 240
UK 200
World total 7,479

Source: BICC (2005) and SIPRI (2005)

the world total. Overall, the world military—in-
dustrial complex employed almost 29 million per-
sonnel in the armed forces and defence industries,
reinforcing its role as a major employer of labour,
including some highly qualified R&D staff and
other highly skilled workers. Such scarce labour
has alternative uses in the civilian sector, raising
questions as to whether defence spending ‘crowds
out’ valuable civil investment and diverts scien-
tific manpower from civil research projects.
Despite the available data, there remain signifi-
cant gaps in our knowledge of the world’s military
sector. Typically, new defence projects are
surrounded by secrecy; there are problems in iden-
tifying some defence goods (for example, dual use
goods, such as civil airliners which can be used as
military transport aircraft); there is a lack of good-
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quality data on defence R&D, including employ-
ment in defence R&D; and little is known about
China, especially its defence R&D programmes
(Hartley 2006a). International comparisons of mil-
itary expenditure data are also sensitive to the
choice of exchange rate adjustments, with country
rankings sensitive to the use of market exchange
rates or purchasing power parity rates (SIPRI
2005). At the firm and industry levels, analysis of
the military business in terms of defence output,
employment and profitability is complicated
because the typical output comprises a mix of
military and civil components, making it difficult
to compare the performance of defence contractors
and civil firms. Further gaps exist in our knowledge
of the world regional distribution of military bases
and defence plants, so that it is difficult to assess the
economic dependence of various regions on
defence spending. Little is known about defence
industry supply chains both within countries and
within the global economy. Finally, there is a need
for more reliable data on the international trade
(including illegal transactions) in small arms
(these are often the main weapons used in many
regional conflicts, such as in Bosnia).

The Defence Economics Problem

This is the standard choice problem of economics,
but applied to defence. Typically, following the
end of the cold war defence budgets have been
either constant or falling in real terms; and these
limited budgets are faced with rising input costs of
both capital and labour. Equipment costs have
been rising by some 10% per annum in real
terms, which means a long-run reduction in the
numbers of weapons acquired for the armed
forces (for example, the US Air Force’s original
requirement for F-22 combat aircraft for 750 units
was later reduced to some 180 aircraft). Similarly,
with an all-volunteer force, the costs of military
personnel have to rise faster than wage increases
in the civil sector. This wage differential is
required to attract and retain military personnel
by compensating them for the net disadvantages
of military life. Here, the military employment
contract is unique in that armed forces personnel
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are subject to military discipline; they are required
to deploy to any part of the world at short notice;
they could remain overseas indefinitely; and some
might never return (that is, death and injury are a
feature of this contract). This combination of con-
stant or falling defence budgets and rising input
costs means that governments and defence
policymakers cannot avoid the need for difficult
choices in a world of uncertainty (that is, where
the future is unknown and unknowable, and no
one can accurately predict the future).

Faced with this defence choice problem, gov-
ernments have adopted various solutions. They
can adopt a policy of ‘equal misery’ whereby
each of the services is subject to budget cuts (for
example, reduced training, cancelling some new
equipment projects and delaying others); or they
can undertake a major revision of a nation’s
defence commitments (for example, a defence
review such as the UK’s 1998 Strategic Defence
Review); or they can seek to improve efficiency in
the armed forces and defence industries (for
example, via a competitive equipment procure-
ment policy and military outsourcing). Other pol-
icy options include joining a military alliance
(such as NATO; EU) or avoiding the defence
choice problem by increasing the defence budget
(as in the USA since 11 September 2001); but then
choices are needed between defence and social
welfare spending.

Economics offers three broad policy principles
for formulating an efficient defence policy,
namely, final outputs, substitution and competi-
tion. Take first the principle of final outputs. Mea-
suring defence output is notoriously difficult, but
it can be expressed in such general terms as peace,
security and threat reduction. The UK has solved
the problem by committing (and funding) its
armed forces to having the capacity to fight simul-
taneously three small to medium conflicts (for
example, Bosnia, Kosovo, Sierra Leone) or one
large-scale conflict as part of an international coa-
lition (for example, the Gulf War, Iraq). This
approach is a departure from the traditional
focus on measuring inputs in terms of the numbers
of infantry regiments, warships, tanks and combat
aircraft. Such a focus fails to address the key issue
of the contribution of these inputs to final defence
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output in the form of peace and protection.
A focus on inputs also fails to address the mar-
ginal contribution of each of the armed forces:
what would be the implications for defence output
if, say, the air force were expanded by 5-10%, or
the navy was reduced by 5-10%?

The second economic principle is that of sub-
stitution. There are alternative methods of achiev-
ing protection, each with different cost
implications. Possible examples of partial substi-
tutes include reserves replacing regular personnel,
civilians replacing regulars (for example, police in
Northern Ireland replacing army personnel),
attack helicopters replacing tanks, ballistic and
cruise missiles and unmanned combat air vehicles
replacing manned strike and bomber aircraft, air
power replacing land forces, and imported equip-
ment replacing nationally produced equipment.
Some of these substitutions might alter the tradi-
tional monopoly property rights of each of the
armed forces. For example, surface-to-air missiles
operated by the army might replace manned
fighter aircraft operated by the air force, and mar-
itime anti-submarine aircraft operated by the air
force might replace frigates supplied by the navy.

The third economic principle is that of compe-
tition as a means of achieving efficiency. Standard
economic theory predicts that, compared with
monopoly, competition results in lower prices,
higher efficiency, and competitively determined
profits and innovation in both products and indus-
trial structure. For equipment procurement, com-
petition means allowing foreign firms to bid for
national defence contracts and awarding fixed-
price contracts rather than cost-plus contracts; it
also means ending any ‘cosy’ relationship
between the defence ministry and its national
champions and any preferential purchasing and
guaranteed home markets.

Competition can be extended to activities
undertaken by the armed forces. Here, there is a
public sector monopoly problem whereby the
armed forces have traditionally undertaken a
range of activities ‘in house’ without being subject
to any rivalry. Military outsourcing allows private
contractors to bid for and undertake such activities.
Examples include accommodation, catering, main-
tenance, repair, training, transport and management
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tasks (for example, managing stores or depots and
firing ranges). In some cases, outsourcing involves
private finance initiatives whereby the private sec-
tor finances the activity (for example, new build-
ings or an aircrew simulator training facility) and
then enters into a long-term contract with the
defence ministry to provide services to the armed
forces in return for rental payments. Another vari-
ant is a public—private partnership whereby the
private sector finances an activity or asset in return
for rental payments from the defence ministry, but
the contractor is allowed to sell any peacetime
spare capacity to other users (for example, tanker
aircraft capacity which when not needed in peace-
time can be rented to other users).

Application of the policy guidelines to an effi-
cient defence policy requires that individuals and
groups in the military—industrial-political com-
plex are provided with sufficient incentives to
behave efficiently. There are the inevitable
principal-agent problems where agents have con-
siderable opportunities to pursue their own inter-
ests which may conflict with those of their
principals (for example, leading a quiet life rather
than bearing the costs of change). Individuals and
groups in the armed forces and defence ministries
will be reluctant to apply the substitution principle
if there are no personal or group incentives and
rewards for achieving efficient substitution (that
is, interest groups can be barriers to change).
Compare the private sector, where there are mar-
ket and institutional arrangements promoting effi-
ciency in the form of rivalry between suppliers,
the profit motive and the capital market as a
‘policing and monitoring” mechanism through
the threats of takeover and bankruptcy. Such mar-
ket arrangements are absent in the armed forces
(and elsewhere in the public sector).

There is also the challenge of achieving ‘top
level’ efficiency in defence provision. Economic
theory solves this challenge as a standard optimiza-
tion problem involving the maximization of a social
welfare function subject to resource or budget con-
straints (where welfare is dependent on civil goods
and security, with security provided by defence).
Operationalizing this apparently simple optimiza-
tion rule is much more difficult. Individual prefer-
ences for defence are subject to its public good
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characteristics and free riding problems and the
continued difficulty of defining defence output. In
democracies, society’s preferences are usually
expressed through voting at elections. However,
elections are limited as a means of obtaining an
accurate indication of society’s preferences for
defence and its willingness to pay. Elections occur
infrequently; they are usually for a range of policies
of which defence is only one element in the package
(which includes policies on, for example, educa-
tion, health, transport, the environment, foreign pol-
icy and taxation); and the ‘voting paradox’ shows
the difficulty of deriving a society’s preferences
using the voting system. Nor do voters have reliable
information on the output of defence spending.

Defence economics explains military spending
using a demand model of the form:

ME = M(P,Y,T,A,Pol,S,Z)

where ME = real military spending; P = relative
prices of military and civil goods and services; ¥ =
real national income; 7’ = threats in the form of the
military expenditure of a rival nation (arms race
models); 4 = membership of a military alliance
and the real military expenditure of the allies (such
as NATO); Pol = variable for the political compo-
sition of the government (for example, left- or
right-wing, with the latter favouring ‘strong
defences’); S = a variable representing the security
and strategic environment (such as the end of the
cold war; conflicts such as Korea, Vietnam, the
Gulf War and Iraq); and Z = other relevant influ-
ences (for example, land mass to be protected).
Estimation of the demand model usually proceeds
without a price variable, mainly because most
nations do not provide relative price data. This
omission can be justified if the price of military
goods and services has inflated at the same rate as
civil goods and services; but such an assumption is
not always realistic. A survey of empirical results is
presented in Sandler and Hartley (1995, 2007).

Conflict and Terrorism

The demand model for military expenditure rec-
ognized the relevance of threats such as terrorism
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and conflict as determinants of defence spending.
Traditionally, conflict and terrorism have been the
preserve of disciplines other than economics. For
example, debates and decisions about war involve
political, military, moral and legal judgements. But
conflict has an economic dimension, namely, its
costs. Wars are not costless: they can involve mas-
sive costs (for example, the Second World War).
Economics has also made further contributions in
analysing the causes of conflict and in identifying
potential targets during conflict (for example, the
Second World War selection of aircraft factories,
dams, submarine yards and oil fields as targets for
Allied bombing raids on Germany).

Economic models start by analysing conflict as
the use of military force to achieve a reallocation
of resources within and between nations (that is,
civil wars and international conflict). Nations
invade to capture or steal another nation’s prop-
erty rights over its resources (such as land, min-
erals, oil, population, water). Conflict has a
distinctive feature: it destroys goods and factors
of production, and it is easier to destroy than to
create. In peacetime, civilian economies aim to
create more goods and services through growth
and expanding a nation’s production possibility
frontier. Conflict uses military force and destruc-
tive power to enable a nation to acquire resources
from another state, so expanding its production
boundary through military force (Vahabi 2004).

Conflict and terrorism provide opportunities
for applying game theory. They involve strategic
behaviour, interactions and interdependence
between adversaries ranging from small groups
of terrorists, rebels and guerrillas to nation states.
Strategic interaction means that conflict can be
analysed as games of bluff, chicken and ‘tit-for-
tat” with first-mover advantage and possibilities
of one-shot or repeated games. For example,
first-mover advantage might indicate a pre-
emptive strike (for example, Pearl Harbour in
1941; Kuwait in 1990). However, there are
other, noneconomic explanations of conflict.
These include religion, ethnicity and grievance
(for example, Germany after the First World
War); the desire for a nation state (such as Pales-
tine); the absence of democracy; and mistakes
and misjudgement.

2659

The costs of war are a relatively neglected
dimension of conflict. War involves both one-off
and continuing costs. One-off costs are those of the
actual conflict, while continuing costs are any post-
conflict costs including those of occupation and
peacekeeping. A further distinction is necessary
between military and civilian costs. In principle,
the military costs of conflict are the marginal
resource costs arising from the conflict (that is,
those costs which would not otherwise have been
incurred). Examples include the costs of prepara-
tion and deployment prior to a conflict; the costs of
the conflict, including the costs of basing forces
overseas and the use of ammunition, missiles and
equipment, including human capital and equip-
ment losses in combat; the post-conflict occupation
and peacekeeping missions and the costs of
returning armed forces to their home nation.

There are further costs of conflict in the form of
impacts on the civilian economies of the nations
involved in the war. For example, the US and UK
involvement in the Iraq war that began in 2003
had possible short- and long-term impacts for both
economies. There were possible impacts on oil
prices, share prices, the airline business, tourism,
defence industries, private contractors, aggregate
demand and future public spending plans. Further
substantial costs were imposed on the Iraq econ-
omy in the form of deaths and injuries of military
and civilian personnel, together with the damage
and destruction of physical assets. Table 3 shows
some examples of the costs of various conflicts for
the UK and USA. The general point remains that
wars are costly and require scarce resources which
have alternative uses (that is, wars involve the
sacrifice of hospitals, schools and social welfare
programmes). Questions also arise as to whether
the benefits of conflict exceed its costs.

Defence economists have also contributed to the
analysis of terrorism using both choice-theoretic
and game-theoretic models. Terrorism shows that
non-conventional conflict is also costly. The
attacks of 11 September 2001 on the USA resulted
in almost 3,000 deaths and economic losses of
$80-90 billion (Barros et al. 2005). Other
terrorist-related costs include nations spending on
homeland security measures, on terrorist-related
intelligence, on security measures in airports, the
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Defence Economics, Table 3 Costs of conflict

UK: Conflict Military costs to UK (US$
billion, 2005 prices)

World War 1 357

World War II 1,175

Gulf War 6.0

Bosnia 0.7

Kosovo 1.7

Iraq 6.0 +

USA: Conflict

Military costs to USA (US$
billions, 2005 prices)

World War [ 208

World War II 3,148

Korea 365

Vietnam 537

Gulf War 83

Iraq 440

Estimated civilian Civilian costs (USS billion,
costs: 2005 prices)

Iraq war

Costs to US economy” 557

from Iraq war

Costs to world 1,183

economy® from Iraq

war

USS billion (2005 prices)
20-60

Iraq war: costs to Iraq
Reconstruction costs

Source: Hartley (2006b)

2US civilian costs are of lost GDP for the period
2003-2010

®Cost to world economy is lost GDP for the period
2003-2010

lost time waiting at airports to clear security, the
losses of liberty and freedoms and the war on terror
(for example, in Afghanistan and Iraq).
Choice-theoretic models of terrorism apply
standard consumer choice theory with terrorists
maximizing a utility function subject to budget
constraints. The utility function can be specific,
such as a choice between attack modes, say, sky-
jackings and bombings, or more generally involve
a choice between terrorist and peaceful activities.
The approach offers some valuable insights into
terrorist behaviour and possible policy solutions.
The model shows that terrorist behaviour and activ-
ities can be influenced by governments acting to
reduce terrorist funds (that is, an income effect), by
changing relative prices (that is, promoting a sub-
stitution effect), and by efforts to change terrorist
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preferences towards more peaceful activities (for
example, Northern Ireland). The substitution effect
is an especially powerful insight showing that pol-
icies which increase the relative price of one attack
mode, such as skyjackings, will encourage terror-
ists to substitute an alternative and lower-cost
method of attack (for example, assassinations,
bombings, or kidnappings: Frey and Luechinger
2003; Anderton and Carter 2005).

Conclusion

Defence economics is now established as a repu-
table sub-discipline of economics. It shows how
economic theory and methods can be applied to
the defence sector embracing the armed forces,
defence industries and the political-institutional
arrangements for making defence choices. But
this is only the beginning. Massive opportunities
remain for further research in the field. Changes in
threats, new technology and continued budget
constraints will require further adjustments in the
armed forces and defence industries, and will
generate a new set of research problems. Exam-
ples include space warfare, the economics of
nuclear weapons policy, assessing the efficiency
of armed forces, improving the efficiency of mil-
itary alliances and developing more efficient
approaches to international governance and inter-
national collective action.
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Deficit Financing

George L. Perry

Government budget deficits directly affect both
the level of aggregate demand and its composi-
tion. Less directly, by influencing the amount of
national saving and investment, they also influ-
ence the growth rate of real income in the longer
run. The expected size and predictability of each
of these effects is the subject of continuing empir-
ical investigation. Because revenues and some
transfer payments automatically rise and fall
with cyclical movements in the economy, it is
important at the outset to distinguish between
actual deficits and structural deficits. The latter
are calculated as the deficits that would prevail at
some trend level of GNP, while actual deficits
grow as the economy falls below this trend and
shrink as the economy rises above it. In the rest of
this discussion, deficits will mean structural defi-
cits defined in this way, so that changes in the
deficit refer to shifts in the deficit that would
exist at a given utilization rate of economic
resources.

The effects of deficits on the level of aggregate
demand, commonly referred to as fiscal policy,
became an important focus of governments’ bud-
get planning after Keynesian stabilization analysis
became absorbed into policy-making. We first
consider the basic relationship developed in
Keynesian analysis before considering complica-
tions that may diffuse it. In the basic case, effects
of larger or smaller deficits are symmetric and
come about through changes in either government
expenditures or tax revenues at given levels of
income. Higher levels of government purchases
raise demand directly while higher transfers or
lower taxes raise incomes, which lead to higher
levels of private demand. Whether an expansion
of demand results entirely in higher real output or
shows up partly in the price level depends on other
considerations, such as how much slack exists in
the economy and need not concern us at this level
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of exposition. For now we assume at least part of
any change in GNP is a change in real GNP.

Because higher aggregate demand leads to
higher levels of employment and incomes, any
initial effects of deficits on demand are amplified
through subsequent induced increases in spending
out of the induced higher levels of income. So
long as these increments to spending are a fraction
less than 1.0 of the increments to gross national
product, this process converges to a higher equi-
librium level of aggregate income and output. The
ratio of the eventual higher level of GNP to the
initial fiscal stimulus is known as the multiplier.
Thus if the multiplier on government purchases is
2.0, an initial $1 billion increase in the deficit
resulting from $1 billion more in government
purchases leads to a level of GNP $2 billion
higher than the initial level. An equivalent way
of expressing these effects is to note that an initial
expansion of the deficit is a reduction in govern-
ment, and therefore national, saving. In response,
GNP expands to the point where national saving
again equals investment.

We may now consider the main qualifications
to this basic fiscal policy model. They are all
possible reasons why offsets may occur to the
apparent increments to demand coming from a
fiscal action.

The first issue has to do with monetary policy
and is partly definitional. Pure fiscal policy
effects, which we are discussing here, should
mean the effects that occur when the budget def-
icit shifts but monetary policy is unchanged.
Depending on the definition of unchanged mone-
tary policy that is used, a portion of the fiscal
effects on demand may be offset by higher interest
rates. The most common notion of unchanged
monetary policy is an unchanged money supply.
If the GNP were determined simply as a propor-
tion of the money supply, then on this definition of
unchanged monetary policy, whatever added
demands came from the budget deficit would nec-
essarily be offset by reduced demands elsewhere.
This ‘crowding out’ would occur as a result of a
rise in interest rates that directly reduced domestic
interest-sensitive demands such as housing or
business investment or that reduced the foreign
trade balance by appreciating the exchange rate.
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However, both theory and empirical evidence
reject this model of a fixed relation between
money and GNP. The interest rate increase that
would reduce some private demands will also lead
to economizing on money balances, thus breaking
the fixed link between GNP and money demand.
Nonetheless, to the extent that a fixed money
supply forces interest rates to change in response
to a fiscal change, a fixed money supply will
reduce the effect on GNP that we attribute to a
pure fiscal impact. Some private demands will
change in response to the change in interest
rates, offsetting part of effect on total GNP of the
fiscal change.

Under alternative definitions of an unchanged
monetary policy, we arrive at different assess-
ments of what is here called the pure fiscal impact.
Other candidates for defining an unchanged mon-
etary policy include unchanged levels of bank
reserves or borrowed reserves. Because the supply
of money is itself elastic with respect to interest
rate changes, the rise in interest rates that accom-
panies a change in fiscal policy is somewhat
smaller under this definition than if the money
supply is assumed fixed. As a consequence, a
greater impact on demand is attributed to pure
fiscal policy. Finally, if we define unchanged mon-
etary policy as an unchanged real interest rate,
fiscal policy would have the full impact on GNP
described in the basic model above. Although
such a policy would be unsustainable with over-
full employment, it is not logically inferior to a
constant money supply definition. Furthermore,
targeting interest rates corresponds to the way
monetary policy has often been conducted.

The next set of qualifications to the basic fiscal
policy model concerns the behavioural response
of private sector agents. One issue concerns the
possible difference in consumers’ response to
temporary and permanent fiscal changes. The per-
manent income hypothesis relates current con-
sumption to consumers’ expected permanent
income. A fiscal change that is known to be tem-
porary will therefore have a much smaller effect
on current consumption than would the same size
fiscal change if it were taken to be permanent.
However, if many consumers are constrained in
their spending by a lack of liquidity, because they
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cannot freely borrow at near market interest rates
against their future incomes, consumption will not
be governed by permanent income. In this case,
by relieving the binding liquidity constraint, tem-
porary fiscal changes could have nearly the same
effect on current spending as permanent ones.

Although the issue is unsettled because if is
difficult to model consumers’ expectations of
future income, the balance of the evidence sug-
gests that personal tax reductions that are known
to be temporary, such as one-time tax rebates,
have a smaller effect on spending than do other
types of fiscal changes. But this is not a general
result for all types of temporary tax change, some
of which may have exceptionally large effects. An
enlargement of investment tax credits for a limited
period of time may have such an exceptionally
large effect by shifting investment projects for-
ward in time to take advantage of the temporary
tax incentive. The reverse effect could occur from
a temporary suspension of a tax credit. Such tem-
porary changes have been used for stabilization by
various governments in the past. However such
special inducements that shift demand through
time only alter demand now at the expense of
demand later.

A more extreme argument against fiscal
changes affecting GNP is the so-called Ricardian
equivalence hypothesis, which asserts that deficits
directly bring forth an offsetting change in private
saving. This idea, which has been associated in
modern times with Robert Barro, presumes that
consumption decisions are based on an optimizing
strategy over an infinitely long time horizon so
that people today adjust their own consumption
and saving in response to the after-tax incomes
they expect to flow to themselves and their heirs
over the indefinite future. Because in this model
added deficits today will require higher taxes in
the future, consumers fully offset increased gov-
ernment deficits with increased personal saving,
thereby eliminating any effect of deficits on GNP.

Although it has renewed interest in modelling
fiscal effects more carefully, there is little empiri-
cal support for this extreme proposition. However
whether deficits, which directly change total
national saving, induce some partial offest in sav-
ing in other sectors remains an unsettled empirical
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question. Such direct offsets appear to be more
likely in response to some sources of change in
deficits than others. Quite apart from the Barro-
like effects just discussed, conventional consump-
tion functions predict that a minor fraction of
changes in disposable income will be saved, so
that a shift in the deficit coming from personal tax
reductions would induce a small rise in personal
saving. A shift in the deficit coming from reduced
business taxation could produce a shift in net
business saving depending on how much the tax
change affects business investment. In part, how
important such effects are will depend on the time
horizon in question. For example, some tax
changes may have significant effects on invest-
ment in the first instance as business adjusts to a
different desired capital stock. But once the new
desired stock is achieved, investment demand will
be changed much less. Further time lags may be
involved as firms adjusted dividend payouts and
individuals adjust their consumption. But leaving
aside such transitory complications, in a steady
state the directly induced effects of deficits on
private saving appear to be small. Therefore shifts
in deficits do shift total saving, total demand
and GNP.

We turn next to the effects of a shift in the
deficit with the level of GNP held constant. This
case is relevant for analysis of the medium run,
when departures of real GNP from its trend are
averaged out. It is also relevant whenever mone-
tary policy or real limits on expansion are
assumed to constrain total real GNP. As before,
the shift in the deficit represents a shift in govern-
ment saving; but since GNP cannot change, this
shift must be offset by a corresponding shift in
saving net of investment of one or more other
sectors.

Much of the adjustment to deficits appears to
take place through induced changes in interest
rates rather than directly. Higher interest rates
reduce business investment, residential construc-
tion and spending on consumer durables. They
may also affect personal saving, and therefore
consumption more generally, although there is
little evidence that such effects are large enough
to be important. In some circumstances, a major
part of a shift in the deficit may be offset by a
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decline in net foreign investment or, equivalently,
a decline in the current account balance. Such an
effect was an important part of the adjustment to
the historically large US budget deficits of the
1980s.

The offsets to a deficit will not generally
remain unchanged through time. At first, a modest
rise in interest rates may induce an appreciation of
the currency and a decline in the current account
balance. This minimizes the effect of the deficit on
domestic investment. But as foreigners’ holdings
of the deficit country’s assets continue to increase,
it may take ever-higher interest rates to maintain
the currency at its appreciated level; and this, in
turn, will reduce domestic investment further, thus
shifting more of the adjustment to the deficit onto
domestic sectors.

Because, in general, larger deficits lead to
higher interest rates at any level of GNP, they
reduce the share of GNP devoted to investment
and increase the share devoted to consumption
and government spending. To the extent that
investment is crowded out by higher interest
rates, the future capital stock will be smaller,
thus reducing future real incomes and consump-
tion. Even if domestic investment is sustained by
increased net investment by foreigners, the earn-
ings on this investment will accrue to foreigners,
so again real domestic incomes will be reduced. If
the deficit is increased as a consequence of higher
government investment or other growth-inducing
expenditure such as research and education,
growth might not suffer absolutely. It would still
be reduced relative to a budget that financed such
outlays with higher taxes that suppressed present
consumption.

These outcomes do not imply that a zero deficit,
or any particular level of surplus or deficit, is opti-
mal at all times or even, on average, in the long run.
Sustained deficits can be too large in the sense that
they lead to an explosive growth in the ratio of debt
to GNP. But apart from such a limiting case, the
appropriate deficit to GNP ratio will depend on the
prevailing ratio of private saving to GNP and on the
desired ratio of foreign investment or disinvest-
ment to GNP. These ratios have varied substan-
tially across countries for reasons that have to do
with the generosity of public retirement
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programmes, established lending practices and pol-
icies for homeownership and other factors that
determine private saving propensities and foreign
investment schedules. In part they reflect different
states of maturity in economies that make the return
to saving and investment higher in some than in
others. But whatever these fundamental character-
istics of economies may be, within a range, varying
deficits can be used to alter the ratio of national
saving and investment to GNP.
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M. J. Artis

Interest in the economics of deficit finance began
to all intents and purposes with the absorption of
the economics of the General Theory. Before that,
though with a few exceptions, the economic dis-
cussion of the public finances was based on the
assumption of a fully employed economy and the
notion of using deficit finance to stimulate output
was accordingly not at issue.

Despite the fact that the economics of deficit
finance begin with the Keynesian Revolution, it
has been conclusively established by Kregel
(1985) that Keynes himself ‘did not ever directly
recommend government deficits as a tool of sta-
bilization policy’ (Kregel, p. 32). Keynes played a
conservative political hand and viewed budget
deficits with a ‘clearly enunciated lack of enthusi-
asm’. Although Kregel’s discovery is both true
and startling, the founder of the Keynesian theory
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of public finance, Abba Lerner, described what he
termed the concept of functional finance as “first
put forward in complete form by J.M. Keynes in
England’ (Lerner 1943). This seems to be, there-
fore, another example of Keynes himself being
unaware of the full implications of his own theory
or, alternatively, of Keynes himself being aware of
political reasons why it would be inappropriate to
declare publicly the full implications of his theory
for the public finances. (It remains unclear which
of these propositions has the greater part of the
truth.)

The doctrine of functional finance says that the
balance of spending and taxation in the budget
should be manipulated so as to produce the
desired result for output and employment and
not in the interests of realizing a balance or surplus
(or deficit) per se. This is entirely in tune with the
income—expenditure analysis of the determination
of income which became the central interpretation
of the General Theory, since output is driven by
demand, output can be altered by government
action to raise or lower its own expenditures and
to raise or lower, via taxation, the spending of the
private sector. It is in this (simple and straightfor-
ward) sense that deficit finance and Keynesian
economics are closely and correctly linked
together. Strictly speaking (and this was fully
recognized by Lerner), the objective is not output
per se but ‘internal balance’; this is important,
because in conditions of full employment, poten-
tial excess demand and inflation the doctrine may
indicate that a budget surplus is more appropriate
than a deficit. The suggestion that Keynesian eco-
nomics leads to excessive budget deficits does not
therefore seem at all correct, although it is one to
be encountered in the writings of some critics.

The deficit in the budget per se is of course an
endogenous item, in the sense that tax revenues
and some components of expenditures depend
directly upon the level of output and economic
activity. In order to obtain measures of deficit
finance which are free of this endogeneity, it has
become customary to estimate the ‘structural’ def-
icit, or the deficit at a normalized level of activity.
Measures of the structural budget deficit are stan-
dard fare as summary measures of the stance of
fiscal policy.

2665

In recent years, the dominance of the principles
of functional finance has declined and arguments
have been erected (or resurrected) to show that
deficit finance may not have the properties
ascribed to it in the principles of functional
finance; in particular, it has been argued that def-
icit finance is no different from deferred taxation
and deferred taxation no different from current
taxation. Hence the case for deficit finance has to
be made on some different ground. This argu-
ment, perversely referred to as the ‘Ricardian
equivalence’ doctrine (perverse because Ricardo,
having entertained it, rejected it) takes its point of
departure in a perfect foresight, full information
(and fully employed) economy. In such an econ-
omy, if individuals are infinitely lived (or care
about the welfare of their heirs), a current deficit
financed by the issue of bonds creates the expec-
tation of corresponding tax liabilities in the future.
The wealth embodied in the bonds (equal to the
present discounted value of the flow of coupons
and repayment of principal) is precisely offset by
the present discounted value of the stream of extra
taxes required to service the coupons and repay-
ment of principal. The two are equivalent and
cancel out. The bond issue might as well be can-
celled in favour of an increase in taxes since
private sector savings must rise to meet the obli-
gation to pay future taxes in any case. This argu-
ment against deficit finance, put forward most
forcefully by Barro (1974) must be regarded as
unacceptably extreme. A number of objections
may be made to it, as a doctrine of real world
relevance; a break in the chain of inheritance,
lack of information, imperfect capital markets,
less than full employment states are all objections.
It is right to qualify these objections by pointing
out that it is not in every particular case that the
validity of the objection restores the assumptions
of the functional finance income—expenditure
model as the alternative correct model. Although
the Ricardian equivalence theorem appears to be
unacceptably extreme it is of interest to note that if
it is accepted, a case for loan finance may still
exist if only taxes are not lump sum. For if they are
not and as usually assumed, welfare losses rise
proportionately with the tax rate, then there is a
presumption in favour of smoothing tax rates;
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hence if expenditures or the tax base are erratic, a
case for deficit finance reappears.

In practice, however, it is other considerations
which have reduced the dominance of functional
finance priciples and resurrected arguments for
being concerned about deficit finance. Two, in
particular, may be mentioned: first, the connec-
tion, real or presumed, between fiscal deficits and
monetary growth in periods when monetary
targeting has become a central policy objective;
second, the structural problem raised by the decel-
eration of economic growth. Overlying these con-
siderations is the point that with better information
flows and increased financial integration, asset
markets dominated by forward looking expecta-
tions have considerable power to check a fiscal
policy that seems adventurous. In particular, if
deficit finance is conducted on so large a scale as
to raise doubts about its substainability, the market
may conclude that rather than change the policy,
the result will be explosive growth in the money
supply. As a result, bond prices fall currently, and
the exchange rate plummets. Scenarios of this
type are responsible for an increasing emphasis
being placed on targets for the ratio of public
sector debit to GNP, an integral control version
of deficit/GNP ratios. In contrast to the
destabilizing character of the latter, however, tar-
gets for the ratio of debt to potential GDP allow
the stabilizers to be ‘turned on’ as output deviated
from potential and provide a compromise between
the flexibility and complete discretion and the
potentially ~destabilizing rigidity of deficit
targeting. Whether the compromise is the best
that can be achieved remains to be discovered.
All that is really required is that the market should
trust the government, in following the principles
of functional finance, not abuse them. To suppose
that this trust can be inspired by adopting a target
which implies a large degree of sacrifice of these
principles may be wrong.

See Also
Deficit Financing

Demand Management
Finance
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Defoe, Daniel (1660-1731)

K. Tribe

Born Daniel Foe in 1660, son of a London trades-
man and Nonconformist, Defoe's early life was
that of a merchant with a diversity of interests and
ambitions. After his support for the Monmouth
rebellion of 1685 he welcomed the accession of
the Prince of Orange in 1688, later being given
employment by the government. A financially
advantageous marriage followed, and then his
fortunes reversed with the collapse of his ventures
in 1692 owing £17,000. His efforts at clearing his
debts first turned him towards journalism, and this
was to be his major occupation for the remainder
of his life. In the early years of the 17th century he
met with some literary success, but in 1702 he was
imprisoned for libel. His release in 1704 was
conditional on his undertaking to establish an
intelligence network for the Government, and in
the succeeding years he travelled widely, gather-
ing information and assessing popular opinion. In
1713 he was imprisoned once more, this time for
anti-Jacobite writings; pardoned in 1715, he
returned to literary work and in the period until
his death in 1731 produced the majority of the
works for which he is known today.

Defoe published a number of tracts upon
directly economic issues, chief among them his
Plan of the English Commerce which argued that
the employment of labour on the working-up of
domestic produce (in particular, wool) was the
true path to prosperity. He is perhaps best known
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for his novel Robinson Crusoe and his two
accounts of English society, Journal of the Plague
Year and Tour through the whole Island of Great
Britain. The first of these was published anony-
mously in 1719 and was, until Defoe admitted
authorship, thought to be a true account of the
life of a castaway. In his defence, Defoe suggested
that he had included much of his own experience,
and it is shown today that the work is based on the
experience of Alexander Selkirk. This blending of
“fiction’ and ‘fact’ is typical of the other two
works; for while they are based upon Defoe's
observations, the form in which they are cast is
fictional. The Journal records events that occurred
when Defoe was five and the Tour, published in
1724-6, is in fact a compilation drawing in part on
the travels of Defoe some 20 years previously. For
all this, they are no less valuable as accounts of
contemporary society, and were regarded as
models by later observers.
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Degree of Monopoly

Kurt W. Rothschild

If the term ‘monopoly’ is taken in its literal mean-
ing, then there is no room for such a thing as a
‘degree  of monopoly’. For ‘monopoly’
means — taking into account the Greek origins of
the term — a single seller; and there cannot be any
‘degrees’ of singleness. In fact, all through the
19th and well into the 20th century, economic
thinking tended to look at monopoly in this way.
Monopoly referred to the market form with a
single seller as opposed to Competition, where
several firms appear on the market. When the
two market forms and their consequences were
analysed it was soon realized that the two types
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were not quite sufficient to cover all decisive
elements, and some in-between forms were
taken into account as, for instance, in Cournot’s
duopoly analysis or in Marshall’s insights into
imperfect competition. But all the time monopoly
remained more or less unscathed as a clearly
defined juxtaposition to competitive market
forms.

This situation became undermined from two
different sides: rather gradually from a practical—
political angle, when at the turn of the century a
growing concern with big-business practice led to
demands for anti-monopolistic legislation,
and — later on — more dramatically in the theoret-
ical sphere when the almost simultaneous appear-
ance of Joan Robinson’s (1933) and Edward
H. Chamberlin’s (1933) treatises on monopolistic
competition provided a new perspective for mar-
ket form analysis. In practical affairs it had soon
become obvious that exclusive control of supplies
of a certain commodity by a single firm was rather
an exception, but that all the suspected evils of
monopoly — high prices, displacement of actual or
potential competitors, curtailment of production
etc. — could also be detected when big firms or
cartels dominate a market, even if there are numer-
ous smaller competitors. Monopolistic power thus
became connected with the question of concentra-
tion, and varying degrees of concentration could
be seen as expressions of varying degrees of
monopoly. This led to various proposals of a
descriptive—statistical nature to measure degrees
of monopolistic domination.

On the theoretical plane the development orig-
inated from a growing sophistication in the anal-
ysis of ‘pure’ market forms. On the one hand it
became clear that there cannot be such a thing as a
completely isolated monopolist free from compet-
itive pressures, because there always exist sub-
stitutes which limit his room for manoeuvring;
and on the other hand the heterogeneity of
goods, location, and availabilities so departmen-
talizes competitive markets that the individual
firm can have a certain amount of monopoly-like
freedom for price-setting which could not exist on
perfectly competitive markets. The classical jux-
taposition of monopoly and competition had lost
its simplicity; the ‘pure’ cases turned out to be
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limiting concepts in a world characterized by an
intermixture of monopolistic and competitive ele-
ments. Thus the ‘monopolistic competition revo-
lution’ gave rise to a series of attempts to find a
suitable theoretical tool for measuring the ‘degree
of monopoly’ with the main stress being put on
the conceptual and analytical basis while the ques-
tion of quantitative expression was largely
neglected or remained unsolved.

Before giving a short presentation of the more
important indices used for measuring the ‘degree
of monopoly’ it is necessary to enumerate some of
the formidable difficulties that beset any attempt
to find a suitable (single) expression which could
provide a unique and comprehensive index. First
of all there is the firm—industry problem. As long
as a monopoly is conceived in its narrowest
sense — a single supplier of a certain commodity —
the problem does not arise: the monopolistic firm
coincides with the entire industrial branch. But
once we allow for degrees of monopoly in multi-
firm industries and for heterogeneous goods, all
indices which try to measure monopolistic power
within an industry come up against the problem of
where to draw the lines for a meaningful group. If
we want to estimate the monopolistic position of
firms in the motor-car industry, are we to take as
the decisive industrial group all motor-cars, or
motor-cars of a certain size, motor-cars of a cer-
tain type, or what? Obviously one wants to draw
the line where products cease to be serious sub-
stitutes for the commodity in question. But this
involves necessarily a somewhat arbitrary deci-
sion and the results will be affected by it. Some
writers, following Triffin (1940), have argued that
in a world of heterogeneous goods and inter-
industrial competition the concept of industry
should be dropped altogether and the degree of
monopoly of a firm should be measured exclu-
sively vis-a-vis single other firms with the aid of
cross-elasticities of demand. These would be zero
in the case of complete monopolistic indepen-
dence. But this approach would lead to an enor-
mous number of cross-elasticities for every firm,
and it neglects the fact that we do deal with indus-
trial groups and problems in practice.

A further problem arises from the fact that
indices of relative size within an industrial group
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do not tell us sufficiently how far other
factors — like regional dispersion, marketing activ-
ities etc. — influence the monopolistic status of big
and small firms. Measures which rely on realized
prices and profits can only tell us something about
actual, but not about potential monopoly power.
Finally, there is always — in view of business
secrecy and incomplete statistics — a serious data
and estimation problem when it comes to quanti-
tative judgements.

But the most important reason for coexistence
of various degree of monopoly indices is that the
monopoly problem has different aspects which
require different measuring rods. Thus, the prob-
lem of monopoly power may be seen as a problem
of relative market power within an industry, that is
the problem of big firms versus small firms. This
aspect plays an important role in anti-trust and
fair-competition legislation. From the point of
view of traditional economic theory, the question
of monopolistic price formation with its effects on
optimal allocation and economic welfare is the
dominant one. Others — as for instance Marx or
Kalecki — have stressed the distributional aspects
of monopoly power, particularly with regard to
the wage—profit relation. Finally, a politica-
l-economic viewpoint looks at the problem of
the influence of monopolies on the state in the
age of ‘Monopoly Capitalism’.

The search for suitable indices originated in
connection with political concerns over the grow-
ing concentration in certain industries. This gave
rise to a demand for descriptive—statistical mea-
sures to be used as diagnostic instruments.
A widely used index of long standing is the
so-called ‘concentration ratio’ which measures
the weight of the biggest enterprises in an industry
on the basis of the percentage share of the biggest
firms in total output, or sales, or employment, or
capital assets.

The advantages of this index are obvious: the
required data are usually available and its mean-
ing is easily appreciated. It can certainly act as a
rough indicator of levels and changes in monop-
olistic positions in individual industries. If shares
of the biggest firms in fotal manufacturing output
(employment etc.) are measured, we obtain hints
with regard to the Monopoly—State problem. The
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main disadvantage of the concentration ratio is
that it completely disregards information about
the number and size of firms beyond the few
leading firms. But their structure can influence
the monopolistic context. As an alternative
(or complement) to the concentration ratio we,
therefore, find suggestions to measure the degree
of monopoly with the aid of distributional indices
like the Lorenz curve or the Herfindahl index
which measure overall inequalities of distribu-
tion — greater inequalities (in output etc.) to be
taken as higher degrees of monopoly. This is,
however, hardly satisfactory because it does not
give sufficient weight to concentration at the
upper end (biggest firms) which is decisive for
the monopoly problem.

When we turn to the theoretically oriented
indices of degree of monopoly we meet a greater
variety. Most of the proposals were born in the
two decades after the publication of Chamberlin’s
and Robinson’s books; since then the interest in
further developments has died down. The
pioneering study appeared in 1934 when Lerner
(1934) proposed an index based on the theoretical
idea that pure competition should be taken as the
benchmark. Taking into account that in pure com-
petition equilibrium prices will equal marginal
costs he took as his indicator of degree of monop-
oly the excess of price over marginal cost relative
to price (i.e. (p-c)/p, with p = price and
¢ = marginal cost). This index equals zero in
case of pure competition and can rise to a maxi-
mum of one when marginal costs are zero. What it
measures is the deviation of a firm’s price from the
competitive ideal, with consequences for alloca-
tion and welfare. But since the index is
(in equilibrium, with marginal revenue equal to
marginal costs) equivalent to the reciprocal value
of the price elasticity of demand, it does not take
into account cost and supply considerations. The
main advantage of the Lerner index is that it does
not require the definition of an industry group.
The same is true for Weintraub’s (1949) sugges-
tion of an index which measures the ratio between
the actual output of a firm and the output it would
produce under pure competition. This index
equals one in the fully competitive case and
becomes smaller with growing monopolistic
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deviations. Difficulties arise with regard to
suitable data.

Also based on the individual firm and avoiding
the ambiguous industry concept is an index by
Bain (1941) which starts from the commonly
acknowledged idea that monopoly power is
acquired in order to obtain higher profits. Bain,
therefore, proposes to use the ratio between a
firm’s profit rate and a ‘normal’ competitive profit
rate as a degree of monopoly indicator. Since
actuarial profit data do not meet theoretical
requirements this approach also runs into estima-
tion problems. To lay stress on profits is an advan-
tage, but the index cannot distinguish monopoly-
caused profits from other types (demand shifts,
windfalls, etc.).

Some other indices take into account the (intra-
industrial) interdependence of firms. Rothschild
(1942), referring back to Chamberlin’s ‘two
demand curves’ facing a firm — a special one,
when it alone varies the price, and a general one,
when all firms together change their price — takes
as his index the ratio of the slopes of the special
and the general demand curve. In full competition
the slope of the special curve and the index are
equal to zero, and the index rises to one in pure
monopoly when both curves coincide. Estimation
problems are as formidable as before. Morgan
(1946) and Papandreou (1949) both build on Tri-
ffin’s idea of making cross-elasticities of demand
a decisive criterion, but expand his ideas. Morgan
makes monopoly power vis-a-vis other firms a
function of the firm’s share in their combined
output and of the heterogeneity of goods
(measured by cross-elasticities). Both enter posi-
tively into the index. Papandreou, in a combina-
tion of two complex indices, takes into account
not only the crosselasticities of demand (which
determine the degree of ‘insulation’ when other
prices are changed) but also output capacities
(which determine the power of ‘penetration’ into
other markets when demand is increased).

A special word must be said about Kalecki’s
(1938) ‘degree of monopoly’ which has become
the most important specimen in theoretical litera-
ture. Formally it is similar to Lerner’s but the
theoretical underpinnings and uses are quite differ-
ent. In contrast to Lerner, Kalecki starts from a
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(manufacturing) world in which oligopoly and
imperfect competition are the rule. Pure competi-
tion cannot be the standard. All firms work below
capacity; their marginal production costs tend to be
constant and equal to average production costs.
Prices are ‘administered’ by a mark-up on average
production costs. The higher the mark-up the
greater the difference between price and average
cost (=marginal cost) and the higher, therefore, the
‘degree of monopoly’ in the definition of Lerner.
Since the mark-up determines gross profits one
obtains a theoretical framework where the ‘degree
of monopoly’ is a decisive factor in determining the
income distribution between production workers’
wages and gross profits. But it is important to
realize that in this setting (general under-utilization
of capacity) the ‘degree of monopoly’ has a very
wide meaning: in addition to monopoly power in
the narrower sense and the higher profits that go
with it, it also covers other non-wage items such as
salaries and depreciation.

In more recent years Cowling (1978) and
others have taken up Lerner’s and Kalecki’s indi-
ces in modified form to study postwar develop-
ments in welfare losses and distributional effects
of growing monopolization and oligopolization.
The fact of growing management influence which
can transform monopoly profits into ‘costs’ and
managerial advantages is taken into account and
the index of the degree of monopoly is
supplemented by an index of the degree of man-
agerial discretion. The greater the latter, the
smaller will be the apparent degree of monopoly
as measured by reported profits.

The various conceptual and statistical attempts
to find a suitable index for the ‘degree of monop-
oly’ have contributed to a better understanding of
the issues involved. While most of them can shed
some light on the monopoly problem, this is far
too complex and many-sided to be compressed
into one single index or to be fully describable in
purely quantitative terms.

See Also
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Monopolistic Competition
Monopoly
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Degree of Utility

P. H. Wicksteed

This phrase was first made current by Jevons in his
Theory of Political Economy, 1871. Its precise
significance will be best elucidated by an analogy.
‘Degree of utility’ stands in the same relation to
‘total utility’ as ‘velocity’ to ‘space traversed’.
Suppose we have a body projected vertically
upwards from rest, at a given speed. We may
inquire first at what height the body will be found
at any moment after its projection, and second at
what rate it will be moving at any point of its
course, and clearly the rate of its movement is the
rate at which its height is increasing (whether
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positively as it rises, or negatively as it falls). This
rate may be measured in feet per second, or in miles
per hour, or in any other suitable unit, but in any
case it varies from point to point and does not
continue the same during any period, however
short.

We must now extend the idea of measurement
to such economic conceptions as ‘satisfaction’
and ‘utility’. Measurement consists essentially in
determining the ratio of the magnitude investi-
gated to some other magnitude adopted as a stan-
dard; and a ‘satisfaction’ would accordingly be
measured if we could determine its ratio to some
standard satisfaction, or, which amounts to the same
thing, some standard dissatisfaction. Thus if I wish
to measure the satisfaction derived by a hungry man
from the consumption of a certain quantity of bread,
I may inquire how much labour he would perform,
under stated conditions, rather than go without it; or
what he would pay for it sooner than go without if
an unscrupulous monopolist exacted from him the
extreme famine price. Thus if we take any standard
we choose we can, ideally at least, conceive of any
concrete ‘utility’ or ‘satisfaction’ being measured in
it. But we must remember that such measurements
are based on the relative magnitudes of different
satisfactions, etc., to one and the same person, and
do not profess to give us means of comparing a
satisfaction experienced by one mind with a satis-
faction experienced by another; for no one can say
that the standard unit of satisfaction selected means
the same thing to two different men. Nor shall we
find that any such absolute measurement is needed
for the purpose in hand.

Degree of Utility, Fig. 1 Y
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Having premised so much, we may now work
out the economic analogue of the projected body.
Suppose we take such a commodity as bread sup-
plied to a hungry man. Firstly, we may inquire what
amount of satisfaction the man has derived from the
consumption of any given quantity of bread; in
which case we shall be investigating the ‘total util-
ity’ or ‘value in use’ of that quantity of bread, to that
man, under those conditions. Secondly, we may
inquire at what rate (per ounce, per pound, etc.)
the consumption of the bread is conferring satisfac-
tion upon the man at any point in the course of his
meal; and in that case we shall be investigating the
‘degree of utility’ of the bread. This ‘degree of
utility’ will of course vary from point to point.
When the man was at his hungriest he would be
deriving relatively great satisfaction per ounce of
bread consumed, and towards the end of his meal,
when nearly satisfied, his satisfaction per ounce
would be relatively small; and, theoretically, it will
not remain constant during any period, however
short. Now this ‘degree of utility’ is obviously the
rate at which the ‘total utility’ is increasing; just as
the velocity of a rising or falling body is the rate at
which ‘space traversed’ or ‘height’ is increasing
(Fig. 1).

The precise relation of velocity to space tra-
versed, and of degree of utility to total utility, is
expressed mathematically by saying that the former
are the “differential coefficients’, “first-derived func-
tions’, or ‘fluxions’ of the latter; and, graphically, if
the latter are expressed by areas the former will be
expressed by lines. In the figure, if we imagine the
line cd moving from O in the direction of the arrow-

(9]
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head, at a uniform rate, to represent the lapse of time,
and if we imagine the area aOcd, to represent the
space traversed by the projected body in the Oc, then
the intercept cd will be the differential coefficient of
aOcd and will represent the velocity of the body, or
the rate at which it is rising, at the point of time
represented by c¢. Perhaps this will be sufficiently
obvious to the non-mathematical reader if he reflects
that velocity represents the rate at which height is
increasing, as time lapses, and observes that the
length of the intercept cd likewise determines the
rate at which the area aOcd increases as the vertical
line moves in the direction of the arrow-head.

Now let the movement of the vertical from
O represent the consumption of the bread, so that
Oc represents the amount consumed up to any given
point of the meal; and let aOcd represent the total
satisfaction derived from the consumption up to the
point reached, then cd will still be the differential
coefficient of aOcd, and will represent the rate per
unit (ounce, etc.) at which the consumption of the
bread is now increasing the total satisfaction reaped
by the consumer. That is to say cd represents the
degree of utility of bread at the point ¢, the amount
represented by Oc having already been consumed.

It should be observed, however, that when we
are dealing with economic quantities, the line ad
will probably never be a straight line, but always a
curve of more or less complexity; and it will
seldom or never be possible to determine its actual
form with any precision.

The main interest naturally attaches to the
degree of utility of that increment of a commodity
which the consumer expects to obtain next, or
which he may have to relinquish, that is to say
the last increment he has secured or the next he
hopes to secure. This is called by Jevons the “final
degree of utility’. The analogy of the moving body
insisted on above was developed by Professor
Léon Walras of Lausanne, and was first suggested
by his father, A.A. Walras.

See Also
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Del Mar, Alexander (1836-1926)

Del Mar, Alexander (1836-1926)

Joseph Aschheim and George S. Tavlas

Born in New York City and educated as a mining
engineer at New York University, Del Mar formu-
lated views on monetary economics on the basis
of numerous empirical investigations which he
undertook both on his own during the Civil War,
and while serving as the first director of the US
Bureau of Statistics.

Del Mar anticipated modern monetary anal-
ysis along a broad front. While an exponent of
the long-run neutrality of money, he argued that
in the short-run money is non-neutral. Specifi-
cally, he placed emphasis on evaluating the
impact of monetary changes in the context of
dynamic analysis and developed a broad mone-
tary transmission mechanism (termed the ‘pre-
cession of prices’) which depended upon the
marketability of assets (1864). Since he per-
ceived that labour was the least marketable of
assets, its price was the last to respond to a
monetary change. The perceived tendency of
wages to lag behind prices, the observed pro-
cyclical nature of velocity, due to the effect of
price expectations, and Del Mar’s link-up
between anticipations of price changes and var-
iations in nominal interest rates, allowed him to
formulate such concepts as self-generating
expectations and money illusion (Tavlas and
Aschheim 1985).

From the 1860s to the 1880s, Del Mar under-
took perhaps the first attempts in the US literature
to estimate both the value of velocity and the
annual rate of increase of national wealth. Based
on his estimates, in The Science of Money
(1885) he advocated as a policy-guide the first
numerical monetary growth-rate rule in the pro-
fessional literature. His work, however, was
largely overlooked by the profession, except for
Irving Fisher. Fisher cited Del Mar over the course
of nearly 40 years.
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Demand for Money: Empirical
Studies

Stephen M. Goldfeld

The relation between the demand for money bal-
ances and its determinants is a fundamental build-
ing block in most theories of macroeconomic
behaviour and is a critical component in the for-
mulation of monetary policy. Indeed, a stable
demand function for money has long been per-
ceived as a prerequisite for the use of monetary
aggregates in the conduct of policy. Not surpris-
ingly, then, the demand for money has been sub-
jected to extensive empirical scrutiny.

Several broad factors have shaped the evolu-
tion of this research. First, there is the evolving
nature of theories of the demand for money. The
simple versions of the so-called quantity theory
were followed by the Keynesian theory of liquid-
ity preference and then by more modern variants.
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As theory evolved, so did empirical research.
A second factor is the growing arsenal of econo-
metric techniques that has permitted more sophis-
ticated examinations of dynamics, functional
forms, and expectations. These techniques have
also provided researchers with a wide variety of
diagnostic tests to evaluate the adequacy of par-
ticular specifications.

Finally, and perhaps most importantly, research
has been spurred by the apparent breakdown of
existing empirical models in the face of newly
emerging data. These difficulties have been partic-
ularly evident since the mid-1970s. In many coun-
tries this period has been marked by unusual
economic conditions including severe bouts of
inflation, record-high interest rates, and deep reces-
sions. This period also coincided with the wide-
spread adoption of floating exchange rates and, in a
number of major industrial countries, with substan-
tial institutional changes brought about by financial
innovation and financial deregulation. The period
since 1974 thus provided a very severe test of
empirical money demand relationships. As we
shall see, this period succeeded in exposing a num-
ber of shortcomings in existing specifications of
money demand functions. Where institutional
change was particularly marked, it also led to a
change in what we think of as ‘money’.

It is perhaps ironic that the emergence of these
shortcomings roughly coincided with the adop-
tion by a number of central banks of policies
aimed at targeting monetary aggregates. Some
have argued that this association is more than
mere coincidence. In any event, given the vested
interest of policy-makers in the existence of a
reliably stable money demand function, it is
hardly surprising that employees of central banks
were among the most active contributors to the
most recent literature on money demand. The
Federal Reserve System of the United States,
with its dominant market share of monetary econ-
omists, was particularly active in this regard.

As noted, appreciation of empirical research on
money demand requires a bit of background on
monetary theory and it is with this that we begin
our discussion. We next consider some
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measurement issues and then turn to the early
empirical results. After briefly documenting the
emerging difficulties with these results, we finally
consider recent reformulations of the demand for
money.

Theoretical Overview

One of the earliest approaches to the demand for
money, the quantity theory of money starts with
the equation of exchange. One version of the
equation can be written.

MV=PT 1

where M is the quantity of money, Vis the velocity
of circulation, P is the price level, and T is the
volume of transactions. While M, P and T are
directly measurable, V' is implicitly defined by
(1) so (1) is merely an identity. However, if we
add the key assumption that velocity, ¥, is deter-
mined by technological and/or institutional fac-
tors and is therefore relatively constant, one can
recast (1) as a demand function for money in
which the demand for real balances, M/P, is pro-
portional to 7.

This simple demand for money function was
modified by Keynes’s (1936) analysis which
introduced the speculative motive for holding
money along with the transactions motive embod-
ied in (1). The speculative motive views money
and bonds as alternative assets with bond holding,
in turn, viewed as depending on the rate of return
on bonds. This introduction of the interest rate
into the demand for money, where it joined the
transactions variable suggested by the quantity
theory is the main empirical legacy of Keynes.
Once the interest rate is introduced, there is no
presumption that velocity will be constant from
period to period.

Post-Keynesian developments moved in sev-
eral different directions. One is represented by
Friedman (1956), whose restatement of the quan-
tity theory dispensed with the individual motives
posited by Keynes and treated money like any
other asset yielding a flow of services. This view
emphasized the level of wealth as one of the major
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determinants of money demand. Friedman also
suggested that a quite broad range of opportunity
cost variables including the expected rate of infla-
tion have theoretical relevance in a money
demand function. (Given this emphasis, it is ironic
that Friedman’s early empirical results (Friedman
1959) seemed to suggest that interest rates were
unimportant in explaining velocity movements.)

While Friedman’s approach sidestepped the
explicit role of money in the transactions process,
other influential post-Keynesian developments
reconsidered and expanded on the transactions
motive. William Baumol (1952) and James
Tobin (1956) both applied inventory-theoretic
considerations to the transactions demand for
money. This led to the so-called square-root law
with average money holdings given by

M = (2bT /r)"/? ()

where 7 is the interest rate on bonds and b is the
brokerage charge or transactions cost for
converting bonds into cash. Dividing both sides
of equation (2) by the price level, makes the real
transactions demand for money depend on ‘the’
interest rate, real brokerage charges and the level
of real transactions. Miller and Orr (1966)
extended this analysis to allow for uncertainty in
cash flows, providing the insight that a firm’s
average money holdings depends on the variance
of'its cash flow viewed as a measure of the uncer-
tainty of the flow of receipts and expenditures.
Keynes’s speculative motive has also been
reformulated — largely in terms of portfolio theory
(Tobin 1958). However, given the menu of assets
available in most countries, this approach actually
undermines the speculative demand for money.
The reason is that if there is a riskless asset
(e.g. a savings deposit) paying a higher rate of
return than money (presumed to be zero in most
models), then money is a dominated asset and will
not be held. One can resurrect an asset demand for
money by combining the portfolio approach with
transaction costs but this has yet to be done in a
fully general way. One partial attempt in this
direction (Ando and Shell 1975) demonstrates
that in a world with a riskless and a risky asset
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the demand for money will not depend on the rate
of return on the risky asset. This approach sug-
gests using only a small number of interest rates,
pertaining to riskless assets, in empirical work.

Some Measurement Issues

Empirical estimation of a money demand function
requires choosing explicit variables measuring
both money and its determinants. Even if guided
by a particular theory, such choices are often less
than clear-cut. Given the diversity of theories, the
range of possible variables is wider yet. This is
immediately evident when one considers how to
measure ‘money’; the sharp distinction between
money and other assets turns out to be a figment of
the textbook. Moreover, what passes for money
can be readily altered by changing financial
institutions.

In general, theories based on the transactions
motive provide the most guidance and lead to a
so-called narrow definition of money that includes
currency and deposits transferable by cheque (also
called checkable deposits). In some institutional
settings a plausible measure of checkable deposits
is readily apparent. In the United States, for exam-
ple, for many years only demand deposits at
commerical banks were checkable. In other set-
tings, there may well be a spectrum of checkable
assets without any clear-cut dividing line. For
example, a deposit account may limit the number
of cheques per month or may have a minimum
cheque size. Other accounts may permit third-
party transfers only if regular periodic payments
are involved or may permit cheque writing only
with substantial service charges. When such deposit
accounts should be included in a transaction-based
definition of money is not obvious.

Furthermore, even in a world in which the def-
inition of checkable deposits is relatively unambig-
uous, it is not clear that currency and checkable
deposits should be regarded as perfect substitutes, a
view that is implicit in simply adding them together
to produce a measure of money. Currency and
checkable deposits may differ in transactions
costs, risk of loss, and ease of concealment of
illegal or tax-evading activities. It may thus be
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preferable to estimate separate demand functions
for currency and checkable deposits.

Once one moves away from a transactions
view of the world, the appropriate empirical def-
inition of money is even less clear. A theory that
simply posits that money yields some unspecified
flow of services must confront the fact that many
assets may yield these services in varying degrees.
Such theories have typically relied on a relatively
broad definition of money but the definitions
utilized are inevitably somewhat arbitrary.
(This issue is taken up again in section “Recent
Reformulations™.)

As with the definition of money, alternative
theories have different implications for the rele-
vant set of explanatory variables. As we have
seen, the most prominent variables suggested by
theory include the level of transactions, wealth,
the opportunity cost of holding money, and trans-
action costs. Each of these involves measurement
problems, even in a world of certainty. When
uncertainty is allowed for, and expectational
issues therefore arise, matters are even worse.

The level of transactions (7 in equation (2)) is
typically measured by the level of income or gross
national product (GNP). While the term ‘gross’ in
GNP makes it sound comprehensive, GNP is
much less inclusive than a general measure of
transactions. In particular, it excludes all sales of
intermediate goods, purchases of existing goods,
and financial transactions, all of which may con-
tribute to a demand for money. The empirical use
of GNP as a proxy for T therefore presumes that
GNP and T move in a proportionate way. Unfor-
tunately, this key assumption is extremely difficult
to test because reliable data on 7 are nonexistent.
(Moreover, it is not the case that all transactions
are equally ‘money intensive’. To cope with this
empirically might require separately introducing
the various components of 7 or, as an approxima-
tion, of GNP.)

As an alternative to GNP, some researchers
have used permanent income, typically measured
as an exponentially weighted average of current
and past-values of GNP. This is generally done in
the spirit of the modern quantity theory where
permanent income is a proxy for wealth. As an
empirical matter, given the high correlation of
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GNP and permanent income, a permanent income
variable could easily ‘work’ even if money
demand is dominated by transactions consider-
ations. One can, of course, use a measure of
wealth directly (only non-human wealth is readily
available). This is certainly consistent with the
quantity theory view and, given that financial
transactions may generate a demand for money,
can fit into a transactions view.

Before leaving measures of transactions, we
should note one further problem that arises
because of issues of aggregation. Most theories
of the demand for money apply to an individual
behavioural unit but are generally estimated with
aggregate data without much attention to the
details of aggregation. This failure may lead to
the omission of potentially important variables.
For example, in the context of a transactions var-
iable, aggregation may suggest that the distribu-
tion of income, as well as the level of income,
matters. However, with a few exceptions
discussed below, we shall not focus on problems
of aggregation.

Another set of measurement issues is presented
by the opportunity cost of holding money. We
consider in turn the two parts to this story: the
rate of return on assets alternative to money; and
the own rate of return on money. Under the trans-
actions view, the relevant alternative is a ‘bond’
that is used as a temporary repository of funds
soon to be disbursed. As a practical matter this
has led to the use of one or more of the following
rates: the yield on short-term government securi-
ties; the yield on short-term commercial paper;
and the yield on time or savings deposits. As we
have seen, the relevant set of alternatives under
the modern quantity theory is much broader and
empirical research in this spirit has also used long-
term bond rates, either government or corporate.
Indeed, a few studies have attempted to use prox-
ies for the entire term structure of interest rates. In
addition, some investigators use the rate of return
on corporate equities and/or the expected rate of
inflation.

The own rate of return on money obviously
depends on the concept of money chosen for
analysis. The seemingly simplest case occurs
with a narrow definition of money that bears an
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explicit zero rate of return. In such cases, most
investigators have treated the own rate of return as
zero. This, however, is not precisely correct since
holders of deposits may earn an implicit rate of
return, either because they receive services or
because service charges may be foregone as the
level of deposits rises. Measuring this implicit
return is no easy matter. Matters are considerably
more complicated when broader definitions of
money are used and some components of money
bear explicit interest, especially when there are
several components each carrying a different rate
of return. The aggregate own rate of return would
then be a complex function of the interest rates,
shares, and elasticities of each of the components.
For the most part, researchers have not faced this
issue squarely. However, the advent of interest-
bearing checkable deposits that exist alongside
zero-return demand deposits means that even
those using narrow definitions of money must
address this issue.

A final variable that appears prominently in
equation (2) is the transactions cost, b. This is
sometimes interpreted as the brokerage charge
for selling ‘bonds’ or as the ‘shoe-leather’ cost
of going to the bank. Whatever the interpretation,
however, such variables have generally been con-
spicuous by their absence from empirical work.
Researchers have thus implicitly assumed that real
transactions costs are constant. The validity of this
assumption has grown increasingly questionable
as innovation and technical change have spread
through the financial sector. Unfortunately, there
are only highly imperfect proxies available to
measure b. The consequences of this are exam-
ined below.

Empirical Findings: The Early Results

Before considering empirical results, a word
needs to be said about the types of data that have
been used. While there have been some cross-
section studies using data at a variety of levels of
aggregation, the vast majority of available studies
employ highly aggregated time series data. Ini-
tially these were confined to annual observations,
but increasingly the focus has been on shorter
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periods such as quarterly, monthly, or even
weekly data. In part this shift stems from the
availability of short-period data but, more impor-
tantly, from the related perception that the quar-
terly or monthly time frame is more useful for
guiding monetary policy.

The earliest empirical work in monetary eco-
nomics primarily involved producing estimates of
velocity, characterizing its behaviour over time
and identifying the institutional factors responsi-
ble for longer-run movements in velocity. (For a
discussion of this literature, see Selden 1956.)
Modern empirical studies of money demand first
appeared a few years after the publication of
Keynes’s General Theory in 1936. Not surpris-
ingly, these studies focused on testing the predic-
tion of the hypothesis of liquidity preference that
there was an inverse relationship between the
demand for money and the interest rate. One
approach to this problem was to establish a posi-
tive correlation between interest rates and
velocity.

A second approach involved distinguishing
between ‘active’ and ‘idle’ balances and then
relating idle balances to the interest rate. Concep-
tually this amounted to positing a demand func-
tion for money of the form

M/P = ky +£(r) 3)
where 7y is income or GNP. With & assumed
known, idle balances, given by (M/P — ky), can
then be related to 7 Tobin (1947), using data from
1922 to 1945, calculated £ by assuming idle bal-
ances were zero in 1929 and found a relatively
close relationship between idle balances and » of a
roughly hyberbolic shape. Of course, as was rec-
ognized at the time, there is an element of arbi-
trariness in the definition of idle balances, and it is
a short step to estimate equation (3) directly, obvi-
ating the necessity of distinguishing between
active and idle balances. Indeed, this approach
had already been suggested in 1939 by
A. J. Brown who estimated a variant of (3).
(Brown’s paper, which is surprisingly modern,
both conceptually and statistically, is also note-
worthy for the inclusion of the rate of inflation in
the demand for money.)
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Initially at least, typical estimates of the
demand-for-money function were based on
annual data and used a log-linear specification,
which has constant elasticities. Thus, a typical
equation used in empirical work was of the form

In(M,/P,) — In(M,_{/P,_,)

=y[(MP) — M /P)] @

As before, v is a scale variable such as income
or wealth and  represents the interest rate. Some-
times several scale variables or interest rates were
used; additional variables were also included on
occasion. From the late 1950s on many studies
estimated equations like (4) for a number of coun-
tries. These studies differed in terms of the sample
period (sometimes going back as far as the late
1800s) and the specific choice of dependent and
independent variables. While these studies hardly
produced identical conclusions, at least through
the early 1970s a number of common findings did
emerge. For the United States (see Laidler 1977):
(1) Various interest rates — sometimes several at
once — proved to be of statistical significance in
(4) with elasticities of short-term and long-term
rates generally ranging from — 0.1 to — 0.2
and — 0.2 to — 0.8, respectively. (2) Income, either
measured or permanent, and non-human wealth
all achieved statistical significance, although typ-
ically only when these variables were included
one at a time. Some studies viewed the matter as
a contest between these several variables, the win-
ner often depending on the sample period, the
definition of M, and econometric details. Esti-
mated scale elasticities ranged from about % to
nearly 2, but most estimates were in the lower end
of the range. (3) As judged by a variety of pro-
cedures, both formal and informal, the demand
function for money exhibited a reasonable amount
of stability over time.

While many of the early studies using annual
data tended to ignore dynamic aspects of the spec-
ification, a number did address this issue, most
frequently by the simple device of including a
lagged dependent variable in the money demand
equation. One rationale for this is the partial
adjustment model, which posits the existence of
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a ‘desired’ level of real money balances M*/P, and
further assumes that the actual level of money
balances adjusts in each period only part of the
way toward its desired level. This idea is captured
in the logarithmic adjustment equation

In(M,/P,) — In(M,_, /P,_y)
= y[ln(MjP,) (M, /PH)} )

where M/P; denotes the actual value of real
money balances. The parameter y governs the
speed of adjustment; ¥ = 1 corresponds to com-
plete adjustment in one period (i.e. M, =M).
Implementation of (5) is achieved by expressing
M*/P; as a function of y; and r as in (4) and
substituting into (5). The resulting equation
gives M,/P; as a function of y;, r, and M /P;.
As we shall see below, the partial adjustment
model is not without its shortcomings.

Not surprisingly, allowance for dynamics pro-
ved of particular importance once investigators
began using quarterly data. Dynamics aside,
results obtained with quarterly data generally con-
firmed the findings with annual data. Quarterly
data did suggest it was preferable to work with
narrow definitions of the money stock. Indeed,
some studies suggested there was a further payoff
to disaggregating the narrow money stock, either
into its comp