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Questions relating to the gainfulness or otherwise of
international trade and investment have always
interested economists, from Adam Smith to the
present day. We now have at our disposal a very
large arsenal of propositions concerning the trading
gains of single countries and of groups of countries
under alternative institutional arrangements. How-
ever, most of these propositions relate to the limit-
ing case of small countries. For example, much
ingenuity has been expended in tracking the welfare
implications of autonomous changes in the world
prices faced by a small country or in the vector of
tariffs imposed by such a country. Evidently the
fruits of such investigations are of only modest
general interest. Here we concentrate on two prop-
ositions which are valid for economies of any size
and which are of considerable historical and intel-
lectual interest. For an accurate summary of small-
country results, and for the relevant references to the
literature, see Woodland (1982, chs 9 and 11).

The Benefits of Free and Competitive
Trade

We begin with the oldest and best-known of all prop-
ositions in the literature concerning the gains from
trade, indeed in the history of economic thought.
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Proposition 1

If an initially autarkic or non-trading country s is
exposed to free commodity trade with one or more
other countries, either in the whole set of produc-
ible goods or in some subset, and if preferences,
technologies and endowments are restricted in the
manner of Arrow and Debreu (1954) and if mar-
kets are complete, then there is a competitive
world trading equilibrium (possibly with lump
sum transfers within s) such that no individual in
s is worse off than in autarky.

Proposition 1 is widely accepted. However, it
is not immediately plausible. Of course the open-
ing of trade between countries enlarges the set of
feasible worldwide consumption vectors. It then
follows from the Second Theorem of Welfare
Economics that there exists a competitive world
equilibrium possibly with lumpsum transfers,
such that no individual is worse off than under
universal autarky. It might be thought therefore
that there is nothing to understand and nothing to
prove, that Proposition 1 is embedded in a stan-
dard theorem of welfare economics. However, in
the statement of transfers theorem there are no
restrictions on the scope of transfers whereas in
the statement of Proposition 1 transfers are
required to balance within each country. Thus
there is indeed something to prove.

Nor is the proof easy. Indeed it was not until
1972, nearly two hundred years after the Wealth of
Nations, that formal and general statements and
proofs became available (see Grandmont and
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McFadden 1972; Kemp and Wan 1972). One rea-
son for the long lag between conjecture and proof
is, undoubtedly, the technical difficulty of
establishing the existence of a lump-sum compen-
sated world equilibrium; the appropriate tools for
such a demonstration became known to econo-
mists only after World War II.

It has been noted that Proposition 1 rests on
assumptions of Arrow—Debreu (1954) type. In
particular, the number of goods is required to be
finite and the set of markets complete. Without
both of those assumptions there is no assurance
that free trade is gainful to all participating coun-
tries. Kemp and Long (1979) have shown that in
an infinite-horizon model with overlapping finite
generations, and therefore with an infinity of dated
goods, trade can be unambiguously harmful to
one of the trading partners, even though all coun-
tries are competitive and free of conventional
distortions, externalities, non-convexities and
learning processes. Of course, Malinvaud (1953,
1962) had shown long ago that closed economies
of the type studied by Kemp and Long can be
inefficient; and it is not surprising perhaps that
trade between inefficient economies is not always
mutually gainful. Similarly, Newbery and Stiglitz
(1981, ch. 23) have shown that if there is an
incomplete set of markets in each trading country,
so that the several autarkic equilibria are ineffi-
cient, then the opening of trade can leave every
individual worse off.

Moreover, it is essential to the conclusions of
the proposition that compensation be lumpsum.
In their recent book, Dixit and Norman (1980)
appear to suggest that if trade is strictly gainful
with lumpsum compensation then it is strictly
gainful with compensation effected by carefully
chosen (non-lumpsum) taxes on goods. The sug-
gestion is an interesting one for, if valid, it would
imply that any internal misallocation generated
by the (carefully chosen) commodity taxes is
always more than offset by the possibility of
trading at world prices. However, it has been
shown by counter example that the suggestion
is ill-founded, that nonlumpsum compensation is
an adequate substitute for lumpsum compensa-
tion only in special cases; see Kemp and Wan
(1986a).

Gains from Trade

Proposition 1 affirms that, for each participat-
ing country, free trade is preferable to autarky. It
does not state that, for each country, free trade is
preferable to all other kinds of trade. Indeed it was
recognized quite early, by Sir Robert Torrens
(1821, 1844) and John Stuart Mill (1844), that a
large trading country, with market power, can
improve its position by manipulating its trade
with the aid of taxes and subsidies on its exports
and imports; indeed, by offering all-or-nothing
contracts a large country can do even better than
indicated by Torrens and Mill.

The Welfare Economics of Customs
Unions

The interest of economists in customs unions goes
back at least to the Prussian Zollverein of
1819-31. For the most part, however, that interest
has focused on the trade-distorting effects of
unions rather than their welfare-distorting effects.
Indeed, it was not until quite recently that a
welfare proposition of any generality was
established. The following proposition was first
stated by Kemp (1964) and later proved under
Arrow—Debreu assumptions by Kemp and Wan
(1976, 1986b).

Proposition 2

Consider any competitive world trading equilib-
rium with any number of countries and any finite
number of commodities, and with no restrictions
on the tariffs and other commodity taxes of indi-
vidual countries. Let any subset of the countries
form a customs union. Then there exists a com-
mon tariff vector and a system of lumpsum com-
pensatory payments, involving only members of
the union, such that there is an associated compet-
itive equilibrium in which each individual,
whether a member of the union or not, is not
worse off than before the formation of the union.
Proposition 2 has been extended by Grinols
(1981) who displayed a particular scheme of com-
pensation based on observable features of the
pre-union equilibrium only.
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Proposition 2 shows that there is an incentive
for trading countries to move towards worldwide
free trade, the ultimate customs union. That we do
not observe a free-trading world, or even an
unmistakable drift to free trade, can be traced to
game-theoretical conflicts about the choice of
partners, the division of the gains and the enforce-
ment of agreements; to the non-economic objec-
tives of nations; and to the unrealism of some of
the Arrow—Debreu assumptions, notably the
assumptions that there are no externalities and
that production sets and preferences are convex.

See Also

Foreign Trade
International Trade
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Gaitskell, Hugh Todd Naylor
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M. Anyadike-Danes

Hugh Gaitskell was born in 1906 in London and
educated at Winchester and New College,
Oxford. The General Strike, which occurred
mid-way through his undergraduate studies, led
to Gaitskell’s first active involvement in politics
when he assisted local supporters of the Trade
Union Council: this experience, and the after-
math of the Strike, began his life-long commit-
ment to the labour movement. Having graduated
in 1927 with first class honours in ‘Modern
Greats’ (Politics, Philosophy and Economics)
his first job was as Workers’ Educational Asso-
ciation lecturer at University College, Notting-
ham, but after only a year’s teaching there he was
offered, and accepted, a post as lecturer in eco-
nomics in the Department of Political Economy
at University College, London. The move south
did not, however, stem from any desire to pursue
a more conventional university career, as he
wrote to his mother from Nottingham in the
spring of 1928:
I shall probably not become Academic for (a) I
dislike the academics and their attitude and their
bourgeoisieness (b) I am likely to continue my
association with the Labour movement. I have
seen enough of Working Class conditions, indus-
trial war and Class war here to make it probable that
on and off through my life . .. I shall be taking part

in the Working Class movement. (quoted by Wil-
liams 1982, p. 36)
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Most of Gaitskell’s research and writing on
economic theory and policy was done during the
next 11 years, spent at University College. His
academic output was not prolific and most of it
was concerned with the ‘Austrian’ approach to
economic theory: he published two highly
regarded papers on the period of production
(in German); contributed to the translation of
Haberler’s Theory of International Trade (1935);
and began, but never completed, the translation of
some of Bohm-Bawerk’s writings on capital the-
ory. He played a very active role during this period
in the formulation, discussion and dissemination
of Labour Party economic policy. In particular, he
was a leading member of the New Fabian
Research Bureau whose activities in the 1930s
grouped together a wide circle of the younger
socialist-inclined economists. An indication of
Gaitskell’s views of the appropriate policy
response to the problem of mass unemployment
is provided in his essay ‘Financial Policy in the
Transition Period’” which appeared in 1935. Most
of the paper was concerned with the policies
which an incoming Labour government might
adopt to counter the ‘financial panic’ which it
was widely believed would accompany their elec-
tion, but it also contained some more general
remarks on the nature of the ‘expansionist pro-
gramme’ which a Labour government should
pursue:

The efficacy of monetary policy as a method of
curing industrial depression is still a matter of con-
troversy. But that at certain times the banking sys-
tem as a whole has the power to stimulate industrial
expansion can scarcely be questioned, . . . . There is
no doubt, for example, that the very moderate mea-
sure of recovery achieved by this country is due in
the main to the abandonment of the gold standard
and the subsequent policy of the Bank of England.
This policy has been of the ‘orthodox’ character of
simply creating and maintaining low rates of inter-
est through the instruments of bank rate and open-
market policy. . .. But although a low long-term rate
is certainly essential ... its action is always very
slow, and it may by itself be more or less ineffective.
What is needed, after all, is not simply an increase in
the funds available for secure investment, but an
increase in the money in the hands of
industrialists. . . . Firm control, or even nationaliza-
tion, of the banking system may therefore be
required. He then continued:
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The prosperity programme should not consist
entirely of monetary measures. The Government
should make every effort to expand the demand
for, as well as the supply of, credit. This should be
done by the orthodox method of a public works
programme, the encouraging of Government
departments and local authorities to push on with
construction and development work. . . .

In 1939 Gaitskell went to work for Hugh Dal-
ton at the Ministry of Economic Warfare, never to
return to his University College post or to aca-
demic economics. During the course of the war he
served in a number of increasingly senior posi-
tions in the Civil Service but at the war’s end he
declined a permanent appointment, choosing
instead to continue a political career. Gaitskell
was elected as the Labour member for South
Leeds in 1945 and after a short time in Parliament
he was appointed (in 1950) Chancellor of the
Exchequer. The Labour Party was defeated in
the election of 1951 and Gaitskell became the
‘Shadow’ Chancellor until December 1955
when, on the retirement of Attlee, he was elected
leader of the Parliamentary Labour Party and
became Leader of the Opposition. So he remained
until his death in January 1963.
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John Kenneth Galbraith was a paradox. Born in
Canada in 1908, he began his professional career
armed with a Ph.D. in agricultural economics
from the University of California. During the Sec-
ond World War he was in charge of price controls
and immediately after was director of the Strategic
Bombing Survey. Later he was in charge of eco-
nomic affairs in the occupied countries and was
awarded the Medal of Freedom for his efforts. He
became a Professor of Economics at Harvard, a
President of the American Economic Association,
and an advisor to presidents and presidential can-
didates, the latter leading to his appointment as
ambassador to India during the Kennedy
Administration.

Yet throughout this distinguished career the
economics profession moved steadily towards
more formal mathematizable models and
exhibited less and less interest in old-fashioned
political economy, while Galbraith himself never
moved an iota in either direction. In the spirit that
one might expect from a former editor of Fortune
magazine, his books were written always in the
form of verbally persuasive economic tracts, with-
out a hint of mathematics. His interests were
always those of political economy, with political
considerations ranking at least as high as, and
most often higher than, those of economics.

Perhaps because of his writings on the causes
and consequences of the Great Depression in The
Great Crash (1961) and his successful experience
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as a price controller during the Second World War,
he was never a believer in the wisdom of the
invisible hand. If there is an essential theme in
his economic writings, it is that the government
has a role to play in successful economies.

The Affluent Society (1955) documents the ten-
dency of the invisible hand to promote private
splendour and public squalor. Others have made
that case (before and since; analytically and ver-
bally), but no one has ever grabbed the public’s
attention with vivid examples as he did. There
were other forces also at work, but much of the
effort to improve the quality of the public sector
during the 1960s can be traced to his writings. Of
course, Galbraith would have wanted the govern-
ment to go much farther and returned to this theme
in The Culture of Contentment (1992) and The
Good Society: A Humane Agenda (1996) which
describe a range of interventions to address con-
temporary problems.

Planning, however, was not just something for
the public sector. Planning was essential to the
smooth functioning of the private sector. As a
result large firms had an important role to play in
the private economy. They were not just actual or
potential anti-trust threats. In many ways Ameri-
can Capitalism (1952b) and its doctrines of
countervailing power have come to be the
accepted wisdom. Big is no longer automatically
bad. Major new government antitrust cases have
almost disappeared. That said, The Economics of
Innocent Fraud (1994a) emphasized Galbraith’s
concerns late in life about the power of corporate
managers to shape society.

In the Galbraith view in The New Industrial
State (1967a), large firms are essential since they
finance much of the research and development
that leads to the technical innovations that are
necessary to secure a rising standard of living.
Technical change had traditionally stood outside
of economics as an exogenous force, although
with the advent of the new growth economics
this is no longer the case. Galbraith placed it
where it should be at the centre of his analysis
and it led to very different conclusions regarding
the role of the large firm. Today it is fashionable to
point to the many formerly small firms that have
become technological leaders, but Galbraith
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would reply that most of these firms can be shown
to have sprung from the laboratories of some large
firm or university.

The invisible hand systematically leads to too
few resources for the public sector, too few
resources for research and development, and
poor coordination between firms, but it also, in
Galbraith’s view, leads to too few resources for
the poor. In Economic Development (1962), The

Nature of Mass Poverty (1979a) and The Voice of

the Poor (1983a) he has systematically argued for
public actions to redress the imbalances produced
by the market in the distribution of income. He was
never a believer in the virtues of ‘trickle down’.
And as the percentage of total income going to the
bottom 40 per cent of the population fell in the
mid-1980s under the impact of America’s current
experiment with benign neglect, he could claim
vindication for his earlier arguments, as he could
have in the last decade of his life.

The result was an economist out of the main-
stream of economic thought, but in the main-
stream of economic events.
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Abstract

This article reviews the research of David Gale,
who made lasting contributions to game theory,
general equilibrium theory, and growth theory.
In addition to his influence on the development
of economic theory, his work has had important
implications for many branches of mathematics
and on mathematical education.
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David Gale was born in New York on 13 Decem-
ber 1921, and died in Berkeley, California on
7 March 2008. He received an undergraduate
degree from Swarthmore and a Master’s degree
from the University of Michigan before earning a
Ph.D. in Mathematics at Princeton. It was at
Michigan, under the influence of Professor
Norman Steenrod, that Gale decided to give up
his study of physics and pursue a Ph. D. in math-
ematics. He taught at Brown University from
1950 through 1965 and then joined the faculty
at the University of California, Berkeley. His
principal appointment was in the Mathematics
Department, but he maintained affiliations with
the departments of Economics and Industrial
Engineering.

Gale won wide recognition for his research.
His awards included a Fulbright research fellow-
ship, two Guggenheim fellowships, elections to
the American Academy of Arts and Science and
the National Academy of Science, the Lester Ford
Prize (for outstanding mathematical exposition),
the John von Neumann Theory Prize (for funda-
mental contributions to operations research), and
the Pirelli International Award (for the Internet
Mathematics Museum ‘MathSite’).

Mukul Majumdar (1992) edited the volume
Equilibrium and Dynamics: Essays in Honour of
David Gale. The International Journal of Game
Theory, volume 36, Numbers 3—4, March 2008
contains a collection of papers dedicated to David
Gale on the occasion of his 85th birthday. This
volume was edited by Marilda Sotomayor, who
had also organized a scientific day in David’s
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honour during the 18th Summer Festival on
Game Theory in Stony Brook, 12/13 July 2007.
Special issues of Games and Economic Behavior
and The Mathematical Intelligencer are in
preparation.

Gale lived in Berkeley, California and Paris,
France with his partner Sandra Gilbert, a
renowned feminist literary scholar and poet. Her
2000 book of poetry Kissing the Bread included a
section of poems she wrote for Gale called ‘When
she was kissed by the mathematician’. He had
three daughters and two grandsons. Julie Gale,
his former wife and the mother of his daughters,
died in February 2008.

Linear Inequalities

As a graduate student at Princeton, David Gale
worked with classmate Harold Kuhn on a
research project supervised by Professor Albert
Tucker. At the time, there was considerable
excitement about the new fields of zero-sum
game theory and linear programming, but the
mathematics of linear inequalities had not been
developed. Existing proofs of the minimax theo-
rem of zero-sum game theory required fixed-
point arguments and did not make the relation-
ship between the theory and linear inequalities
explicit. The project led to important results that
identified the deep connections between the two
new areas. Gale et al. (1951) contained the first
complete proof of the duality theorem of linear
programming, and used the theorem to prove the
minimax theorem of zero-sum, two-person game
theory. This paper uses convex analysis rather
than fixed-point arguments to prove the minimax
theorem, and implicitly provided a computational
foundation for equilibrium points in zero-sum
games.

Gale’s book The Theory of Linear Economic
Models (1960) contains central results on the the-
ory of linear inequalities, including Gale, Kuhn
and Tucker (1951) and Gale’s extension of von
Neumann’s model of an expanding economy
(1956a). It discusses Dantzig’s simplex algorithm
and gives an economic interpretation to canonical
problems. The book also contains a concise and
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elementary introduction to the theory of linear
inequalities (including a proof of the separating
hyperplane theorem for convex polytopes), a
chapter containing essential results on
non-negative matrices, and a clean treatment of
dynamic linear models of growth.

Largely in recognition of their joint work,
Gale, Kuhn and Tucker won the 1980 von Neu-
mann prize for work they began in the late 1940s.
Their citation stated that they ‘played a seminal
role in laying the foundations of game theory,
linear and nonlinear programming — work that
continues to be of fundamental importance to
modern operations research and management
science’.

Infinite Games

Early work on non-cooperative game theory con-
centrated on two-player, zero-sum games. When
players had finitely many pure strategies, these
games were well understood. All two-player finite
zero-sum games have a value, and by playing to
maximize their minimum payoff, a player could
guarantee this value independent of his or her
opponent’s strategy. Gale and Stewart (1953) stud-
ied a class of infinite zero-sum games and dem-
onstrated that the minmax theorem need not hold
in this more general setting. The paper examines
the simplest possible infinite zero-sum game. In
the two-player game of perfect information, the
players take turns naming binary digits, which can
be thought of as the binary expansion of a number
between zero and one. The first player wins if the
expansion is an element of a pre-specified set.
Otherwise, the second player wins. Gale and
Stewart show that basic results from finite games
hold if the prespecified set is closed, but that in
general the game does not have a value.

The class of infinite games introduced by Gale
and Stewart has had broad implications for math-
ematics. Gale and Stewart’s result led to research
that identified a general set of games that do
have values, culminating in a theorem of Martin
(1975). The fact that some games do not
have values led to developments in set theory
(Mycielski 1964).

Gale, David (1921-2008)
Growth

Gale (1956a, 1960, chapter 8, section 5) general-
izes and simplifies the von Neumann (1937/1946)
model of an expanding economy in what in now
called the von Neumann—Gale model of growth.
Gale made two essential additions to the original
model. He substituted von Neumann’s require-
ment that each production process involves each
good in the economy (as either input or output),
with a weaker, more plausible condition.

Gale (1967) provides the definitive treatment
of the multi-good Ramsey problem, which is a
generalization of the linear von Neumann—Gale
model. An agent starts with a given endowment,
which must be allocated between immediate con-
sumption and investment. What the agent invests
is transformed, via a given technology, into the
next period’s endowment, which again may be
allocated between immediate consumption and
investment. The process continues indefinitely.
The agent cares about the (undiscounted) sum of
utility received from consumption. The problem is
to find the appropriate definition for optimality
and to characterize optimal consumption paths.
Gale presents an appropriate optimality condition,
provides conditions under which optimal paths
exist, and characterizes these paths in terms of
‘turnpike’ properties. Roughly speaking, we can
construct an optimal program with two phases: a
bounded initial transition phase in which the state
is built up to (approximate) a sustainable optimal
steady state, followed by a program that approxi-
mates the best steady state consumption.

General Equilibrium

Gale made several important contributions to the
foundations of general equilibrium theory.
Indeed, he made basic contributions to the three
central issues of the theory: existence, uniqueness
and stability.

Gale (1955) contains a result known as the
Gale—Debreu—Nikaido Lemma (Debreu 1956;
Nikaido 1956) which contains the essential
mathematical result needed to prove the existence
of market equilibrium. Gale and Nikaido
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(1965) proves a theorem on the global univalence
of differentiable mappings on R". When translated
into a general equilibrium context, the theorem
gives sufficient conditions for equilibrium prices
to be unique (see, for example, Arrow and Hahn
1971, chapter 9).

Gale (1963) provides an early robust example
of global instability of the tatonnement process in
general equilibrium.

Gale and Mas-Colell (1975) provides an exis-
tence theorem in an economy without ordered
preferences.

College Admissions and the Stability
of Marriage

Gale’s paper with Lloyd Shapley on the stable
marriage problem (1962) is his most cited, and
probably most influential, work. Detailed over-
views of the research appear in Knuth (1976/
1997), Gale (2001), Roth (2008) and Roth and
Sotomayor (1990).

The short, deceptively simple paper is impor-
tant for several reasons. The motivation for the
problem comes from the real world. Gale
(2001) describes how the idea for the problem
came from thinking about the college application
process. The translation of the practical problem
into mathematics captures many important con-
siderations but remains extraordinarily simple.
The solution to the problem is not obvious, but
is easy to understand. The framework lends itself
to modifications that lead to insight into more
complicated practical problems.

The basic problem is how to create an assign-
ment of items from one group to items from
another. The groups can be men and woman (the
marriage problem), workers to jobs (labour-
market matching), or students to universities
(college admissions). For concreteness, consider
the marriage problem, in which it is natural to
impose the constraint that there are equal numbers
of men and women and the desired matching is
one to one. Assume everyone has preferences
over potential partners (so each man can order
the women from the most preferred to least pre-
ferred marriage partner, and likewise each woman
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can order the men). Finding a match is simple.
One can order them by age and match the youn-
gest man to the youngest woman, the second
youngest man to the second youngest woman,
and so on. Gale and Shapley looked for a
matching in which there is no unmatched man
and woman who prefer each other to their current
partners. If this property failed, you would expect
the matching to be unstable. Gale and Shapley
show that stable matchings exist, and present a
simple algorithm that constructs stable matches.

Starting in 1951, 11 years before the publica-
tion of the Gale—Shapley paper, the National
Intern Matching Program used an essentially
equivalent algorithm to match graduating medical
students to hospital residency programmes (see
Roth and Sotomayor 1990, pp. 169—-170; Roth
2008, appendix for a discussion of the indepen-
dent development of the matching algorithm).
Practical problems in a wide variety of areas
(from school assignment to kidney exchange)
continue to stimulate the development of
matching theory.

Assignment Markets and Auctions

Gale’s work shows sensitivity to computational
issues. Knowing the connection between zero-
sum, two-person game theory and the theory of
linear programming combined with computa-
tional methods (like the simplex method) provides
a tractable method for computing equilibria in
two-player games. Demonstrating the equivalence
between an equilibrium and the solution to a well-
behaved optimization problem is the reason that
equilibria in linear economies studied by
Eisenberg and Gale (1959) can be found effi-
ciently. Gale’s work on markets with indivisible
goods is another example of a situation in which
Gale adds just enough structure to a general model
to obtain strong results.

Shapley and Shubik (1971) introduce the
assignment model, a market equilibrium model
with indivisible goods. Their model has the struc-
ture of a matching game with the added feature
that agents can exchange a divisible commodity,
money. Demange and Gale (1985) show that this
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market inherits many properties from the college
admissions problem. Demange, Gale, and
Sotomayor (1986) apply the framework to the
study of multi-unit auctions and show how to
define variations of the Vickrey auction to the
multi-good setting.

Other Contributions

Gale (1956b) contains a lasting contribution to the
study of convex polyhedra, introducing what are
now known as ‘Gale transforms’ and ‘Gale dia-
grams’ (see Griinbaum 2003).

Gale (2009) describes the board games
invented by Gale and his contemporaries at
Princeton. Gale’s article provides an introduction
to Bridg-It (or, as Martin Gardner called it, the
‘Game of Gale’) and also John Nash’s game of
Hex. Gale (1974) invented the game of Chomp, a
simple two-player game of perfect information in
which it is easy to show that one player has a
winning strategy, but the winning strategy is
hard to find in general.

Mathematical Explorations

Gale made examples of beautiful mathematical
arguments accessible to a broad audience.
Between 1991 and 1996 he wrote a column enti-
tled ‘Mathematical explorations’ for The Mathe-
matical Intelligencer. The columns, collected in a
book titled Tracking the Automatic Ant (Gale
1998), are in the tradition of Martin Gardner’s
long-running ‘Mathematical games’ column in
Scientific American. He also developed MathSite,
a pedagogic website that uses interactive exhibits
to illustrate important mathematical ideas.
MathSite won the 2007 Pirelli International
Award for Science Communication in
Mathematics.

See Also
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Galiani was born at Chieti, Italy, on 2 December
1728 and died in Naples on 30 October 1787. At
the age of seven he was sent to Naples, where he
received a classical education under the supervi-
sion of his uncle Celestino Galiani, chief almoner
to the king. The young Galiani was in close touch
with the cultural circles of the time and was soon
introduced to the study of economics. In 1744 he
translated some of Locke’s writings on money.
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One year later he took religious orders. His exten-
sive monetary studies culminated in the publica-
tion of Della moneta (1751), his main work. In
1759 he was appointed secretary of the Neapolitan
embassy in Paris where he lived, almost without
interruptions, for about ten years. At the end of his
stay he wrote the Dialogues sur le commerce des
bléds (1770). After his return to Naples, Galiani
held several high positions in the civil service and
published other essays on policy issues and in
fields outside economics (Galiani 1974, 1975).

Most of Galiani’s theoretical work can be
found in his Della moneta (1751), which appeared
when he was 22. Despite the variety of topics
addressed in the book, the basic contributions
concern value and monetary theory. Having
defined value as a relationship of subjective
equivalence between a quantity of one commodity
and a quantity of another, Galiani argues that
value depends on utility (utilitd) and scarcity
(raritd) (1751, pp. 36-56). Utility is the property
of commodities to procure welfare or happiness.
Man does not wish to satisfy only primary wants —
like eating, drinking, and sleeping — because, once
the latter have been satisfied, several others
emerge so that full satisfaction is not attainable.
Thus, a non-satiation postulate is assumed to hold.
Scarcity refers to the quantity of goods available
in the market.

Although the interdependence between price
and quantity in the determination of market equi-
librium is clearly explained by Galiani (1751,
pp- 53-4), together with the concept of demand
elasticity with respect to wealth, he states that the
value of commodities is given by the quantity of
labour. Galiani’s stress is on value as a relative
notion, not related to the intrinsic properties of
commodities (1751, p. 119). This theoretical
framework allows him to offer a lucid explanation
of the so-called paradox of value; according to
Schumpeter (1954, p. 300), he ‘carried this anal-
ysis to its 18th-century peak’.

The main subject of Galiani’s 1751 book, how-
ever, is money. In order to analyse the properties
of a monetary economy, he inquires into the fea-
sibility of dispensing with the use of money alto-
gether, as in religious communities (1751,
pp. 87-91). In a large society, goods could be
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deposited in public warehouses where each pro-
ducer would be given a receipt (bullettino) stating
the quantity of commodities deposited so that he
would be entitled to withdraw an equivalent
amount of commodities. Relative prices would
be fixed by the prince. Yet these receipts are
nothing but money; money is the means by
which everyone’s product is represented.
Galiani’s analysis foreshadows a basic idea
shown by recent research (Ostroy 1973), that is,
that money is a mechanism to avoid inconsistent
claims on commodities on the part of individuals
who are motivated by self-interest (1751, p. 90).
This analysis notwithstanding, Galiani vigorously
rejects a fiduciary monetary system, likely under
the influence of events related to John Law’s
experience in France. These results provide the
basis for his theory of the origin of money (1751,
pp. 74-81). Media of exchange were not deliber-
ately introduced by man but emerged because
some goods had properties that let them be used
as means of payment. Galiani’s important insight —
that the commodities performing monetary func-
tions should be of uniform quality and easily
recognizable in order to bring about the reduction
of transaction costs and the production of
information — can be found in recent work on the
subject (Jones 1976, p. 775).

The validity of the quantity theory of money is
taken for granted by Galiani. There is, however, a
dynamic process through which equilibrium is
attained and during this adjustment period
changes in money supply affect the economy
(1751, pp. 187-9). The same argument was
advanced by David Hume in a celebrated passage
(1752, pp. 37-8), one year after the publication of
Della moneta. Although the inefficacy of
expected inflation is clearly stated by Galiani
(1751, p. 189), an unexpected increase in prices
is thought to bring about benefits and costs. Both
are discussed at length, but the analysis is rather
poor and marred by inconsistencies.

However, Galiani clearly understands that
inflation is a concealed way of levying taxes
(1751, pp. 198-9, 203—4, 208) and favours the
recourse to such a policy in a critical situation
when the benefits will more than offset the even-
tual costs (Cesarano 1976, 1983).
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As regards the international aspects of mone-
tary economics, several passages in Della moneta
show the basic principles of the theory of balance
of payments adjustment, pointing out that money
flows should not be tampered with by laws or
regulations. Galiani views the balance of pay-
ments as an essentially monetary phenomenon
and payments imbalances as a necessary event
which should never be meddled with. Finally,
the rate of interest is defined as the relative price
of goods dated at different points in time (1751,
pp. 290-1), stressing the role of different degrees
of risk. In this analysis, an anticipation of the time
preference theory of interest may be found.

Galiani places full trust on the laws of nature
which regulate economic phenomena. These laws
have universal validity and, like physical laws,
can never be violated. Hence, the implementation
of policy actions is constrained by the existence of
natural laws (Cesarano 1976, section 1). The eco-
nomic process is guided by a ‘supreme Hand’
(1751, p. 57) which is the religiously biased coun-
terpart (Galiani was an abbot) of Adam Smith’s
‘invisible hand’ a quarter of a century later. This
methodological standpoint can also be found in
his later book Dialogues sur le commerce des
bléds (1770), a discussion of the 1764 French
law liberalizing corn exports. The theoretical con-
tributions of this work are not as remarkable as
those of Della moneta. Nevertheless, the Dia-
logues are to be noted for the rather modern treat-
ment of the principles of economic policy. The
latter (1770, pp. 319-23) centres upon the fixing
of a target and the choice of the means to achieve
it. Galiani stresses the need to avoid abrupt
changes in policy and to consider the institutional
and political setting before following a specific
policy. Although natural laws cannot be violated
in the long run and so impose a constraint on
policy actions, the latter can be effective in the
short run.

Galiani’s work on economics reveals a large
number of contributions putting him far ahead of
his time. Concerning the theory of value,
Schumpeter stated:

... he [Galiani] displayed sure-footed mastery of

analytical procedure and, in particular, neatness in
his carefully defined conceptual constructions to a
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degree that would have rendered superfluous all the
19th-century squabbles — and misunderstandings —
on the subject of value had the parties to these
squabbles first studied his text, Della moneta,
1751. (1954, pp. 300-1)

His analysis of the subject of money embodies
arather coherent theoretical structure showing the
basic principles upon which classical monetary
theory is built.
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Abstract

Game theory concerns the behaviour of deci-
sion makers whose decisions affect each other.
Its analysis is from a rational rather than a
psychological or sociological viewpoint. It is
indeed a sort of umbrella theory for the rational
side of social science, where ‘social’ is
interpreted broadly, to include human as well
as non-human players (computers, animals,
plants). Its methodologies apply in principle
to all interactive situations, especially in eco-
nomics, political science, evolutionary biol-
ogy, and computer science. There are also
important connections with accounting, statis-
tics, the foundations of mathematics, social
psychology, law, business, and branches of
philosophy such as epistemology and ethics.
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Introduction

‘Interactive decision theory’ would perhaps be a
more descriptive name for the discipline usually
called game theory. This discipline concerns the
behaviour of decision makers (players) whose
decisions affect each other. As in non-interactive
(one-person) decision theory, the analysis is from
arational, rather than a psychological or sociolog-
ical viewpoint. The term ‘game theory’ steams
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from the formal resemblance of interactive deci-
sion problems (games) to parlour games such as
chess, bridge, poker, monopoly, diplomacy or
battleship. The term also underscores the rational,
‘cold’, calculating nature of the analysis.

The major applications of game theory are to
economics, political science (on both the national
and international levels), tactical and strategic
military problems, evolutionary biology, and,
most recently, computer science. There are also
important connections with accounting, statistics,
the foundations of mathematics, social psychol-
ogy, and branches of philosophy such as episte-
mology and ethics. Game theory is a sort of
umbrella or ‘unified field’ theory for the rational
side of social science, where ‘social’ is interpreted
broadly, to include human as well as non-human
players (computers, animals, plants). Unlike other
approaches to disciplines like economics or polit-
ical science, game theory does not use different,
ad-hoc constructs to deal with various specific
issues, such as perfect competition, monopoly,
oligopoly, international trade, taxation, voting,
deterrence, and so on.

Rather, it develops methodologies that apply in
principle to all interactive situations, then sees
where these methodologies lead in each specific
application. Often it turns out that there are close
relations between results obtained from the gen-
eral game-theoretic methods and from the more
ad-hoc approaches. In other cases, the game-
theoretic approach leads to new insights, not
suggested by other approaches.

We use a historical framework for discussing
some of the basic ideas of the theory, as well as a
few selected applications. But the viewpoint will
be modern; the older ideas will be presented from
the perspective of where they have led. Needless
to say, we do not even attempt a systematic his-
torical survey.

1910-1930

During these earliest years, game theory was pre-
occupied with strictly competitive games, more
commonly known as two-person zero-sum
games. In these games, there is no point in coop-
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eration or joint action of any kind: if one outcome
is preferred to another by one player, then the
preference is necessarily reversed for the other.
This is the case for most two-person parlour
games, such as chess or two-sided poker; but it
seems inappropriate for most economic or politi-
cal applications. Nevertheless, the study of the
strictly competitive case has, over the years,
turned out remarkably fruitful, many of the con-
cepts and results generated in connection with this
case are in fact much more widely applicable, and
have become cornerstones of the more general
theory. These include the following:

(1) The extensive(or tree) form of a game,
consisting of a complete formal description
of how the game is played, with a specifica-
tion of the sequence in which the players
move, what they know at the times they
must move, how chance occurrences enter
the picture, and the payoff to each player at
the end of play. Introduced by von Neumann
(1928), the extensive form was later gener-
alized by Kuhn (1953), and has been enor-
mously influential far beyond zero-sum
theory.

The fundamental concept of strategy
(or pure strategy) of a player, defined as a
complete plan for that player to play the
game, as a function of what he observes
during the course of play, about the play of
others and about chance occurrences affect-
ing the game. Given a strategy for each
player, the rules of the game determine a
unique outcome of the game and hence a
payoff for each player. In the case of two-
person zero-sum games, the sum of the two
payoffs is zero; this expresses the fact that
the preferences of the players over the out-
comes are precisely opposed.

The strategic (or matrix) form of a game.
Given strategies s', ..., 5" for each of the
n players, the rules of the game determine a
unique outcome, and hence a payoff H' (s',
.. ..., s"") for each player i. The strategic form
is simply the function that associates to each
profile s: = (s', . . ..., s") of strategies, the pay

off profile

(i)

(iii)
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..,H"(s)).

For two-person games, the strategic form often
appears as a matrix: the rows and columns repre-
sent pure strategies of Players 1 and 2 respectively,
whereas the entries are the corresponding payoff
profiles. For zero-sum games, of course, it suffices
to give the payoffto Player 1. It has been said that
the simple idea of thinking of a game in its matrix
form is in itself one of the greatest contributions of
game theory. In facing an interactive situation,
there is a great temptation to think only in terms
of ‘what should I do?’. When one writes down the
matrix, one is led to a different viewpoint, one that
explicitly takes into account that the other players
are also facing a decision problem.

(iv) The concept of mixed or randomized strat-
egy, indicating that rational play is not in
general describable by specifying a single
pure strategy. Rather, it is often non-
deterministic, with specified probabilities
associated with each one of a specified set
of pure strategies. When randomized strate-
gies are used, payoff must be replaced by
expected payoff. Justifying the use of
expected payoff in this context is what led
to expected utility theory, whose influence
extends far beyond game theory (see
1930-1950, viii).

The concept of ‘individual rationality’. The
security level of Player i is the amount max
min H'(s) that he can guarantee to himself,
independent of what the other players do
(here the max is over i’s strategies, and the
min is over (n—1)-tuples of strategies of the
players other than 7). An outcome is called
individually rational if it yields each player
at least his security level. In the game tic-tac-
toe, for example, the only individually ratio-
nal outcome is a draw; and indeed, it does not
take a reasonably bright child very long to
learn that ‘correct’ play in tic- tac-toe always
leads to a draw.

v)

Individual rationality may be thought of in
terms of pure strategies or, as is more usual, in
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terms of mixed strategies. In the latter case, what
is being ‘guaranteed’ is not an actual payoff, but
an expectation; the word ‘guarantee’ means that
this level of payoff can be attained in the mean,
regardless of what the other players do. This
‘mixed’ security level is always at least as high
as the ‘pure’ one. In the case of tic-tac-toe, each
player can guarantee a draw even in the stronger
sense of pure strategies. Games like this —
i.e. having only one individually rational payoff
profile in the ‘pure’ sense — are called strictly
determined.

Not all games are strictly determined, not even
all two-person zero-sum games. One of the sim-
plest imaginable games is the one that game the-
orists call ‘matching pennies’, and children call
‘choosing up’ (‘odds and evens’). Each player
privately turns a penny either heads up or tails
up. If the choices match, 1 gives 2 his penny;
otherwise, 2 gives 1 his penny. In the pure sense,
neither player can guarantee more than —1, and
hence the game is not strictly determined. But in
expectation, each player can guarantee 0, simply
by turning the coin heads up or tails up with 1/2 —
1/2 probabilities. Thus (0, 0) is the only payoff
profile that is individually rational in the mixed
sense. Games like this — i.e. having only one
individually rational payoff profile in the
‘mixed’ sense — are called determined. In a deter-
mined game, the (mixed) security level is called
the value, strategies guaranteeing it optimal.

(vi) Zermelo’s theorem. The very first theorem of
Game Theory (Zermelo 1913) asserts that
chess is strictly determined. Interestingly,
the proof does not construct ‘correct’ strate-
gies explicitly; and indeed, it is not known to
this day whether the ‘correct’ outcome of
chess is a win for white, a win for black, or
a draw. The theorem extends easily to a wide
class of parlour games, including checkers,
g0, and chinese checkers, as well as less well-
known games such as hex and gnim (Gale
1979, 1974); the latter two are especially
interesting in that one can use Zermelo’s the-
orem to show that Player 1 can force a win,
though the proof is non-constructive, and no
winning strategy is in fact known. Zermelo’s
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theorem does not extend to card games such
as bridge and poker, nor to the variant of
chess known as kriegs spiel, where the
players cannot observe their opponents’
moves directly. The precise condition for
the proof to work is that the game be a two-
person zero-sum game of perfect informa-
tion. This means that there are no simulta-
neous moves, and that everything is open and
‘above-board’: at any given time, all relevant
information known to one player is known to
all players.

The domain of Zermelo’s theorem — two-
person zero-sum games of perfect information —
seems at first rather limited; but the theorem has
reverberated through the decades, creating one
of the main strands of game theoretic thought.
To explain some of the developments, we must
anticipate the notion of strategic equilibrium
(Nash 1951; see 1950-1960, 1). To remove the
two-person zero-sum restriction, H.W. Kuhn
(1953) replaced the notion of ‘correct’, individ-
ually rational play by that of equilibrium.
He then proved that every n-person game of
perfect information has an equilibrium in pure
strategies.

In proving this theorem, Kuhn used the notion
of a subgame of a game; this turned out crucial in
later developments of strategic equilibrium the-
ory, particularly in its economic applications.
A subgame relates to the whole game like a sub-
group to the whole group or a linear subspace to
the whole space; while part of the larger game, it is
self-contained, can be played in its own right.
More precisely, if at any time, all the players
know everything that has happened in the game
up to that time, then what happens from then on
constitutes a subgame.

From Kuhn’s proof it follows that every equi-
librium (not necessarily pure) of a subgame can be
extended to an equilibrium of the whole game.
This, in turn, implies that every game has equilib-
ria that remain equilibria when restricted to any
subgame. R. Selten (1965) called such equilibria
subgame perfect. In games of perfect information,
the equilibria that the Zermelo-Kuhn proof yields
are all subgame perfect.
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But not all equilibria are subgame perfect, even
in games of perfect information. Subgame perfec-
tion implies that when making choices, a player
looks forward and assumes that the choices that
will subsequently be made, by himself and by
others, will be rational; i.e. in equilibrium. Threats
which it would be irrational to carry through are
ruled out. And it is precisely this kind of forward-
looking rationality that is most suited to economic
applications.

Interestingly, it turns out that subgame perfec-
tion is not enough to capture the idea of forward-
looking rationality. More subtle concepts are
needed. We return to this subject below, when
we discuss the great flowering of strategic equi-
librium theory that has taken place since 1975,
and that coincides with an increased preoccupa-
tion with its economic applications. The point we
wished to make here is that these developments
have their roots in Zermelo’s theorem.

A second circle of ideas to which Zermelo’s
theorem led has to do with the foundations of
mathematics. The starting point is the idea of a
game of perfect information with an infinite
sequence of stages. Infinitely long games are
important models for interactive situations with
an indefinite time horizon — i.e. in which the
players act as if there will always be a tomorrow.

To fix ideas, let 4 be any subset of the unit
interval (the set of real numbers between 0 and 1).
Suppose two players move alternately, each
choosing a digit between 1 and 9 at each stage.
The resulting infinite sequence of digits is the
decimal expansion of a number in the unit inter-
val. Let G4 be the game in which 1 wins if this
number is in 4, and 2 wins otherwise. Using Set
Theory’s ‘Axiom of Choice’, Gale and Stewart
(1953) showed that Zermelo’s theorem is false in
this situation. One can choose 4 so that G4 is not
strictly determined; that is, against each pure strat-
egy of 1, Player 2 has a winning pure strategy, and
against each pure strategy of 2, Player 1 has a
winning pure strategy. They also showed that if
A is open or closed, then G is strictly determined.

Both of these results led to significant devel-
opments in foundational mathematics. The axiom
of choice had long been suspect in the eyes of
mathematicians; the extremely anti-intuitive
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nature of the Gale-Stewart non-determinateness
example was an additional nail in its coffin, and
led to an alternative axiom, which asserts that G4
is strictly determined for every set 4. This axiom,
which contradicts the axiom of choice, has been
used to provide an alternative axiomatization for
set theory (Mycielski and Steinhaus 1964), and
this in turn has spawned a large literature (see
Moschovakis 1980, 1983). On the other hand,
the positive result of Gale and Stewart was suc-
cessively generalized to wider and wider families
of sets A that are ‘constructible’ in the appropriate
sense (Wolfe 1955; Davis 1964), culminating in
the theorem of Martin (1975), according to which
G4 is strictly determined whenever 4 is a
Borel set.

Another kind of perfect information game with
infinitely many stages is the differential game.
Here time is continuous but usually of finite dura-
tion; a decision must be made at each instant, so to
speak. Typical examples are games of pursuit. The
theory of differential games was first developed
during the 1950s by Rufus Isaacs at the Rand
Corporation; his book on the subject was
published in 1965, and since then the theory has
proliferated greatly. A differential game need not
necessarily be of perfect information, but very
little is known about those that are not. Some
economic examples may be found in Case (1979).

(vii) The minimax theorem. The minimax theo-
rem of von Neumann (1928) asserts that
every two-person zero-sum game Wwith
finitely many pure strategies for each player
is determined; that is, when mixed strategies
are admitted, it has precisely one individu-
ally rational payoff vector. This had previ-
ously been verified by E. Borel (e.g. 1924)
for several special cases, but Borel was
unable to obtain a general proof. The theo-
rem lies a good deal deeper than Zermelo’s,
both conceptually and technically.

For many years, minimax was considered the
elegant centre piece of game theory. Books about
game theory concentrated on two-person zero-
sum games in strategic form, often paying only
desultory attention to the non-zero sum theory.
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Outside references to game theory often gave the
impression that non-zero sum games do not exist,
or at least play no role in the theory.

The reaction eventually set in, as it was bound
to. Game theory came under heavy fire for its
allegedly exclusive concern with a special case
that has little interest in the applications. Game
theorists responded by belittling the importance of
the minimax theorem. During the fall semester of
1964, the writer of these lines gave a beginning
course in Game Theory at Yale University, with-
out once even mentioning the minimax theorem.

All this is totally unjustified. Except for the
period up to 1928 and a short period in the late
1940s, game theory was never exclusively or even
mainly concerned with the strictly competitive
case. The forefront of research was always in
n-person or non-zero sum games. The false
impression given of the discipline was due to the
strictly competitive theory being easier to present
in books, more ‘elegant’ and complete. But for
more than half a century, that is not where most of
the action has been.

Nevertheless, it is a great mistake to belittle
minimax. While not the centre piece of game
theory, it is a vital cornerstone. We have already
seen how the most fundamental concepts of the
general theory — extensive form, pure strategies,
strategic form, randomization, utility theory —
were spawned in connection with the minimax
theorem. But its importance goes considerably
beyond this.

The fundamental concept of non-cooperative
n-person game theory — the strategic equilibrium
of Nash (1951) — is an outgrowth of minimax, and
the proof of its existence is modelled on a previ-
ously known proof of the minimax theorem. In
cooperative n-person theory, individual rationality
is used to define the set of imputations, on which
much of the cooperative theory is based. In the
theory of repeated games, individual rationality
also plays a fundamental role.

In many areas of interest — stochastic games,
repeated games of incomplete information, con-
tinuous games (i.e. with a continuum of pure
strategies), differential games, games played by
automata, games with vector payoffs — the strictly
competitive case already presents a good many of
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the conceptual and technical difficulties that are
present in general. In these areas, the two-person
zero-sum theory has become an indispensable
spawning and proving ground, where ideas are
developed and tested in a relatively familiar,
‘friendly’ environment. These theories could cer-
tainly not have developed as they did without
minimax.

Finally, minimax has had considerable influ-
ence on several disciplines outside of game theory
proper. Two of these are statistical decision theory
and the design of distributed computing systems,
where minimax is used for ‘worst case’ analysis.
Another is mathematical programming; the mini-
max theorem is equivalent to the duality theorem
of linear programming, which in turn is closely
related to the idea of shadow pricing in econom-
ics. This circle of ideas has fed back into game
theory proper; in its guise as a theorem about
linear inequalities, the minimax theorem is used
to establish the condition of Bondareva (1963)
and Shapley (1967) for the non- emptiness of the
core of an n-person game, and the Hart and
Schmeidler (1988) elementary proof for the exis-
tence of correlated equilibria.

(viii) Empirics. The correspondence between the-
ory and observation was discussed already
by von Neumann (1928), who observed that
the need to randomize arises endogenously
out of the theory. Thus the phenomenon of
bluffing in poker may be considered a con-
firmation of the theory. This kind of con-
nection between theory and observation is
typical of game theory and indeed of eco-
nomic theory in general. The ‘observations’
are often qualitative rather than quantita-
tive; in practice, we do observe bluffing,
though not necessarily in the proportions
predicted by theory.

As for experimentation, strictly competitive
games constitute one of the few areas in game
theory, and indeed in social science, where a fairly
sharp, unique ‘prediction’ is made (though even
this prediction is in general probabilistic). It thus
invites experimental testing. Early experiments
failed miserably to confirm the theory; even in
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strictly determined games, subjects consistently
reached individually irrational outcomes. But
experimentation in rational social science is sub-
ject to peculiar pitfalls, of which early experi-
menters appeared unaware, and which indeed
mar many modern experiments as well. These
have to do with the motivation of the subjects,
and with their understanding of the situation.
A determined effort to design an experimental
test of minimax that would avoid these pitfalls
was recently made by B. O’Neill (1987); in these
experiments, the predictions of theory were con-
firmed to within less than 1%.

1930-1950

The outstanding event of this period was the pub-
lication, in 1944, of the Theory of Games and
Economic Behavior by John von Neumann and
Oskar Morgenstern. Morgenstern was the first
economist clearly and explicitly to recognize that
economic agents must take the interactive nature
of economics into account when making their
decisions. He and von Neumann met at Princeton
in the late 1930s, and started the collaboration that
culminated in the Theory of Games. With the
publication of this book, game theory came into
its own as a scientific discipline.

In addition to expounding the strictly compet-
itive theory described above, the book broke fun-
damental new ground in several directions. These
include the notion of a cooperative game, its
coalitional form, and its von Neumann-
Morgenstern stable sets. Though axiomatic
expected utility theory had been developed earlier
by Ramsey (1931), the account of it given in this
book is what made it ‘catchon’. Perhaps most
important, the book made the first extensive appli-
cations of game theory, many to economics.

To put these developments into their modern
context, we discuss here certain additional ideas
that actually did not emerge until later, such as the
core, and the general idea of a solution concept. At
the end of this section we also describe some
developments of this period not directly related
to the book, including games with a continuum of
strategies, the computation of minimax strategies,
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and mathematical advances that were instrumen-
tal in later work.

(1) Cooperative games. A game is called cooper-
ative if commitments — agreements, promises,
threats — are fully binding and enforceable
(Harsanyi 1966, p. 616). It is called non-
cooperative if commitments are not enforce-
able, even if pre-play communication between
the players is possible. (For motivation, see
1950-1960, iv.)

Formally, cooperative games may be consid-
ered a special case of non-cooperative games, in
the sense that one may build the negotiation and
enforcement procedures explicitly into the exten-
sive form of the game. Historically, however, this
has not been the mainstream approach. Rather,
cooperative theory starts out with a formalization
of games (the coalitional form) that abstracts away
altogether from procedures and from the question
of how each player can best manipulate them for
his own benefit; it concentrates, instead, on the
possibilities for agreement. The emphasis in the
non-cooperative theory is on the individual, on
what strategy he should use. In the cooperative
theory it is on the group: What coalitions will
form? How will they divide the available payoff
between their members?

There are several reasons that cooperative
games came to be treated separately. One is that
when one does build negotiation and enforcement
procedures explicitly into the model, then the
results of a non-cooperative analysis depend
very strongly on the precise form of the proce-
dures, on the order of making offers and counter-
offers, and so on. This may be appropriate in
voting situations in which precise rules of parlia-
mentary order prevail, where a good strategist can
indeed carry the day. But problems of negotiation
are usually more amorphous; it is difficult to pin
down just what the procedures are. More funda-
mentally, there is a feeling that procedures are not
really all that relevant; that it is the possibilities for
coalition forming, promising and threatening that
are decisive, rather than whose turn it is to speak.

Another reason is that even when the proce-
dures are specified, non-cooperative analyses of a
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cooperative game often lead to highly non-unique
results, so that they are often quite inconclusive.

Finally, detail distracts attention from essen-
tials. Some things are seen better from a distance;
the Roman camps around Metzada are indiscern-
ible when one is in them, but easily visible from
the top of the mountain. The coalitional form of a
game, by abstracting away from details, yields
valuable perspective.

The idea of building non-cooperative models
of cooperative games has come to be known as the
Nash program since it was first proposed by John
Nash (1951). In spite of the difficulties just
outlined, the programme has had some recent
successes (Harsanyi 1982; Harsanyi and Selten
1972; Rubinstein 1982). For the time being,
though, these are isolated; there is as yet nothing
remotely approaching a general theory of cooper-
ative games based on non-cooperative
methodology.

(i) A game in coadlitional form, or simply
coalitional game is a function v associating
a real number w(S) with each subset S of a
fixed finite set /, and satisfying w(J) = 0 (¢
denotes the empty set). The members of [ are
called players, the subsets S of I coalitions
and v(S) is the worth of S.

Some notation and terminology: The number
of elements in a set S is denoted [S|. A profile
(of strategies, numbers, etc.) is a function on
I (whose values are strategies, numbers, etc.). If
x is a profile of numbers and S a coalition, we
x(S):=>¢€ S* An example of a
coalitional game is the three-person voting
game; here [I] = 3, and v(S) = 1 or 0 according
as to whether [S| > 2 ornot. A coalition S is called
winning if v(S) = 1, losing if v(S) = 0. More
generally, if w is a profile of non-negative num-
bers (weights) and g (the quota) is positive, define
the weighted voting game v by w(S) = 1 if w
(S) > ¢, and v(S) = 0 otherwise. An example is
a parliament with several parties. The players are
the parties, rather than the individual members of
parliament, w' is the number of seats held by party
i, and ¢ is the number of votes necessary to form a
government (usually a simple majority of the

write
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parliament). The weighted voting game with
quota ¢ and weights w' is denoted [¢; w]; e.g.,
the three-person voting game is [2; 1, 1, 1].
Another example of a coalitional game is a
market game. Suppose there are [/ natural
resources, and a single consumer product, say
‘bread’, that may be manufactured from these
resources. Let each player i have an endowment
¢’ of resources (an [-vector with non-negative
coordinates), and a concave production function
u' that enables him to produce the amount #'(x) of
bread given the vector x = (xy,. . .,x1) of resources.
Let v(S) be the maximum amount of bread that the
coalition S can produce; it obtains this by
redistributing its resources among its members in
a manner that is most efficient for production, i.e.

v(S):max{ > () AZ K= .Z e’}

i €S i e S i e S

where the x’ are restricted to have non-negative
coordinates.

These examples illustrate different interpre-
tations of coalitional games. In one interpreta-
tion, the payoff is in terms of some single
desirable physical commodity, such as bread; v
(S) represents the maximum total amount of this
commodity that the coalition S can procure for
its members, and it may be distributed among
the members in any desired way. This is
illustrated by the above description of the
market game.

Underlying this interpretation are two assump-
tions. First, that of transferable utility (TU): that
the payoff is in a form that is freely transferable
among the players. Second, that of fixed threats:
that S can obtain a maximum of v(S) no matter
what the players outside of S do.

Another interpretation is that v(S) represents
some appropriate index of S’s strength (if it
forms). This requires neither transferable utility
nor fixed threats. In voting games, for example, it
is natural to define v(S) = 1 if S is a winning
coalition (e.g. can form a government or ensure
passage of a bill), 0 if not. Of course, in most
situations represented by voting games, utility is
not transferable.
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Another example is a market game in which
the x' are consumption goods rather than
resources. Rather than bread, > o su'(x') may
represent a social welfare function such as is
often used in growth or taxation theory. While v
(S) cannot then be divided in an arbitrary way
among the members of S, it still represents a
reasonable index of S’s strength. This is a situa-
tion with fixed threats but without TU.

Von Neumann and Morgenstern considered
strategic games with transferable payoffs, which
is a situation with TU but without fixed threats. If
the profile s of strategies is played, the coalition
S may divide the amount 3_; o ¢H'(s) among its
members in any way it pleases. However, what
S gets depends on what players outside S do. Von
Neumann and Morgenstern defined v(S) as the
maxmin payoff of S in the two-person zero-sum
game in which the players are S and I = S, and the
pay off to S is Y, c sH'(s); i.e., as the expected
payoff that S can assure itself (in mixed strate-
gies), no matter what the others do. Again, this is a
reasonable index of S’s strength, but certainly not
the only possible one.

We will use the term TU coalitional game
when referring to coalitional games with the TU
interpretation.

In summary, the coalitional form of a game
associates with each coalition S a single number
v(S), which in some sense represents the total
payoff that that coalition can get or may expect.
In some contexts, v(S) fully characterizes the pos-
sibilities open to S; in others, it is an index that is
indicative of S’s strength.

(iii) Solution concepts. Given a game, what out-
come may be expected? Most of game theory
is, in one way or another, directed at this
question. In the case of two-person zero-
sum games, a clear answer is provided: the
unique individually rational outcome. But in
almost all other cases, there is no unique
answer. There are different criteria,
approaches, points of view, and they yield
different answers.

A solution concept is a function (or corres-
pondence) that associates outcomes, or sets of
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outcomes, with games. Usually an ‘outcome’ may
be identified with the profile of payoffs that out-
come yields to the players, though sometimes we
may wish to think of it as a strategy profile.

Of course a solution concept is not just any
such function or correspondence, but one with a
specific rationale; for example, the strategic equi-
librium and its variants for strategic form games,
and the core, the von Neumann-Morgenstern sta-
ble sets, the Shapley value and the nucleolus for
coalitional games. Each represents a different
approach or point of view.

What will ‘really’ happen? Which solution
concept is ‘right’? None of them; they are indica-
tors, not predictions. Different solution concepts
are like different indicators of an economy; differ-
ent methods for calculating a price index; different
maps (road, topo, political, geologic, etc., not to
speak of scale, projection, etc.); different stock
indices (Dow Jones, Standard and Poor’s NYSE,
etc., composite, industrials, utilities, etc.); differ-
ent batting statistics (batting average, slugging
average, RBI, hits, etc.); different kinds of infor-
mation about rock climbs (arabic and roman dif-
ficulty ratings, route maps, verbal descriptions of
the climb, etc.); accounts of the same event by
different people or different media; different pro-
jections of the same three-dimensional object
(as in architecture or engineering). They depict
or illuminate the situation from different angles;
each one stresses certain aspects at the expense of
others.

Moreover, solution concepts necessarily leave
out altogether some of the most vital information,
namely that not entering the formal description of
the game. When applied to a voting game, for
example, no solution concept can take into
account matters of custom, political ideology, or
personal relations, since they don’t enter the
coalitional form. That does not make the solution
useless. When planning a rock climb, you cer-
tainly want to take into account a whole lot of
factors other than the physical characteristics of
the rock, such as the season, the weather, your
ability and condition, and with whom you are
going. But you also do want to know about the
ratings.
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A good analogy is to distributions (probability,
frequency, population, etc.). Like a game, a distri-
bution contains a lot of information; one is over-
whelmed by all the numbers. The median and the
mean summarize the information in different
ways; though other than by simply stating the
definitions, it is not easy to say how. The defini-
tions themselves do have a certain fairly clear
intuitive content; more important, we gain a feel-
ing for the relation between a distribution and its
median and mean from experience, from working
with various specific examples and classes of
examples over the course of time.

The relationship of solution concepts to games
is similar. Like the median and the mean, they in
some sense summarize the large amount of infor-
mation present in the formal description of a
game. The definitions themselves have a certain
fairly clear intuitive content, though they are not
predictions of what will happen. Finally, the rela-
tions between a game and its core, value, stable
sets, nucleolus, and so on is best revealed by
seeing where these solution concepts lead in spe-
cific games and classes of games.

(iv) Domination, the core and imputations. Con-
tinuing to identify ‘outcome’ with ‘payoff
profile’, we call an outcome y of a game
feasible if the all-player set / can achieve
it. An outcome x dominates y if there exists
a coalition S that can achieve at least its part
of x, and each of whose members prefers x to
»; in that case we also say that S can improve
upon y. The core of a game is the set of all
feasible outcomes that are not dominated.

In a TU coalitional game v, feasibility of
x means x(/) < v(I), and x dominating y via
S means that x(S) < w(S) and x' > )’ for all i in
S. The core of v is the set of all feasible y with y
(S) > w(S) for all S.

At first, the core sounds quite compelling; why
should the players be satisfied with an outcome
that some coalition can improve upon? It becomes
rather less compelling when one realizes that
many perfectly ordinary games have empty
cores, i.e. every feasible outcome can be improved
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upon. Indeed, this is so even in as simple a game
as the three-person voting game.

For a coalition S to improve upon an outcome,
players in S must trust each other; they must have
faith that their comrades inside S will not desert
them to make a coalition with other players out-
side S. In a TU 3-person voting game, y:= (1/3;
1/3; 1/3) is dominated via {1, 2} by x: = (1/2, 1/2,
0). But 1 and 2 would be wise to view a suggested
move from y to x with caution. What guarantee
does 1 have that 2 will really stick with him and
not accept offers from 3 to improve upon x with,
say, (0, 2/3, 1/3)? For this he must depend on 2’s
good faith, and similarly 2 must depend onl’s.

There are two exceptions to this argument, two
cases in which domination does not require
mutual trust. One is when S consists of a single
player. The other is when S = I, so that there is no
one outside S to lure one’s partners away.

The requirement that a feasible outcome y be
undominated via one-person coalitions (indivi-
dual rationality) and via the all-person coalition
(efficiency or Pareto optimality) is thus quite com-
pelling, much more so than that it be in the core.
Such outcomes are called imputations. For TU
coalitional games, individual rationality means
that ' > w(i) for all i (we do not distinguish
between i and {i}), and efficiency means that
y(I) = v(I). The outcomes associated with most
cooperative solution concepts are imputations; the
imputations constitute the stage on which most of
cooperative game theory is played out.

The notion of core does not appear explicitly in
von Neumann and Morgenstern, but it is implicit
in some of the discussions of stable sets there. In
specific economic contexts, it is implicit in the
work of Edgeworth (1881) and Ransmeier
(1942). As a general solution concept in its own
right, it was developed by Shapley and Gillies in
the early 1950s. Early references include Luce and
Raiffa (1957) and Gillies (1959).

(v) Stable sets. The discomfort with the definition
of core expressed above may be stated more
sharply as follows. Suppose we think of an
outcome in the core as ‘stable’. Then we
should not exclude an outcome y just because
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it is dominated by some other outcome x; we
should demand that x itself be stable. If x is not
itself stable, then the argument for excluding
y is rather weak; proponents of y can argue
with justice that replacing it with x would not
lead to a more stable situation, so we may as
well stay where we are. If the core were the set
of all outcomes not dominated by any element
of the core, there would be no difficulty; but
this is not so.

Von Neumann and Morgenstern were thus led
to the following definition: A set K of imputations
is called stable if it is the set of all imputations not
dominated by any element of K.

This definition guarantees neither existence
nor uniqueness. On the face of it, a game may
have many stable sets, or it may have none. Most
games do, in fact, have many stable sets; but the
problem of existence was open for many years. It
was solved by Lucas (1969), who constructed a
ten-person, TU coalitional game without any sta-
ble set. Later, Lucas and Rabie (1982) constructed
a l4-person TU coalitional game without any
stable set and with an empty core to boot.

Much of the Theory of Games is devoted to
exploring the stable sets of various classes of TU
coalitional games, such as three- and four-person
games, voting games, market games, composi-
tions of games, and so on. (If v and w have disjoint
player sets I and J, their composition u is given by
u@S): =v(SNDH+w@lS NJ).. During the
1950s many researchers carried forward with
great vigour the work of investigating various
classes of games and describing their stable sets.
Since then work on stable sets has continued
unabated, though it is no longer as much in the
forefront of game-theoretic research as it was
then. All in all, more than 200 articles have been
published on stable sets, some 80% of them since
1960. Much of the recent activity in this area has
taken place in the Soviet Union.

It is impossible here even to begin to review
this large and varied literature. But we do note one
characteristic qualitative feature. By definition, a
stable set is simply a set of imputations; there is
nothing explicit in it about social structure. Yet the
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mathematical description of a given stable set can
often best be understood in terms of an implicit
social structure or form of organization of the
players. Cartels, systematic discrimination,
groups within groups, all kinds of subtle organi-
zational forms spring to one’s attention. These
forms are endogenous, they are not imposed by
definition, they emerge from the analysis. It is a
mystery that just the stable set concept, and it only,
is so closely allied with endogenous notions of
social structure.

We adduce just one, comparatively simple
example. The TU three-person voting game has
a stable set consisting of the three imputations
(1/2,1/2,0), (1/2, 0, 1/2), (0, 1/2, 1/2). The social
structure implicit in this is that all three players
will not compromise by dividing the payoff
equally. Rather, one of the three 2-person coali-
tions will form and divide the payoff equally, with
the remaining player being left ‘in the cold’.
Because any of these three coalitions can form,
competition drives them to divide the payoff
equally, so that no player will prefer any one
coalition to any other.

Another stable set is the interval {(o, 1 — o, 0)},
where o ranges from 0 to 1.Here Player 3 is perma-
nently excluded from all negotiations; he is ‘discrim-
inated against’. Players 1 and 2 divide the payoffin
some arbitrary way, not necessarily equally; this is
because a coalition with 3 is out of the question,
and so competition no longer constrains 1 and 2 in
bargaining with each other.

(vi) Transferable utility. Though it no longer
enjoys the centrality that it did up to about
1960, the assumption of transferable utility
has played and continues to play a major role
in the development of cooperative game the-
ory. Some economists have questioned the
appropriateness of the TU assumption, espe-
cially in connection with market models; it
has been castigated as excessively strong and
unrealistic.

This situation is somewhat analogous to that of
strictly competitive games, which as we pointed
out above (/930-1950, vii), constitute a proving
ground for developing and testing ideas that apply
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also to more general, non-strictly competitive
games. The theory of NTU (non-transferable util-
ity) coalitional games is now highly developed
(see 1960-1970, 1), but it is an order of magnitude
more complex than that of TU games. The TU
theory is an excellent laboratory or model for
working out ideas that are later applied to the
more general NTU case.

Moreover, TU games are both conceptually
and technically much closer to NTU games than
strictly competitive games are to non-strictly com-
petitive games. A very large part of the important
issues arising in connection with non-strictly
competitive games do not have any counterpart
at all in strictly competitive games, and so simply
cannot be addressed in that context. But by far the
largest part of the issues and questions arising in
the NTU theory do have counterparts in the TU
theory; they can at least be addressed and dealt
with there.

Almost every major advance in the NTU
theory — and many a minor advance as well —
has had its way paved by a corresponding advance
in the TU theory. Stable sets, core, value, and
bargaining set were all defined first for TU
games, then for NTU. The enormous literature
on the core of a market and the equivalence
between it and competitive equilibrium (c.e.) in
large markets was started by Martin Shubik
(1959a) in an article on TU markets. The relation
between the value and c.e. in large markets was
also explored first for the TU case (Shapley 1964;
Shapley and Shubik 1969b; Aumann and Shapley
1974; Hart 1977a), then for NTU (Champsaur
1975, but written and circulated circa 1970;
Aumann 1975; Mas-Colell 1977; Hart 1977b).
The same holds for the bargaining set; first TU
(Shapley 1984), then NTU (Mas-Colell 1988).
The connection between balanced collections of
coalitions and the non-emptiness of the core
(1960-1970, viii) was studied first for TU
(Bondareva 1963; Shapley 1967), then for NTU
(Scarf 1967; Billera 1970b; Shapley 1973a); this
development led to the whole subject of Scarf’s
algorithm for finding points in the core, which he
and others later extended to algorithms for finding
market equilibria and fixed points of mappings in
general. Games arising from markets were first
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abstractly characterized in the TU case (Shapley
and Shubik 1969a), then in the NTU case (Billera
and Bixby 1973; Mas-Colell 1975). Games with a
continuum of players were conceived firstina TU
application (Milnor and Shapley 1979, but written
and circulated in 1960), then NTU (Aumann
1964). Strategic models of bargaining where
time is of the essence were first treated for TU
(Rubinstein 1982), then NTU (Binmore 1982).
One could go on and on.

In each of these cases, the TU development led
organically to the NTU development; it isn’t just
that the one came before the other. TU is to coop-
erative game theory what Drosophila is to genet-
ics. Even if it had no direct economic interest at
all, the study of TU coalitional games would be
justified solely by their role as an outstandingly
suggestive research tool.

(vii) Single play. Von Neumann and Morgenstern
emphasize that their analysis refers to ‘one-
shot’ games, games that are played just once,
after which the players disperse, never to
interact again. When this is not the case,
one must view the whole situation — includ-
ing expected future interactions of the same
players — as a single larger game, and it, too,
is to be played just once.

To some extent this doctrine appears unreason-
able. If one were to take it literally, there would be
only one game to analyse, namely the one whose
players include all persons ever born and to be
born. Every human being is linked to every other
through some chain of interactions; no person or
group is isolated from any other.

Savage (1954) has discussed this in the context
of one-person decisions. In principle, he writes,
one should ‘envisage every conceivable policy for
the government of his whole life in its most
minute details, and decide here and now on one
policy. This is utterly ridiculous ... * (p. 16). He
goes on to discuss the small worlds doctrine, ‘the
practical necessity of confining attention to, or
isolating, relatively simple situations .. .” (p. 82).

To a large extent, this doctrine applies to inter-
active decisions too. But one must be careful,
because here ‘large worlds’ have qualitative
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features totally absent from ‘small worlds’. We

(viii) Expected utility. When randomized strate-
gies are used in a strategic game, payoff
must be replaced by expected payoff
(1910-1930, iv). Since the game is played
only once, the law of large numbers does
not apply, so it is not clear why a player
would be interested specifically in the math-
ematical expectation of his pay off.

There is no problem when for each player there
are just two possible outcomes, which we may call
‘winning’ and ‘losing’, and denominate 1 and
0 respectively. (This involves no zero-sum
assumption; e.g. all players could win simulta-
neously.) In that case the expected payoff is sim-
ply the probability of winning. Of course each
player wants to maximize this probability, so in
that case use of the expectation is justified.

Suppose now that the values of i’s payoff func-
tion Hi are numbers between 0 and 1, representing
win probabilities. Thus, for the ‘final’ outcome
there are still only two possibilities; each pure
strategy profile s induces a random process that
generates a win for i with probability H'(s). Then
the payoff expectation when randomized strate-
gies are used still represents i’s overall win
probability.

Now in any game, each player has a most
preferred and a least preferred outcome, which
we take as a win and a loss. For each payoft 4,
there is some probability p such that i would as
soon get 4 with certainty as winning with proba-
bility p and losing withprobabilityl — p. If we
replace all the /’s by the corresponding p’s in the
payoff matrix, then we are in the case of the
previous paragraph, so use of the expected payoff
is justified.

The probability p is a function of 4, denoted
u'(h), and called i’s von Neumann-Morgenstern
utility. Thus, to justify the use of expectations,
each player’s pay off must be replaced by its
utility.

The key property of the function u' is that if
h and g are random payoffs, then i prefers 4 to g iff
Eu'(h) > Eu'(g), where E denotes expectation.
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This property continues to hold when we replace
u' by a linear transform of the form o’ + 3, where
o and f§ are constants with o > 0. All these trans-
forms are also called utility functions for 7, and
any one of them may be used rather than «' in the
pay off matrix.

Recall that a strictly competitive game is
defined as a two-person game in which if one
outcome is preferred to another by one player,
the preference is reversed for the other. Since
randomized strategies are admitted, this condition
applies also to ‘mixed outcomes’ (probability
mixtures of pure outcomes). From this it may be
seen that a two-person game is strictly competitive
if and only if, for an appropriate choice of utility
functions, the utility payoffs of the players sum to
zero in each square of the matrix.

The case of TU coalitional games deserves
particular attention. There is no problem if we
assume fixed threats and continue to denominate
the payoff in bread (see ii). But without fixed
threats, the total amount of bread obtainable by a
coalition S is a random variable depending on
what players outside S do; since this is not
denominated in utility, there is no justification
for replacing it by its expectation. But if we do
denominate payoffs in utility terms, then they
cannot be directly transferred. The only way out
of this quandary is to assume that the utility of
bread is linear in the amount of bread (Aumann
1960). We stress again that no such assumption is
required in the fixed threat case.

(ix) Applications. The very name of the book,
Theory of Games and Economic Behavior,
indicates its underlying preoccupation with
the applications. Von Neumann had already
mentioned Homo Economicus in his 1928
paper, but there were no specific economic
applications there.

The method of von Neumann and Morgenstern
has become the archetype of later applications of
game theory. One takes an economic problem,
formulates it as a game, finds the game-theoretic
solution, then translates the solution back into
economic terms. This is to be distinguished from
the more usual methodology of economics and
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other social sciences, where the building of a
formal model and a solution concept, and the
application of the solution concept to the model,
are all rolled into one.

Among the applications extensively treated in
the book is voting. A qualitative feature that
emerges is that many different weight-quota con-
figurations have the same coalitional form; [5; 2,
3, 4] is the same as [2; 1, 1, 1]. Though obvious to
the sophisticated observer when pointed out, this
is not widely recognized; most people think that
the player with weight 4 is considerably stronger
than the others (Vinacke and Arkoff 1957). The
Board of Supervisors of Nassau County operates
by weighted voting; in 1964 there were six mem-
bers, with weights of 31, 31, 28, 21, 2, 2, and a
simple majority quota of 58 (Lucas 1983, p. 188).
Nobody realized that three members were totally
without influence, that [58; 31, 31, 28, 21, 2, 2]=
[2;1,1,1,0,0,0].

In a voting game, a winning coalition with no
proper winning subsets is called minimal winning
(mw). The game [gq;, w] is homogeneous if
w(S) = ¢ for all minimal winning S; thus [3; 2,
1, 1, 1] is homogeneous, but [5;2,2,2, 1, 1, 1] is
not. A decisive voting game is one in which a
coalition wins if and only if its complement
loses; both the above games are decisive, but [3;
1,1, 1, 1]is not. TU decisive homogeneous voting
games have a stable set in which some mw coali-
tion forms and divides the payoff in proportion to
the weights of its members, leaving nothing for
those outside. This is reminiscent of some parlia-
mentary democracies, where parties in a coalition
government get cabinet seats roughly in propor-
tion to the seats they hold in parliament. But this
fails to take into account that the actual number of
seats held by a party may well be quite dispropor-
tional to its weight in a homogeneous representa-
tion of the game (when there is such are
presentation).

The book also considers issues of monopoly
(or monopsony) and oligopoly. We have already
pointed out that stable set theory concerns the
endogenous emergence of social structure. In a
market with one buyer (monopsonist) and two
sellers  (duopolists) where supply exceeds
demand, the theory predicts that the duopolists
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will form a cartel to bargain with the monopsonist.
The core, on the other hand, predicts cut-throat
competition; the duopolists end up by selling their
goods for nothing, with the entire consumer sur-
plus going to the buyer.

This is a good place to point out a fundamental
difference between the game- theoretic and other
approaches to social science. The more conven-
tional approaches take institutions as given, and
ask where they lead. The game theoretic approach
asks how the institutions came about, what led to
them? Thus general equilibrium theory takes the
idea of market prices for granted; it concerns itself
with their existence and properties, calculating
them, and so on. Game Theory asks, why are
there market prices? How did they come about?
Under what conditions will all traders trade at
given prices?

Conventional economic theory has several
approaches to oligopoly, including competition
and cartelization. Starting with any particular
one of these, it calculates what is implied in spe-
cific applications. Game theory proceeds differ-
ently. It starts with the physical description of the
situation only, making no institutional or doctrinal
assumptions, then applies a solution concept and
sees where it leads.

In a sense, of course, the doctrine is built into
the solution concept; as we have seen, the core
implies competition, the stable set cartelization. It
is not that game theory makes no assumptions, but
that the assumptions are of a more general, funda-
mental nature. The difference is like that between
deriving the motion of the planets from Kepler’s
laws or from Newton’s laws. Like Kepler’s laws,
which apply to the planets only, oligopoly theory
applies to oligopolistic markets only. Newton’s
laws apply to the planets and also to apples falling
from trees; stable sets apply to markets and also to
voting.

To be sure, conventional economics is also
concerned with the genesis of institutions, but on
an informal, verbal, ad-hoc level. In game theory,
institutions like prices or cartels are outcomes of
the formal analysis.

(x) Games with a continuum of pure strategies
were first considered by Ville (1938), who
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proved the minimax theorem for them, using
an appropriate continuity condition. To guar-
antee the minimax (security) level, one may
need to use a continuum of pure strategies,
each with probability zero. An example due to
Kuhn (1952) shows that in general one cannot
guarantee anything even close to minimax
using strategies with finite support. Ville’s
theorem was extended in the 1950s to strate-
gic equilibrium in non-strictly competitive
games.

(xi) Computing security levels, and strategies that
will guarantee them, is highly non-trivial.
The problem is equivalent to that of linear
programming, and thus succumbed to the
simplex method of George Dantzig (1951a,
b).

(xii) The major advance in relevant mathematical
methods during this period was Kakutani’s
fixed point theorem (1941). An abstract
expression of the existence of equilibrium,
it is the vital active ingredient of countless
proofs in economics and game theory. Also
instrumental in later work were Lyapounov’s
theorem on the range of a vector measure
(1940) and von Neumann’s selection
theorem (1949).

1950-1960

The 1950s were a period of excitement in game
theory. The discipline had broken out of its
cocoon, and was testing its wings. Giants walked
the earth. At Princeton, John Nash laid the
groundwork for the general non-cooperative the-
ory, and for cooperative bargaining theory; Lloyd
Shapley defined the value for coalitional games,
initiated the theory of stochastic games,
co-invented the core with D.B. Gillies, and,
together with John Milnor, developed the first
game models with continua of players; Harold
Kuhn worked on behaviour strategies and perfect
recall; Al Tucker discovered the prisoner’s
dilemma; the Office of Naval Research was
unstinting in its support. Three Game Theory con-
ferences were held at Princeton, with the active
participation of von Neumann and Morgenstern
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themselves. Princeton University Press published
the four classic volumes of Contributions to the
Theory of Games. The Rand Corporation, for
many years to be a major centre of game theoretic
research, had just opened its doors in Santa
Monica. R. Luce and H. Raiffa (1957) published
their enormously influential Games and Deci-
sions. Near the end of the decade came the first
studies of repeated games.

The major applications at the beginning of the
decade were to tactical military problems:
defense from missiles, Colonel Blotto, fighter-
fighter duels, etc. Later the emphasis shifted to
deterrence and cold war strategy, with contribu-
tions by political scientists like Kahn, Kissinger,
and Schelling. In 1954, Shapley and Shubik
published their seminal paper on the value of a
voting game as an index of power. And in
1959 came Shubik’s spectacular rediscovery of
the core of a market in the writings of
F.Y. Edgeworth (1881). From that time on, eco-
nomics has remained by far the largest area of
application of game theory.

(i) An equilibrium (Nash 1951) of a strategic
game is a (pure or mixed) strategy profile in
which each player’s strategy maximizes his
payoff given that the others are using their
strategies. See the entry on Nash equilibrium,
refinements of.

Strategic equilibrium is without doubt the
single game theoretic solution concept that is
most frequently applied in economics. Eco-
nomic applications include oligopoly, entry and
exit, market equilibrium, search, location,
bargaining, product quality, auctions, insurance,
principal-agent, higher education, discrimina-
tion, public goods, what have you. On the polit-
ical front, applications include voting, arms
control, and inspection, as well as most interna-
tional political models (deterrence, etc.) Biolog-
ical applications of game theory all deal with
forms of strategic equilibrium; they suggest a
simple interpretation of equilibrium quite differ-
ent from the usual overt rationalism (see
1970-1986, 1). We cannot even begin to survey
all this literature here.
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(i) Stochastic and other dynamic games. Games
played in stages, with some kind of stationary
time structure, are called dynamic. They
include stochastic games, repeated games
with or without complete information,
games of survival (Milnor and Shapley
1957; Luce and Raiffa 1957; Shubik 1959a,
b) or ruin (Rosenthal and Rubinstein 1984),
recursive games (Everett 1957), games with
varying opponents (Rosenthal 1979), and
similar models.

This kind of model addresses the concerns we
expressed above (/930-1950, vii) about the single
play assumption. The present can only be under-
stood in the context of the past and the future:
‘Know whence you came and where you are
going’ (Ethics of the Fathers III:1). Physically,
current actions affect not only current payoff but
also opportunities and payoffs in the future. Psy-
chologically, too, we learn: past experience affects
our current expectations of what others will do,
and therefore our own actions. We also teach: our
current actions affect others’ future expectations,
and therefore their future reactions.

Two dynamic models — stochastic and repeated
games — have been especially ‘successful’. Sto-
chastic games address the physical point, that
current actions affect future opportunities.
A strategic game is played at each stage; the
profile of strategies determines both the payoff at
that stage and the game to be played at the next
stage (or a probability distribution over such
games). In the strictly competitive case, with
future payoff discounted at a fixed rate, Shapley
(1953a) showed that stochastic games are deter-
mined; also, that they have optimal strategies that
are stationary, in the sense that they depend only
on the game being played (not on the history or
even on the date). Bewley and Kohlberg (1976)
showed that as the discount rate tends to O the
value tends to a limit; this limit is the same as the
limit, as k — oo, of the values of the k-stage
games, in each of which the payoff is the mean
payoff for the k& stages. Mertens and Neyman
(1981) showed that the value exists also in the
undiscounted infinite stage game, when payoff is
defined by the Cesaro limit (limit, as £ — oo, of
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the average payoff in the first k stages). For an
understanding of some of the intuitive issues in
this work, see Blackwell and Ferguson (1968),
which was extremely influential in the modern
development of stochastic games.

The methods of Shapley, and of Bewley and
Kohlberg, can be used to show that non-strictly
competitive stochastic games with fixed discounts
have equilibria in stationary strategies, and that
when the discount tends to 0, these equilibria
converge to a limit (Mertens 1982). But unlike in
the strictly competitive case, the payoff to this
limit need not correspond to an equilibrium of
the undiscounted game (Sorin 1986b). It is not
known whether undiscounted non-strictly com-
petitive stochastic games need at all have strategic
equilibria.

(iii) Repeated games model the psychological,
informational side of ongoing relationships.
Phenomena like cooperation, altruism, trust,
punishment, and revenge are predicted by
the theory. These may be called ‘subjective
informational’ phenomena, since what is at
issue is information about the behaviour of
the players. Repeated games of incomplete
information (/960-1970, ii) also predict
‘objective informational’ phenomena such
as secrecy, and signalling of substantive
information. Both kinds of informational
issue are quite different from the ‘physical’
issues addressed by stochastic games.

Given a strategic game G, consider the game
G* each play of which consists of an infinite
sequence of repetitions of G. At each stage, all
players know the actions taken by all players at all
previous stages. The payoffin G™ is some kind of
average of the stage payoffs; we will not worry
about exact definitions here.

The reader is referred to the entry on repeated
games. Here we state only one basic result, known
as the Folk Theorem. Call an outcome (payoff
profile) x feasible in G if it is achievable by the
all-player set when using a correlated randomiz-
ing device; i.e. is in the convex hull of the ‘pure’
outcomes. Call it strongly individually rational if
no player i can be prevented from achieving x’ by
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the other players, when they are randomizing
independently; i.e. if X' > min max H'(s), where
the max is over i’s strategies, and the min is
over(n—1)-tuples of mixed strategies of the others.
The Folk Theorem then says that the equilibrium
outcomes in the repetition G™ coincide with the
feasible and strongly individually rational out-
comes in the one-shot game G.

The authorship of the Folk Theorem, which
surfaced in the late 1950s, is obscure. Intuitively,
the feasible and strongly individually rational out-
comes are the outcomes that could arise in coop-
erative play. Thus the Folk Theorem points to a
strong relationship between repeated and cooper-
ative games. Repetition is a kind of enforcement
mechanism; agreements are enforced by
‘punishing’ deviators in subsequent stages.

(iv) The Prisoner’s Dilemma is a two-person
non-zero sum strategic game with payoff
matrix as depicted in Fig. 1. Attributed to
A.W. Tucker, it has deservedly attracted
enormous attention; it is said that in the
social psychology literature alone, over a
thousand papers have been devoted to it.

One may think of the game as follows: Each
player decides whether he will receive $1000 or
the other will receive $3000. The decisions are
simultaneous and independent, though the players
may consult with each other before deciding.

The point is that ordinary rationality leads each
player to choose the $1000 for himself, since he is
thereby better off no matter what the other player
does. But the two players thereby get only $1000
each, whereas they could have gotten $3000 each
if both had been ‘friendly’ rather than ‘greedy’.

f g
f 3,3 0,4
g 4,0 1,1

Game Theory, Fig. 1
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The universal fascination with this game is due
to its representing, in very stark and transparent
form, the bitter fact that when individuals act for
their own benefit, the result may well be disaster
for all. This principle has dozens of applications,
great and small, in everyday life. People who fail
to cooperate for their own mutual benefit are not
necessarily foolish or irrational; they may be
acting perfectly rationally. The sooner we accept
this, the sooner we can take steps to design the
terms of social intercourse so as to encourage
cooperation.

One such step, of very wide applicability, is to
make available a mechanism for the enforcement
of voluntary agreements. ‘Pray for the welfare of
government, without whose authority, man would
swallow man alive’ (Ethics of the Fathers III: 2).
The availability of the mechanism is itself suffi-
cient; once it is there, the players are naturally
motivated to use it. If they can make an enforce-
able agreement yielding (3, 3), they would indeed
be foolish to end up with (1, 1). It is this that
motivates the definition of a cooperative game
(1930-1950, ).

The above discussion implies that (g, g) is the
unique strategic equilibrium of the prisoner’s
dilemma. It may also be shown that in any finite
repetition of the game, all strategic equilibria lead
to a constant stream of ‘greedy’ choices by each
player; but this is a subtler matter than the simple
domination argument used for the one-shot case.
In the infinite repetition, the Folk Theorem (iii)
shows that (3, 3) is an equilibrium outcome; and
indeed, there are equilibria that lead to a constant
stream of ‘friendly’ choices by each player. The
same holds if we discount future payoff in the
repeated game, as long as the discount rate is not
too large (Sorin 1986a).

R. Axelrod (1984) has carried out an experi-
mental study of the repeated prisoner’s dilemma.
Experts were asked to write computer pro-
grammes for playing the game, which were
matched against each other in a ‘tournament’. At
each stage, the game ended with a fixed (small)
probability; this is like discounting. The most
successful program in the tournament turned out
to be a ‘cooperative’ one: Matched against itself, it
yields a constant stream of ‘friendly’ choices;
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matched against others, it ‘punishes’ greedy
choices. The results of this experiment thus fit in
well with received theoretical doctrine.

The design of this experiment is noteworthy
because it avoids the pitfalls so often found in
game experiments: lack of sufficient motivation
and understanding. The experts chosen by
Axelrod understood the game as well as anybody.
Motivation was provided by the investment of
their time, which was much more considerable
than that of the average subject, and by the
glory of a possible win over distinguished col-
leagues. Using computer programmes for strate-
gies presaged important later developments
(1970-1986, iv).

Much that is fallacious has been written on the
one-shot prisoner’s dilemma. It has been said that
for the reasoning to work, pre-play communica-
tion between the players must be forbidden. This
is incorrect. The players can communicate until
they are blue in the face, and agree solemnly on
(f,./); when faced with the actual decision, rational
players will still choose g. It has been said that the
argument depends on the notion of strategic equi-
librium, which is open to discussion. This too is
incorrect; the argument depends only on strong
domination, i.e. on the simple proposition that
people always prefer to get another $1000. ‘Res-
olutions’ of the ‘paradox’ have been put forward,
suggesting that rational players will play fafter all;
that my choosing f has some kind of ‘mirror’
effect that makes you choose it also. Worse than
just nonsense, this is actually vicious, since it
suggests that the prisoner’s dilemma does not
represent a real social problem that must be
dealt with.

Finally, it has been said that the experimental
evidence — Axelrod’s and that of others — contra-
dicts theory. This too is incorrect, since most of
the experimental evidence relates to repeated
games, where the friendly outcome is perfectly
consonant with theory; and what evidence there
is in one-shot games does point to a preponder-
ance of ‘greedy’ choices. It is true that in long
finite repetitions, where the only equilibria are
greedy, most experiments nevertheless point to
the friendly outcome; but fixed finite repetitions
are somewhat artificial, and besides, this finding,
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too, can be explained by theory (Neyman 1985a,
b; see 1970-1986, iv).

(v) We turn now to cooperative issues. A model
of fundamental importance is the bargaining
problem of Nash (1950). Formally, it is
defined as a convex set C in the Euclidean
plane, containing the origin in its interior.
Intuitively, two players bargain; they may
reach any agreement whose payoff profile is
in C; if they disagree, they get nothing. Nash
listed four axioms — conditions that a reason-
able compromise solution might be expected
to satisfy — such as symmetry and efficiency.
He then showed that there is one and only one
solution satisfying them, namely the point x in
the non-negative part of C that maximizes the
product x'x?. An appealing economic inter-
pretation of this solution was given by
Harsanyi (1956).

By varying the axioms, other authors have
obtained different solutions to the bargaining
problem, notably Kalai and Smorodinski (1975)
and Maschler and Perles (1981). Like Nash’s
solution, each of these is characterized by a for-
mula with an intuitively appealing interpretation.

Following work of A. Rubinstein (1982) and
K. Binmore (1982) constructed an explicit
bargaining model which, when analyzed as a
non-cooperative strategic game, leads to Nash’s
solution of the bargaining problem. This is an
instance of a successful application of the ‘Nash
program’ (see /930-1950, vi). Similar construc-
tions have been made for other solutions of the
bargaining problem.

An interesting qualitative feature of the Nash
solution is that it is very sensitive to risk aversion.
A risk loving or risk neutral bargainer will get a
better deal than a risk averse one; this is so even
when there are no overt elements of risk in the
situation, nothing random. The very willingness
to take risks confers an advantage, though in the
end no risks are actually taken.

Suppose, for example, that two people may
divide $600 in any way they wish; if they fail to
agree, neither gets anything. Let their utility func-
tions be u'($x) = xand u*($x) = \ x, so that 1 is
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risk neutral, 2 risk averse. Denominating the pay-
offs in utilities rather than dollars, we find that the
Nash solution corresponds to a dollar split of
$400-$200 in favour of the risk neutral bargainer.

This corresponds well with our intuitions.
A fearful, risk averse person will not bargain well.
Though there are no overt elements of risk, no
random elements in the problem description, the
bargaining itself constitutes a risk. A risk averse
person is willing to pay, in terms of a less favourable
settlement, to avoid the risk of the other side’s being
adamant, walking away, and soon.

(vi) The value (Shapley 1953b) is a solution con-
cept that associates with each coalitional
game v a unique outcome v. Fully charac-
terized by a set of axioms, it may be thought
of as a reasonable compromise or arbitrated
outcome, given the power of the players.
Best, perhaps, is to think of it simply as an
index of power, or what comes to the same
thing, of social productivity (see Shapley
value).

It may be shown that Player i’s value is given
by

v =(1/n!) Zvi(Sé),

where X ranges over all n! orders on the set I of all
players, S| is the set of players up to and includ-
ing i in the order R, and v/(S) is the contribution
v(S) — v(S = i) of i to the coalition S; note that
this implies linearity of v in v. In words, ¢'v is i’s
mean contribution when the players are ordered at
random; this suggests the social productivity
interpretation, an interpretation that is reinforced
by the following remarkable theorem (Young
1985): Let i be a mapping from games v to effi-
cient outcomes v, that is symmetric among the
players in the appropriate sense. Suppose y'v
depends only on the 2"~! contributions v/(S), and
monotonically so. Then {y must be the value ¢. In
brief, if it depends on the contributions only, it’s
got to be the value, even though we don’t assume
linearity to start with.

An intuitive feel for the value may be gained
from examples. The value of the three-person
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voting game is (1/3, 1/3, 1/3), as is suggested by
symmetry. This is not in the core, because {1, 2}
can improve upon it. But so can {1, 3} and {2, 3};
starting from (1/3, 1/3, 1/3), the players might be
well advised to leave things as they are (see
1930-1950, iv). Differently viewed, the symmet-
ric stable set predicts one of the three outcomes
(172, 1/2,0), (1/2, 0, 1/2), (0, 1/2, 1/2). Before the
beginning of bargaining, each player may figure
that his chances of getting into a ruling coalition
are 2/3, and conditional on this, his payoff is 1/2.
Thus his ‘expected outcome’ is the value, though
in itself, this outcome has no stability.

In the homogenous weighted voting game [3;
2,1, 1, 1], the value is (1/2, 1/6, 1/6, 1/6); the large
player gets a disproportionate share, which
accords with intuition: ‘1’union fait la force.’

Turning to games of economic interest, we
model the market with two sellers and one buyer
discussed above (/930-1950, ix) by the TU
weighted voting game [3; 2, 1, 1]. The core con-
sists of the unique point (1, 0, 0), which means
that the sellers must give their merchandise, for
nothing, to the buyer. While this has clear eco-
nomic meaning — cutthroat competition — it does
not seem very reasonable as a compromise or an
index of power. After all, the sellers do contribute
something; without them, the buyer could get
nothing. If one could be sure that the sellers will
form a cartel to bargain with the buyer, a reason-
able compromise would be (1/2, 1/4, 1/4). In fact,
the value is (2/3, 1/6, 1/6), representing something
between the cartel solution and the competitive
one; a cartel is possible, but is not a certainty.

Consider next a market in two perfectly divis-
ible and completely complementary goods, which
we may call right and left gloves. There are four
players; initially 1 and 2 hold one and two left
gloves respectively, 3 and 4 hold one right glove
each. In coalitional form, v(1234) = v(234) = 2,
v(ij) = v(12)) = v(134) = 1,»(S) = 0 otherwise,
where / = 1, 2, and j = 3,4.The core consists of
(0, 0, 1, 1) only; that is, the owners of the left
gloves must simply give away their merchandise,
for nothing. This in itself seems strange enough. It
becomes even stranger when one realizes that
Player 2 could make the situation entirely sym-
metric (as between 1, 2 and 3, 4) simply by
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burning one glove, an action that he can take
alone, without consulting anybody.

The value can never suffer from this kind of
pathological breakdown in monotonicity. Here ¢
v=(1/4,7/12,7/12,7/12,) which nicely reflects the
features of the situation. There is an oversupply of
left gloves, and three and four do benefit from
it. Also two benefits from it; he always has the
option of nullifying it, but he can also use it (when
he has an opportunity to strike a deal with both
3 and 4). The brunt of the oversupply is thus born
by 1 who, unlike 2, cannot take measures to
correct it.

Finally, consider a market with 2,000,001
players, 1,000,000 holding one right glove each,
and 1,000,001 holding one left glove each. Again,
the core stipulates that the holders of the left
gloves must all give away their merchandise, for
nothing. True, there is a slight oversupply of left
gloves; but one would hardly have imagined so
drastic an effect from one single glove out of
millions. The value, too, takes the oversupply
into account, but not in such an extreme form,;
altogether, the left-glove holders get about
499,557 pairs, the right about 500,443 (Shapley
and Shubik 1969b). This is much more reason-
able, though the effect is still surprisingly large:
The short side gains an advantage that amounts to
almost a thousand pairs.

The value has many different characterizations,
all of them intuitively meaningful and interesting.
We have already mentioned Shapley’s original
axioms, the value formula, and Young’s character-
ization. To them must be added Harsanyi’s (1959)
dividend characterization, Owen’s (1972) fuzzy
coalition formula, Myerson’s (1977) graph
approach, Dubey’s (1980) diagonal formula, the
potential of Hart and Mas-Colell (1986), the
reduced game axiomatization by the same authors,
and Roth’s (1977) formalization of Shapley’s
(1953Db) idea that the value represents the utility to
the players of playing a game. Moreover, because of
its mathematical tractability, the value lends itself to
a far greater range of applications than any other
cooperative solution concept. And in terms of gen-
eral theorems and characterizations for wide classes
of games and economies, the value has a greater
range than any other solution concept, barnone.
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Previously (/930-1950, iii), we compared
solution concepts of games to indicators of distri-
butions, like mean and median. In fact the value is
in many ways analogous to the mean, whereas the
median corresponds to something like the core, or
to core-like concepts such as the nucleolus
(1960-1970, iv). Like the core, the median has
an intuitively transparent and compelling defini-
tion (the point that cuts the distribution exactly in
half), but lacks an algebraically neat formula; and
like the value, the mean has a neat formula whose
intuitive significance is not entirely transparent
(thought through much experience from child-
hood on, many people have acquired an intuitive
feel for it). Like the value, the mean is linear in its
data; the core, nucleolus, and median are not. Both
the mean and the value are very sensitive to their
data: change one datum by a little, and the mean
(or value) will respond in the appropriate direc-
tion; neither the median nor the core is sensitive in
this way: one can change the data in wide ranges
without affecting the median (or core) at all. On
the other hand, the median can suddenly jump
because of a moderate change in just one datum;
thus the median of 1,000,001 zeros and 1,000,000
ones is 0, but jumps to 1 if we change just one
datum from 0 to 1. We have already seen that the
core may behave similarly, but the mean and the
value cannot. Both the mean and the value are
mathematically very tractable, resulting in a wide
range of applications, both theoretical and practi-
cal; the median and core are less tractable,
resulting in a narrower (though still considerable)
range of applications.

The first extensive applications of the value
were to various voting games (Shapley and
Shubik 1954). The key observation in this seminal
paper was that the value of a player equals his
probability of pivoting — turning a coalition from
losing to winning — when the players are ordered
at random. From this there has grown a very large
literature on voting games. Other important clas-
ses of applications are to market games
(1960-1970, v) and political-economic games
(e.g. Aumann and Kurz 1977; Neyman 1985b).

(vil) Axiomatics. The Shapley value and Nash’s
solution to the bargaining problem are
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examples of the axiomatic approach. Rather
than defining a solution concept directly, one
writes down a set of conditions for it to
satisfy, then sees where they lead. In many
contexts, even a relatively small set of fairly
reasonable conditions turn out to be self-
contradictory; there is no concept satisfying
all of them. The most famous instance of this
is Arrow’s (1951) impossibility theorem for
social welfare functions, which is one of the
earliest applications of axiomatics in the
social sciences.

It is not easy to pin down precisely what is
meant by ‘the axiomatic method’. Sometimes the
term is used for any formal deductive system, with
undefined terms, assumptions, and conclusions.
As understood today, all of game theory and math-
ematical economics fits that definition. More nar-
rowly construed, an axiom system is a small set of
individually transparent conditions, set in a fairly
general and abstract framework, which when
taken together have far-reaching implications.
Examples are Euclid’s axioms for geometry, the
Zermelo-Fraenkel axioms for set theory, the con-
ditions on multiplication that define a group, the
conditions on open sets that define a topological
space, and the conditions on preferences that
define utility and/or subjective probability.

Game theoretic solution concepts often have
both direct and axiomatic characterizations. The
direct definition applies to each game separately,
whereas most axioms deal with relationships
between games. Thus the formula for the Shapley
value v enables one to calculate it without refer-
ring to any game other than v. But the axioms for ¢
concern relationships between games; they say
that if the values of certain games are so and so,
then the values of certain other, related games
must be such and such. For example, the additiv-
ity axiom is ¢(v + w) = @v + ow. This is analo-
gous to direct vs. axiomatic approaches to
integration. Direct approaches such as limit of
sum work on a single function; axiomatic
approaches characterize the integral as a linear
operator on a space of functions. (Harking back
to the discussion at (vi), we note that the axioms
for the value are quite similar to those for the
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integral, which in turn is closely related to the
mean of a distribution.)

Shapley’s value and the solutions to the
bargaining problem due to Nash (1950), Kalai
and Smorodinsky (1975), and Maschler and
Perles (1981) were originally conceived axiomat-
ically, with the direct characterization coming
afterwards. In other cases the process was
reversed; for example, the nucleolus, NTU
Shapley value, and NTU Harsanyi value were all
axiomatized only years after their original direct
definition (see 7960-1970). Recently the core,
too, has been axiomatized (Peleg 1985, 1986).

Since axiomatizations concern relations
between different games, one may ask why the
players of a given game should be concerned with
other games, which they are not playing. This has
several answers. Viewed as an indicator, a solu-
tion of a game doesn’t tell us much unless it stands
in some kind of coherent relationship to the solu-
tions of other games. The ratings for a rock climb
tell you something if you have climbed other
rocks whose ratings you know; topographic
maps enable you to take in a situation at a glance
if you have used them before, in different areas. If
we view a solution as an arbitrated or imposed
outcome, it is natural to expect some measure of
consistency from an arbitrator or judge. Indeed,
much of the law is based on precedent, which
means relating the solution of the given ‘game’
to those of others with known solutions. Even
when viewing a solution concept as a norm of
actual behaviour, the very word ‘norm’ implies
that we are thinking of a function on classes of
games rather than of a single game; outcomes are
largely based on mutual expectations, which are
determined by previous experience with other
games, by ‘norms’.

Axiomatizations serve a number of useful pur-
poses. First, like any other alternative characteri-
zation, they shed additional light on a concept,
enable us to ‘understand’ it better. Second, they
underscore and clarify important similarities
between concepts, as well as differences between
them. One example of this is the remarkable
‘reduced game property’ or ‘consistency princi-
ple’, which is associated in various different forms
with just about every solution concept, and plays a
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key role in many of the axiomatizations (see
1970-1986, vi). Another example consists of the
axiomatizations of the Shapley and Harsanyi
NTU values. Here the axioms are exact analogues,
except that in the Shapley case they refer to payoff
profiles, and in the Harsanyi case to 2"-tuples of
payoff profiles, one for each of the 2" coalitions
(Hart 1985a). This underscores the basic differ-
ence in outlook between those two concepts: The
Shapley value assumes that the all-player coali-
tion eventually forms, the intermediate coalitions
being important only for bargaining chips and
threats, whereas the Harsanyi value takes into
account a real possibility of the intermediate coa-
litions actually forming.

Last, an important function of axiomatics relates
to ‘counter-intuitive examples’, in which a solution
concept yields outcomes that seem bizarre; e.g. the
cores of some of the games discussed above in (vi).
Most axioms appearing in axiomatizations do seem
reasonable on the face of it, and many of them are
in fact quite compelling. The fact that a relatively
small selection of such axioms is often categoric
(determines a unique solution concept), and that
different such selections yield different answers,
implies that all together, these reasonable-sounding
axioms are contradictory. This, in turn, implies that
any one solution concept will necessarily violate at
least some of the axioms that are associated with
other solution concepts; thus if the axioms are
meant to represent intuition, counter-intuitive
examples are inevitable.

In brief, axiomatics underscores the fact that a
‘perfect’ solution concept is an unattainable goal,
a fata morgana; there is something ‘wrong’, some
quirk with every one. Any given kind of counter-
intuitive example can be eliminated by an appro-
priate choice of solution concept, but only at the
cost of another quirk turning up. Different solu-
tion concepts can therefore be thought of as results
of choosing not only which properties one likes,
but also which examples one wishes to avoid.

1960-1970

The 1960s were a decade of growth. Extensions
such as games of incomplete information and
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NTU coalitional games made the theory much
more widely applicable. The fundamental under-
lying concept of common knowledge was formu-
lated and clarified. Core theory was extensively
developed and applied to market economies; the
bargaining set and related concepts such as the
nucleolus were defined and investigated; games
with many players were studied in depth. The
discipline expanded geographically, outgrowing
the confines of Princeton and Rand; important
centres of research were established in Israel, Ger-
many, Belgium and the Soviet Union. Perhaps
most important was the forging of a strong, lasting
relationship with mathematical economics and
economic theory.

(i) NTU coalitional games and NTU value. Prop-
erly interpreted, the coalitional form
(1930-1950, ii) applies both to TU and to
NTU games; nevertheless, for many NTU
applications one would like to describe the
opportunities available to each coalition
more faithfully than can be done with a single
number. Accordingly, define a game in NTU
coalitional form as a function that associates
with each coalition S a set V(S) of S-tuples of
real numbers (functions from S to R). Intui-
tively, V(S) represents the set of payoff
S-tuples that S can achieve. For example, in
an exchange economy, V(S) is the set of utility
S-tuples that S can achieve when its members
trade among themselves only, without recourse
to agents outside of S. Another example of an
NTU coalitional game is Nash’s bargaining
problem (1950-1960, iii), where one can take
V({1.2}) C,V(1) = {0},V(2) = {0}.

The definitions of stable set and core extend
straightforwardly to NTU coalitional games, and
these solution concepts were among the first to
be investigated in that context (Aumann and
Peleg 1960; Peleg 1963a; Aumann 1961). The
first definitions of NTU value were proposed by
Harsanyi (1959, 1963), but they proved difficult
to apply. Building on Harsanyi’s work, Shapley
(1969a, b, c) defined a value for NTU games that
has proved widely applicable and intuitively
appealing.
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For each profile A of non-negative numbers
and each outcome x, define the weighted out
come \x by (Ax)' = A'x’. Let v; (S) be the maxi-
mum total weight that the coalition S can achieve,

v,(S) := max{ Z Iix o€ V(S)}.

i €S

Call an outcome x an NTU value of Vif x €V
(N) and there exists a weight profile A with Ax =

vy in words, if x is feasible and corresponds to
the value of one of the coalitional games v;.

Intuitively, v,(S) is a numerical measure of S’s
total worth and hence ¢'v, measures i’s social
productivity. The weights A’ are chosen so that
the resulting value is feasible; an infeasible result
would indicate that some people are overrated
(or underrated), much like an imbalance between
supply and demand indicates that some goods are
overpriced (or underpriced).

The NTU value of a game need not be unique.
This may at first sound strange, since unlike stability
concepts such as the core, one might expect an
‘index of social productivity’ to be unique. But per-
haps it is not so strange when one reflects that even a
person’s net worth depends on the prevailing
(equilibrium) prices, which are not uniquely deter-
mined by the exogenous description of the economy.

The Shapley NTU value has been used in a
very wide variety of economic and political-
economic applications. To cite just one example,
the Nash bargaining problem has a unique NTU
value, which coincides with Nash’s solution. For a
partial bibliography of applications, see the refer-
ences of Aumann (1985).

We have discussed the historical importance of
TU as pointing the way for NTU results
(1930-1950, vi). There is one piquant case in the
reverse direction. Just as positive results are easier
to obtain for TU, negative results are easier for
NTU. Non-existence of stable sets was first dis-
covered in NTU games (Stearns 1967), and this
eventually led to Lucas’s famous example (1969)
of non-existence for TU.

(i) Incomplete information. In 1957, Luce and
Raiffa wrote that a fundamental assumption
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of game theory is that ‘each player ... is fully
aware of the rules of the game and the utility
functions of each of the players ... this is a
serious idealization which only rarely is met
in actual situations’ (p. 49). To deal with this
problem, John Harsanyi (1967) constructed
the theory of games of incomplete informa-
tion (sometimes called differential or asym-
metric information). This major conceptual
breakthrough laid the theoretical groundwork
for the great blooming of information eco-
nomics that got under way soon thereafter,
and that has become one of the major themes
of modern economics and game theory.

For simplicity, we confine attention to strategic
form games in which each player has a fixed,
known set of strategies, and the only uncertainty
is about the utility functions of the other players;
these assumptions are removable. Bayesian ratio-
nality in the tradition of Savage (1954) dictates
that all uncertainty can be made explicit; in par-
ticular, each player has a personal probability
distribution on the possible utility (payoff) func-
tions of the other player. But these distributions
are not sufficient to describe the situation. It is not
enough to specify what each player thinks about
the other’s payoffs; one must also know what he
thinks they think about his (and each others”)
payoffs, what he thinks they think he thinks
about their pay offs, and so on. This complicated
infinite regress would appear to make useful anal-
ysis very difficult.

To cut this Gordian knot, Harsanyi postulated
that each player may be one of several yypes, where
a type determines both a player’s own utility func-
tion and his personal probability distribution on the
types of the other players. Each player is postulated
to know his own type only. This enables him to
calculate what he thinks the other players’ types —
and therefore their utilities — are. Moreover, his
personal distribution on their types also enables
him to calculate what he thinks they think about
his type, and therefore about his utility. The rea-
soning extends indefinitely, and yields the infinite
regress discussed above as an outcome.

Intuitively, one may think of a player’s type as
a possible state of mind, which would determine
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his utility as well as his distribution over others’
states of mind. One need not assume that the
number of states of mind (types) is finite; the
theory works as well for, say, a continuum of
types. But even with just two players and two
types for each player, one gets a non-trivial infi-
nite string of beliefs about utilities, beliefs about
beliefs, and so on.

A model of this kind — with players, strategies,
types, utilities, and personal probability distribu-
tions — is called an I~game (incomplete information
game). A strategic equilibrium in an I-game con-
sists of a strategy for each zype of each player,
which maximizes that type’s expected payoff
given the strategies of the other players’ types.

Harsanyi’s formulation of I-games is primarily
a device for thinking about incomplete informa-
tion in an orderly fashion, bringing that wild,
bucking infinite regress under conceptual control.
An (incomplete) analogy is to the strategic form of
a game, a conceptual simplification without which
it is unlikely that game theory would have gotten
very far. Practically speaking, the strategic form of
a particular game such as chess is totally
unmanageable, one can’t even begin to write it
down. The advantage of the strategic form is that
it is a comparatively simple formulation, mathe-
matically much simpler than the extensive form; it
enables one to formulate and calculate examples,
which suggest principles that can be formulated
and proved as general theorems. All this would be
much more difficult — probably unachievable —
with the extensive form; one would be unable to
see the forest for the trees. A similar relationship
holds between Harsanyi’s I-game formulation and
direct formulations in terms of beliefs about
beliefs. (Compare the discussion of perspective
made in connection with the coalitional form
(1930-1950, 1). That situation is somewhat differ-
ent, though, since in going to the coalitional form,
substantive information is lost. Harsanyi’s formu-
lation of I-games loses no information; it is a more
abstract and simple — and hence transparent and
workable — formulation of the same data as would
be contained in an explicit description of the infi-
nite regress.)

Harsanyi called an I-game consistent if all the
personal probability distributions of all the types
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are derivable as posteriors from a single prior
distribution p on all n-tuples of types. Most appli-
cations of the theory have assumed consistency.
A consistent [-game is closely related to the ordi-
nary strategic game (C-game) obtained from it by
allowing ‘nature’ to choose an n-tuple of types at
random according to the distribution p, then
informing each player of his type, and then
playing the I-game as before. In particular, the
strategic equilibria of a consistent I-game are
essentially the same as the strategic equilibria of
the related C-game. In the cooperative theory,
however, an I-game is rather different from the
related C-game, since binding agreements can
only be made after the players know their types.
Bargaining and other cooperative models have
been treated in the incomplete information context
by Harsanyi and Selten (1972), Wilson (1978),
Myerson (1979, 1984), and others.

In a repeated game of incomplete information,
the same game is played again and again, but the
players do not have full information about it; for
example, they may not know the others’ utility
functions. The actions of the players may implic-
itly reveal private information, e.g. about prefer-
ences; this may or may not be advantageous for
them. We have seen (/950-1960, iii) that repeti-
tion may be viewed as a paradigm for cooperation.
Strategic equilibria of repeated games of incom-
plete information may be interpreted as a subtle
bargaining process, in which the players gradually
reach wider and wider agreement, developing
trust for each other while slowly revealing more
and more information (Hart 1985b).

(iii) Common knowledge. Luce and Raiffa, in the
statement quoted at the beginning of (ii),
missed a subtle but important point. It is not
enough that each player be fully aware of the
rules of the game and the utility functions of
the players. Each player must also be aware
of this fact, i.e. of the awareness of all the
players; moreover, each player must be
aware that each player is aware that each
player is aware, and so on ad infinitum. In
brief, the awareness of the description of the
game by all players must be a part of the
description itself.
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There is evidence that game theorists had been
vaguely cognizant of the need for some such
requirement ever since the late 1950s or early
1960s; but the first to give a clear, sharp formula-
tion was the philosopher D.K. Lewis (1969).
Lewis defined an event as common knowledge
among a set of agents if all know it, all know
that all know it, and so on adinfinitum.

The common knowledge assumption underlies
all of game theory and much of economic theory.
Whatever be the model under discussion, whether
complete or incomplete information, consistent or
inconsistent, repeated or one-shot, cooperative or
non-cooperative, the model itself must be
assumed common knowledge; otherwise the
model is insufficiently specified, and the analysis
incoherent.

(iv) Bargaining set, kernel, nucleolus. The core
excludes the unique symmetric outcome
(173, 1/3, 1/3) of the three-person voting
game, because any two-person coalition can
improve upon it. Stable sets (/930—1950, v)
may be seen as a way of expressing our intu-
itive discomfort with this exclusion. Another
way is the bargaining set (Davis and Maschler
1965). If, say, I suggests (1/2, 1/2, 0) to
replace (1/3, 1/3, 1/3), then 3 can suggest to
2 that he is as good a partner as 1; indeed,
3 can even offer 2/3 to 2, still leaving himself
with the 1/3 he was originally assigned. For-
mally, if we call (1/2, 1/2, 0) an objection to
(1/3, 1/3, 1/3), then (0, 2/3, 1/3) is a counter
objection, since it yields to 3 at least as much
as he was originally assigned, and yields to 3’s
partners in the counter-objection at least as
much as they were assigned either originally
or in the objection. In brief, the counter-
objecting player tells the objecting one, ‘I
can maintain my level of payoff and that of
my partners, while matching your offers to
players we both need.” An imputation is in
the core if there is no objection to it. It is in the
bargaining set if there is no justified objection
to it, i.e. one that has no counter-objection.

Like the stable sets, the bargaining set includes
the core (dominating and objecting are essentially
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the same). Unlike the core and the set of stable
sets, the bargaining set is for TU games never
empty (Peleg 1967). For NTU it may be empty
(Peleg 1963b); but Asscher (1976) has defined a
non-empty variant; see also Billera (1970a).

Crucial parameters in calculating whether an
imputation x is in the bargaining set of v are the
excesses v(S) — x(S) of coalitions S w.r.t. x, which
measure the ability of members of S to use x in an
objection (or counter-objection). Not, as is often
wrongly assumed, because the initiator of the
objection can assign the excess to himself while
keeping his partners at their original level, but for
precisely the opposite reason: because he can
parcel out the excess to his partners, which
makes counter objecting more difficult.

The excess is so ubiquitous in bargaining set
calculations that it eventually took on intuitive
significance on its own. This led to the formula-
tion of two additional solution concepts: the ker-
nel (Davis and Maschler 1965), which is always
included in the bargaining set but is often much
smaller, and the nucleolus (Schmeidler 1969),
which always consists of a single point in the
kernel.

To define the nucleolus, choose first all those
imputations x whose maximum excess (among the
2" excesses V(S) = x(S)) is minimum (among all
imputations). Among the resulting imputations,
choose next those whose second largest excess is
minimum, and so on. Schmeidler’s theorem
asserts that by the time we have gone through
this procedure 2" times, there is just one
imputation left.

We have seen that the excess is a measure of a
coalition’s ‘manoeuvring ability’; in these terms
the greatest measure of stability, as expressed by
the nucleolus, is reached when all coalitions have
manoeuvring ability as nearly a like as possible.
An alternative interpretation of the excess is as a
measure of S’s total dissatisfaction with x, the
volume of the cry that S might raise against x. In
these terms, the nucleolus suggests that the final
accommodation is determined by the loudest cry
against it. Note that the fotal cry is determining,
not the average cry; a large number of moderately
unhappy citizens can be as potent a force for
change as a moderate number of very unhappy
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ones. Variants of the nucleolus that use the aver-
age excess miss this point.

When the core is non-empty, the nucleolus is
always in it. The nucleolus has been given several
alternative characterizations, direct (Kohlberg
1971, 1972) as well as axiomatic (Sobolev
1975). The kernel was axiomatically character-
ized by Peleg (1986), and many interesting rela-
tionships have been found between the bargaining
set, core, kernel, and nucleolus (e.g. Maschler
et al. 1979). There is a large body of applications,
of which we here cite just one: In a decisive
weighted voting game, the nucleolus constitutes
a set of weights (Peleg 1968). Thus the nucleolus
may be thought of as a natural generalization of
‘voting weights’ to arbitrary games. (We have
already seen that value and weights are quite
different: see 1950-1960, vi.)

(v) The equivalence principle. Perhaps the most
remarkable single phenomenon in game and
economic theory is the relationship between
the price equilibria of a competitive market
economy, and all but one of the major solution
concepts for the corresponding game (the one
exception is the stable set, about which more
below). By a ‘market economy’ we here mean
a pure exchange economy, or a production
economy with constant returns.

We call an economy ‘competitive’ if it has
many agents, each individual one of whom has
too small an endowment to have a significant
effect. This has been modelled by three
approaches. In the asymptotic approach, one lets
the number of agents tend to infinity, and shows
that in an appropriate sense, the solution concept
in question — core, value, bargaining set, or stra-
tegic equilibrium — tends to the set of competitive
allocations (those corresponding to price equilib-
ria). In the continuum approach, the agents con-
stitute a (non-atomic) continuum, and one shows
that the solution concept in question actually
equals the set of competitive allocations (see the
entry on large economies). In the non-standard
approach, the agents constitute a non-standard
model of the integers in the sense of Robinson
(1974), and again one gets equality. Both the
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continuum and the non-standard approaches
require extensions of the theory to games with
infinitely many players; see vi.

Intuitively, the equivalence principle says that
the institution of market prices arises naturally
from the basic forces at work in a market,
(almost) no matter what we assume about the
way in which these forces work. Compare
(1930-1950, ix).

For simplicity in this section, unless otherwise
indicated, the terms ‘core’, ‘value’, etc., refer to
the limiting case. Thus ‘core’ means the limit of
the cores of the finite economies, or the core of the
continuum economy, or of the non-standard
economy.

For the core, the asymptotic approach was
pioneered by Edgeworth (1881), Shubik (1959a,
b), and Debreu and Scarf (1963). Anderson
(1986) is an excellent survey of the large literature
that ensued. Early writers on the continuum
approach included Aumann (1964) and Vind
(1965); the non-standard approach was developed
by Brown and Robinson (1975). Except for
Shubik’s, all these contributions were NTU. See
the entry on CORE. After a 20-year courtship, this
was the honeymoon of game theory and mathe-
matical economics, and it is difficult to convey the
palpable excitement of those early years of inti-
macy between the two disciplines.

Some early references for the value equiva-
lence principle, covering both the asymptotic
and continuum approaches, were listed above
(1930-1950, vi). For the non-standard approach,
see Brown and Loeb (1976). Whereas the core of a
competitive economy equals the set of all com-
petitive allocations, this holds for the value only
when preferences are smooth (Shapley 1964;
Aumann and Shapley 1974; Aumann 1975;
Mas-Colell 1977). Without smoothness, every
value allocation is competitive, but not every
competitive allocation need be a value allocation.
When preferences are kinky (non-differentiable
utilities), the core is often quite large, and then
the value is usually a very small subset of the core;
it gives much more information. In the TU case,
for example, the value is always a single point,
even when the core is very large. Moreover, it
occupies a central position in the core (Hart
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1980; Tauman 1981; Mertens 1988); in particular,
when the core has a centre of symmetry, the value
is that centre of symmetry (Hart 1977a).

For example, suppose that in a glove market
(1950-1960, vi), the number (or measure) of left-
glove holders equals that of right-glove holders.
Then at a price equilibrium, the price ratio
between left and right gloves may be anything
between 0 and oo (inclusive!). Thus the left-
glove holders may end up giving away their mer-
chandise for nothing to the right-glove holders, or
the other way around, or anything in between. The
same, of course, holds for the core. But the value
prescribes precisely equal prices for right and left
gloves.

It should be noted that in a finite market, the
core contains the competitive allocations, but usu-
ally also much more. As the number of agents
increases, the core ‘shrinks’, in the limit leaving
only the competitive allocations. This is not so for
the value; in finite markets, the value allocations
may be disjoint from the core, and a fortiori from
the competitive allocations (19501960, vi).

We have seen (/930-1950, iv) that the core
represents a very strong and indeed not quite
reasonable notion of stability. It might therefore
seem perhaps not so terribly surprising that it
shrinks to the competitive allocations. What hap-
pens, one may ask, when one considers one of the
more reasonable stability concepts that are based
on domination, such as the bargaining set or the
stable sets?

For the bargaining set of TU markets, an
asymptotic equivalence theorem was established
by Shapley and Shubik in the mid-70s, though it
was not published until 1984. Extending this
result to NTU, to the continuum, or to both
seemed difficult. The problems were conceptual
as well as mathematical; it was difficult to give a
coherent formulation. In 1986, Shapley presented
the TU proof at a conference on the equivalence
principle that took place at Stony Brook. A. Mas-
Colell, who was in the audience, recognized the
relevance of several results that he had obtained in
other connections; within a day or 2 he was able to
formulate and prove the equivalence principle for
the bargaining set in NTU continuum economies
(Mas-Colell 1988). In particular, this implies the
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core equivalence principle; but it is a much stron-
ger and more satisfying result.

For the strategic equilibrium the situation had
long been less satisfactory, though there were
results (Shubik 1973; Dubey and Shapley 1980).
The difficulty was in constructing a satisfactory
strategic (or extensive) model of exchange. Very
recently Douglas Gale (1986) provided such a
model and used it to prove a remarkable equiva-
lence theorem for strategic equilibria in the
continuum mode.

The one notable exception to the equivalence
principle is the case of stable sets, which predict
the formation of cartels even in fully competitive
economies (Hart 1974). For example, suppose
half the agents in a continuum initially hold
2 units of bread each, half initially hold 2 units
of cheese, and the utility functions are concave,
differentiable, and symmetric (e.g., u(x,y) = /x
+,/¥). There is then a unique price equilibrium,
with equal prices for bread and cheese. Thus each
agent ends up with one piece of bread and one
piece of cheese; this is also the unique point in the
core and in the bargaining set, and the unique
NTU value. But stable set theory predicts that
the cheese holders will form a cartel, the bread
holders will form a cartel, and these two cartels
will bargain with each other as if they were indi-
viduals. The wupshot will depend on the
bargaining, and may yield an outcome that is
much better for one side than for the other. Thus
at each point of the unique stable set with the full
symmetry of the game, each agent on each side
gets as much as each other agent on that side; but
these two amounts depend on the bargaining, and
may be quite different from each other.

In a sense, the failure of stable set theory to fall
into line makes the other results even more
impressive. It shows that there isn’t some implicit
tautology lurking in the background, that the
equivalence principle makes a substantive
assertion.

In the Theory of Games, von Neumann and
Morgenstern (1944) wrote that

when the number of participants becomes really
great, some hope emerges that the influence of
every particular participant will become negligible.
These are, of course, the classical conditions of ‘free
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competition’ ... The current assertions concerning
free competition appear to be very valuable sur-
mises and inspiring anticipations of results. But
they are not results, and it is scientifically unsound
to treat them as such.

One may take the theorems constituting the equiv-
alence principle as embodying precisely this kind
of ‘result’. Yet it is interesting that Morgenstern
himself, who died in 1977, never became con-
vinced of the validity of the equivalence principle;
he thought of it as mathematically correct but
economically wrongheaded. It was his firm opin-
ion that economic agents organize themselves into
coalitions, that perfect competition is a fiction,
and that stable sets explain it all. The greatness
of the man is attested to by the fact that though
scientifically opposed to the equivalence princi-
ple, he gave generous support, both financial and
moral, to workers in this area.

(vi) Many players. The preface to Contributions
to the Theory of Games 1 (Kuhn and Tucker
1950) contains an agenda for future research
that is remarkable in that so many of its
items — computation of minimax, existence
of stable sets, n-person value, NTU games,
dynamic games — did in fact become central
in subsequent work. Item 11 in this agenda
reads, ‘establish significant asymptotic prop-
erties of n-person games, for large n’. We
have seen ((v)) how this was realized in the
equivalence principle for large economies.
But actually, political game models with
many players are at least as old as economic
ones, and may be older. During the early
1960s, L.S. Shapley, working alone and
with various collaborators, wrote a series of
seven memoranda at the Rand Corporation
under the generic title ‘Values of Large
Games’, several of which explored models
of large elections, using the asymptotic and
the continuum approaches. Among these
were models which had both ‘atoms’ —
players who are significant as individuals —
and an ‘ocean’ of individually insignificant
players. On example of this is a corporation
with many small stockholders and a few large
stockholders; see also Milnor and Shapley
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(1978). ‘Mixed’ models of this kind —
i.e. with an ocean as well as atoms — have
been explored in economic as well as politi-
cal contexts using various solution notions,
and a large literature has developed. The core
of mixed markets has been studied by Dréze
et al. (1969), Gabszewicz and Mertens
(1971), Shitovitz (1973) and many others.
For the nucleolus of ‘mixed’ voting games,
see Galil (1974). Among the studies of values
of mixed games are Hart (1973), Fogelman
and Quinzii (1980), and Neyman (1987).

Large games in which all the players are indi-
vidually insignificant — non-atomic games — have
also been studied extensively. Among the early
contributions to value theory in this connection
are Kannai (1966), Riker and Shapley (1968), and
Aumann and Shapley (1974). The subject has
proliferated greatly, with well over a hundred
contributions since 1974, including theoretical
contributions as well as economic and political
applications.

There are also games with infinitely many
players in which all the players are atoms, namely
games with a denumerable infinity of players.
Again, values and voting games loom large in
this literature. See, e.g., Shapley (1962), Artstein
(1972), and Berbee (1981).

(vii) Cores of finite games and markets. Though
the core was defined as an independent solu-
tion concept by Gillies and Shapley already
in the early 1950s, it was not until the 1960s
that a significant body of theory was devel-
oped around it. The major developments
centre around conditions for the core to be
non-empty; gradually it came to be realized
that such conditions hold most naturally and
fully when the game has an ‘economic’
rather than a ‘political’ flavour, when it
may be thought of as arising from a market
economy.

The landmark contributions in this area were
the following: the Gale and Shapley 1962 paper
on the core of a marriage market; the work of
Bondareva (1963) and Shapley (1967) on the
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balancedness condition for the non-emptiness of
the core of a TU game; Scarf’s 1967 work on
balancedness in NTU games; the work of Shapley
and Shubik (1969a) characterizing TU market
games in terms of non-emptiness of the core;
and subsequent work, mainly associated with the
names of Billera and Bixby (1973), that extended
the Shapley-Shubik condition to NTU games.
Each of these contributions was truly seminal, in
that it inspired a large body of subsequent work.

Gale and Shapley (1962) asked whether it is
possible to match m women with m men so that
there is no pair consisting of an unmatched
woman and man who prefer each other to the
partners with whom they were matched. The
corresponding question for homosexuals has a
negative answer: the preferences of four homo-
sexuals may be such that no matter how they are
paired off, there is always an unmatched pair of
people who prefer each other to the person with
whom they were matched. This is so, for example,
if the preferences of a, b, and ¢ are cyclic, whereas
d is lowest in all the others’ scales. But for the
heterosexual problem, Gale and Shapley showed
that the answer is positive.

This may be stated by saying that the appropri-
ately defined NTU coalitional game has a non-
empty core. Gale and Shapley proved not only the
non-emptiness but also provided a simple algo-
rithm for finding a point in it.

This work has spawned a large literature on the
cores of discrete market games. One fairly general
recent result is Kaneko and Wooders (1982), but
there are many others. A fascinating application to
the assignment of interns to hospitals has been
documented by Roth (1984). It turns out that
American hospitals, after 50 years of turmoil,
finally developed in 1950 a method of assignment
that is precisely a point in the core.

We come now to general conditions for the
core to be non-empty. Call a TU game v super
additive at a coalition U if v(U) > > (S)) for any
partition of U into disjoint coalition Sj. This may
be strengthened by allowing partitions of U into
disjoint ‘part-time’ coalitions S, interpreted as
coalitions S operating during a proportion 6 of
the time 0<6<1. Such a partition is therefore a
family {0,S;}, where the total amount of time that
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each player in U is employed is exactly 1; i.e.,
where X,0,x5; = xu, where ys is the indicator
function of S. If we think of v(S) as there venue
that Scan generate when operating full-time, then
the part-time coalition 0S generates Ov(S). Super-
additivity at U for part-time coalitions thus means
that

Zej}fsj = yy implies v(U) > ZHJV(SJ')
j J

A TU game v obeying this condition for U = I is
called balanced; for all U, totally balanced.

Intuitively, it is obvious that a game with a non-
empty core must be superadditive at I; and once
we have the notion of part-time coalitions, it is
only slightly less obvious that it must be balanced.
The converse was established (independently) by
Bondareva (1963) and Shapley (1967). Thus a TU
game has a non-empty core if and only if it is
balanced.

The connection between the core and
balancedness (generalized superadditivity) led to
several lines of research. Scarf (1967) extended
the notion of balancedness to NTU games, then
showed that every balanced NTU game has a non-
empty core. Unlike the Bondareva-Shapley proof,
which is based on linear programming methods,
Scarf’s proof was more closely related to fixed-
point ideas. Eventually, Scarf realized that his
methods could be wused actually to prove
Brouwer’s fixed-point theorem, and moreover, to
develop effective algorithms for approximating
fixed points. This, in turn, led to the development
of algorithms for approximating competitive equi-
libria of economies (Scarf 1973), and to a whole
area of numerical analysis dealing with the
approximation of fixed points (see computation
of general equilibria).

An extension of the Bondareva-Shapley result
to the NTU case that is different from Scarf’s was
obtained by Billera (1970a).

Another line of research that grew out of
balancedness deals with characterizing markets
in purely game-theoretic terms. When can a
given coalitional game v be expressed as a market
game (1930-1950, ii)? The Bondareva-Shapley
theorem implies that market games have non-
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empty cores, and this also follows from the fact
that outcomes corresponding to competitive equi-
libria are always in the core. Since a subgame of a
market game is itself a market game, it follows
that for v to be a market game, it is necessary that
it and all its subgames have non-empty cores, i.e.,
that the game be totally balanced. (A subgame ofa
coalitional game v is defined by restricting its
domain to subcoalitions of a given coalition U.)
Shapley and Shubik (1969a) showed that this
necessary condition is also sufficient. Balanced-
ness itself is not sufficient, since there exist games
with non-empty cores having subgames with
empty cores (e.g., |I| =4, v(S): =0,0,1,1, 2
when |S| =0, 1, 2, 3, 4, respectively).

For the NTU case, characterizations of market
games have been obtained by Billera and Bixby
(1973), Mas-Colell (1975), and others.

Though the subject of this section is finite
markets, it is nevertheless worthwhile to relate
the results to non-atomic games (where the
players constitute a non-atomic continuum, an
‘ocean’). The total balancedness condition then
takes on a particularly simple form. Suppose, for
simplicity, that v is a function of finitely many
measures, i.e., v(S) = Au(S)), where u = (uy,...,
Un), and the p; are non-atomic measures. Then v is
a market game iff f is concave and one-
homogeneous (f{0x) = 0(fx)) when 0>0). This is
equivalent to saying that v is superadditive (at all
coalitions), and fis 1-homogeneous (Aumann and
Shapley 1974).

Perhaps the most remarkable expression of the
connection between superadditivity and the core
has been obtained by Wooders (1983). Consider
coalitional games with a fixed finite number & of
‘types’ of players, the coalitional form being
given by v(S) = f(u(S)), where u(S) is the profile
of type sizes in S, i.e. it is a vector whose i’th
coordinate represents the number of type i players
in S. (To specify the game, u(I) must also be
specified.) Assume that f is superadditive,
ie. flx +y) > fix) + Ay) for all x and y with
non-negative integer coordinates; this assures the
superadditivity of v. Moreover, assume that
f obeys a ‘Lipschitz’ condition, namely that |f
®) — fO)/|]x — || is uniformly bounded for all
x # y, where ||x|| : = maxjx|. Then for each
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& > 0, when the number of players is sufficiently
large, the e-core is non-empty. (The e-core is
defined as the set of all outcomes x such that x
(S) > v(S) — &[] for all S.) Roughly, the result
says that the core is ‘almost’ non-empty for suffi-
ciently large games that are superadditive and
obey the Lipschitz condition. Intuitively, the
superadditivity together with the Lipschitz condi-
tion yield ‘approximate’ 1-homogeneity, and in
the presence of 1- homogeneity, superadditivity
is equivalent to concavity. Thus fis approximately
a 1- homogeneous concave function, so that we
are back in a situation similar to that treated in the
previous paragraph. What makes this result so
remarkable is that other than the Lipschitz condi-
tion, the only substantive assumption is
superadditivity.

Wooders (1983) also obtained a similar theo-
rem for NTU; Wooders and Zame (1984) obtained
a formulation that does away with the finite type
assumption.

1970-1986

We do not yet have sufficient distance to see the
developments of this period in proper perspec-
tive. Political and political economic models
were studied in depth. Non-cooperative game
theory was applied to a large variety of particu-
lar economic models, and this led to the study of
important variants on the refinements of the
equilibrium concept. Great strides forward
were made in almost all the areas that had been
initiated in previous decades, such as repeated
games (both of complete and of incomplete
information), stochastic games, value, core,
nucleolus, bargaining theory, games with many
players, and so on (many of these developments
have been mentioned above). Game Theory was
applied to biology, computer science, moral
philosophy, cost allocation. New light was
shed on old concepts such as randomized
strategies.

Sociologically, the discipline proliferated
greatly. Some 16 or 17 people participated in the
first international workshop on game theory held
in Jerusalem in 1965; the fourth one, held in
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Cornell in 1978, attracted close to 100, and the
discipline is now too large to make such work-
shops useful. An international workshop in the
relatively restricted area of repeated games, held
in Jerusalem in 1985, attracted over 50 partici-
pants. The International Journal of Game Theory
was founded in 1972; Mathematics of Operations
Research, founded in 1975, was organized into
three major ‘areas’, one of them Game Theory.
Economic theory journals, such as the Journal of
Mathematical Economics, the Journal of Eco-
nomic Theory, Econometrica, and others devoted
increasing proportions of their space to game the-
ory. Important centres of research, in addition to
the existing ones, sprang up in France, Holland,
Japan, England, and India, and at many Universi-
ties in the United States.

Gradually, game theory also became less per-
sonal, less the exclusive concern of a small ‘in’
group whose members all know each other. For
years, it had been a tradition in game theory to
publish only a fraction of what one had found, and
then only after great delays, and not always what
is most important. Many results were passed on by
word of mouth, or remained hidden in ill-
circulated research memoranda. The ‘Folk Theo-
rem’ to which we alluded above (1950-1960, iii)
is an example. This tradition had both beneficial
and deleterious effects. On the one hand, people
did not rush into print with trivia, and the slow
cooking of results improved their flavour. As a
result, phenomena were sometimes rediscovered
several times, which is perhaps not entirely bad,
since you understand something best when you
discover it yourself. On the other hand, it was
difficult for outsiders to break in; non-publication
caused less interest to be generated than would
otherwise have been, and significantly impeded
progress.

Be that as it may, those days are over. There are
now hundreds of practitioners, they do not all
know each other, and sometimes have never
even heard of one another. It is no longer possible
to communicate in the old way, and as a result,
people are publishing more quickly. As in other
disciplines, it is becoming difficult to keep abreast
of the important developments. Game theory has
matured.
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(i) Applications to biology. A development of
outstanding importance, whose implications
are not yet fully appreciated, is the application
of game theory to evolutionary biology. The
high priest of this subject is John Maynard
Smith (1982), a biologist whose concept of
evolutionarily stable strategy, a variant of
strategic equilibrium, caught the imagination
both of biologists and of game theorists. On
the game theoretic side, the theme was taken
up by Reinhard Selten (1980, 1983) and his
school; a conference on ‘Evolutionary theory
in biology and economics’, organized by Sel-
ten in Bielefeld in 1985, was enormously
successful in bringing field biologists
together with theorists of games to discuss
these issues. A typical paper was tit for tat in
the great tit (Regelmann and Curio 1986);
using actual field observations, complete
with photographs, it describes how the cele-
brated ‘tit for tat’ strategy in the repeated
prisoners’ dilemma (Axelrod 1984) accu-
rately describes the behaviour of males and
females of a rather common species of bird
called the great tit, when protecting their
young from predators.

It turns out that ordinary, utility maximizing
rationality is much more easily observed in ani-
mals and even plants than it is in human beings.
There are even situations where rats do signifi-
cantly better than human beings. Consider, for
example, the famous probability matching exper-
iment, where the subject must predict the values of
a sequence of i.i.d. random variables taking the
values L and R with probabilities 3/4 and 1/4
respectively; each correct prediction is rewarded.
It is of course optimal always to predict L; but
human subjects tend to match the probabilities,
i.e. to predict L about 3/4 of the time. On the other
hand, while rats are not perfect (i.e. do not predict
L all the time), they do predict L significantly
more often than human beings.

Several explanations have been suggested.
One is that in human experimentation, the sub-
jects try subconsciously to ‘guess right’, i.e. to
guess what the experimenter ‘wants’ them to do,
rather than maximizing utility. Another is simply
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that the rats are more highly motivated. They are
brought down to 80% of their normal body
weight, are literally starving; it is much more
important for them to behave optimally than it is
for human subjects.

Returning to theory, though the notion of stra-
tegic equilibrium seems on the face of it simple
and natural enough, a careful examination of the
definition leads to some doubts and questions as to
why and under what conditions the players in a
game might be expected to play a strategic equi-
librium. See the entry on Nash equilibrium, refine-
ments of. Evolutionary theory suggests a simple
rationale for strategic equilibrium, in which there
is no conscious or overt decision making at all.
For definiteness, we confine attention to two-
person games, though the same ideas apply to
the general case. We think of each of the two
players as a whole species rather than an individ-
ual; reproduction is assumed asexual. The set of
pure strategies of each player is interpreted as the
locus of some gene (examples of a locus are eye
colour, degree of aggressiveness, etc.); individual
pure strategies are interpreted as alleles (blue or
green or brown eyes, aggressive or timid behav-
iour, etc.). A given individual of each species
possesses just one allele at the given locus; he
interacts with precisely one individual in the
other species, who also has just one allele at the
locus of interest. The result of the interaction is a
definite increment or decrement in the fitness of
each of the two individuals, i.e. the number
(or expected number) of his offspring; thus the
payoff in the game is denominated in terms of
fitness.

In these terms, a mixed strategy is a distribu-
tion of alleles throughout the population of the
species (e.g., 40% aggressive, 60% timid). If
each individual of each species is just as likely to
meet any one individual of the other species as
any other one, then the probability distribution of
alleles that each individual faces is precisely given
by the original mixed strategy. It then follows that
a given pair of mixed strategies is a strategic
equilibrium if and only if it represents a popula-
tion equilibrium, i.e. a pair of distributions of
characteristics (alleles) that does not tend to
change.
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Unfortunately, sexual reproduction screws up
this story, and indeed the entire Maynard Smith
approach has been criticized for this reason. But to
be useful, the story does not have to be taken
entirely literally. For example, it applies to evolu-
tion that is cultural rather than biological. In this
approach, a ‘game’ is interpreted as a kind of
confrontational situation (like shopping for a car)
rather than a specific instance of such a situation; a
‘player’ is a role (‘buyer’ or ‘salesman’), not an
individual human being; a pure strategy is a pos-
sible kind of behaviour in this role (‘hard sell’ or
‘soft sell’). Up to now this is indeed not very
different from traditional game theoretic usage.
What is different in the evolutionary interpretation
is that pure or mixed strategic equilibria do not
represent conscious rational choices of the
players, but rather a population equilibrium
which evolves as the result of how successful
certain behaviour is in certain roles.

(i) Randomization as ignorance. In the tradi-
tional view of strategy randomization, the
players use a randomizing device, such as a
coin flip, to decide on their actions. This view
has always had difficulties. Practically speak-
ing, the idea that serious people would base
important decisions on the flip of a coin is
difficult to swallow. Conceptually, too, there
are problems. The reason a player must ran-
domize in equilibrium is only to keep others
from deviating. For himself, randomizing is
unnecessary; he will do as well by choosing
any pure strategy that appears with positive
probability in his equilibrium mixed strategy.

Of course, there is no problem if we adopt the
evolutionary model described above in (i); mixed
strategies appear as population distributions, and
there is no explicit randomization at all. But what
is one to make of randomization within the more
usual paradigm of conscious, rational choice?

According to Savage (1954), randomness is
not physical, but represents the ignorance of the
decision maker. You associate a probability with
every event about which you are ignorant,
whether this event is a coin flip or a strategic
choice by another player. The important thing in

5045

strategy randomization is that the other players be
ignorant of what you are doing, and that they
ascribe the appropriate probabilities to each of
your pure strategies. It is not necessary for you
actually to flip a coin.

The first to break away from the idea of explicit
randomization was J. Harsanyi (1973). He
showed that if the payoffs to each player i in a
game are subjected to small independent random
perturbations, known to i but not to the other
players, then the resulting game of incomplete
information has pure strategy equilibria that cor-
respond to the mixed strategy equilibria of the
original game. In plain words, nobody really ran-
domizes. The appearance of randomization is due
to the payoffs not being exactly known to all; each
player, who does know his own payoff exactly,
has a unique optimal action against his estimate of
what the others will do.

This reasoning may be taken one step further.
Even without perturbed payoffs, the players sim-
ply do not know which strategies will be chosen
by the other players. At an equilibrium of
‘matching pennies’, each player knows very well
what he himself will do, but ascribes 1/2 — 1/2
probabilities to the other’s actions; he also knows
that the other ascribes those probabilities to his
own actions, though it is admittedly not quite
obvious that this is necessarily the case. In the
case of a general n-person game, the situation is
essentially similar; the mixed strategies of i canal
ways be understood as describing the uncertainty
of players other than i about what i will do
(Aumann 1987).

(iii) Refinements of strategic equilibrium. In
analysing specific economic models using
the strategic equilibrium — an activity carried
forward with great vigour since about 1975 —
it was found that Nash’s definition does not
provide adequately for rational choices given
one’s information at each stage of an exten-
sive game. Very roughly, the reason is that
Nash’s definition ignores contingencies ‘off
the equilibrium path’. To remedy this, vari-
ous “refinements’ of strategic equilibrium
have been defined, starting with Selten’s
(1975) ‘trembling hand’ equilibrium. Please
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refer to our discussion of Zermelo’s theorem
(1930-1950, vi), and to Section IV of the
entry on nash equilibrium, refinements of.

The interesting aspect of these refinements is
that they use irrationality to arrive at a strong form
of rationality. In one way or another, all of them
work by assuming that irrationality cannot be
ruled out, that the players ascribe irrationality to
each other with a small probability. True rational-
ity requires ‘noise’; it cannot grow in sterile
ground, it cannot feed on itself only.

(iv) Bounded rationality. For a long time it has
been felt that both game and economic the-
ory assume too much rationality. For exam-
ple the hundred-times repeated prisoner’s

dilemma has some 22" pure strategies; all
the books in the world are not large enough
to write this number even once in decimal
notation. There is no practical way in which
all these strategies can be considered truly
available to the players. On the face of it,
this would seem to render statements
about the equilibrium points of such games
(1950-1960, iv) less compelling, since it is
quite possible that if the sets of strategies
were suitably restricted, the equilibria
would change drastically.

For many years, little on the formal level was
done about these problems. Recently the theory of
automata has been used for formulations of
bounded rationality in repeated games. Neyman
(1985a) assumes that only strategies that are pro-
grammable on an automaton of exogenously fixed
size can be considered ‘available’ to the players.
He then shows that even when the size is very
large, one obtains results that are qualitatively
different from those when all strategies are per-
mitted. Thus in the n-times repeated prisoner’s
dilemma, only the greedy-greedy outcome can
occur in equilibrium; but if one restricts the
players to using automata with as many as ™
states, then for sufficiently large n, one can
approximate in equilibrium any feasible individ-
ually rational outcome, and in particular the
friendly—friendly outcome. For example, this is
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the case if the number of states is bounded by
any fixed polynomial in 7. In unpublished work,
Neyman has generalized this result from the
prisoner’s dilemma to arbitrary games; specifi-
cally, he shows that a result similar to the Folk
Theorem holds in any long finitely repeated game,
when the automaton size is limited as above to
subexponential.

Another approach has been used by Rubinstein
(1986), with dramatically different results. In this
work, the automaton itself is endogenous; all
states of the automaton must actually be used on
the equilibrium path. Applied to the prisoner’s
dilemma, this assumption leads to the conclusion
that in equilibrium, one cannot get anywhere near
the friendly—friendly outcome. Intuitively, the
requirement that all states be used in equilibrium
rules out strategies that punish deviations from
equilibrium, and these are essential to the implicit
enforcement mechanism that underlies the folk
theorem. See the discussion at (/950—1960, iii)
above.

(v) Distributed computing. In the previous sub-
section (iv) we discussed applications of com-
puter science to game theory. There are also
applications in the opposite direction; with the
advent of distributed computing, game theory
has become of interest in computer science.
Different units of a distributed computing
system are viewed as different players, who
must communicate and coordinate. Break-
downs and failures of one unit are often
modelled as malevolent, so as to get an idea
as to how bad the worst case can be. From the
point of view of computer tampering and
crime, the model of the malevolent player is
not merely a fiction; similar remarks hold for
cryptography, where the system must be made
proof against purposeful attempts to ‘break
in’. Finally, multi-user systems come close
to being games in the ordinary sense of
the word.

(vi) Consistency is a remarkable property which,
in one form or another, is common to just
about all game-theoretic solution concepts.
Let us be given a game, which for definite-
ness we denote v, though it may be NTU or
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even non-cooperative. Let x be an outcome
that ‘solves’ the game in some sense, like the
value or nucleolus or a point in the core.
Suppose now that some coalition S wishes
to view the situation as if the players outside
S get their components of x so to speak exog-
enously, without participating in the play.
That means that the players in S are playing
the ‘reduced game’ v§, whose all-player set is
S. It is not always easy to say just how v}
should be defined, but let’s leave that aside
for the moment. Suppose we apply to v{ the
same solution concept that when applied to
v yields x. Then the consistency property is
that x|S (x restricted to S) is the resulting
solution. For example, if x is the nucleolus
of v, then for each v, the restriction x|S is the
nucleolus of v}.

Consistency implies that it is not too important
how the player set is chosen. One can confine
attention to a ‘small world’, and the outcome for
the denizens of this world will be the same as if we
had looked at them in a ‘big world’.

In a game theoretic context, consistency was
first noticed by J. Harsanyi (1959) for the Nash
solution to the n-person bargaining game. This is
simply an NTU game V in which the only signif-
icant coalitions are the single players and the all-
player coalition, and the single players are nor-
malized to get 0. The Nash solution, axiomatized
by Harsanyi (1959), is the outcome x that maxi-
mizes the product x'x? ... x". To explain the con-
sistency condition, let us look at the case n = 3, in
which case V({1, 2, 3}) is a subset of three-space.
Ifwelet S = {1, 2}, and if x, is the Nash solution,
then 3 should get x}. That means that 1 and 2 are
confined to bargaining within that slice of V{(1, 2,
3)} that is determined by the plane x3
According to the Nash solution for the two-person
case, they should maximize x'x? over this slice; it
is not difficult to see that this maximum is attained
at (x),x3), which is exactly what consistency
requires.

Davis and Maschler (1965) proved that the
kernel satisfies a consistency condition; so do the
bargaining set, core, stable set, and nucleolus,
using the same definition of the reduced game
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vl as for the kernel (Aumann and Dreze 1974).
Using a somewhat different definition of v}, con-
sistency can be established for the value (Hart and
Mas-Colell 1986). Note that strategic equilibria,
too, are consistent; if the players outside S play
their equilibrium strategies, an equilibrium of the
resulting game on S is given by having the players
in S play the same strategies that they were
playing in the equilibrium of the large game.

Consistency often plays a key role in axiomat-
izations. Strategic equilibrium is axiomatized by
consistency, together with the requirement that in
one-person maximization problems, the maxi-
mum be chosen. A remarkable axiomatization of
the Nash solution to the bargaining problem
(including the two-person case discussed at
1950-1960, v), in which the key role is played
by consistency, has been provided by T. Lensberg
(1981). Axiomatizations in which consistency
plays the key role have been provided for the
nucleolus (Sobolev 1975), core (Peleg 1985,
1986), kernel (Peleg 1986), and value (Hart and
Mas-Colell 1986). Consistency-like conditions
have also been used in contexts that are not strictly
game-theoretic, e.g. by Balinski and Young
(1982), W. Thomson, J. Roemer, H. Moulin,
H.P. Young and others.

In law, the consistency criterion goes back at
least to the 2000-year old Babylonian Talmud
(Aumann and Maschler 1985). Though it is
indeed a very natural condition, its huge scope is
still somewhat startling.

(vii) The fascination of cost allocation is that it
retains the formal structure of cooperative
game theory in a totally different interpreta-
tion. The question is how to allocate joint
costs among users. For example, the cost of a
water supply or sewage disposal system
serving several municipalities (e.g. Bogardi
and Szidarovsky 1976); the cost of tele-
phone calls in an organization such as a
university or corporation (Billera et al.
1978); or the cost of an airport (Littlechild
and Owen 1973, 1976). In the airport case,
for example, each ‘player’ is one landing of
one airplane, and v(S) is the cost of building
and running an airport large enough to
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accommodate the set S of landings. Note that
w(S) depends not only on the number of
landings in S but also on its composition;
one would not charge the same for a landing
of a 747 as for a Piper, for example because
the 747 requires a longer runway. The allo-
cation of cost would depend on the solution
concept; for example, if we are using the
Shapley value ¢, then the fee for each land-
ing i would be ¢'v.

The axiomatic method is particularly attrac-
tive here, since in this application the axioms
often have rather transparent meaning. Most fre-
quently used has been the Shapley value, whose
axiomatic characterization (see Shapley value) is
particularly transparent (Billera and Heath
1982).

The literature on the game theoretic approach
to cost allocation is quite large, probably several
hundred items, many of them in the accounting
literature (e.g. Roth and Verrecchia 1979).

Concluding Remarks

(i)

Ethics. While game theory does have intel-
lectual ties to ethics, it is important to real-
ize that in itself, it has no moral content,
makes no moral recommendations, is ethi-
cally neutral. Strategic equilibrium does not
tell us to maximize utility, it explores what
happens when we do. The Shapley value
does not recommend dividing payoff
according to power, it simply measures the
power. Game Theory is a tool for telling us
where incentives will lead. History and
experience teach us that if we want to
achieve certain goals, including moral and
ethical ones, we had better see to the incen-
tive effects of what we are doing; and if we
do not want people to usurp power for them-
selves, we had better build institutions that
spread power as thinly and evenly as possi-
ble. Blaming game theory — or, for that
matter, economic theory — for selfishness
is like blaming bacteriology for disease.

Game Theory

Game theory studies selfishness, it does
not recommend it.

(ii) Mathematical methods. We have had very

(iif)

Used here

Strategic form
Strategic equilibrium
Coalitional form
Transferable utility
Decisive voting game
Improve upon

Worth

Profile
1-homogeneous

little to say about mathematical methods in
the foregoing, because we wished to stress
the conceptual side. Worth noting, though, is
that mathematically, game theoretic results
developed in on context often have important
implications in completely different contexts.
We have already mentioned the implications
of two-person zero-sum theory for the theory
of the core and for correlated equilibria
(1910-1930, vii). The first proofs of the exis-
tence of competitive equilibrium (Arrow and
Debreu 1954) used the existence of strategic
equilibrium in a generalized game (Debreu
1952). Blackwell’s 1956 theory of two-
person zero-sum games with vector payoffs
is of fundamental importance for n-person
repeated games of complete information
(Aumann 1961) and for repeated games of
incomplete information (e.g. Mertens 1982;
Hart 1985b). The Lemke-Howson algorithm
(1962) for finding equilibria of two-person
non-zero sum non-cooperative games was
seminal in the development of the algorithms
of Scarf (1967, 1973) for finding points in the
core and finding economic equilibria.
Terminology. Game theory has sometimes
been plagued by haphazard, inappropriate
terminology. Some  workers, notably
L.S. Shapley (1973b), have tried to introduce
more appropriate terminology, and we have
here followed their lead. What follows is a
brief glossary to aid the reader in making the
proper associations.

Older term

Normal form

Nash equilibrium
Characteristic function

Side payment

Strong voting game

Block

Characteristic function value
n-tuple

Homogeneous of degree 1
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Abstract

Darwinian evolutionary dynamics and learning
dynamics provide the foundation for game the-
ory in biology. The theory is used to analyse
interactions between individuals. Animal fight-
ing behaviour, cooperative interactions and
signalling interactions are examples of impor-
tant areas of application. The payoffs to strate-
gies in biological games represent Darwinian
fitness, viz. survival and reproductive success.
The strategies can be behaviour patterns, but
also choices of phenotypic properties such as
becoming a male or a female. The evolutionary
analysis of allocation to male and female func-
tion is one of the most successful applications
of game theory in biology.
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In biology, game theory is a branch of evolution-
ary theory that is particularly suited to the study of
interactions between individuals. The evolution of
animal fighting behaviour was among the first
applications and it was in this context that
Maynard Smith and Price (1973) developed the
concept of an evolutionarily stable strategy (ESS)
(see » Learning and Evolution in Games: ESS).
Cooperative interactions (Trivers 1971) and sig-
nalling interactions (Grafen 1991), such as when
males signal their quality to females, are examples
of other important areas of application. There is an
overlap of ideas between economics and biology,
which has been quite noticeable since the 1970s
and, in a few instances, earlier (Sigmund 2005). In
the early 21st century, the interchange takes the
form of a joint exploration of theoretical and
empirical issues by biologists and economists
(Hammerstein and Hagen 2005).

Strategies in games inspired by biology can rep-
resent particular behaviour patterns, including rules
about which behaviour to perform in which circum-
stance. Other aspects of an individual’s phenotype
can also be viewed as the result of strategic choice.
A life-history strategy specifies choices that have
major impact on an individual’s course of life, for
instance, whether to become a male or a female or,
for certain insects, whether or not to develop wings.
Interactions between individuals are modelled as
games where the payoffs represent Darwinian fit-
ness. Random matching of players drawn from a
large population is one common game model,
which was used to study fighting behaviour
(Maynard Smith and Price 1973; Maynard Smith
and Parker 1976). ‘Playing the field” (Maynard
Smith 1982) is a more general modelling approach,
where the payoff to an individual adopting a partic-
ular strategy depends on some average property of
the population (cf. population games in determinis-
tic evolutionary dynamics).

Game Theory and Biology

Game theory is needed for situations where
payoffs to strategies depend on the state of a
population, and this state in turn depends on the
strategies that are present. For matching of players
drawn from a population, the distribution of
opposing strategies is of course given by the pop-
ulation distribution, but there are other reasons
why the distribution of strategies influences
expected payoffs. A ‘playing-the-field’ example
is the choice by an individual, or by its mother, to
develop into a male or a female. The two sexes
occur in roughly equal proportions in many spe-
cies. This observation intrigued Darwin, who was
unable to provide a satisfactory explanation, writ-
ing that ‘I formerly thought that when a tendency
to produce the two sexes in equal numbers was
advantageous to the species, it would follow from
natural selection, but I now see that the whole
problem is so intricate that it is safer to leave its
solution to the future’ (Darwin 1874, p. 399). The
solution to the problem was found by Diising
(1884; see also Edwards 2000, and Fisher 1930),
and rested on the principle that, in diploid sexual
organisms, the total genetic contribution to off-
spring by all males in a generation must equal the
contribution by all females in the same generation.
This gives a reproductive advantage to the rarer
sex in the passing of genes to future generations.
The payoffs to a mother from producing a son or a
daughter must then depend on the population sex
ratio, and this dependence can result in an evolu-
tionary equilibrium at an even sex ratio (see
below). The idea arose before the development
of the concept of an ESS by Maynard Smith and
Price (1973), but it can be regarded as the first
instance of game-theoretical reasoning in biology.

Payoffs, Reproductive Value,
and Evolutionary Dynamics

Class-structured populations in discrete time
(Caswell 2001) are often used as settings for evo-
Iutionary analysis. The classes or states are prop-
erties like female and male, and time might be
measured in years. Let 7,(f) denote the number of
individuals in state i at time ¢. We can write a
deterministic population dynamics as n(t + 1)
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=An(t), where n is the vector of the n; and 4 is the
so-called population projection matrix. The ele-
ments a; of A can depend on # and on the strate-
gies that are present in the population. They
represent per capita genetic contributions of indi-
viduals in state j to state 7, in terms of offspring or
individual survival. A common evolutionary anal-
ysis is to determine a stationary n for the case
where all individuals use a strategy x and to exam-
ine whether rare mutants with strategy x’ would
increase in number in such a population.

Let us apply this scheme to the just mentioned
sex ratio problem. Suppose that a mother can
determine the sex of her offspring and that females
in the population produce a son with probability
x and a daughter with probability 1 — x.
For nonoverlapping generations, the dynamics
n(t+ 1) = An(¢) can be written as

(o) = (Fos” Posa ) olin)

where b is the reproductive output (number of
offspring) of a female, bq is the reproductive
output of a male, and the factor 0.5 accounts for
the genetic shares of the parents in their offspring.
Because the reproductive output of all males must
equal that of all females, it follows that g = ns(7)/
n,, (¢) and thus that ¢ = (1 — x)/x. In a stationary
population, b = 1/(1 — x) must hold, which could
come about through a dependence of b on the total
population size. Introducing the matrix

, LA(1-x)/(1—-x) (1—x)/x
B<x,x>:_< Al )

the population projection matrix for a station-
ary population is 4 = B(x, x) and the stationary
n = (ng n,,) is proportional to the leading eigen-
vector, w = (1 —x, x), of this 4. Suppose a mutant
gene causes a female to adopt the sex ratio strat-
egy x/, but has no effect in a male. As long as the
mutant gene is rare, only the strategy of heterozy-
gous mutant females needs to be taken into
account, and the dynamics of the mutant
sub-population can be written as n'(z + 1)=
A'n'(f) with A" = B(¥’, x). The mutant can invade
if M(x/, x) > 1 holds for the leading eigenvalue
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Mx', x) of B(x', x). Direct computation of the
leading eigenvalue shows that a mutant with
X > x can invade if x < 0.5 and one with
X’ < x can invade if X' > 0.5, resulting in an
evolutionary equilibrium at x = 0.5.

The reproductive value of state 7 is defined as
the ith component of the leading ‘left eigenvector’
v of the stationary population projection matrix
A = B(x, x), that is, v is the leading eigenvector of
the transpose of 4. It is convenient to normalize
v so that its scalar product v - w with the leading
eigenvector w equals 1. For our sex ratio problem
we have v = 1 (1/(1 — x), 1/x). The reproductive
value of state i can be interpreted as being propor-
tional to the expected genetic contribution to
future generations of an individual in state i. The
eigenvectors v and w can be used to investigate
how the leading eigenvalue depends on x’ near
x' = x. It is easy to show that I/, x)/0x’ = I(v -
B(X', x)w)/0x’ holds at x' = x (for example,
Caswell 2001), and this result can be used to
identify evolutionary equilibria. If a mutation
has an effect in only one of the states, like the
females in our example, there is further simplifi-
cation in that only one column of B(x', x) depends
on x'. It follows that evolutionary change
through small mutational steps in the sex ratio
example can be described as if females were
selected to maximize the expected reproductive
value per offspring, given by V(x',x) =1 (1 —x/)
/(1 —x) 4+ 4x'/x. Payoff functions having this
form were introduced by Shaw and Mohler
(1953), in what may have been the first worked
out game-theoretical argument in biology. As we
have seen, analysis of such payoff functions cor-
responds to an analysis of mutant invasion in a
stationary population.

The concept of reproductive value was intro-
duced by Fisher (1930) and plays an important
role in the very successful field of sex ratio theory
(Charnov 1982; Pen and Weissing 2002), as well as
in evolutionary theory in general (McNamara and
Houston 1996; Houston and McNamara 1999;
Grafen 2006). The concept is useful to represent
payoffs in games played in populations in stationary
environments. Reproductive value can be regarded
as a Darwinian representation of the concept of
utility in economics. For populations exposed to
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large-scale environmental fluctuations, as well as for
those with limit-cycle or chaotic attractors of the
population dynamics, concepts similar to reproduc-
tive value have proven less useful. In such situa-
tions, one needs the more general approach of
explicitly considering evolutionary dynamics for
populations of players of strategies. There are sev-
eral influential approaches to the study of evolution-
ary dynamics in biology (Nowak and Sigmund
2004), ranging from replicator dynamics (see deter-
ministic evolutionary dynamics) and adaptive
dynamics (Metz et al. 1992; Metz et al. 1996;
Hofbauer and Sigmund 1998) to the traditional
modelling styles of population genetics and quanti-
tative genetics (Rice 2004). These approaches make
different assumptions about such things as the
underlying genetics and the rate and distribution of
mutation. Recent years have seen an increasing
emphasis on explicitly dynamical treatments in evo-
lutionary theory.

Are There Mixed Strategies in Nature?

Biologists have wondered how individuals, as
players of a game, come to play one strategy or
another. For life-history strategies, involving
choices between alternative phenotypes, a popu-
lation containing a mixture of phenotypes could
be the result of randomization at the level of an
individual, which corresponds to a mixed strategy,
or there could be a genetic polymorphism of pure
strategies (Maynard Smith 1982). These two pos-
sibilities can be contrasted with a third, where
individuals (or their parents) use information
about themselves or their local environment to
make life-history choices, which could corre-
spond to a conditional strategy in a Bayesian
game. The general question is related to the issue
of purification of mixed strategy equilibria in
game theory (see » Purification). When observ-
ing populations that are mixtures of discrete phe-
notypes, biologists have tried to establish if one of
the above three possibilities applies and, if so,
what the evolutionary explanation might be. This
question has been asked, for instance, about the
phenomenon of alternative reproductive strategies
(Gross 1996; Shuster and Wade 2003), like the
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jack and hooknose males in coho salmon (Gross
1985) or the winged and wingless males in fig
wasps (Hamilton 1979). Since there are likely to
be a number of factors that influence the relative
success of reproductive alternatives and could be
known to a developing individual — for instance,
its juvenile growth rate and thus its potential adult
size — one might expect some form of conditional
strategy to evolve. This expectation agrees with
the observation that conditional determination is
common (Gross 1996). There are also instances of
genetic determination of reproductive alternatives
(Shuster and Wade 2003) but, somewhat surpris-
ingly, there is as yet no empirically confirmed case
of a mixed strategy of this kind. Perhaps it has
been difficult for evolution to construct a well-
functioning randomization device, leaving
genetic polymorphism as a more easily achieved
evolutionary outcome.

Evolution of Cooperation

Among the various applications of game theory
in biology, the evolution of cooperation is by far
the most studied issue. This great interest is
based on the belief that cooperation has played
a crucial role in the evolution of biological orga-
nization, from the structure of chromosomes,
cells and organisms to the level of animal soci-
eties. An extreme form of cooperation is that of
the genes operating in an organism. Several
thousand genes coordinate and direct cellular
activities that in the main serve the well-being
of their organism. Kin selection (Hamilton
1964), which predicts that agents have an evo-
lutionary interest in assisting their genetic rela-
tives, cannot be the main explanation for this
cooperation, since the different genes in an
organism are typically not closely related by
descent (except for a given gene in one cell and
its copies in other cells). It is instead division of
labour that is the principle that unites the parts of
an organism into a common interest, of sufficient
strength to make it evolutionarily unprofitable
for any one gene to abandon its role in the
organism for its own advantage. There are of
course exceptions, in the form of selfish genetic
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elements, but these represent a minority of cases
(Burt and Trivers 2006).

Trivers (1971) and Axelrod and Hamilton
(1981) promoted the idea that many of the features
of the interactions between organisms would find
an explanation in the give and take of direct recip-
rocation. In particular, the strategy of tit for tat
(Axelrod and Hamilton 1981) for the repeated
Prisoner’s Dilemma game was thought to represent
a general mechanism for reciprocity in cooperative
interactions and received much attention from
biologists. On the whole, this form of direct reci-
procity has subsequently failed to be supported by
empirical observation. Two reasons for this failure
have been proposed (Hammerstein 2003). One is
that the structure of real biological interactions
differs in important ways from the original theo-
retical assumptions of a repeated game. The other
is that the proposed strategies, like tit for tat, are
unlikely to be reached by evolutionary change in
real organisms, because they correspond to
unlikely behavioural mechanisms. In contrast to
reciprocity, both the influence of genetic related-
ness through kin selection (Hamilton 1964) and the
presence of direct fitness benefits to cooperating
individuals have relatively strong empirical sup-
port. Division of labour and the direct advantages
of the trading of benefits between agents are likely
to be crucial ingredients in the explanation of
cooperation between independent organisms. The
idea of a market, where exchanges take place, is
thus relevant in both biology and economics (Noe
and Hammerstein 1994).

Evolution of Signalling

Signals are found in a wide variety of biological
contexts, for instance in aggressive interactions,
parent—offspring interactions, and in connection
with mate choice. There is now a fairly well
developed set of theories about biological signals
(Maynard Smith and Harper 2003). One of the
most influential ideas in the field is Zahavi’s hand-
icap principle (Zahavi 1975). It states that a signal
can reliably indicate high quality of the signaller
only if the signal is costly, to the extent that it does
not pay low-quality individuals to display the
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signal. The idea can be seen as a nonmathematical
version of Spence’s signalling theory (Spence
1973, 1974), but, because biologists, including
Zahavi, were unaware of Spence’s work in eco-
nomics, Zahavi’s principle remained controversial
in biology until Grafen (1991) provided a game-
theoretical justification. The turn of events illus-
trates that biologists might have benefited from
being more aware of theoretical developments in
economics.

An example where Zahavi’s handicap principle
could apply is female mate choice in stalk-eyed
flies (David et al. 2000). Males of stalk-eyed flies
have long eye stalks, increasing the distance
between their eyes, which is likely to be an
encumbrance in their day-to-day life. A high
level of nutrition, but also the possession of
genes for high phenotypic quality, cause males
to develop longer eye stalks. Female stalk-eyed
flies prefer to mate with males with eyes that are
far apart, and in this way their male offspring have
a greater chance of receiving genes for long eye
stalks. Female choice will act to reduce genetic
variation in males, but if a sufficiently broad range
of genetic loci can influence eye-stalk length,
because they have a general effect on the pheno-
typic quality of a male, processes like deleterious
mutation could maintain a substantial amount of
genetic variation. In this way, signalling theory
can explain the evolution of elaborate male orna-
ments, together with a mating preference for these
ornaments in females, illustrating the power of
game-theoretical arguments to increase our under-
standing of biological phenomena.

Learning

Viewing strategies as genetically coded entities on
which natural selection operates, with evolution-
arily stable strategies as endpoints of evolutionary
change, is not the only game-theoretical perspec-
tive that is of relevance in biology. For many
categories of behaviour, learning or similar adjust-
ment processes are important in shaping the dis-
tribution of strategies in a population. For
instance, when animals search for food or locate
suitable living quarters, they may have the
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opportunity to evaluate the relative success of
different options and to adjust their behaviour
accordingly. A well-studied example is the
so-called producer—scrounger game, for which
there are experiments with birds that forage in
groups on the ground (Barnard and Sibly 1981;
Giraldeau and Caraco 2000). The game is played
by a group of foragers and consists of a number of
rounds. In each round an individual can choose
between two behavioural options. Producers
search for and utilize new food sources, and
scroungers exploit food found by producers. The
game presupposes that the activities of producing
and scrounging are incompatible and cannot be
performed simultaneously, which is experimen-
tally supported (Coolen et al. 2001). The payoffs
to the options, measured as the expected food
intake per round, depend on the frequencies of
the options in the group. For instance, scrounging
is most profitable to an individual if no one else
scrounges and yields a lower payoff with more
scrounging in the group. By specifying the details
of the model, one can compute an equilibrium
probability of scrounging at which the payoffs to
producing and scrounging are equal. This equilib-
rium is influenced by parameters like expected
search times and the amount of food found in a
new location. It has been experimentally verified
that groups of spice finches converge on such an
equilibrium over a period of a few days of forag-
ing (Mottley and Giraldeau 2000; Giraldeau and
Caraco 2000). It is not known precisely which
rules are used by individuals in these experiments
to modify their behaviour, but such rules are likely
to play an important role in shaping behaviour in
many animals, including humans (see » Learning
and Evolution in Games: Adaptive Heuristics).
The study of these kinds of adjustments of behav-
iour could therefore represent an important area of
overlap between biology and economics.

See Also

Deterministic Evolutionary Dynamics
Learning and Evolution in Games: Adaptive
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Abstract

Game theory entered economics with the pub-
lication in 1944 of the Theory of Games and
Economic Behavior by John von Neumann and
Oskar Morgenstern. The authors were, respec-
tively, a Hungarian mathematician and an Aus-
trian economist. Paying attention to the
scientific and cultural context, this article dis-
cusses the creation, content and impact of
that work.
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Johnny called me; he likes my manuscript. ... I am
very happy about this. After all, it wasn’t easy for
me to simplify his mathematical theory, and to
represent it correctly. He is working continuously
without a break; it is nearly eerie. Oskar
Morgenstern, Diary, 7 August 1941 (author’s
translation)

Thus confided Oskar Morgenstern to his wartime
diary at Princeton, while working on the introduc-

tory chapter of what would become the Theory of
Games and Economic Behavior (1944). Like
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other private reflections written at the time, it
speaks to the distance that lay between him, the
Viennese economist, and ‘Johnny’ von Neumann,
the Hungarian mathematician. The two exiles had
come to Princeton by quite different paths, and, in
1941, had known each other well for only 2 years.
A product of the Austrian school of economics,
Morgenstern had strong critical faculties and epis-
temological interests, but limited mathematical
training. Von Neumann, on the other hand, was a
Hungarian mathematician of first rank, with little
time for philosophical speculation but boundless
confidence in the application of mathematics
across the scientific domain. Yet, differences not-
withstanding, they managed to forge a fruitful
partnership, writing a landmark 600-page book
on mathematical social science that would mark
the creation of game theory and link them there-
after in the public eye.

Von Neumann (1903-1957), the privately
tutored mathematical prodigy, came from a pros-
perous banking family of assimilated Hungarian
Jews. It is not insignificant for the present subject
that, during his formative years, he was witness to
political upheaval, including not only the First
World War but also, in Hungary, the 1919 Com-
munist revolution of Bela Kun and its subsequent
brutal suppression. Indeed, the Kun regime saw
the von Neumann family temporarily flee Buda-
pest. He also watched the growth of anti-semitism
in Hungary, which would increasingly restrict the
opportunities available to even well-integrated
Jews such as himself. In the mid-1920s, he com-
pleted degrees in mathematics and chemical engi-
neering at Budapest and Zurich, during that time
writing several papers, mainly in the areas of
axiomatic set theory and the consistency of math-
ematics. In 1926, he became postdoctoral fellow
at the University of Gottingen, then a world centre
in mathematics, whose rich environment allowed
him to work close to not only its leader David
Hilbert but other luminaries such as Richard
Courant and Hermann Weyl. During this period,
he continued working on set theory and founda-
tions and, in particular, the mathematical theory of
quantum mechanics (see von Neumann 1932). In
these works, there emerge features that would
characterize von Neumann’s use of mathematics
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in social science, including an emphasis on
achieving axiomatic description of the field
under study and, perhaps inherited from quantum
mechanics, a belief in the inherently probabilistic
nature of the world.

Both of these features surfaced in another of
von Neumann’s Gottingen papers, one which
stood apart from his main interests. This was his
1928 ‘Zur Theorie der Gesellschaftsspiele’, the
theory of parlour games, first presented when
von Neumann was 23 years old. Were space
restrictions unimportant here, we could explore
the rich background to the mathematical treatment
of games. Chess held a great place in the Jewish
culture of Mitteleuropa at the turn of the twentieth
century: from the psychological investigation of
the thought processes of the grandmasters to the
use of the game as source of inspiration in novel-
ists’ fiction. Legendary chess champion and math-
ematician, Emanuel Lasker, drew on the game for
inspiration as he wrote about the workings of
social life. Other mathematician contemporaries
of his wondered whether so human an activity as
chess could be made amenable to formal treat-
ment. The key figures here were Ernest Zermelo
in 1913 and then, in the 1920s, von Neumann’s
Hungarian contemporaries, Dénes Konig and
Laszl6 Kalmar. Independently, in Paris, again in
the 1920s, French mathematician, Emile Borel,
drew on his experience as a player of cards rather
than chess to begin constructing a mathematical
analysis of games involving strategy and to probe
the question of equilibrium play. Von Neumann’s
paper may be regarded as the crowning contribu-
tion of these mathematical investigations.

His paper is a brilliant description of the
generic two-person, zero-sum game, that is, in
which the interests of the two players are directly
opposed. He defines the game by the strategies
available to both players and their associated pay-
offs, and, never too concerned about elegance in
mathematics, gives a tortuously difficult proof of
the existence of a minimax equilibrium. This is a
preferred way to play, possibly requiring that
strategies be chosen in a probabilistic manner,
that allows each player to minimize the amount
ceded to the other. The paper, which brought the
discussion of the existence of such an equilibrium
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to a close, finished with preliminary suggestions
about how to extend the analysis to games of three
or more players, in terms of coalitions and their
winnings. But it went no further than that, and
neither did von Neumann. Apart from some
unpublished work at the time, in which he showed
how the strategy of ‘bluffing” in a simple
two-person poker corresponded to the mathemat-
ically rational way to play, he essentially put the
theory of games aside. Following a period as
Privatdozent at the University of Berlin, he spent
6 months of 1930 at Princeton University’s
Department of Mathematics. The following year,
gauging that his opportunities in Europe were
limited, he moved permanently to the United
States, where, along with Albert Einstein, he
became one of the first members of the newly
founded Institute for Advanced Study, close to
Princeton University.

Morgenstern (1906-1976) was part of the
thriving interwar economics community in
Vienna constituted by such figures as Ludwig
von Mises, Hans Mayer, Friedrich Hayek, Fritz
Machlup and Gottfried Haberler. Having obtained
his Habilitation in 1928, he became lecturer at the
University of Vienna and then director of the
Rockefeller-financed Institut fiir Konjunktur-
forschung (Business Cycle Institute). Although
an Austrian economist, he was not as ardent an
advocate of laissez-faire liberalism as Mises and
Hayek, being closer to von Wieser and Hans
Mayer, both of whom were more accepting of
public intervention and strong government. As
Institute director, Morgenstern also had to accom-
modate himself to the authoritarian Christian
Social government that governed Austria between
1934 and 1938.

Like his fellow members of the Austrian
School, not least Hayek, Morgenstern was critical
of general equilibrium theory, and particularly of
what the Viennese viewed as its lack of precision
in treating the knowledge, beliefs and expecta-
tions of forward-looking economic actors (see
Morgenstern 1935). Unlike many of his Viennese
colleagues, however, and notwithstanding his
own limited training in the subject, Morgenstern
learned to see the further application of mathemat-
ics as a means by which to improve the rigour of
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economic theory. In this, he differed from Mises
and Hayek, for example, who were quite sceptical
about what was to be gained by applying mathe-
matics to the non-mechanical realm of human
action. Here, Morgenstern was influenced by his
contact with mathematician Karl Menger, who
was son of the founder of the Austrian School of
economics, was close to the Vienna Circle, and
was leader of that small coterie of mathematical
economists in interwar Vienna, which included
Karl Schlesinger, Abraham Wald and a young
Franz Alt. Menger’s friendship, activities and
writings, including his 1934 book on ethics and
social compatibility, were of fundamental impor-
tance to Morgenstern at this time (see Menger
1934; Leonard 1998).

Like von Neumann, Morgenstern’s career was
shaped in part by social and political upheaval. In
1927, Vienna was the theatre of political violence
between the Austrian Right and the Socialists. In
1934, there was a civil war in Austria, as the
conservative Chancellor Dollfuss crushed the
Left, and in 1938 the country was annexed by
Germany. This marked the demise of one of the
most intellectually and culturally active cities of
interwar Europe. Although not Jewish,
Morgenstern found himself ousted from his Insti-
tute and, leaving Austria in 1938, he took a posi-
tion at the department of economics at Princeton
University. The latter was then very much a sleepy
gentlemen’s college, so that, for sophisticated
intellectual company, Morgenstern found himself
turning towards the mathematicians and physi-
cists at the Institute of Advanced Study.

By this time, von Neumann was already
returning to game theory. Throughout the 1930s
his correspondence shows him to be a very astute
observer from afar of the political situation in
Europe, and it was against this background of
irrationality and social instability that he returned,
at the close of the decade, to the development of a
mathematics of alliances and coalitions. In late
1940 and 1941, quite independent of
Morgenstern, he extended his 1928 theory to the
treatment of three, four and more players, culmi-
nating in an analysis of the general n-person,
non-zero-sum game. These ideas on games
attracted Morgenstern, who saw in them not so
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much a theory of the social order as a response to
his Viennese concerns about how to model the
interaction between economic agents. The ensu-
ing collaboration with von Neumann in the period
1941-1943 resulted in the Theory of Games and
Economic Behavior, the entire technical apparatus
of which was provided by von Neumann, and the
introduction and general orientation by
Morgenstern (see Leonard 1995, 2008).

Contents of Theory of Games
and Economic Behavior

That introductory chapter is the most accessible,
and therefore most widely read and cited, part of
the Theory of Games. It is at once a defence of the
use of mathematics in social science and a critique
of'the prevailing state of mathematical economics.
Von Neumann’s influence, and almost religious
faith in the supremacy of mathematical formalism,
is clear throughout. There is nothing intrinsically
different about social science, it is claimed, that
renders it inaccessible to mathematical treatment.
Natural phenomena, whether or not they concern
human behaviour, are potential repositories of
mathematics, the richness of which is likely to
be correlated with the empirical prominence of
the field. Social and economic activity is of such
great worldly importance that it is likely to, so to
speak, generate a mathematics of its own.

The most prominent treatment of the area, gen-
eral equilibrium theory, is merely the imitative
grafting of physical science methods onto social
science. This brings with it assumptions about
underlying continuity of change, whereas the
social domain likely requires attention to dis-
cretely separate structures, and thus the use of a
different mathematics. General equilibrium the-
ory has also failed to account for the properly
interactive nature of social behaviour, particularly
that which is manifest in situations involving
‘small” numbers of agents, be they involved in
the exchange of goods or in the distribution of
gains through the formation of social and political
groups. Throughout the book, von Neumann’s
preference for ‘modern’, discrete mathematics
(that is, set theory and combinatorics) over the
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differential and integral calculus is evident. Sev-
eral pages are devoted to defending the use of
cardinal, or numerical, utilities, with the axiomatic
proof of the existence of a cardinal utility function
being included in an Appendix to the second
edition, published in 1947.

Chapter 2 lays out the notion of a game, intro-
ducing the mathematical concepts of sets and
partitions, and showing how the game may be
described axiomatically in these terms. The
whole is presented as a piece of modern, axiom-
atic mathematics in the spirit of Hilbert, which is
to say that, although the axioms are stimulated by
the common-sense features of games, the latter are
soon let recede into the background and the theory
pursued in a spirit of relative abstraction. While
the mathematics is being followed through, the
empirical is held at arm’s length and everyday
terms are introduced in inverted commas —
hence, ‘class’, ‘discrimination’, ‘exploitation’,
and so on. Only during periodic returns to the
heuristics is the vocabulary of the everyday
re-invoked, and the ‘common sense’ meaning of
the results discussed. The minimax theorem is
proved in the next chapter, using, not von
Neumann’s earlier proof, but a modification of
the elementary 1938 proof by Borel’s student
Jean Ville, based on the theory of convex sets.
From here on, chapter by chapter, von Neumann
systematically goes through the zero-sum game
for three, four and more players, exploring their
combinatorial possibilities for coalition-formation
and compensations (side payments). Each game is
described in terms of its characteristic function,
which shows the maximal payoff available to each
possible coalition of the game, assuming that the
coalition plays minimax against its complement
and that utility is transferable between players. In
Chap. 9, the concept of strategic equivalence is
introduced to show how the move from the zero-
sum restriction to a constant sum retains the basic
features of the game, thus allowing it to be solved
by the same means. In the eleventh chapter, von
Neumann drops the zero (or constant) sum restric-
tion, moving to the ‘general game’.

The central theoretical part of the Theory of
Games is von Neumann’s solution to coalitional
games, the stable set. The solution is a
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‘complicated combinatorial catalogue’, indicating
the minimum each participant can get if he
behaves rationally. He may, of course, get more
if the others behave ‘irrationally’, that is, make
mistakes. Were the solution to consist of a single
imputation — a vector of amounts to be received by
each player — then the ‘structure of the society
under consideration would be extremely simple:
There would exist an absolute state of equilibrium
in which the quantitative share of every partici-
pant would be precisely determined’ (1944,
p. 34). However, such a unique solution does not
generally exist — a given society can be organized
in various ways — so the notion needs to be broad-
ened. The solution is thus a set of possible
imputations.
Any particular alliance describes only one particu-
lar consideration which enters the minds of the
participants when they plan their behavior. Even if
a particular alliance is ultimately formed, the divi-
sion of the proceeds between the allies will be
decisively infuenced by the other alliances which
each one might alternatively have entered . .. It is,
indeed, this whole which is the really significant
entity, more so than its constituent imputations.
Even if one of these is actually applied, i.e., if one
particular alliance is actually formed, the others are
present in a ‘virtual’ existence: Although they have
not materialized, they have contributed essentially

to shaping and determining the actual reality. (1944,
p. 36)

In an n-person game, therefore, a ‘solution should
be a system of imputations possessing in its
entirety some kind of balance and stability the
nature of which we shall try to determine. We
emphasize that this stability — whatever it may
turn out to be — will be a property of the system
as a whole and not of the single imputations of
which it is composed’ (p. 36).

This stability is based on the notion of ‘domi-
nation’. One imputation, x, is said to dominate
another, y, ‘when there exists a group of partici-
pants each one of which prefers his individual
situation in x to that in y, and who are convinced
that they are able, as a group — i.e. as an
alliance — to enforce their preferences’ (p. 38).
Dominance, which is not a transitive ordering
since the demurring coalition may be different in
each case, forms the basis for game solutions. Von
Neumann defines the solution to an n-person
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game as a set of imputations, S, with the following
characteristics:

No imputation y contained in S is dominated by an
imputation x contained in S.

Every y not contained in S is dominated by some
x contained in S.

A solution is thus not a single imputation but a set
of possible imputations, and such a set is stable in
so far as its member imputations do not dominate
each other and every imputation outside the set is
dominated by at least one imputation inside. Fur-
ther, not only is a solution comprised of possibly
many imputations, linked by these stability
criteria, but a given game may have many solu-
tions. To take a simple example, consider the
zero—sum game in which a ‘pie’ of value 1 has
to be divided amongst three people. It has the
following four solutions:

1. (1/2,1/2,0) (172, 0, 1/2) 0, 1/2, 1/2)

2. (x1, X2, ¢) where 0<¢<12 and
x1txte=1

3. (¢, x3, x3) where 0<c¢<12 and
X, +tx3+te=1

4. (x;, ¢, x3) where 0<c¢<1/2 and

xptx3te=1

Here, not only are there multiple solutions, but
three of those actually admit an infinite number of
possible imputations. Note also that the observa-
tion of a given imputation, such as (1/2, 1/2, 0),
says little about which solution obtains, as that
imputation could occur in any of the four solu-
tions above.

The question of which solution will obtain in a
given situation, the authors say, can be broached
only by considering ‘standards of behaviour’, the
various rules, customs or institutions governing
social organization at the time. These are extra-
game considerations, not contained in the infor-
mation provided by the characteristic function. To
understand the analogy, von Neumann and
Morgenstern advise the reader to ‘temporarily
forget the analogy with games and think entirely
in terms of social organization’ (p. 41, n. 1):

Let the physical basis of a social economy be
given, — or to take a broader view of the matter,
of a society. According to all tradition and
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experience human beings have a characteristic way
of adjusting themselves to such a background. This
consists of not setting up one rigid system of appor-
tionment, i.e. of imputation, but rather a variety of
alternatives, which will probably express some gen-
eral principles but nevertheless differ among them-
selves in many particular respects. This system of
imputations describes the ‘established order of soci-
ety’ or ‘accepted standard of behavior’.

Thus, in the above game, in solution 2, player 3 is
held to an amount, ¢, that may be as small as zero,
or as high as 1/2. The actual value of ¢ would reflect
the norms governing that player’s social standing.
Depending on tradition, the marginal member
might or might not be completely exploited. As
von Neumann and Morgenstern write: ‘A theory
which is consistent at this point cannot fail to give a
precise account of the entire interplay of economic
interest, influence and power’ (p. 43).

When one considers the personal context in
which von Neumann developed this social theory,
his letters of the time dwelling on European insta-
bility, the strategic alliances involving the
Germans and the Allies, the plight of the Hungar-
ian Jews, which directly affected his family, and
one then reads the Theory of Games, with its
emphasis on stability and its pervasive reference
to norms, discrimination and power, the book
appears as his attempt, not simply to replace gen-
eral equilibrium theory, but to achieve a mathe-
matical description of social organization, broadly
defined. And, to the end of his life, von Neumann
spoke of'it in these terms. For example, in 1955, at
a Princeton conference on game theory, when
mathematician John Nash raised the problem of
the great multiplicity of solutions to cooperative
games, von Neumann replied ‘that this result was
not surprising in view of the correspondingly
enormous variety of observed stable social struc-
tures; many differing conventions can endure,
existing today for no better reason than that they
were here yesterday’ (Wolfe 1955, p. 25).

Role and Impact of the Book
The initial influence of the Theory of Games was

felt, however, not in the area of economic or social
theory per se, but in that of military strategy.
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During the early 1940s, while Morgenstern
remained at Princeton struggling with the technical
draft chapters, von Neumann was out in the world,
increasingly heavily involved as mathematical
advisor to various branches of the American mili-
tary forces. Through his influence on the work of
mathematicians at the Princeton branch of the Sta-
tistical Research Group and at the Anti-submarine
Warfare Operations Research Group, game theory
became an element in mathematical models of
military engagements such as submarine-search
and bombing strategy. Such military models
involved the application of a very small part of
the mathematics — usually centred on minimax
theorem — to specific, confined problems. Thus,
game theory qua operations research was far
removed from the ambitious, abstract representa-
tion of the social order that von Neumann had
pursued in the Theory of Games. Be that as it
may, it was the perceived success of operations
research during the Second World War that pro-
vided the impetus for the Army Air Corps’ creation
of the RAND Corporation in the late 1940s, where
models of this kind continued to be developed, and
for the next decade game theory was given strong
institutional support. As it happens, there is little
evidence that, throughout the 1950s at RAND,
these game theoretic models were of anything
other than very limited influence in quantitatively
shaping particular strategic decisions. It is incon-
testable, however, that the language, terminology
and ‘thought framework’ of game theory became
important to the strategic mindset that dominated
the Cold War period, helping shape such books as
Herman Kahn’s Thinking the Unthinkable and
Thomas Schelling’s The Strategy of Conflict.

The Theory of Games also set new standards for
mathematical rigour in the field of economic the-
ory. For example, before leaving France to move to
the United States, economic theorist Gerard
Debreu read the book in Salzburg, Austria, at a
summer-school run by Harvard University.
Though Debreu would never work on game theory,
the book shaped his thinking greatly. His
pathbreaking Theory of Value (1959), an axiomatic
treatment of Walrasian general equilibrium
theory, refers to the outstanding influence of von
Neumann and Morgenstern (1944) ‘which freed
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mathematical economics from its traditions of dif-
ferential calculus and compromises with logic’
(1959, p. x). Debreu’s stance, too, on the relation-
ship between the mathematics of general equilib-
rium and the empirical economic substrate is
exactly that of von Neumann on games: ‘the theory,
in the strict sense, is logically entirely disconnected
from its interpretations’ (p. X). This austere, formal
view shaped an entire generation of economic
‘high theorists’ from the 1950s till the 1980s, dur-
ing which general equilibrium theory was the pin-
nacle of intellectual achievement in the discipline.
That von Neumann’s game theory should have
ended up providing sustenance for Walrasian gen-
eral equilibrium is one of the many historical iro-
nies in the intellectual history of our field.

It was also in the post-war military—academic
milieu that a new generation of game theorists
proper came of age. Whether at Princeton or the
RAND Corporation, or alternating between the
two, young mathematicians such as Lloyd
Shapley and John Nash took game theory and
made it their own. Shapley, a towering influence
in the game theory community from the 1950s
onwards, produced, amongst other things, the
Shapley value, which described the solution to a
coalitional game in terms of the amount brought
by each player to an average, randomly formed
coalition. For his Ph.D. thesis, Nash sought to
provide for n-person games a solution that was
as well-defined as von Neumann’s minimax for
the two-person game. He made a conceptual divi-
sion of games into cooperative, in which coali-
tions are permitted, and non-cooperative, in which
players act in isolation. For the latter, he proved
the existence, under specific conditions, of what
he called an ‘equilibrium point’, later the Nash
equilibrium (see Nash 1950a, b, 1951). That von
Neumann found this non-cooperative approach to
be rather trivial is understandable in the light of
the ambitious social theory he was pursuing, but
that leaves unchanged the fact of his influence. It
was also at this time that the work of Augustin
Cournot was redisovered and reinterpreted in the
light of the Nash equilibrium (see Leonard 1994;
Dimand and Dimand 1996).

Subsequent work on non-cooperative game
theory by Harsanyi, Selten, Aumann, Kreps and
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others resulted in a veritable transformation of the
microeconomic canon and shaped modelling in
industrial organization, international trade and a
range of areas (see Dimand 2000). The field of
experimental economics, currently in rapid
expansion, owes it existence in part to the appear-
ance of game theory. Although von Neumann
himself voiced scepticism as to the ability of lab-
oratory experimentation to shed light on the stable
set, game theory did provide a structured basis for
empirically testing the theory of individual deci-
sion, via its utility axioms, and various solution
concepts, both cooperative and non-cooperative.
This experimentation, too, began at the RAND
Corporation (see Kalisch et al. 1954). It should
also be mentioned that, under the influence on
John Maynard Smith, the theory of games has
had a great impact on the field of evolutionary
biology (see Maynard Smith 1988).

In short, although it quickly attained the status
of a classic, which is to say that it was cited by
many but read by few, the Theory of Games and
Economic Behavior set in motion developments
that, in ways sometimes quite unintended by the
its authors, gradually reshaped the warp and weft
of the economics discipline. From the recasting of
the economic agent as a strategic player to the
reshaping of entire fields of economics; from the
introduction to general equilibrium and social
welfare theory of axiomatic methods and discrete
mathematics to the rise of experimental econom-
ics, the direct and indirect effects of von Neumann
and Morgenstern’s wartime book have been pro-
found and long-lasting.

See Also

game theory

Morgenstern, Oskar (1902—1977)
Nash, John Forbes (born 1928)
von Neumann, John (1903-1957)

Bibliography

Debreu, G. 1959. Theory of value: An axiomatic analysis of
economic equilibrium. New Haven/London: Yale Uni-
versity Press.


https://doi.org/10.1057/978-1-349-95189-5_942
https://doi.org/10.1057/978-1-349-95189-5_1076
https://doi.org/10.1057/978-1-349-95189-5_1957
https://doi.org/10.1057/978-1-349-95189-5_1406

5066

Dimand, R. 2000. Strategic games: From theory to appli-
cation. In The history of applied economics, ed. R.-
E. Backhouse and J. Biddle. Annual Supplement to
History of Political Economy 32, 199-225.

Dimand, M.A., and R.W. Dimand. 1996. 4 history of game
theory, Vol. I. From the beginnings to 1945. London/
New York: Routledge.

Kahn, H. 1962. Thinking about the unthinkable. New
York: Horizon Press.

Kalisch, G., J.W. Milnor, J. Nash, and E.D. Nering. 1954.
Some experimental n-person games. In Decision
processes, ed. RM. Thrall, C.H. Coombs, and
R.L. Davis. New York: Wiley.

Leonard, R. 1994. Reading Cournot, reading Nash: The
creation and stabilisation of the Nash equilibrium. Eco-
nomic Journal 104: 492-511.

Leonard, R. 1995. From parlor games to social science:
Von Neumann, Morgenstern, and the creation of game
theory, 1928-1944. Journal of Economic Literature 33:
730-761.

Leonard, R. 1998. Ethics and the excluded middle: Karl
Menger and social science in interwar Vienna. Isis
89(1): 1-26.

Leonard, R. 2008. Von Neumann, Morgenstern and the
creation of game theory, 1900—1960. New York/Cam-
bridge: Cambridge University Press.

Maynard Smith, J. 1988. Games, sex and evolution. New
York/Toronto: Harvester-Wheatsheaf.

Menger, K. 1934. Moral, Wille und Weltgestaltung.
Grundlegung zur Logik der Sitten. Vienna: Julius
Springer. Trans. as Morality, decision and social orga-
nization: Towards a logic of ethics. Dordrecht: Reidel,
1974.

Morgenstern, O. 1935. Vollkommene Voraussicht und
wirtschaftliches  Gleichgewicht.  Zeitschrifi  fiir
Nationalékonomie 6, 337-357 Trans. F. Knight,
mimeo, University of Chicago. Repr. in Selected eco-
nomic writings of Oskar Morgenstern, ed. A. Schotter.
New York: NYU Press, 1976.

Morgenstern, O. Diary. Oskar Morgenstern Papers, Special
Collections Library, Duke University, USA.

Nash, J. 1950a. Equilibrium points in N-person games.
Proceedings of the National Academy of Science
36, 48-49.

Nash, J. 1950b. Non-cooperative games. Ph.D. thesis,
Princeton University.

Nash, J. 1951. Non-cooperative games. Annals of Mathe-
matics 54: 286-95.

Schelling, T. 1960. The strategy of conflict. Cambridge,
MA: Harvard University Press.

von Neumann, J. 1928. Zur Theorie der Gesell-
schaftsspiele. Mathematische Annalen 100, 295-320
Trans. S. Bargmann as ‘On the theory of games of
strategy’, in Contributions to the theory of games, vol.
4, ed. A.W. Tucker and R.D. Luce. Princeton: Princeton
University Press, 1959.

von Neumann, J. 1932. Mathematische Grundlagen der
Quantenmechanik. Berlin: J. Springer. Trans. R. Beyer
as Mathematical foundations of quantum mechanics.
Princeton: Princeton University Press, 1955.

Games in Coalitional Form

von Neumann, J., and O. Morgenstern. 1944. Theory of
games and economic behavior. Princeton: Princeton
University Press.

von Neumann, J., and O. Morgenstern. 1947. Theory of
games and economic behavior, 2nd ed. Princeton:
Princeton University Press.

Wolfe, P. (ed). 1955. Report of an informal conference on
recent developments in the theory of games. Mimeo,
Logistics Research Project, Department of Mathemat-
ics, Princeton University, Princeton.

Games in Coalitional Form

Ehud Kalai

Abstract

How should a coalition of cooperating players
allocate payoffs to its members? This question
arises in a broad range of situations and evokes
an equally broad range of issues. For example,
it raises technical issues in accounting, if the
players are divisions of a corporation, but
involves issues of social justice when the con-
text is how people behave in society.

Despite the breadth of possible applications,
coalitional game theory offers a unified frame-
work and solutions for addressing such qsts.
This article presents some of its major models
and proposed solutions.
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Introduction

In their seminal book, von Neumann and
Morgenstern (1944) introduced two theories of
games: strategic and coalitional. Strategic game
theory concentrates on the selection of strategies
by payoff-maximizing players. coalitional game
theory concentrates on coalition formation and the
distribution of payoffs.

The next two examples illustrate situations in
the domain of the coalitional approach.

Games with No Strategic Structure

Example 1 Cost Allocation of a Shared
Facility Three municipalities, E, W, and S, need
to construct water purification facilities. Costs of
individual and joint facilities are described by the
cost function c: c(E) = 20, ¢(W) = 30, and ¢(S) =
50; ¢(E,W) = 40, ¢(E,S) = 60, and c¢(W,S) = 80, ¢
(E,W,S) = 80. For example, a facility that serves
the needs of Wand S would cost 380 million.The
optimal solution is to build, at the cost of 80, one
facility that serves all three municipalities. How
should its cost be allocated?

Games with Many Nash Equilibria

Example 2 Repeated Sales A seller and a buyer
play the following stage game on a daily basis.
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The seller decides on the quality level, H, M, or L,
of the item sold (at a fixed price); without knowl-
edge of the seller’s selected quality, the buyer
decides whether or not to buy. If she does not
buy, the payoffs of both are zero, if she buys, the
corresponding payoffs are (0, 3), (3, 2) or (4, 0),
depending on whether the quality is H, M, or L.
Under perfect monitoring of past choices and low
discounting of future payoffs, the folk theorem of
repeated games states that any pair of numbers in
the convex hull of (0, 0),(0, 3), (3, 2), and (4, 0) are
Nash-equilibrium average payoffs. What equilib-
rium and what average payoffs should they
select?

We proceed with a short survey of the major
models and selected solution concepts. More elab-
orate overviews are available in Game Theory,
Myerson (1991), and other surveys mentioned
below.

Types of Coalitional Game

In what follows, N is a fixed set of n players; the
set of coalitions C consists of the nonempty sub-
sets of IV; |S| denotes the number of players in a
coalition S. The terms ‘profile’ and ‘S-profile’
denote vectors of items (payoffs, costs, commod-
ities, and so on) indexed by the names of the
players.

For every coalition S, R® denotes the |S|-
dimensional Euclidean space indexed by the
names of the players; for single-player coalitions
the symbol i replaces fig. A profile «° € R’
denotes payoffs u} of the playersi € S.

Definition 1 An (n person) game (also known as
a game with no transferable utility, or NTU game)
is a function V that assigns every coalition S a set
(S) C R'.

Remark 1 The initial models of coalitional
games were presented in von Neumann and
Morgenstern (1944) for the special case of TU
games described below, Nash (1950) for the spe-
cial case of two-person games, and Aumann and
Peleg (1960) for the general case.
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The interpretation is that V(S) describes all the
feasible payoff profiles that the coalition S can
generate for its members. Under the assumption
that the grand coalition N is formed, the central
question is which payoff profile ¥ € V(N) to
select. Two major considerations come into play:
the relative strength of different coalitions, and the
relative strength of players within coalitions.

To separate these two issues, game theorists
study the two simpler types of games defined
below: TU games and bargaining games. In TU
games the players in every coalition are symmet-
ric, so only the relative strength of coalitions
matters. In bargaining games only one coalition
is active, so only the relative strength of players’
within that coalition matters. Historically, solutions
of games have been developed first for these sim-
pler classes of games, and only then extended to
general (NTU) games. For this reason, the literature
on these simpler classes is substantially richer than
the general theory of (NTU) games.

Definition 2 Vis a transferable-utility game (TU
game) if for a real-valued  function

v=(8))ser V(S) ={u’ €R®: 3} <v(S)}.

It is customary to identify a TU game by the
function v instead of V.

TU games describe many interactive environ-
ments. Consider, for example, any environment
with individual outcomes consisting of prizes
p and monetary payoffs m, and individual utilities
that are additive and separable in money
(ui(p, m) = v(p) + m). Under the assumption
that the players have enough funds to make trans-
fers, the TU formulation presents an accurate
description of the situation.

Definition 3 A Nash (1950) bargaining game is a
two-person game. An n-person bargaining game
is a game Vin which V(S) = X;esV(i) for every
coalition SEN.

Remark 2 Partition games (Lucas and Thrall
1963) use a more sophisticated function V to
describe coalitional payoffs. For every partition of
the set of players n = (I', T», ..., T,,), Vx(T)) is
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the set of T;s feasible payoff profiles, under the
cooperation structure described by m. Thus, what
is feasible for a coalition may depend on the
strategic alignment of the opponents. The litera-
ture on partition games is not highly developed.

Some Special Families of Games

Coalitional game theory is useful for analysing
special types of interactive environments. And
conversely, such special environments serve as a
laboratory to test the usefulness of game theoretic
solutions. The following are a few examples.

Profit Sharing and Cost Allocation

Consider a partnership that needs to distribute its
total profits, v(N), to its n individual partners. A -
profit-distribution formula should consider the
potential profits v(S) that coalitions of partners
S can generate on their own. A TU game is a
natural description of the situation.

A cost allocation problem, like Example 1, can
be turned into a natural TU game by defining the
worth of a coalition to be the savings obtained by
joining forces: v(S) = >_;c sc(i) — <(S).

Examples of papers on cost allocation are
Shubik (1962) and Billera et al. (1978). See
Young (1994) for an extensive survey.

Markets and Auctions

Restricting this discussion to simple exchange,
consider an environment with n traders and
m commodities. Each trader 7 starts with an initial
bundle »?, an m-dimensional vector that describes
the quantities of each commodity he owns. The
utility of player i for a bundle w; is described by
u{w;). An S-profile of bundles w=(w;); ¢ s is
feasible for the coalition Sif >, s0; = >, c g

Definition 4 A game Vis a market game, if for such
an exchange environment (with assumed free-
disposal of utility),

V(S) = {u® €RS : for some S — feasible profile
of bundles , u} < u;(w;) for every i €S.

Under the assumptions discussed earlier
(additively separable utility and sufficient funds)
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the market game has the more compact TU
description: v(S) = max,, >;c s u(®;), with the
max taken over all S-feasible profiles w.

As discussed below, market games play a cen-
tral role in several areas of game theory.

Definition 5 An auction game is a market game
with a seller whose initial bundle consists of items
to be sold, and bidders whose initial bundles
consist of money.

Matching Games

Many theoretical and empirical studies are
devoted to the subject of efficient and stable
matching: husbands with wives, sellers with
buyers, students with schools, donors with
receivers, and more; see matching and market
design. The first of these was introduced by Gale
and Shapley in their pioneering study (1962)
using the following example.

Consider a matching environment with ¢ males
and ¢ females. Payoff functions u,(f) and
u,(none) describe the utilities of male m paired
with female f or with no one; u,(m) and u,(none)
describe the corresponding utilities of the females.
A pairing PS of a coalition S is a specification of
male-female pairs from S, with the remaining
S members being unpaired.

Definition 6 A game Vis a marriage game if for
such an environment, V(S) = {u® € RS : for some
pairing Ps,u$ < u;(Ps) for everyi€S}.

Solutions of marriage games that are efficient
and stable (that is, no divorce) can be computed by
Gale—Shapley algorithms.

Optimization Games

Optimization problems from operations research
have natural extensions to multiperson coalitional
games, as the following examples illustrate.

Spanning-Tree Games

A cost-allocation TU spanning-tree game (Bird
1976) is described by an undirected connected
graph, with one node designated as the centre
C and every other node corresponding to a player.
Every arc has an associated nonnegative
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connectivity cost. The cost of a coalition S, ¢(S),
is defined to be the minimum sum of all the arc
costs, taken over all subgraphs that connect all the
members of S to C.

Flow Games

A TU flow game (Kalai and Zemel 1982b) is
described by a directed graph, with two nodes,
s and ¢, designated as the source and the sink,
respectively. Every arc has an associated capacity
and is owned by one of the n players. For every
coalition S, v(S) is the maximal s-to- flow that the
coalition S can generate through the arcs owned
by its members.

Linear Programming Games

Finding minimal-cost spanning trees and maxi-
mum flow can be described as special types of
linear programmes. Linear (and nonlinear) pro-
gramming problems have been generalized to
multiperson games (see Owen 1975; Kalai and
Zemel 1982a; Dubey and Shapley 1984). The
following is a simple example.

Fix a p X ¢ matrix 4 and a g-dimensional
vector w, to consider standard linear programmes
of the form max wx s.t. Ax < b. Endow each
player i with a p-dimensional vector b, and
define the linear-programming TU game v by
v(S) = maxwx s.tAx < Y cshi.

Simple Games and Voting Games

A TU game is simple if for every coalition S, v(S)
is either zero or 1. Simple games are useful for
describing the power of coalitions in political
applications. For example, if every player is a
party in a certain parliament, then v(S) = 1 means
that under the parliamentary rules the parties in the
coalition S have the ability to pass legislation
(or win) regardless of the positions of the parties
not in S; v(S) = 0 (or S loses) otherwise.

In applications like the one above, just formu-
lating the game may already offer useful insights
into the power structure. For example, consider a
parliament that requires 50 votes in order to pass
legislation, with three parties that have 12 votes,
38 votes, and 49 votes, respectively. Even though
the third party seems strongest, a simple formula-
tion of the game yields the symmetric three-
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person majority game: any coalition with two or
more parties wins; single-party coalitions lose.

Beyond the initial stage of formulation, stan-
dard solutions of game theory offer useful insights
into the power structure of such institutions and
other political structures (see, for example,
Shapley and Shubik 1954; Riker and Shapley
1968; Brams et al. 1983).

Solution Concepts

When cooperation is beneficial, which coalitions
will form and how would coalitions allocate payoffs
to their members? Given the breadth of situations
for which this question is relevant, game theory
offers several different solutions that are motivated
by different criteria. In this brief survey, we concen-
trate on the Core and on the Shapley value.

Under the assumptions that utility functions
can be rescaled, that lotteries over outcomes can
be performed, and that utility can be freely dis-
posed of, we restrict the discussion to games
V with the following properties.

Every V(S) is a compact convex subset of the
nonnegative orthant RS , and it satisfies the follow-
ing property: if w$ GRi with w® < u° for some
u® € V(S), thenw® € W(S). And for single player
coalitions, assume V(i) = {0}. For TU games
this means that every w(S) > 0, the corresponding
V(S) = {us ER, : Y s < v(S), and for each
i, (i) = 0.

In addition, we assume that the games are
superadditive: for any pair of disjoint coalitions
Tand S, (T U S) D N(T) x W(S); for TU games
this translates to (7' U S) > w(T) + v(S). Under
superadditivity, the maximal possible payoffs are
generated by the grand coalition N. Thus, the
discussion turns to how the payoffs of the grand
coalition should be allocated, ignoring the ques-
tion of which coalitions would form.

A payoffprofile u € R" is feasible for a coa-
lition S, ifu® € W(S), where u® is the projection of
u to RS. The translation to TU games is that
u(S) = Yiesu; < w(S). A profile u € R can be
improved upon by the coalition S if there is an
S-feasible profile w with w; > u; foralli € S.

Games in Coalitional Form

Definition 7 An imputation of a game is a grand-
coalition-feasible payoff profile that is both indi-
vidually rational (that is, no individual player can
improve upon it) and Pareto optimal (that is, the
grand coalition cannot improve upon it).

Given the uncontroversial nature of individ-
ual rationality and Pareto optimality, solutions
of a game are restricted to the selection of
imputations.

The Core

Definition 8 The core of a game (see Shapley
1952, and Gillies 1953, for TU, and Aumann
1961, for NTU) is the set of imputations that
cannot be improved upon by any coalition.

The core turns out to be a compact set of impu-
tations that may be empty. In the case of TU
games it is a convex set, but in general games
(NTU) it may even be a disconnected set. The
core induces stable cooperation in the grand coa-
lition because no sub-coalition of players can
reach a consensus to break away when a payoff
profile is in the core.

Remark 3 More refined notions of stability give
rise to alternative solution concepts, such as the
stable sets of von Neumann and Morgenstern
(1944), and the kernel and bargaining sets of
Davis and Maschler (1965). The nucleolus of
Schmeidler (1969), with its NTU extension in
Kalai (1975), offers a ‘refinement’ of the core. It
consists of a finite number of points (exactly one
for TU games) and belongs to the core when the
core is not empty. For more on these solutions, see
Maschler (1992) and game theory.

Unfortunately, games with an empty core are
not unusual. Even the simple three-person major-
ity game described in section “Simple Games
and Voting Games” has an empty core (since
among any three numbers that sum to one there
must be a pair that sums to less than one, there are
always two players who can improve their
payoffs).
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TU Games with Nonempty Cores

Given the coalitional stability obtained under pay-
off profiles in the core, it is desirable to know in
which games the core is nonempty.

Bondareva (1963) and Shapley (1967) con-
sider “part-time coalitions’ that meet the availabil-
ity constraints of their members. In this sense, a
collection of nonnegative coalitional weights
A = (As)ser 1s balanced, if for every player i,
Y.s-ieshs = 1. They show that a game has a
nonempty core if and only if the game is bal-
anced: for every balanced collection 4,
2sasV(S) < V(N).

As Scarf (1967) demonstrates, all market
games have nonempty cores and even the stronger
property of having nonempty subcores: for every
coalition S, consider the subgame vg which is
restricted to the players of S and their sub-
coalitions. The game v has nonempty subcores,
if all its subgames vg have nonempty cores.

By applying the balancedness condition
repeatedly, one concludes that a game has non-
empty subcores if and only if the balancedness
condition holds for all its subgames vs. Games
with this property are called fotally balanced.

Since Shapley and Shubik (1969a) demon-
strate the converse of Scarf’s result, a game is
thus totally balanced if and only if it is a market
game. Interestingly, the following description
offers yet a different characterization of this fam-
ily of games.

A game w is additive if there is a profile u € R
such that for every coalition S, w(S) = >, c su..
A game v is the minimum of a finite collection of
games (w") if for every coalition S, v(S) =
min,w'(S).

Kalai and Zemel (1982b) show that a game has
nonempty subcores if and only if it is the mini-
mum of a finite collection of additive games.
Moreover, a game is such a minimum if and
only if it is a flow game (as defined in section
“Flow Games”).

In summary, a game v in this important class of
TU games can be characterized by any of the
following five equivalent statements: (1) v has
nonempty subcores, (2) v is totally balanced,
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(3) v is the minimum of additive games, (4) v is
a market game, (5) v is a flow game.

Scarf(1967), Billera and Bixby (1973), and the
follow-up literature extend some of the results
above to general (NTU) games.

The Shapley TU Value

Definition 9 The Shapley (1953) value of a TU
game v is the payoff allocation ©(v) defined by

i) = 3 BEDANIZD ) s

|
Sies N

This expression describes the expected marginal
contribution of player i to a random coalition. To
elaborate, imagine the players arriving at the game
in a random order. When player i arrives and joins
the coalition of earlier arrivers S, he is paid his
marginal contribution to that coalition, that is,
v(S U i) — v(S). His Shapley value ¢,(v) is the
expected value of this marginal contribution
when all orders of arrivals are equally likely.

Owen (1972) describes a parallel continuous-
time process in which each player arrives at the
game gradually. Owen extends the payoff func-
tion v to coalitions with ‘fractionally present’
players, and considers the instantaneous mar-
ginal contributions of each player i to such frac-
tional coalitions. The Shapley value of player i is
the integral of his instantaneous marginal contri-
butions, when all the players arrive simulta-
neously at a constant rate over the same fixed
time interval.

This continuous-time arrival model, when
generalized to coalitional games with infinitely
many players, leads to the definition of
Aumann—Shapley prices. These are useful for the
allocation of production costs to different goods
produced in a nonseparable joint production pro-
cess (see Tauman 1988; Young 1994).

A substantial literature is devoted to extensions
and variations of the axioms that Shapley (1953)
used to justify his value. These include extensions
to infinitely many players and to general (NTU)
games (discussed briefly below), and to non-
symmetric values (see Weber 1988; Kalai and
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Samet 1987; Levy and McLean 1991;Monderer
and Samet 2002, among others).

Is the Shapley value in the core of the game?
Not always. But as Shapley (1971) shows, if the
game is convex, meaning that wW(S U T) +
v(iS N'T) > wS) + wT) for every pair of coali-
tions S and 7, then the Shapley value and all the
n! profiles of marginal contributions (obtained
under different orders of arrival) are in the core.
Moreover, Ichiishi (1981) shows that the converse
is also true.

We will turn to notions of value for NTU
games after we describe solutions to the special
case of two-person NTU games, that is, the Nash
bargaining problem.

Solutions to Nash Bargaining Games
Nash (1950) pioneered the study of NTU games
when he proposed a model of a two-person
bargaining game and, using a small number of
appealing principles, axiomatized the solution below.
Fix a two-person game V and for every impu-
tation u define the payoff gain of player i by
gain(u) = u; — v(i), with v(i) being the highest
payoff that player i can obtain on his own, that is,
in his V(i).

Definition 10 The Nash bargaining solution is
the unique imputation u that maximizes the
product of the gains of the two players,
gaini(u) - gain,(u).

Twenty-five years later, Kalai and
Smorodinsky (1975) and others showed that
other appealing axioms lead to alternative solu-
tions, like the two defined below.

The ideal gain of player i is I; = max,gain(u),
the maximum taken over all imputations u.

Definition 11 T7he Kalai—Smorodinsky solution
is the unique imputation u with payoff gains pro-
portional to the players’ ideal gains, gain,(u)/
gain,(u) = I/1,.

Definition 12 The egalitarian solution of Kalai
(1977a) is the unique imputation u that equalizes
the gains of the players, gaini(u) = gainy(u).
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For additional solutions, including these of
Raiffa (1953) and Maschler and Perles (1981),
see the comprehensive surveys of Lensberg and
Thomson (1989) and Thomson (1994).

Values of NTU Games

Three different extensions of the Shapley TU
value have been proposed for NTU games: the
Shapley value (extension), proposed by Shapley
(1969) and axiomatized by Aumann (1985); the
Harsanyi value, proposed by Harsanyi (1963) and
axiomatized by Hart (1985); and the egalitarian
value, proposed and axiomatized by Kalai and
Samet (1985).

All three proposed extensions coincide with
the original Shapley value on the class of TU
games. For the class of NTU bargaining games,
however, the (extended) Shapley value and the
Harsanyi value coincide with the Nash bargaining
solution, while the egalitarian value coincides
with the egalitarian bargaining solution.

For additional material (beyond the brief dis-
cussion below) on these and related solutions, see
McLean (2002).

Axiomatic Characterizations of Solutions

The imposition of general principles, or axioms,
often leads to a unique determination of a solu-
tion. This approach is repeatedly used in game
theory, as illustrated by the short summary below.

Nash’s Axioms

Nash (1950) characterizes his bargaining solution
by the following axioms: individual rationality,
symmetry, Pareto optimality, invariance to utility
scale, and independence of irrelevant alternatives
(I1A).

Invariance to utility scale means that changing
the scale of the utility of a player does not change
the solution. But this axiom goes further by
disallowing all methods that use information
extraneous to the game, even if such methods
are invariant to scale.

Nash’s [I4 axiom requires that a solution that
remains feasible when other payoff profiles are
removed from the feasible set should not be
altered.
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Shapley’s Axioms

Shapley (1953) characterizes his TU value by the
following axioms: symmetry, Pareto optimality,
additivity, and dummy player.

A value is additive if in a game that is the sum
of two games, the value of each player equals the
sum of his values in the two component games.

A dummy player, that is, one who contributes
nothing to any coalition, should be allocated no
payoff.

Monotonicity Axioms

Monotonicity axioms describe notions of fairness
and induce incentives to cooperate. The following
are a few examples.

Kalai and Smorodinsky (1975) characterize
their bargaining solution using individual mono-
tonicity: a player’s payoff should not be reduced if
the set of imputations is expanded to improve his
possible payoffs.

Kalai (1977a, b) and Kalai and Samet (1985)
characterize their egalitarian solutions using
coalitional monotonicity: expanding the feasible
set of one coalition should not reduce the payoffs
of any of its members.

Thomson (1983) uses population monotonicity
to characterize the n-person Kalai-Smorodinsky
solution: in dividing fixed resources among
n players, no player should benefit if more players
are added to share the same resources.

Maschler and Perles (1981) characterize their
bargaining solution using superadditivity (used
also in Myerson 1977a): if a bargaining problem
is to be randomly drawn, all the players benefit by
reaching agreement prior to knowing the
realized game.

Young (1985) shows that Shapley’s TU addi-
tivity axiom can be replaced by strong monoto-
nicity: a player’s payoff can only depend on his
marginal contributions to his coalitions, and it has
to be monotonically nondecreasing in these.

Axiomatizations of NTU Values

The NTU Shapley value is axiomatized in
Aumann (1985) by adapting Shapley’s TU
axioms to the NTU setting, and combining them
with Nash’s ITA axiom. Different adaptations lead
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to an axiomatization of the Harsanyi (1963) value,
as illustrated in Hart (1985). Kalai and Samet
(1985) use coalitional monotonicity and a weak
version of additivity to axiomatize the NTU egal-
itarian value.

For more information on axiomatizations of
NTU values, see McLean (2002).

Consistency Axioms

Consistency axioms relate the solution of a game
to the solutions of ‘subgames’ obtained when
some of the players leave the game with their
share of the payoff. Authors who employ consis-
tency axioms include: Davis and Maschler (1965)
for the bargaining set, Peleg (1985, 1986, 1992)
for the core, Lensberg (1988) for the Nash
n-person bargaining solution, Kalai and Samet
(1987) and Levy and McLean (1991) for TU-
and NTU-weighted Shapley values, Hart and
Mas-Colell (1989) for the TU Shapley value,
and Bhaskar and Kar (2004) for cost allocation
in spanning trees.

Bridging Strategic and Coalitional
Models

Several theoretical bridges connect strategic and
coalitional models. Aumann (1961) offers two
methods for reducing strategic games to
coalitional games. Such reductions allow one to
study specific strategic games, such as repeated
games, from the perspectives of various
coalitional solutions, such as the core.

One substantial area of research is the Nash
program, designed to offer strategic foundations
for various coalitional solution concepts. In Nash
(1953), he began by constructing a strategic
bargaining procedure, and showing that the stra-
tegic solution coincides with the coalitional Nash
bargaining solution. See Nash program for a sur-
vey of the extensive literature that followed.

Network games and coalition formation are the
subjects of a growing literature. Amending a TU
game with a communication graph, Myerson
(1977b) develops an appropriate extension of the
Shapley value. Using this extended value,
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Aumann and Myerson (1988) construct a
dynamic strategic game of links formation that
gives rise to stable communication graphs. For a
survey of the large follow-up literature in this
domain, see network formation.

Networks also offer a tool for the study of
market structures. For example, Kalai
et al. (1979) compare a market game with no
restrictions to a star-shaped market, where all
trade must flow through one middleman. Some-
what surprisingly, their comparisons of the cores
of the corresponding games reveal the existence
of economies in which becoming a middleman
can only hurt a player.

Recent studies of strategic models of auctions
point to interesting connections with the
coalitional model. For example, empirical obser-
vations suggest that the better-performing auc-
tions are the ones with outcomes in the core of
the corresponding coalitional game. For related
references, see Bikhchandani and Ostroy (2006),
De Vries et al. (2007), and Day and
Milgrom (2007).

Large Cooperative Games

When the number of players is large, the expo-
nential number of possible coalitions makes the
coalitional analysis difficult. On the other hand, in
games with many players each individual has less
influence and the laws of large numbers reduce
uncertainties.

Unfortunately, the substantial fascinating liter-
ature on games with many players is too large to
survey here, so the reader is referred to Aumann
and Shapley (1974) and Neyman (2002) for the
theory of the Shapley value of large games, and to
Shapley and Shubik (1969a), Wooders and Zame
(1984), Anderson (1992), Kannai (1992), and
core convergence for the theory of cores of large
games.

A surprising discovery drawn from the above
literature is a phenomenon unique to large mar-
ket games that has become known as the equiv-
alence theorem: when applied to large market
games, the predictions of almost all (with the
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notable exception of the von Neumann—Mor-
genstern stable sets) major solution concepts
(in both coalitional and strategic game theory)
coincide. Moreover, they all prescribe the
economic price equilibrium as the solution
for the game. This theorem presents the culmi-
nation of many papers, including Debreu
and Scarf (1963), Aumann (1964), Shapley
(1964), Shapley and Shubik (1969a) and
Aumann (1975).

Directions for Future Work

Consider, for example, the task of constructing of
a profit-sharing formula for a large consulting firm
that has many partners with different expertise,
located in offices around the world. While a
coalitional approach should be suitable for the
task, several current shortcomings limit its appli-
cability. These include:

1. Incomplete information. Partners may have
incomplete differential information about the
feasible payoffs of different coalitions. While
coalitional game theory has some literature on
this subject (see Harsanyi and Selten 1972;
Myerson 1984, and the follow-up literature),
it is not nearly as developed as its strategic
counterpart.

2. Dynamics. Although the feasible payoffs of
coalitions vary with time, coalitional game the-
ory is almost entirely static.

3. Computation. Even with a moderate number of
players, the information needed for describing
a game is very demanding. The literature on
the complexity of computing solutions (as in
Deng and Papadimitriou 1994; Nisan
etal. 2007) is growing. But, overall, coalitional
game theory is still far from offering readily
computable solution concepts for complex
problems like the profit-sharing formula in
the situation described above.

Further research on the topics above would be
an invaluable contribution to coalitional game
theory.
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Games with Incomplete Information

Robert J. Weber

Classical economic models almost universally
assume that the resources and preferences of
individuals (or firms) are known not only to the
individuals themselves but also to their compet-
itors. In practice, this assumption is rarely cor-
rect. Once the attempt is made to include
uncertainty (not just about the environment but
also about other strategic actors) within eco-
nomic models, it becomes necessary to broaden
those models substantially, to include consider-
ations about the beliefs of individuals concerning
the status of their competitors, as well as about
learning as it takes place over time. A standard
approach for doing this is to model the situation
under investigation as a game with incomplete
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information, and to study the (Bayesian) equilib-
rium points of that game.

This approach has been used in recent years to
analyse such issues as negotiation, competitive
bidding, social choice, limit pricing, the signalling
roles of education and advertising, together with a
variety of other phenomena which arise under the
general heading of industrial organization.

Games in Strategic Form

Consider first games in strategic form, wherein the
competitors each must choose a single action. In
principle, any game can be reduced to this form by
letting the actions available to the players be suf-
ficiently complex (e.g. poker can be modelled in
this manner).

An n-player game with incomplete information
consists of the following elements: (1) for each
player i, a probability space 7i of that player’s
possible types, a set 4i of actions available to
that player, and a pay-off function ui defined for
every combination (¢, a) = (¢l,..., tn, an) of
player types and actions; and (2) a probability
measure g on the space. It is assumed that the
elements of the game are commonly known to
the players. At the start of the game, the n-tuple
of player types is determined according to ii. Each
player is privately informed of his own type, and
then the players simultaneously announce their
chosen actions. Each player finally receives the
pay-off corresponding to the combination (z, a) of
types and announced actions.

For example, assume that each player in a
game knows his own preferences but is uncertain
about the preferences (and hence, about the stra-
tegic motivations) of his competitors. This situa-
tion may be modelled as a game in which the
pay-off functions have the form wi(ti, a). The
realization of the random variable 4 is player i’s
type, known to him but unknown to the other
players.

In contrast, assume that the preferences of the
players are known to all, but that the payoffs are
affected by some chance event represented by
the random variable 7o; that is, each payoff func-
tion can be written in the form v,(¢,, a). The
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variable #i represents a private signal received
by player i prior to his choice of an action. Note
that a player’s signal may be informative about
the signals of the others, as well as just about the
chance event, through the joint distribution of
(t,{t1, ..., t,). In this case, the expected pay-off
of a player, given that the vectort = (1, ..., t,)
of signals has arisen and the players
have selected the actions a = (ay, ..., a,), is u;
(t,a) = Evi(ty,a)lty, . .. ).

The Notion of ‘Type’

The type-based formulation of a game with
incomplete information is due to Harsanyi
(1967-8), who proposed it as a way of cutting
through the complexities of modelling not only a
player’s information and preferences but also his
beliefs about other players’ information and pref-
erences, and his beliefs about their beliefs, and
SO on.

Mertens and Zamir (1985) subsequently pre-
sented a formulation of games with incomplete
information which unifies the type-based
approach with the beliefs-about-beliefs (and so
on) approach to settings of incomplete informa-
tion. By specifically modelling the interated
sequence of beliefs which determines a player’s
state of knowledge at the beginning of the game,
and then considering ‘consistent beliefs-closed
subspaces’ of the general space of players’ beliefs,
they were able to show that the original Harsanyi
formulation involves no essential loss of
generality.

Strategies and Equilibria

A strategy for a player specifies the action
(or randomized choice of action) to be taken by
each potential type of that player. The action
specificed for his actual type can be thought of
as his ‘private strategy’. In practice, even when a
player has already learned his type, in order to
decide upon his own appropriate action he must
form a hypothesis concerning the strategies to be
used by the others. But to analyse their strategic
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problems, he must ask himself what strategy they
will expect him to follow. Therefore, it is neces-
sary for him to consider the strategic choices his
other potential types would make, in order to
select an appropriate action for his actual type.

A (Bayesian) equilibrium point of a game is an
n-tuple of strategies, in which the private strategy
of each type of each player is a best response for
that type of the (n — 1)-tuple of strategies specified
for the other players. This definition directly gen-
eralizes that of a Nash equilibrium point for a
game with complete information.

As an example, consider two individuals who
jointly own a piece of land. They have decided to
sever their relationship, and for one of the two to
buy the land from the other. Each knows how
valuable the land is to himself, but is unsure of
its worth to the other. They agree that each will
write down a bid; the high bidder will keep the
land and will pay the amount of his bid to the
other.

Assume that each is equally likely to value the
land at any level between $0 and $1200, and that
both know this. At the unique Bayesian equilib-
rium point of the bidding game, each bids
one-third of his own valuation. If, for example,
one of them values the land at $300 and believes
the other to be following the indicated equilibrium
strategy, then by bidding $100 he has an expected
pay-off of 1/4 - $200 + 3/4 - $250; that is, he
expects to win with probability 1/4, and when he
loses, he expects the other’s (winning) bid to be
between $100 and $400. This private strategy is
optimal for him, given his belief about the other’s
behaviour. More generally, given his belief that
his partner will bid a third of the partner’s valua-
tion, his own expected pay-off, when his valuation
is v and he bids b, is (35/1200). (v — b) + (1 =3b/
1200).(b + 400)/2. This is maximized by taking b
=v/3.

Distributional Strategies

In order to study the sensitivity of equilibrium
results to variations in the informational structure
of a game, it is necessary to define topologies on
both the spaces of player strategies and the space

Games with Incomplete Information

of games. The first may be done by recasting the
definition of a strategy in distributional form:

A distributional strategy v for a player is a
probability measure on the product of his type
and action spaces, with the property that the mar-
ginal distribution of v on the player’s type space
coincides with the original marginal distribution
induced by p. Player i, knowing his type ¢,
chooses his action according to the conditional
distribution v(:|#;); an outside observer, seeing
the player’s action a;, will revise his beliefs
concerning the players type to v(-|a;). A natural
topology on a player’s strategy space v is the
topology of weak convergence of probability
measures.

Taking this distributional perspective,
Milgrom and Weber (1985) proved a general
equilibrium existence theorem; in particular, it
follows from this theorem that any game with
compact action spaces, uniformly continuous
pay-off functions, and for which the type distri-
bution is absolutely continuous with respect to
the product of the marginal type distributions
(i.e. for which the joint distribution of types
has a corresponding joint probability density
function), has an equilibrium point in distribu-
tional strategies. They also showed that, with the
appropriate topology defined on the space of
games, any limit point of equilibria of a
sequence of games is an equilibrium point of
the limit game. One consequence of the distri-
butional approach is that when the games in a
sequence provide a player with private informa-
tion which disappears in the limit game, a
sequence of pure strategies for that player can
converge to a randomized strategy in the limit
game. This reinforces an observation first
offered by Harsanyi (1973) to explain why, in
practice, decision-makers are rarely observed to
randomize their choices of actions: the existence
of a slight amount of private information is suf-
ficient, in most cases, to allow the decision-
makers to follow pure strategies which present,
to their competitors, the appearance of a ran-
domized choice of actions. In essence, compet-
itors observe the marginal distribution, induced
by a player’s distributional strategy, on his
action space.
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Inefficiencies Created by Incentive
Constraints

In many circumstances, parties holding private
information can find it difficult, or even impossi-
ble, to arrange efficient trades. A simple example,
drawn from a class of problems first discussed by
Akerlof (1970), concerns the owner of a car,
attempting to arrange the sale of that car to a
prospective buyer. Assume that the value of the
car to the seller is primarily based on the quality of
the car, and that the seller knows this value. Fur-
ther assume that, whatever the car is worth to the
seller, it is worth 50 per cent more to the buyer.
And finally, assume that the buyer’s only knowl-
edge about the seller’s value is that it is uniformly
distributed between $0 and $1000. In this case, it
is commonly known to the two parties that a
mutually advantageous trade exists. Nevertheless,
no sale can be expected to take place, since the
seller’s willingness to accept any price $x signals
to the buyer that the seller’s valuation lies between
$0 and $x, and therefore that the expected value of
the car to the buyer is most likely no more than
3/2-(x/2) = 3/4-x. As long as the initial uncer-
tainty persists (i.e. as long as no pre-sale verifica-
tion of the car’s quality is possible), and as long as
no contingent trade can be arranged (i.e. as long as
no warranty can be written), trade is impossible —
even if the parties agree to consult an intervenor.

Intervenors in settings of incomplete informa-
tion typically act as game designers, influencing
the flow of information between parties, enforcing
agreements and in some cases actually specifying
the final resolution of a dispute (e.g. binding arbi-
tration). Essentially, an intervenor creates a game
which the parties must play. Any theory of inter-
vention must therefore be tied to the issue of
designing games with desirable equilibrium
outcomes.

The Akerlof example shows that if interve-
nors are restricted from playing an auditing role,
and if the outcome of the game cannot be made
contingent on the parties’ true types, then ex-post
inefficient outcomes are at times inevitable.
This understanding has led to the development
of the theory of ‘incentive-efficient mechanism
design’.
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The Revelation Principle

In the area of game design, a simple, yet concep-
tually deep, type of analysis has become standard.
Consider any equilibrium pair of strategies in a
particular two-person game. (The following anal-
ysis is equally valid for games involving more
than two players.) Each party’s strategy can be
viewed as a book, with each chapter detailing
the private strategy of one that party’s types.
Given the two actual types, a pairing of the private
strategies in the appropriate chapters of the two
books will lead to an outcome of the game.

Now, step back from this setting and imagine
the two parties in separate rooms, each instructing
an agent on how to act on his behalf. Each agent
holds in hand the strategy book of his side; all he
must be told is which chapter to use. From this new
perspective, the original two parties can be thought
of as playing an ‘agent-instruction’ game, in which
the strategy books are prespecified and each must
merely tell his agent his type (or, equivalently,
point to a chapter in his strategy book). An equi-
librium point in this new ‘type-revelation’ game is
for each to tell the truth to his agent. Otherwise, the
original strategies could not have been in equilib-
rium in the original game. Consequently, anything
which can be accomplished at equilibrium through
the use of any particular dispute-resolution proce-
dure can also be accomplished through the use of
some other procedure in which the only actions
available to the parties are to state their
(respective) types, and in which it is in equilibrium
for each to reveal his type truthfully.

This observation, known as the ‘revelation prin-
ciple’, reduces the problem of game design to the
problem of optimizing the designer’s objective
function, subject to a collection of ‘incentive con-
straints’, one for each type of each player. An early
application of this approach was to the design of
auction procedures which maximize the seller’s
expected revenue. Myerson (1984) subsequently
applied the approach to the problem of bargaining
under uncertainty, and provided a generalization
of the classical complete-information Nash
bargaining solution. A central feature of this gen-
eralization is the incorporation of intrapersonal (i.e.
intertype) equity considerations.
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Games in Extensive Form

A game with incomplete information in extensive
form begins with a chance move which determines
the types of the players, and continues with an
information structure which preserves the privacy
of each player’s information. Many multi-stage
bargaining problems can be represented in this
form; typically, such games have a large number
of equilibria, including equilibria in which one
party is completely intransigent and the other con-
cedes immediately, as well as equilibria in which
both parties make information-revealing conces-
sions over the series of stages.

A classical approach to the identification of
‘plausible’ equilibria in games with complete infor-
mation is to seek equilibria which are subgame-
perfect; that is, which specify optimal actions for all
parties in all subgames of the original game. For
example, Rubinstein (1982) presented a repeated
offer-counteroffer game with many equilibria, and
demonstrated that the requirement of subgame per-
fection uniquely identified one of those equilibria.
However, subgame perfection is a concept of little
use in distinguishing between equilibria of a game
with incomplete information, since the privacy of
the players’ information typically results in the
original game having no proper subgames.

Selten (1975), with his notion of ‘trembling-
hand’ perfection, and Kreps and Wilson (1982),
with their closely related notion of sequential
equilibrium, provided extensions of the concept
of subgame perfection which require that players
act optimally at positions off the equilibrium path
of the game. Central to the Kreps—Wilson
approach is the incorporation of players’ interim
beliefs (about the other players’ types, and past
and future actions) at all game positions in the
specification of an equilibrium point. Subsequent
work on equilibrium selection in games with
incomplete information has relied heavily on the
study of justifiable out-of-equilibrium beliefs.

Repeated Games

A special kind of extensive-form game consists of
an initial chance move which determines the

Games with Incomplete Information

players’ types, followed by the repeated play of
a single game with type-dependent pay-offs.
Players are not allowed to observe the actual
stage-to-stage pay-offs during play, but are allo-
wed to monitor the stage-to-stage actions of their
competitors. The study of such games provides
insight into the way players learn about one
another over time; that is, insights into the way
reputations are developed and maintained or
changed.

Beginning in 1965 with research sponsored by
the US Arms Control and Disarmament Agency,
substantial effort has been focused on the study of
infinitely repeated games with incomplete infor-
mation. A principal result in the two-person, zero-
sum case is that optimal strategies typically
involve a single initial reference to the informa-
tion a party holds, followed by period-to-period
moves which depend only on the outcome of that
single reference. (In an infinitely repeated game,
short-term pay-offs are unimportant. Whatever
behaviour a player adopts, his opponent’s beliefs
will converge to some limit; the long-term
pay-offs will depend only on the limiting beliefs
of the players. Therefore, in a strictly competitive
environment it is sufficient for a player to deter-
mine at the beginning of the game precisely how
much information he will eventually reveal.) Hart
(1985) extended this analysis to games with pri-
vate information on one side, and gains available
to the players through cooperative actions. His
work demonstrates that, when mutual gains are
available, equilibrium behaviour may involve a
series of references by the informed player to his
information, interspersed with joint randomizing
actions between the players which determine what
information will next be revealed.

For many years, the finitely repeated Pris-
oners’ Dilemma posed a dilemma for game the-
orists. Set in the framework of complete
information, this game has a unique equilibrium
outcome: the players never cooperate with one
another. However, experiments repeatedly
showed that actual players frequently establish
a pattern of cooperation which persists until the
game approaches its final stage. Kreps
et al. (1982) finally offered an explanation for
this discrepancy, by demonstrating that a slight
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change in the initial informational framework
yields games with equilibrium outcomes similar
to the observed experimental outcomes. For
example, assume that each player initially
assigns a small positive probability to his oppo-
nent being the type of individual who
(irrationally) will always respond to cooperation
in one stage with further cooperation in the next.
Then there will be equilibria in which, even when
both players are actually rational, they will (with
high probability) cooperate until near the end of
the game. An interpretation of such equilibrium
behaviour is that each finds it to his benefit to
build a reputation as the irrational, cooperative
type. The incomplete information model is nec-
essary to obtain this behaviour. If the initial
uncertainty as to type did not exist in the mind
of a player’s opponent, such a reputation would
be impossible to build. An emerging ‘theory of
reputation’ has its roots in this analysis.

See Also

Game Theory
Incomplete Contracts
Oligopoly and Game Theory
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Gaming Contracts

E. Schuster

A gaming or wagering contract is one by which two
persons professing to hold opposite views touching
a future uncertain event mutually agree that, depen-
dent upon that event, one shall receive from the
other, and the other shall pay or hand over to him,
a sum of money or other stake; neither of the
contracting parties having any other interest in that
contract than the sum or stake he will so win or lose,
there being no other real consideration for the mak-
ing of such contract by either of the parties (Justice
Hawkins in Carlill v. Carbolic Smoke Ball Com-
pany (1892), Queen’s Bench 484).

Contracts of this description are declared to be
null and void by an act passed during the present
reign [of Queen Victoria] (8 & 9 Vict. c. 109.
p- 18). Notwithstanding this act it was held that a
betting agent who had paid the amount due by his
principal on the loss of a bet was entitled to
recover the same from the latter (Read
v. Anderson, 10 Queen’s Bench Division 100;
13 Queen’s Bench Division 779), but this indirect
recognition of betting transactions has lately been
set aside by the Gaming Act of 1892, which enacts
that no action shall be brought to recover any sum
of money paid in respect of any gaming or wager-
ing contract. The subject of gaming contracts has
recently been discussed with reference to the
‘missing word competitions’ organized by certain
newspapers, which were held to be illegal, as the
result did not depend on skill and judgement but
upon mere chance (Barclay v. Pearson (1893),
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2 Chancery 154). The principle of the statute
against gaming and wagering contracts was, to a
certain extent, already recognized by the statute of
14 Geo. I1I. c. 48, which forbids the insurance of a
life in which the insurer has no interest, and which
is still in force.

Much discussion has taken place both in
England and abroad on the question whether cer-
tain time bargains on the stock exchange and in the
produce markets are to be considered as partaking
of the nature of wagers, and the result of the deci-
sions seems to be that a contract is not enforceable
where it can be proved that it was not the intention
of'the parties to deliver or receive a certain quantity
of securities or produce at a certain price, but that
the payment of the difference between the price at
which the bargain was made and the market price at
the time fixed for the completion of the bargain was
the sole object of the transaction; in the absence of
such proof the parties must be presumed to have
intended a real sale.

Ganilh, Charles (1785-1836)

P. Bridel

Ganilh was born in Allanches (Cantal) on 6 Janu-
ary 1785, and died in Paris in 1836. The main
claims to (modest) fame of this barrister-turned-
politician-turned-economist are his Systémes
d’économie politique (1809) and his Dictionnaire
d’économie politique (1826). These two works
are respectively the first systematic history of
thought and the first theoretically oriented dictio-
nary of economics ever published. Unfortunately,
save this claim for priority, these two prestigious
titles barely conceal the analytical poverty of their
contents.

Ganilh’s two main analytical books can best be
seen as potted (though not uncritical) introductions
of the main Smithian theses to the French educated
layman. In the Systémes, leaving aside all anecdotal
reference to economists and their intellectual envi-
ronment, Ganilh concentrates exclusively on a
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history of economic theory. Centred around main
concepts (wealth, labour, value, capital, money
etc.), Ganilh’s systematic treatment ranges from
the Greek philosophers down the centuries to the
Mercantilist and Physiocratic schools which,
together with the Wealth of Nations, are given the
pride of place. In a similar way, in the Dictionnaire,
what Ganilh considers to be the main theoretical
concepts (excluding any factual or biographical
entries) are not only individually discussed in
alphabetic order but also logically connected by
means of a cross-reference system.

Free trade and the notion of productive labour
are the two themes around which Ganilh’s resis-
tance to Adam Smith are articulated. Without
reverting to the Mercantilist doctrine that domi-
nated French regulatory practice right up to the
fall of the ancien régime, Ganilh thinks fit (for
practical reasons) to bring some restriction to the
then newly discovered free trade doctrine. Antic-
ipating in some ways Frederic List’s National
System of Political Economy (1841), Ganilh
strongly advocates trade barriers in favour of
France’s nascent industries (1826, pp. 142—150).
For his critical remarks on Smith’s concept of
productive labour (i.e. labour supported by capital
to produce material goods), Ganilh was caught in
a heated argument with inter alia Malthus,
Ricardo, Buchanan and Lauderdale (1826,
pp. 102—4 and 413-28). With his opinion that
‘any labour the exchange of which gives rise to a
value’ (1826, p. 415) is productive, Ganilh
espoused the then dominant utilitarian doctrine
of Say; and for that, he was later to be disparag-
ingly condemned by Marx.

In addition to these two analytical works,
Ganilh wrote extensively in the field of public
finance (1815).
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1809. Des systemes d’économie politique, 2 vols.
Paris: Déterville.

1815. Theorie de [’économie politique, 2 vols.
Paris: Déterville.

1826. Dictionnaire analytique de [’économie
politique. Paris: Ladvocat.
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Garnier, Clément Joseph
(1813-1881)

R. F. Hébert

French economist, born at Beuil (Alpes Mari-
times) on 3 October 1813; died at Paris on 25 Sep-
tember 1881. Joseph Garnier (not to be confused
with the translator of Adam Smith) came from a
family of prosperous farmers, but showed no
inclination to follow his ancestral heritage. He
made his way to Paris in 1829, when only 16.
Poised to join the banking firm of Lafitte, he was
induced instead to enter the Ecole Supérieure de
Commerce by a family friend, Adolphe Blanqui.
Later following in Blanqui’s footsteps. Garnier
became both teacher and principal at the Ecole.

Garnier remained in the mainstream of French
economics throughout the mid—19th century. He
was one of the founders of the Société
d’Economie Politique and its permanent secretary
from 1842 until his death in 1881. A tireless
teacher, he held professorships at five different
schools. In 1843 he began a series of lectures at
the Athenée, which eventually evolved into his
Eléments de I’économie politique, a popular and
encyclopedic treatise that went through multiple
editions from 1846 to 1907. The work was retitled
in its fourth edition to the Traité de I’économie
politique, and in this form it was eventually trans-
lated into Spanish, Italian and Russian. Already
on the strength of the first edition, Garnier had
been named in 1846 to the newly created chair of
political economy at the Ecole des Ponts et
Chaussées (Dupuit’s alma mater), a position he
held for 35 years. He also spent a quarter of a
century as the chief editor of the Journal des
économistes, the leading French economics jour-
nal of the period.

His fortuitous placement at the nerve centres of
French economics (the faculty of a grande école,
the leading journal and professional society) gave
Garnier a measure of influence beyond what could
be expected from the originality of his ideas,
which in any case was minimal. He was chiefly
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an exponent of classical economics, occupying
the middle ground between the virulent strain of
liberalism that afflicted Molinari and the less stri-
dent version associated with Blanqui and
Dunoyer. Although he produced a popular, anno-
tated French edition of Malthus’s Essay on Popu-
lation, Garnier chose in his own works to expand
the optimistic doctrines of Smith and Say rather
than the underside of Ricardo and Malthus. His
Traité is a good example of French economics
before Mill. Its popularity must be attributed in
part to this orthodoxy, but also to Garnier’s depth
of knowledge and his orderly presentation.

Garnier was named a member of the French
Institute in 1873. Three years later he was elected
to the French Senate by voters in his home district,
thus capping a long academic and literary career
with a final dimension of public service.

Selected Works

1846. Eléments de I’économie politique, exposé
des notions fondamentales de cette science.
Paris: Guillaumin.

1858a. Premiéres notions d’économie politique,
sociale ou industrielle. Paris: Guillaumin.

1858b. Eléments de finances suivis de éléments de
statistique, de la misére, [’association et
[’économie politique. Paris: Garnier fréres.

Gasoline Markets

Jean-Frangois Houde

Abstract

Gasoline retail markets have traditionally
attracted a lot of attention from researchers
and policy makers. This entry reviews a set
of questions studied by Industrial Organisa-
tion (I0) economists related to this market.
The discussion is organised around three
themes. The first reviews papers concerned
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with the transmission of cost shocks and the
cyclical properties of gasoline prices. The
second theme includes a variety of papers
testing for market power, and providing evi-
dence in favour of price discrimination,
tacit collusion, differentiation and vertical
restraints. Finally, the last section is devoted
to papers evaluating the consequences of eco-
nomic and environmental regulations in gas-
oline markets.

Keywords
Gasoline; Retailing; Oligopoly; Pricing; Reg-
ulation; Vertical relations

Within the petroleum industry, gasoline markets
have been a focus of intensive research. The avail-
ability of large datasets, combined with a complex
and diverse industrial structure, has motivated
many important empirical and theoretical articles.
This entry will focus on the retail segment of the
petroleum industry, which also includes extrac-
tion, refinery and distribution.

Despite often being portrayed as the archetype
of a perfectly competitive market, economists
and policymakers have long been intrigued by
the behaviour of gasoline prices. It is not uncom-
mon to observe prices jumping sharply in a coor-
dinated manner, or crude oil price shocks being
passed through asymmetrically to consumers.
Gasoline price wars have attracted a great deal
of attention as well, sometimes triggering price
control regulations from governments in the
USA and around the world. The recent wave of
vertical mergers has led the US senate to conduct
a comprehensive analysis of the industry, as
summarised by Senator Carl Levin’s report in
2002. Consumers are also greatly concerned
about gasoline price movements, as it occupies
a between 4.5% and 12.4% of households’ dis-
posable income, especially for poorer house-
holds (Gicheva et al. 2007).

This entry will attempt to summarise the aca-
demic research studying gasoline markets. The
discussion is organised around three themes:
(1) incomplete passthrough and retail price cycles,
(ii) evaluation of market power, and (iii)
regulation.

Gasoline Markets

Incomplete Pass-Through and Retail
Price Cycles

Like many commodity goods, gasoline prices are
known to adjust slowly to cost changes. What is
more intriguing is the fact that gasoline prices
commonly adjust faster to cost increases than
cost decreases. This phenomenon, known as
rockets and feathers, was first documented by
Bacon (1991) in an analysis of the UK gasoline
market. Peltzman (2000) documents similar
asymmetries in a wide array of retail markets.

Among the most detailed studies, Borenstein
et al. (1997) demonstrate the existence of a large
asymmetric pass-through in US markets: retail
prices are on average 0.55 cents higher two
weeks after a 1 cent increase in the price of
crude oil, but are only 0.18 cents lower after a
1 cent decrease. They also show that more than
half of this asymmetry is due the adjustment of
wholesale prices, while the remainder is due to a
small but significant asymmetric adjustment of
retail prices.

The most likely explanation for the upstream
asymmetry is related to the interplay of produc-
tion adjustment costs and storage capacity at the
refinery level (see Borenstein and Shepard
(2002)). At the retail level, several theories have
been proposed. It is clear for instance that asym-
metric adjustments are more prevalent in concen-
trated retail markets (Deltas 2008), and
Borenstein et al. have argued that tacit collusion
can cause the retail price asymmetries.

Information frictions between consumers and
firms have also been proposed to explain the phe-
nomenon. Tappata (2009), for instance, builds an
oligopoly pricing model with search frictions in
which consumers endogenously choose a lower
search effort when costs are expected to be high.
This leads to a relatively inelastic demand after an
unexpected decline in wholesale prices. Yang and
Ye (2008) and Lewis (2005) also provide related
search-based theoretical and empirical analysis of
asymmetric pass-through.

A related phenomenon has gained a lot of
attention. In many cities gasoline prices follow
casily predictable asymmetric cycles akin to
Edgeworth cycles (Edgeworth 1925): price
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increases are fast and large (relenting phase), and
are followed by a sequence of small decreases
(undercutting phase). The existence of these
cycles and the fact that they differ from asymmet-
ric pass-through was first documented by
Castanias and Johnson (1993) in US markets,
and later by Eckert (2002) and Noel (2007a) in
Canada. See also Noel (2009) for a discussion of
incomplete pass-through in markets with Edge-
worth cycles.

Several authors have documented interesting
connections between the structure of local mar-
kets and the cycles’ attributes. Noel (2007a, b) in
particular showed that competitive markets tend
to have short-lived cycles (or no cycle at all),
while small isolated markets often exhibit long
periods of price stability and month-long cycles.

The causes and welfare consequences of these
cycles are not well understood. Most authors have
rationalised their presence using the dynamic pric-
ing game of Maskin and Tirole (1988), which
shows that an Edgeworth cycle can emerge as a
non-cooperative Markov-perfect equilibrium.

The model matches well many features of gaso-
line price cycles (see Eckert (2003) and Noel
(2007b)). On the other hand, two key assumptions —
(i) consumers react instantaneously to price differ-
ences and (ii) firms are unable to simultaneously
adjust their prices — are at odds with several features
of gasoline markets. In particular, it is widely
acknowledged that retailers are able to adjust their
prices frequently, while consumers are thought to be
less informed than firms. Hosken et al. (2008) and
Lewis (2008) provide comprehensive analysis of
gasoline price dispersions and dynamic price
adjustments in US markets.

Moreover, two recent price-fixing cases dis-
covered in Australia and Canada revealed that
some features of Edgeworth cycles can be explic-
itly coordinated by retailers (see Wang (2008),
and Clark and Houde (2010)). Related to this,
Wang (2009) provides an interesting analysis of
an Australian policy that forces retailers to simul-
taneously change their prices only once a day.
Consistent with explicit collusion, the results
show that price increases are heavily coordinated
when firms can freely adjust their prices. After the
policy change, however, although prices still
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follow Edgeworth-like patterns, firms behave
according to a mixed strategy consistent with a
war of attrition game.

Evaluation of Market Power

Despite the fact that gasoline is a homogenous
product for which prices are easily observed,
many authors have argued that firms are able to
exert a certain degree of market power.

A first group of papers have looked into the
market power assumption by testing for price
discrimination. Two examples are particularly
interesting. Borenstein (1991) uses the slow
decrease in the supply of leaded gasoline during
the 1980s to show that retailers selling leaded
gasoline were increasingly able to extract rents
from consumers as the number of available
options shrunk.

Shepard (1991) tests for price discrimination
by comparing prices at self- and full-service sta-
tions. Her sample includes of a significant fraction
of stores offering both types of product, which
helps to isolate price discrimination motives
from unobserved cost differences. By comparing
prices at mixed and traditional stations, she tests
the hypothesis that a multi-product firm with mar-
ket power is better able to price-discriminate than
a single-product firm. Her results are conclusive:
retail prices for full-service gasoline are signifi-
cantly higher at multi-product stations. Interest-
ingly, multi-product stations also tend to distort
full-service margins more than self-service mar-
gins, consistent with a model of second-degree
price discrimination.

A second group of authors have studied retail
margins from a tacit collusion perspective. Slade
(1987, 1992) studied the behaviour of retailers in
Vancouver during price wars and developed a test
discriminating between a static pricing model and
supergame strategies. Her results easily reject the
static pricing model and uncover interesting
asymmetries between major and independent
retailers. Majors are acting as price leaders
responsible for coordinating price increases,
while independents are more likely to initiate
price wars.
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Borenstein and Shepard (1996) provide a
more indirect test, looking at the dynamics of
margins and demand. They show that gasoline
margins respond positively to expected future
demand, consistently with the “price wars during
booms” prediction of Rotemberg and Saloner
(1986).

A third line of research uses observed mergers
to quantify the market power of vertically inte-
grated chains. Hastings (2004) is a leading exam-
ple of this approach (see also Hastings and
Gilbert (2005), Simpson and Taylor (2008) and
Taylor et al. (2007)). Her identification argument
relies on the idea that retail mergers that are
negotiated nationally create sharp changes in
market structure that are exogenous to local
market conditions. Her results suggest that stores
competing directly with independent retailers

post significantly lower prices, consistent
with vertical restraints and brand loyalty
interpretations.

More recently, a few authors have used a
structural approach to quantify market power in
gasoline markets. Houde (2009) estimates an
empirical model of spatial differentiation that
incorporates the fact that consumers are mobile
within the market, unlike the classic address
model proposed by Hotelling (1929). The dis-
tance between consumers and firms is defined as
the time deviation from home-to-work commut-
ing paths, and elasticities of substitution are
directly related to the road network structure
and traffic flows (rather than physical distance
alone). The results indicate that firms enjoy rela-
tively little market power, especially compared
to a model in which consumers are located at a
single point. Moreover, retail margins would
decrease by about 7% if stores were setting
their prices independently.

Hastings (2008) uses a similar approach, but
focuses on the availability of rich store-level data
on wholesale prices. She first documents that
stores are paying different wholesale prices,
despite being part of the same brand network.
She then simulates a uniform wholesale price
regulation. The results suggest that wholesale
price discrimination has a pro-competitive effect
in this market.

Gasoline Markets

Regulation

Gasoline  markets often operate under
constraining regulations. Two classes of policies
have frequently been discussed: below-cost sales
and divorcement regulations.

Below-cost sales regulations are currently in
place in nine US states and three Canadian prov-
ince and the debate is ongoing in many jurisdic-
tions. In some cases below-cost regulations date
as far back as the great depression, where many
state governments institute “fair-business prac-
tice” laws applied to all retail markets. The advo-
cates of these policies typically associate
aggressive pricing with predatory and loss-leader
strategies. Antitrust authorities typically view
such legislations as unnecessary, and they point
out that state governments may be too easily con-
vinced by accusations of predation made by lob-
bying groups representing non-integrated chains
of gasoline stations.

Several researchers have evaluated the impact
of those policies on prices using cross-sectional
data and found significant price increases (see in
particular Fenili and Lane (1985), Anderson and
Johnson (1999), and Johnson and Romeo (2000)).
Recently, Carranza et al. (2009) re-examined this
question using a store-level panel dataset in Can-
ada. They found that a policy change in the prov-
ince of Québec led to a long-run decrease in
margins and station productivity that can be
largely explained by endogenous changes in the
composition of markets. Similar results are also
found by Skidmore et al. (2005).

Divorcement acts have been implemented in six
states to prevent the vertical integration of major oil
refiners in the retail sector. They have typically
been justified by theories pointing to anticompeti-
tive motives for vertical integration. However,
most empirical papers evaluating those policies
suggest that banning vertical integration in general
leads to higher prices. See in particular the papers
by Barron and Umbeck (1984) and Blass and
Carlton (2001). Shepard (1993) and Slade (1996)
also provide interesting analysis of contractual
arrangements in gasoline markets, which suggest
that vertical integration might be more efficient
than separation in some context.
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Finally, a small number of researchers have
recently studied the impact of environmental reg-
ulations on the organisation and performance of
gasoline markets. Brown et al. (2008) and
Muehlegger (2006), for instance, look at the
impact of gasoline content regulations on whole-
sale prices, using reduced-form and structural
methodologies respectively. Both found that the
imposition of heterogenous content regulations
across different geographic markets led to greater
market segmentation and higher prices. Ying
et al. (2010) compare the public and private pro-
vision of insurance for hazard risks of gasoline
underground storage tanks. Insurance premiums
under public systems are typically uniform and
provide little incentive for station owners to
upgrade their technology, potentially creating sig-
nificant moral hazard risks. Yin et al. indeed found
that Michigan’s transition to private market liabil-
ity insurance led to a 20% decline in accidents
relative to adjacent states providing public insur-
ance coverage (i.e. Illinois and Indiana).

Conclusion

As the previous discussion has demonstrated, gas-
oline markets have generated an impressive
amount of academic research. Many topics are
still open and richer datasets are increasingly
becoming available, which should lead to even
more analysis.

It is fair to say that the literature on market
power and dynamic pricing should be better inte-
grated. In particular, we learned from the former
that consumers are heterogeneous along several
dimensions (e.g. income, commuting, informa-
tion), which leads to price differences across mar-
kets and stores. This heterogeneity could play a
role in explaining the causes and consequences of
asymmetric pass-through and price cycles, but the
dynamic pricing literature has largely ignored the
consumer side of the market from their analysis.

Similarly, structural and reduced-form
methods have been used to document and mea-
sure the importance of differentiation and vertical
contracts in explaining profit margins. However,
little research has been conducted to study firms’
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decisions to differentiate themselves (e.g. retail
network configuration, choice of amenities, etc.),
and design vertical contracts. Large and precise
datasets are now available concerning the location
of stores and road networks, allowing researchers
to study models of product differentiation empir-
ically. Similar information on the terms of con-
tracts between franchisees and upstream suppliers
is much harder to obtain, but would be crucial for
better understand the role of vertical restraints in
this market.

Finally, although this article has focused
mainly on the downstream segment of the petro-
leum industry, it should be noted that much less
research has been devoted to studying market
power in the upstream segments. In many respects
the refinery sector is analogous to the retail sector
but is significantly more concentrated. Even so,
we know relatively little about the impact of
upstream market structure (e.g. localisation and
ownership of refineries) on market outcomes such
as wholesale prices and capacity utilisation.

See Also

Market Power and Collusion in Laboratory
Markets
Vertical Integration

Bibliography

Anderson, R., and R. Johnson. 1999. Antitrust and sales-
below-cost laws: The case of retail gasoline. Review of
Industrial Organization 14(3): 189-204.

Bacon, R. 1991. Rockets and feathers: The asymmetric
speed of adjustment of U.K. retail gasoline prices to
cost changes. Energy Economics X11I: 211-218.

Barron, J., and J. Umbeck. 1984. The effects of different
contractual arrangements: The case of the retail of
gasoline market. Journal of Law & Economics 27:
313-328.

Blass, A., and D.W. Carlton. 2001. The choice of organi-
zational form in gasoline the choice of organizational
form in gasoline retailing and the cost of laws that limit
that choice. Journal of Law and Economics 44.

Borenstein, S. 1991. Selling costs and switching costs:
Explaining retail gasoline margins. The Rand Journal
of Economics 22(3): 354-369.

Borenstein, S., and A. Shepard. 1996. Dynamic pricing in
retail gasoline markets. The Rand Journal of Econom-
ics 27(3): 429-451.


https://doi.org/10.1057/978-1-349-95189-5_2836
https://doi.org/10.1057/978-1-349-95189-5_2836
https://doi.org/10.1057/978-1-349-95189-5_1698

5090

Borenstein, S., and A. Shepard. 2002. Sticky prices,
inventories, and market power in wholesale
gasoline markets. RAND Journal of Economics 33(1):
116-139.

Borenstein, S., A.C. Cameron, and R. Gilbert. 1997. Do
gasoline prices respond asymmetrically to crude oil
price changes? The Quarterly Journal of Economics
112(1): 305-339.

Brown, J., J. Hastings, E.T. Mansur, and S.B. Villas-Boas.
2008. Reformulating competition? Gasoline content
regulation and wholesale gasoline prices. Journal of
Environmental economics and management.

Carranza, J.E., R. Clark, and J.-F. Houde. 2009, April. Price
controls and competition in gasoline retail markets.
Working paper, University of Wisconsin-Madison.

Castanias, R., and H. Johnson. 1993. Gas wars: Retail
gasoline price fluctuations. Review of Economics and
Statistics 75: 171-174.

Clark, R., and J.-F. Houde. 2010, June. Collusion between
asymmetric retailers: Evidence from a gasoline price-
fixing case. Mimeo, University of Wisconsin-Madison.

Deltas, G. 2008. Retail gasoline price dynamics and local
market power. The Journal of Industrial Economics 61:
613-628.

Eckert, A. 2002. Retail price cycles and response asymme-
try. Canadian Journal of Economics 35: 52-77.

Eckert, A. 2003. Retail price cycles and presence of small
firms. International Journal of Industrial Organization
21: 151-170.

Edgeworth, F. 1925. The pure theory of monopoly. Papers
Relating to Political Economy 1: 111-142.

Fenili, R., and W. Lane. 1985. Thou shalt not cut prices.
Regulation 9(5): 31-35.

Gicheva, D., J. Hastings, and S.B. Villas-Boas. 2007.
Revisiting the income effect: Gasoline prices and gro-
cery purchases. Working paper 13614, NBER.

Hastings, J. 2004. Vertical relationships and competition in
retail gasoline markets: Empirical evidence from con-
tract changes in southern California. American Eco-
nomic Review.

Hastings, J. 2008, September. Wholesale price discrimina-
tion and regulation: Implications for retail gasoline
prices. Working paper, Yale University.

Hastings, J., and R. Gilbert. 2005, December. Market
power, vertical integration, and the wholesale price of
gasoline. Journal of Industrial Economics.

Hosken, D., R.S. McMillan, and C. Taylor. 2008. Retail
gasoline pricing: What do we know? International
Journal of Industrial Organization 26(6): 1425-1436.

Hotelling, H. 1929. Stability in competition. Economic
Journal 39(153): 41-57.

Houde, J.-F. 2009, June. Spatial differentiation and vertical
contracts in retail markets for gasoline. Working paper,
University of Wisconsin-Madison.

Johnson, R.N., and C.J. Romeo. 2000. The impact of self-
service bans in the retail gasoline market. 7he Review of
Economic and Statistics 82(4): 625-633.

Levin, C. 2002, May. Gas prices: How are they really set?
Hearings before the subcommitte of investigations. US
Senate.

Gasoline Markets

Lewis, M. 2005, July. Asymmetric price adjustment and
consumer search: An examination of the retail gasoline
market. Working paper, Ohio State University. Journal
of Economic Management and Strategy (Forthcoming).

Lewis, M. 2008. Price dispersion and competition with
differentiated sellers. Journal of Industrial Economics
56(3): 654-678.

Maskin, E., and J. Tirole. 1988. A theory of dynamic
oligopoly, ii: Price competition, kinked demand curves,
and edgeworth cycles. Econometrica: Journal of the
Econometric Society 56(3): 571-599.

Muehlegger, E.J. 2006. Gasoline price spikes and regional
gasoline content regulations: A structural approach.

Noel, M. 2007a. Edgeworth price cycles, cost-based
pricing and sticky pricing in retail gasoline retail mar-
kets. Review of Economics and Statistics 89(2):
324-334.

Noel, M. 2007b. Edgeworth price cycles: Evidence from
the toronto retail gasoline market. Journal of Industrial
Economics LV(1): 69-92.

Noel, M. 2009. Do gasoline prices respond asymmetrically
to cost shocks? The effect of edge-worth cycles. RAND
Journal of Economics 40(3): 582-595.

Peltzman, S. 2000. Prices rise faster than they fall. Journal
of Political Economy 108(3): 466-502.

Rotemberg, J.J., and G. Saloner. 1986. A supergame-
theoretic model of price wars during booms. The Amer-
ican Economic Review 76(3): 390-407.

Shepard, A. 1991. Price discrimination and retail configu-
ration. Journal of Political Economy 99(1): 30-53.
Shepard, A. 1993. Contractual form, retail price, and asset
characteristics in gasoline retailing. The Rand Journal

of Economics 24(1): 58-77.

Simpson, J., and C.T. Taylor. 2008. Do gasoline mergers
affect consumer prices? The Marathon Ashland
Petroleum and Ultramar Diamond Shamrock transac-
tion. The Journal of Law and Economics 51(1):
135-152.

Skidmore, M., J. Peltier, and J. Alm. 2005. Do state motor
fuel sales-below-cost laws lower prices? Journal of
Urban Economics 57(1): 189-211.

Slade, M.E. 1987. Interfirm rivalry in a repeated game: An
empirical test of tacit collusion. The Journal of Indus-
trial Economics 35(4, The Empirical Renaissance in
Industrial Economics): 499-516.

Slade, M.E. 1992. Vancouver’s gasoline-price wars: An
empirical exercise in uncovering supergame strategies.
The Review of Economic Studies 59(2): 257-276.

Slade, M.E. 1996. Multitask agency and contract choice:
An empirical exploration. International Economic
Review 37(2): 465-486.

Tappata, M. 2009. Rockets and feathers. understanding
asymmetric pricing. RAND Journal of Economics
40(4).

Taylor, C.T., N. Kreisle, and P.R. Zimmerman. 2007, Sep-
tember, Forthcoming. Vertical relationships and com-
petition in retail gasoline markets: Comment. AER.

Wang, Z. 2008. Collusive communication and pricing
coordination in a retail gasoline market. Review of
Industrial Organization 32(1): 35-52.



Gauge Functions

Wang, Z. 2009. (mixed) strategy in oligopoly pricing:
Evidence from gasoline price cycles before and under
a timing regulation. Journal of Political Economy
117(6).

Yang, H., and L. Ye. 2008. Search with learning: Under-
standing asymmetric price adjustments. RAND Journal
of Economics 39: 547-564

Ying, H., H. Kunreuther, and M. White. 2010. Risk-based
pricing and risk-reducing effort: Does the private insur-
ance market reduce environmental accidents? Journal
of Law & Economics (Forthcoming).

Gauge Functions

Peter Newman

Consider the standard two-product diagram which
depicts an opportunity set P with production frontier
fr(P). For any point x' inside P it would be useful to
have a measure of just how inefficient it is, i.e. to
gauge how far it is from the frontier. A simple way
of doing this is, first to find that point X € fr(P)
which is just a scale change of x', so that x! = /%
for some A; € [0, 1). Then a function J(. | P) that
calibrates any such point with respect to P is
defined by putting J(x' | P) = A,. For this to be a
sensible measure of efficiency, it should obviously
have the property that J(x | P) = 1 if and only if
(i) x € fi(P).

Similarly, for any point x* outside P it can be
asked: How much would productive capacity
(i.e. P) have to grow in order that x* be produc-
ible? Again, a simple measure of this would be to
find ¥ € fr(P) such that x> = A, for some A, > 1,
and put J(x*> | P) = A,. Thus J(x | P) becomes a
general measure of the producibility of x with
respect to P.

In the same way, in the theory of consumer’s
preferences consider a better set B = {x € R":
x 2 x'} for some ‘target’ bundle x’, and let x* be
any bundle that lies above the indifference surface
I' which bounds B’ from below. An obvious mea-
sure of how much x* could be reduced and the
resulting bundle still remain in B’ is given by
finding X¥€I' such that x’ = pu;¥ for some
ps > 1. Provided j (x | BY) = 1 iffx € I, ps is
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then a measure of the redundancy of x* in achiev-
ing the target level of satisfaction represented by
x'. Again, if x* lies below I' and x* = yu, for some
xel'and py € [0, 1), then iy is a measure of the
shortfall of x* in achieving x'. In each case, putting
j (x| B") = u defines a function that gauges the
performance of the actual bundle x with respect to
the set B, hence to the target bundle x'.

These two functions J(. | P) and j (. | B') are
examples of what in this essay will be called
gauge and s-gauge functions, respectively. Such
functions form the basis of one of the two main
duality schemes in economics, the other scheme
being that of Fenchel transforms (for which see
“p Duality™).

History

As already indicated, gauge functions are of two
types. The first, simply called gauges, are a direct
generalization of Minkowski’s Distanzfunktion
(e.g. (1911)) and so are sometimes referred to as
Minkowski functionals. Functions of this type are
often used in mathematics but are as yet rarely
employed (at least explicitly) in economics. They
are best suited for bounded sets lying near the
origin, such as P above and the trading sets .X; of
McKenzie (1981, p. 820).

The second type of gauge function is almost
unknown in mathematics but often used in eco-
nomics, chiefly for unbounded sets that do not
contain the origin, such as B’ above and analogous
sets in the theory of production. Economists have
given these functions many names, among them
‘distance’, ‘transformation’ and ‘deflation’ func-
tion. The name s-gauges used here both pays
homage to Shephard (1953) and emphasizes
their affinity with gauges.

S-gauges were introduced more or less simul-
taneously by Debreu (1951), Malmquist (1953)
and Shephard (1953), each in his own way.
Debreu, concerned with general equilibrium,
defined his function ‘the coefficient of resource
utilization’ for the better set in commodity space
whose lower boundary is a Scitovsky community
indifference surface; it was obtained as the solu-
tion to an optimization problem and is actually the
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inverse of an s-gauge. Malmquist, concerned with
index numbers and hampered by misprints,
defined a ‘quantity index’ (pp. 230-32) as
s-gauges of better sets B’, and a ‘price index’
(pp. 213-15) as s-gauges of the sets Bj (see
Section “S-Polar Sets™) that are dual to B,

Shephard, concerned with production functions,
defined s-gauges for surfaces in the strictly positive
orthant and showed that cost functions could be
regarded as s-gauges of dual surfaces in the price
space. Oddly, he appeared to regard s-gauges as an
example of Minkowski’s Distanzfunktion (1953,
pp. 6), even though the latter is a convex function
defined only for convex compact sets with the
origin as interior point, while Shephard’s function
is concave and defined only for convex unbounded
sets that clearly do not contain the origin. Later he
implicitly recognized this anomaly by referring to
s-gauges as ‘an adaptation ... of the Minkowski
distance function’ (1970, p. 66).

Notwithstanding, his discussion was by far the
most comprehensive of the three and fully war-
rants Diewert’s judgement (1982, p. 551): ‘the
first modern, rigorous treatment of duality
theory’ — at least in economics.

After this pioneering work there was a long
gap, until s-gauges reappeared in the 1970s with
the work (in alphabetical order) of Blackorby,
Primont and Russell (e.g. 1978), Deaton (1979),
Deaton and Muellbauer (1980), Diewert
(e.g. 1982, which contains a full bibliography),
Gorman (1970, 1976), Hanoch (1978), Jacobsen
(1972), McFadden (1978), Ruys (1972), Ruys and
Weddepohl (1979), Shephard (1970) and
Weddepohl (1972). It is sometimes argued that
Wold (1943) and Uzawa (1964) were early con-
tributors to this literature, but Wold used only a
Euclidean norm and explicitly rejected a
Minkowskian approach (1943, pp. 231-2), while
Uzawa’s paper was actually a nice formulation of
the 1-1 correspondence between closed convex
sets and their support functions.

Although these later investigations showed a
wide range of application for s-gauges, apart from
Weddepohl’s contribution their formal theory
remains more or less as Shephard left it in 1953,
still seriously incomplete. For example, econo-
mists usually define s-gauges with respect to util-

Gauge Functions

ity and production finctions rather than sets
(which was the original Minkowskian tradition)
and partly for this reason place severe and
unexplained restrictions on the relevant domains.
Moreover, their discussions are typically confined
to convex preferences and technologies and to
finite-dimensional spaces.

This essay sets out a formal and coherent
account of gauges and s-gauges taken together,
although no proofs are given. The primal
(e.g. quantity) and dual (e.g. price) spaces will be
denoted X and Y respectively. Though the
non-specialist reader need only consider the famil-
iar space X = R" = Y, the natural frame of refer-
ence of this theory is where (X, Y) are a pair
of (in general) infinite-dimensional Hausdorff topo-
logical vector spaces ‘in duality’ (see e.g. Robertson
and Robertson 1964), a class which for example
includes Banach spaces and their duals.

Bonnesen and Fenchel (1934) give a detailed
discussion of and references to Minkowski’s orig-
inal Distanzfunktion on R"; Cassels (1959) is also
useful. Discussions of gauges (Minkowski func-
tionals) in more general spaces are to be found in
works on functional analysis, e.g. Bourbaki (1953),
Kothe (1969) and Moreau (1967). For mathemati-
cal concepts not explained here, see the entries on
“p Convex Programming” and “» Duality”.

Definitions and Simple Properties

Gauges
A set C C X is a cone with vertex 0 ifx € C =
Ax € C for all A > 0. Deconstructing this idea
into two others, starred and haloed sets, the
starred hull e(a) of any set A C X is given by
eA)={veXv=>A,x € 40<A<1} and
the haloed hull h(A) by h(4) = {w € X:w = Ax,
x € A,\ < 1}.Then 4 is starred iff A = e(4) and
haloed iff A = h(A). The conical hull C(A) is e(A)
U h(A), and 4 is a cone with vertex 0 iff 4 = C(A).
Forany 4 C Xits gauge is the numerical func-
tion J(.| 4): X — [0, oo] defined by

J(x]A) = inf{A>0:xcA}
= 0 if x=0

if x#0

ey
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In ‘seeing’ this definition, think 4 as rather like
the unit sphere, or at least as being near the origin
and possibly bounded. If x ¢ 4 the set is to be
enlarged by the magnification factor A > 1 until it
just engulfs x, the corresponding value of A then
being J(x | 4), while if x € A then 4 is to be
uniformly shrunk by the contraction factor A < 1
until it is on the verge of parting company with x.

It follows from (1) that J(. |4) is always proper,
and positively homogeneous (ph), (i.e. J(Ax | 4)) =
M(x | A) for all A > 0. More surprisingly,
J(. le(4)) = J(. |A), so that it is natural for the
theory of gauges to deal only with starred sets.
Notice that if 4 = C(4) then J(. |4) = &(. |4),
where the latter function is the indicator of A,
i.e. (x| 4) = 0ifx € 4, and = oo otherwise.

If A is starred and (topologically) closed, then
J(. | A) is lower semicontinuous (Isc) on the whole
of X, and decreasing in 4 (i.e. 4" C A% iff J(. |4")
> J(. |4%), while A = {x € X :Jx| 4) < 1}.
Convex sets that contain the origin (and so are
starred) have gauges that are not only ph but also
subadditive (J(v + w| 4) < J(v| A4) + J(w| A) for
all vy w € X), and so they are convex functions.
Finally, if 4 is convex, closed and such that 0 is in
the topological interior (int) of A4, then the
(topological) boundary or frontier of A is {x €
X:J(x| A) = 1}.

As already noted, Minkowski’s
Distanzfunktion was defined only for convex
compact A C R" such that 0 € int A, whereas its
generalization J(. | 4) can be used for much wider
classes of both sets and spaces. However, in math-
ematics gauges are in fact typically limited to sets
that are convex, closed, balanced (if |A] < 1 and
x € A then Ax € A) and such that 0 € int 4,
i.e. sets that are very much like the unit sphere.

S-Gauges
The formal treatment of s-gauges in mathematics
seems confined to Phelps (1963), although econ-
omists have made some valuable contributions, in
particular Shephard (1953) and Weddepohl
(1972). The next definition is best ‘seen’ if B is
taken to be haloed (hence unbounded) and not
containing the origin.

For any B C X its s-gauge is the numerical
function (. | B): X — {— oco}U [0, co] defined by
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j(x|B) = sup{u>0:xe€iB} if x#0
= 0 if x=0
(2)

If x ¢ B, j(x | B) is found by pulling B uniformly
towards the origin via the contraction factor u €
(0, 1] until uB just reaches x. Ifx € B, then j(x | B)
is found by making B recede radially away from
the origin through multiplication by the expansion
factor p > 1 until uB is on the verge of leaving
x behind. Notice that j(x | B) = 0 iffx = 0, unlike
the situation with gauges.

A point v € B is internal to B if for any other
x € Xthere exists € > 0 such that (v + Ax) € Bif
for all A with | A| < ¢; this is an algebraic rather
than topological idea of what it means to be inside
a set. If the origin 0 is one of B’s internal points, so
that every point x in X can as it were be drawn into
B by scaling that point down by a suitable con-
traction factor A, then B is absorbent. Denote by
X\ B the set-theoretic difference X /ess B, and put
c(B) = C(B)\ {0}.

It follows from (2) that j(. |B) is ph and that it is
n-proper if X'\ B is absorbent. Phelps (1963, Prop,
2iii) proved that j(. |#(B)) = j(. |B), so it is natural
to assume that B is always haloed. If B is haloed
and closed, then j(.|B) is increasing in B,
ie. B' ¢ B*iffj(. |B") < j(. |B*),and B = {x €
X:j(x| B) > 1}.If Bis closed and 0 ¢ B, then (. |
B) is upper semicontinuous (usc) on C(B). If B is
convex, haloed and such that X | B is absorbent,
then j(. |B) is superadditive (j(v + w | B) > j(v |
B) + j(w | B) for all v w € X), and so concave.
Finally, if B is haloed, convex, closed and such
that int B # @, then the frontier of Bis {x € X:
jer| By = 13.

These properties of s-gauges should be com-
pared with the corresponding properties of
gauges.

Dual Sets

Polar Sets
For any A C X its polar set A° C Y is defined

by

A’ ={yeY:(xy)<1l for all xcA} (3)
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where (x, y) denotes the value of the linear func-
tional y at x (if X = R" = Y then it is the inner
product of x and y). If 4 = C(4) then it is easy to
check that 4° coincides with the polar cone of A
(={y € ¥ {x,y) <Oforallx € 4}), whence the
name of this generalization.

Let I"°(Y) denote the set of all those subsets of
Y that are convex, closed and contain the origin
(hence are starred); similarly for I'°(X). From (3)
each y in A° satisfies a family of weak linear
inequalities (one for each x in A), so that 4° is
convex and closed; moreover, obviously 0 € A°
for any 4. Hence 4° € I'°(Y).

The bipolar set A%° C Xofany A C Xis given

by
AY ={xeX: (xy)<1 for all yeA®}. (4)

One can define 4°°°, 4°°%,. .. in ways analogous
to (3) and (4) respectively, but it is easily shown
that 4°°° = 4° 4°°%° = 4% .. etc. Other simple
properties are that A C A%, and that 4, C 4,
implies A C AY and A% c AY.

Since 4% € T°(X) it is clearly necessary for
A = A% that 4 itself be in T°(X). The next result,
saying that this condition is also sufficient, is the
fundamental theorem of the theory of gauges.
Discovered by Dieudonné and Schwartz (1950),
it is equivalent to the Hahn-Banach Theorem, to
‘the’ Theorem of the Separating Hyperplane, and
to the Fenchel-Moreau theorem (for which see
“» Duality”).

Theorem 1 (Bipolar Theorem). For any A C X,
A% = K(e(4)).

Here, for any set M C X, K(M) denotes its
closed convex hull, i.e. the intersection of all the
convex closed sets that contain M. An equivalent
version of Theorem 1 is that A% = K(4 U{0}), so
that for example McKenzie’s X; (1981, p. 825) is
simply X°;.

S-Polar Sets
For any B C Xits s-polar set By C Yis given by
By={yeY:{(xy)=1

for all xeB} (5)

Gauge Functions
and its s-bipolar set By C X by

By ={x€X: (x,y)=1 for all yeBy} (6)
As before, it can be shown that B C By, that
BOOO = B() and BOOOO = BOO etc., and that
B' ¢ B* implies B*, C B'y and B'yy C By.
However, it is obvious from (5) that if 0 € B
then By = @, which indicates a major asymmetry
between polar and s-polar sets.

Denote the class of all non-empty convex closed
haloed subsets of Y that do not contain the origin by
I'o(Y), and similarly for I'o(X); since these sets are
haloed, they are all unbounded. Although 4° €
I°(Y) and 4% € I°(X) for each 4 C X, it is not
true that By € I'o(Y)and By € I'o(X) foreach B €
X. For example, suppose X =R and that
B = {-b, b} for some number b # 0. Then
By = 0 and Byy = R, though neither @ nor R is in
To(R).

Fortunately, by using a separating hyperplane
theorem one can obtain precise information about
when By, exists.

Theorem 2 Forany B C X, By = Qiff 0 € K(B).

Corollary 1.0 ¢ K(B) iff[By € TI'o(Y) and Byy €
Io(X)].

A basic theorem corresponding to Theorem 1
is

Theorem 3 For any B C X such that 0 ¢ K(B),
Boo = K(h(B)).

A partial converse to this is

Proposition 1 If K(h(B)) # X,
Byo = K(h(B)) implies 0 ¢ K(B)).

That the conditional in this result is essential
follows from the previous example of B = {—b, b},
since there R = Byy = K(h(B)) yet 0 € K(B)).

then

Transforms

Polar Transforms
Forany A C X, the polar transform of its gauge J
(-] A) is the gauge J(- | A°) of its polar set 4°, and the
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bipolar transform of J(- | A) is the gauge J(- | A°°) of
its bipolar set A% (the term is due to Young (1969,
p. 108)). Since each of these sets is convex, closed
and contains the origin, it follows from earlier
results that each of the transforms is convex, ph
and Isc on X.

Define the support function S(- |4): Y — [— oo,
oo] of 4 by

S(ylA) = sup{(x,y) : x€A} @)

These functions are ph, Isc iff 4 is closed, and
convex iff 4 is convex.

The next result is simple to prove but very
important.

Theorem 4 Forany A C X,
J(-|A%)=S(-|A?) and J(-|A?)=S(-|A").

While each transform maps to the interval [0,
oo], for several reasons (such as the problem of
invertibility) it is important to know when it is
actually positive and finite, i.e. maps to (0, 0o).

Proposition 2 Forany A C X,

@ [{y € Y0<Jy | 4% < oo} = c(4%)] iff
[y # 0 — S| 4%) # 0]

() [{x € X0 < Jx | A%) < oo} = c(4")] iff
[x # 0 — S(x| 4% # 0].

These conditions are precise but restrictive.
Moreover, it is not easy to ‘see’ what 4 should
look like in order that they be satisfied. So it is
useful to have

Proposition 3 Forany 4 C X,

@ @G [y € Yo<Jy | 4% <oo}=
c(4°%)] — [A°° absorbent]
(i) [0 € int A% = [{y € Y0 < Jy | 4°)
< oo} = e(4")]

(b) [{x € X0 < Jx | A%) < oo} = c(4")] iff
[4 bounded]

() fX=R"=7Y,
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[{yer:0<J(A%) < oo} = c(a)] iff 0 € intA™.

The last of these results can be deduced from
Rédstrom (1949-50, para. 4, p. 28) or Rockafellar
(1970, Cor. 14.5.1, p. 125).

S-Polar Transforms

For any B C X, the s-polar transform of j(- | B)
is the s-gauge j(- | By) of By, and similarly
the s-bipolar transform of j(- | B) is the s-gauge
J(- | Bog) of Bgo. Provided B, exists, then from
earlier results each s-polar transform is concave,
ph and use on C(By) (or C(Byy), as the case may
be). Unlike the case of polar transforms, the pos-
itivity and finiteness of s-polar transforms offers
no difficulty, as shown by

Proposition 4 For any B C X,

(@) {y € Y0 <j(y|Bo) < oo} = c(By)
(b) [{ix € X0 <j(x | Boo) < 00} = c(Boo)] iff
Bo# @

As an application of (b), suppose that B is a
better set for some target x’ and that B € I'y(X), so
that By # @ and Byo = B. If the indifference sur-
face I' is asymptotic to each axis then j(x | B) is
positive and finite for each strictly positive bundle
x. This is a rationale for the common requirement
that ‘distance functions’ be defined only on the
strictly positive orthant.

For s-polar transforms it is not support func-
tions that are relevant but concave support func-
tions s(- | B): Y — [—o0, o] of B, defined by

SOIB) = inf{(x,y) :x€BY @
Such functions are ph, use iff B is closed and
concave iff B is convex. Unfortunately, the simple
universality of Theorem 4 is not available for
s-polar transforms. Without further assumption,
the best that can be done is

Proposition 5 For any B C X,

(@) y € c(Bo) — j(v|Bo) = s(v | Boo)
(b) [x € c(Boo) — jx | Boo) = s(x | By)] iff
By # 0.
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In looking for conditions to strengthen these
results a hint is provided by the fact, noted earlier,
that s-gauges vanish only at the origin. It follows
that to have identity between s-polar transforms
and concave support functions the latter must
have that property as well. Now Arrow’s famous
‘exceptional case’ (1951, pp. 527-8) referred pre-
cisely to a concave support function (i.e. the cost
function for Individual 2’s better set) which
vanished for some nonzero price vector. This
motivates the following

Definition A set M C X such that y # 0 —
s(v | M) # 0 is called Arrovian, and similarly for
any N C Ysuchthatx # 0 — s(x|N) # 0.

Geometrically, a non-empty M C X is
Arrovian iff none of the affine hyperplanes that
support it from below passes through the origin.
Economically, the idea is closely related to the
existence of the ‘locally cheaper points’ of
McKenzie (1957). That it is just the strengthening
condition required is shown by

Theorem 5 Forany B C X:

() j(- | Bo) = s(- |Boo) iff Bgg is Arrovian.
(b) [i(: | Boo) = s(- |By) iff By is Arrovian] iff
By # 0.

Comparison Between Polar and S-Gauge
Transforms
The assumption that a set be Arrovian is clearly an
s-gauge version of the corresponding assumptions
for S(- |4°°) and S(- |4°) that were prescribed in
Propositions 2(a) and 2(b), respectively. However,
Proposition 3 showed the latter to be closely
related (if not equivalent) to more intuitively
understandable assumptions, namely, absorbency
and boundedness. Hence there was no need for a
separate labelling of ‘gauge-Arrovian’ sets. For
s-gauges, however, there appear to be no such
simple characterizations of the Arrovian property.
It follows from these considerations that, in
any given application, properties which at first
sight look very different may simply be ‘gauge/
s-gauge’ versions of the same idea. Suppose 4 €
I'°(R" and B € I'o(R") so that 4°° = 4, By # @
and Byg = B. Then from Propositions 2 and 3 the

Gauge Functions

gauge version of the s-gauge condition that B be
Arrovian (e.g. that it always has locally cheaper
points) is that 0 € int 4, while the gauge version
of By being Arrovian is that 4 be bounded. Thus
different appearances may mask similar roles,
forming disguises which are not easily penetrated
without the help of duality theory.

Mahler’s Inequality

Gauges

Polar and bipolar transforms of gauges satisfy a
fundamental inequality, which plays the same role
in the theory of gauges that (W.H.) Young’s
Inequality plays in the theory of Fenchel trans-
forms (see “» Duality”). L.C. Young (1939)
attributed the statement and proof (for R") of this
inequality of Mahler (1939), though saying also
(p. 569) that ‘it is implicitly contained in the work
of Minkowski’. An inkling of its importance is
that the celebrated Cauchy-Schwarz Inequality is
a special case (see “» Inequalities™).

Theorem 6 (Mahler’s
ACX

Inequality). For any

vxeX, VyeY J(xA)J(yA")=(xy) )

Those pairs (x y) such that equality holds in (9)
may be called polar to each other. Notice that if
A € I'°(X) then, from Theorems 1 and 4, (9) is
equivalent to

VxeX, Vet J(xA)J(A)=(xy) (10)

In economic applications, if x is a quantity
vector and y a price vector then in (10) J(- | 4) is
dimensionless and S(- | 4) has dimension ‘price x
quantity’. New characterizations of the polar and
bipolar transforms are provided by

Proposition 6 Forany A C X:

(@) If0 € int A%, Vx € X

J(A) = sup{(x.3) sy € V.0 (51A”) = 1)
(11)


https://doi.org/10.1057/978-1-349-95189-5_285
https://doi.org/10.1057/978-1-349-95189-5_880

Gauge Functions

(b) If 4 is bounded, Vy € Y

]()’\AO) = sup{(x,y) : x€X, J(x]A%) = 1}
(12)

IfA4 € I'°(X) then (11) and (12) simplify con-
siderably, just as (10) simplifies (9).

S-Gauges
The s-gauge version of Mahler’s Inequality,

though still remarkable enough, is not so
unrestricted as that for gauges.

Theorem 7 For any B C X such that 0 ¢ K(B):
(a) If By is Arrovian, Vx € X, Vy € C(By)
J(x[Boo)j(y[Bo) < (x,y) (13)

(b) If By is Arrovian, Vx € C(By), Vy € Y

J(x|B0o)j(y[Bo) < (x, y) (14)

The characterizations of the s-polar and
s-bipolar transforms which are analogous to (11)
and (12) are similarly restricted.

Proposition 7 Forany B C X such that 0 ¢ K(B):

(a) If By is Arrovian, Vx € c(Bg)

J(x|Boo) = inf{(x,y) : y€Y, j(y|Bo) =1}
(15)

(b) If By is Arrovian, Vy € c¢ (Bo)

J(¥|Bo) = inf{{x,y) : x€X, j(x|Boo) =1}
(16)

A close reading of Gorman (1976) and Deaton
(1979) will show that Theorem 7 and Proposition
7 formalize and generalize several of the results
for s-gauges (‘distance functions’) obtained in
those papers.
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Subdifferentials

Sub- and superdifferentials generalize differen-
tials in a way especially appropriate to convex
and concave functions, respectively; for a fairly
detailed discussion see “» Duality” (Section II).
In particular, conditions of optimality (e.g. min-
imization of cost, maximization of profit) are
expressible naturally by the non-emptiness of
sub- and super differentials. Denote the sub-
differential (resp., superdifferential) of the
gauge (resp., s-gauge) of any set M by 0J(- | M)
(resp., Aj (- | M)). Then a comprehensive result
for subdifferentials of polar and bipolar trans-
forms is

Theorem 8 Forany 4 C X:

(@) y' € oJ(x" | 4°%)iff[y' € 4°and y' achieves
y y

Sex' | 4%)]
b) x' € 8Jp AO) iff[x1 € A% and x' achieves
(

S [ 4%)]
(¢) Ify' € ¢ (4% and 0 € int 4%,

then

(' 17 (5 /A%)) € 0 (x'|A™)
iF [ (6 A%) (y']A%) = (!, y1))

d) Ifx' € c(4”)
and A is bounded, then

(x T (x1/A%)) € a7 (y']A”)
iff [J(x!|A%) T (y1A") = (21 y1)].

The combination of (¢) and (d) obviously gives
conditions under which the subdifferentials of the
polar and bipolar transforms are inverse to each
other in the sense of set-valued mappings,
i.e. when

(' (y'|A%)) € a7 (x'1A™)
iff (x' 7 (x'|A%)) € 07 (y'A°).

As one might expect by now, the
corresponding results for superdifferentials of
s-gauges are slightly more restrictive.
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Theorem 9 For any B C X such that 0 ¢ K(B):
(a) If By is Arrovian,

y' € 4j(x'[Boo)
iff[y! €By and y' achieves s(x'|Bo)]

(b) If By is Arrovian,

x' e 4j(y'|Bo)
iff[x! € Bgo and x' achieves s?(y'[Boo]

(¢) Ify' € ¢(By) and By is Arrovian, then

(v'/i(y"[Bo) € 4j(x"|Boo)
iff [j(x'/Boo) (j(y'[Bo) = (x',y")]

(d) If x' € ¢(Bpo) and Byo is Arrovian,
then

(' /i(x"|Boo) € 4j(y"|Bo)
iff (' [Boo)s(y'1Bo) = (x'.5")]

Notice the subtle changes between this theo-
rem and Theorem 8. As already noted, the
condition 0 € int 4°° corresponds to By, being
Arrovian. In Theorem 8(c) the first of these con-
ditions is used to assure the meaningfulness of the
ratio y'/J(y' | B°), while in Theorem 9(d) the
second condition is used, not to validate the ratio
x'/j(x" | Boo) (this follows from Proposition 4(b)),
but to assure that j(y | B00) = s(y| B0) forall y €
Y (Theorem 5(a)). A similar analysis holds for the
conditions that 4 be bounded (Theorem 8(d)) and
that 5, be Arrovian (Theorem 9(c)).

Observe that Theorem 9(c) and (d) provide
conditions under which the superdifferential map-
pings associated with s-polar and s-bipolar trans-
forms are inverse to each other in the sense of
set-valued mappings. Indeed, since super-
differentiability generalizes the differentiability
of concave functions, Theorem 9 formalizes and
generalizes most of the optimality conditions in
the literature on s-gauges, e.g. Properties 5-8 in
Deaton (1979, pp. 394-6).

Gauge Functions
Conclusion

Gauges and their polar transforms, together with
s-gauges and their s-polar transforms, constitute a
powerful and general duality scheme for eco-
nomic theory. This scheme has already had
many applications to the theory of production
and consumption, to index number theory, to opti-
mal taxation, and to the theory of income distri-
bution, to name just a few. Many more can be
expected, including applications to general equi-
librium theory. The scheme is especially well
suited to situations where the appropriate normal-
ization of prices is by total expenditure or income,
just as the other main duality scheme — Fenchel
transforms — is suitable when the appropriate nor-
malization is by a single numeraire good.

Finally, the close parallelism between the the-
ory of gauges and that of s-gauges suggests the
existence of some transformation of variables
under which the two theories would be seen sim-
ply as two aspects of one unified theory.

See Also

Cost Minimization and Utility Maximization
Duality

Homogeneous and Homothetic Functions
Rationing
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Gayer, Arthur David (1903-1951)

Anna J. Schwartz

Arthur (Archie) Gayer was a rising star in economic
research in the United States during the 1930s but
his promise was not sustained in later years of his
foreshortened life. Born of English parentage at
Poona in British India on 19 March 1903, he was
educated at St Paul’s School, London, 1916-1921,
and Lincoln College, Oxford (BA, 1925; D. Phil.,
1930). On arriving in the United States in 1927 as a
Rockefeller Foundation fellow, he did graduate
work at Columbia University, where he taught eco-
nomics at Barnard College from 1931 to 1940.
From 1940 until his death on 17 November 1951
as the result of an automobile accident, he taught at
Queens College of the City University of New York.
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Gayer’s research covered three main subjects:
public works in the United States; monetary policy
and economic stabilization; and United Kingdom
growth and cyclical experience, 1790-1850. He
had begun work in 1929 as an assistant to Leo
Wolman at the National Bureau of Economic
Research on a statistical analysis of the volume,
distribution, and fluctuations of local and federal
construction expenditures. Gayer’s study, covering
the period 1919-1934, was generally regarded as a
thorough examination of the empirical record as
well as a careful summary of the theory of public
works as a stabilizing device. In his study of mon-
etary policy, in which he reviewed the traditional
and interwar gold standard, Gayer advocated
British-US cooperation in establishing a satisfac-
tory international monetary system over the dollar-
sterling area. In honour of Trving Fisher’s seventieth
birthday, he edited a volume of essays on the les-
sons of monetary experience. From 1936 to 1941,
Gayer directed a study designed to expand his
doctoral thesis, ‘Industrial Fluctuation and Unem-
ployment in England, 1815-1850’. The product of
this research, in which he collaborated with a team
of young scholars, was published in two volumes
after Gayer’s death. Conceptually, the study was
heavily influenced by ideas in the General Theory,
although the cyclical analysis was based on mea-
sures pioneered by the National Bureau. By the
time the study appeared, the National Bureau’s
method of analysis commanded attention neither
in the United States nor in Britain.
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Gearing

Gearing

J. S. S. Edwards

The question whether a company’s choice of the
proportion of debt to equity finance in its capital
structure matters has involved a great deal of
controversy. This choice, known as the gearing
decision in the UK and the leverage decision in
the USA, is widely regarded by corporate finance
directors, investors, stock market participants and
many others as an issue of considerable impor-
tance, yet the basic result of conventional eco-
nomic theory applied to this question is that the
gearing decision is irrelevant - there is no advan-
tage to a firm in choosing one debt-equity ratio
rather than another. This striking contrast between
theory and practice has, of course, led to much
critical examination of the assumptions of the
theory, and some progress has been made in iden-
tifying ways in which gearing may matter. How-
ever it remains true that the determinants of a
firm’s gearing decision, and its importance, are
not yet fully understood.

The argument that the gearing decision is a
matter of irrelevance, affecting neither the firm’s
value nor its cost of capital (and hence its invest-
ment decision), is due to Modigliani and Miller in
a celebrated article (Modigliani and Miller 1958).
Their fundamental insight was that, in a world of
perfect and complete capital markets in which
taxation and asymmetric information are absent,
individual investors can create any particular pat-
tern of returns from holdings of securities by
borrowing on their own account. This ability of
investors to engage in ‘home-made leverage’
means that there is no reason for firms to concern
themselves about the amount of debt in their cap-
ital structure: investors can create for themselves
any pattern of returns which would be given by a
share in a firm with a particular gearing ratio, so
firms cannot gain by offering one such pattern
rather than another.

To see this, consider the following simple illus-
tration of the Modigliani-Miller argument (based
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on Nickell 1978). Suppose that a firm possesses
assets which yield 1000 0 per annum in
perprtuity, where 0 is a random variable, and
that this firm has 1000 equity shares outstanding,
but no debt in its capital structure. The price of a
claim to an income stream yielding 6 in perpetu-
ity is determined by a perfect capital market to be
1, so the value of the firm’s equity is 1000. If the
firm borrows, say, 200 at a rate of 10% per annum
with no risk of default each share will now yield
0 —0.02 per annum in perpetuity, because there
is a certain interest payment to be made from the
returns on the firm’s assets in each year before
shareholders receive anything. If individual
investors can borrow at the same interest rate as
the firm the price of a share will now be 0.8, since
an investor could have created a0 — 0.02 income
stream in the original situation by borrowing 0.2
(on which the annual interest payment is 0.02)
and using 0.8 of his own to buy one share for
1. Thus if the firm does borrow 200 the value of
its equity will fall to 800, and its overall value
(the sum of the values of outstanding debt and
equity) remains constant at 1000. Home-made
leverage enables an individual investor to create
any combination of 0 and a certain return what-
ever combination of) and a certain return the firm
offers, so that there is no reason for the firm to
concern itself with the choice of a particular
combination of the two.

Modigliani-Miller’s original argument rested
on a number of restrictive assumptions, such as
the existence of risk classes within which firm’s
operating earnings were perfectly correlated,
which were relaxed in subsequent work. One of
the most general proofs of the Modigliani-Miller
theorem was that by Stiglitz (1974), which did not
need to make any assumptions about the existence
of risk classes, the source of uncertainty, individ-
uals having the same expectations, or the interest
rate paid by a firm being unaffected by the amount
of capital it raises. Stiglitz noted three critical
limitations to his proof however, and it is these
which begin to suggest ways in which gearing
may be a relevant decision for firms. One is that
individuals’ expectations about future prices and
firm valuations must not be affected by changes in
companies’ financial policy: this in effect rules out
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the possibility of financial policy acting as a signal
in a world of asymmetric information. The second
limitation is that individual borrowing must be a
perfect substitute for firm borrowing, while the
third is that there must be no bankruptcy.

At first sight these last two limitations would
appear to indicate clearly why gearing is impor-
tant in practice. But matters are not so straightfor-
ward. Companies may be able to borrow on better
terms than individuals, but this may be because
they are better risks: the Modigliani-Miller theo-
rem only requires that individuals and firms bor-
row on the same terms for debt of equivalent risk.
It is certainly not true that companies can always
borrow on better terms than individuals: mort-
gages for house purchase, for example, are some-
times available at rates below those charged on
corporate borrowing. Even if it is true that firms
can borrow on better terms than individuals for
equivalent risk loans, so that they can gain in
value by offering this service to individuals,
firms can compete by so doing and this may
eliminate the gain in value: the supply of corpo-
rate debt expands until the Modigliani-Miller
proposition is re-established.

A similar argument applies in the case of bank-
ruptcy. When a firm issues risky debt it creates a
security which individuals, lacking limited liabil-
ity, cannot replicate by borrowing on their own
account. This expands the range of portfolio
opportunities open to investors, which they
should in principle be willing to pay for thus
enabling the firm to increase its value by use of
some debt finance. However the extent to which a
particular firm can gain by issuing risky debt
depends on whether it can offer something special
to investors that is not already available; it is
difficult to believe that one more firm’s risky
debt significantly expands the set of portfolio
opportunities available to investors.

A more promising approach to understanding
the importance attached to the gearing decision in
practice would appear to be the relaxation of the
assumption that there is no taxation. Most corpo-
ration tax systems allow interest payments on debt
finance to be deductible against corporation tax,
and this has been widely argued to provide the
obvious explanation for the use of some debt in a
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firm’s capital structure (by Modigliani-Miller
among many others). Tax advantages to debt
might imply that firms should use all-debt finance,
but this unsatisfactory conclusion has been
avoided by introducing costs of bankruptcy and
financial distress, which reduce the size of the
total payout to investors in certain contingencies
that are more likely the larger the firm’s gearing
ratio. These include costs of reorganization and
liquidation associated with bankruptcy, together
with costs of financial distress, such as the fore-
going of profitable investment opportunities
which may be necessitated by bankruptcy, and
the making of suboptimal investment decisions
in an attempt to forestall bankruptcy. These costs
will result in the firm’s market value beginning to
decline beyond some level of gearing, so that
together with the corporation tax advantage of
debt a theory of optimal gearing ratios seems to
result.

This theory is perhaps the most commonly
accepted one for explaining the importance of gear-
ing, but it is by no means uncontroversial. One
reason for its lack of universal acceptance is that
evidence on the size of the costs of bankruptcy and
financial distress is limited and, where available
(Warner 1977), it does not suggest that they are
large. Another reason is that this theory only takes
account of corporate taxes in arguing that there is a
tax advantage to the use of debt finance. Investors
are subject to personal taxes on interest and divi-
dend income and capital gains, and these tax rates
differ usually between income and capital gains,
and certainly between different investors. This
causes a number of problems. If personal tax is
higher on debt interest than on equity income
(taking account of both dividends and capital
gains) the use of debt finance may reduce the
firm’s value. The variation of personal tax rates
across investors means that it is likely that some
would prefer debt on tax grounds while others
would prefer equity. Indeed differences in personal
tax rates were used by Miller (1977) to reintroduce
an irrelevance result (in which bankruptcy costs
were ignored): he argued that investors would spe-
cialize their holdings in debt or equity according to
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whether their after-all-tax income from a unit of
pre-tax debt cash flow (1 — personal tax rate on debt
income) was greater or less than their after-tax
income from a unit of pre-tax equity cash flow
((1 — personal tax rate on equity income) times
(1-corporation tax rate)). There would be a deter-
minate aggregate debt-equity ratio, at which point
marginal investors would be indifferent between
holding debt or equity on tax grounds, but the
gearing decision would be irrelevant for individual
firms.

Miller’s argument shows that when heteroge-
neous personal tax rates are considered, as they
must be, it is not obvious that there is a tax advan-
tage to corporate borrowing. But there are prob-
lems with this argument too. Auerbach and King
(1983) show that the Miller equilibrium requires
the existence of certain constraints on investors:
without such constraints (on, for example, borrow-
ing and short-selling) questions arise concerning
the existence of an equilibrium, for with perfect
capital markets realistic tax systems provide oppor-
tunities for unlimited arbitrage at government
expense between investors and firms in different
tax positions. Auerbach and King also show that
the combined effect of taxation and risk is to pro-
duce a situation in which gearing is relevant. With
individual investors facing different tax rates and
wishing to hold diversified portfolios the Miller
equilibrium can no longer be sustained: investors
who on tax grounds alone would hold only equity
may nevertheless hold some debt because an
equity-only portfolio would be too risky. Miller’s
argument also does not take account of the impli-
cations of uncertainty and the asymmetric treat-
ment of profits and losses which is a feature of
most corporation tax systems. De Angelo and
Masulis (1980) argued that the probability of inter-
est tax shields being lost or deferred precluded the
Miller equilibrium, and suggested that an optimal
gearing ratio existed for a firm where the cost of
debt finance, taking account of the probability of
being unable to offset interest fully against corpo-
ration tax, equalled the cost of equity.

Miller’s argument should thus be seen as one
which raises important questions about whether
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taxation really does give incentives for individ-
ual firms to use debt finance, but does not clearly
establish that there are no such incentives. It
therefore weakens the theory based on trading
off tax advantages of debt against costs of bank-
ruptcy and financial distress, but does not destroy
it. Another way in which this theory has been
weakened is as a result of work on capital struc-
ture and financial policy which drops the
assumption that the probability distribution of a
firm’s profits is common knowledge and inde-
pendent of the firm’s financial structure (this is
essentially the first of the three critical limitations
to Stiglitz’ proof of the Modigliani-Miller theo-
rem discussed above). There are a number of
models based on asymmetric information of one
sort or another in which a firm’s gearing decision
is not irrelevant. One type of model is where the
firm’s managers know more about the firm’s pos-
sible returns than do outside investors. Ross
(1977) assumes that managerial rewards depend
on the current value of the firm and its future
returns, and managers know the distribution of
future returns while outside investors do not. The
amount of debt chosen acts as a signal: managers
of firms with higher expected future returns
choose larger amounts of debt because only the
managers of the better firms are willing to incur
the increased risk of bankruptcy and its related
costs associated with higher debt. Another type
of model is based on principal-agent consider-
ations: firms are run by managers (agents) on the
behalf of shareholders (principals), but managers
have some scope for pursuing their own interests
at shareholders’ expense because of asymmetric
information. This is, however, recognized by the
shareholders. The general form of models of this
type is that managers choose a financial structure
of the firm which determines managerial incen-
tives: the capital market understands the incen-
tives implied by a particular financial structure,
and values the firm accordingly: this evaluation
is taken into account by the managers in choos-
ing financial structure. It is clear how a determi-
nate capital structure can emerge from this
framework, and Jensen and Meckling (1976)
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and Grossman and Hart (1982) are two examples
of papers where gearing is important because of
these reasons.

This work on asymmetric information and cap-
ital structure is highly suggestive of factors which
may make gearing important, but as yet all we
have in this area are insights rather than a com-
plete and coherent theory. In particular there has
been little integration of the traditional taxation
arguments into the asymmetric information
approach. Hence economists’ understanding of
firms’ gearing decisions is still imperfect.

See Also

Dividend Policy
Finance
Retention Ratio
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Geary was born on 11 April 1896 in Dublin, and
died on 8 February 1983, also in Dublin. He was
educated at University College, Dublin, from
1913 to 1918, and at the Sorbonne from 1919 to
1921. In 1922 he became assistant lecturer in
mathematics at University College, Southampton.
He held the post of statistician in the Department
of Industry and Commerce in Dublin from 1923 to
1949. From 1946 to 1947 he was a Senior
Research Fellow in the Department of Applied
Economics in Cambridge. He held the position
of First Director in the Central Statistical Office
of Eire from 1949 to 1957. In 1957 he was
appointed Head of the National Accounts Branch
of the United Nations Statistical Office, which
post he held until 1960. From 1960 to 1966 he
was director of the newly founded Economic (and
Social) Research Institute in Dublin, remaining
attached to it as consultant from 1966 until his
death.

Geary was a mathematical statistician of inter-
national standing. His statistical writings cover a
wide range of topics, among them testing for
normality, the distribution of ratios, parameter
estimation, and so on, some of which are relevant
to econometric methodology. Indeed, much of
his work has an explicitly economic content: he
was probably responsible for the excellent report
prepared by the Department of Industry and
Commerce containing the first national accounts
of Eire (Eire, Minister for Finance, 1946); he
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wrote many papers on the determination of rela-
tionships between variables, notably Geary
(1948, 1949), in the second of which he uses
instrumental variables; he derived the form of
the utility function underlying the linear expen-
diture system (Geary 1950-51); he was part-
author of a monograph on linear programming
applied to economics (Geary and McCarthy
1964); and he built a model of the Irish economy
based on an accounting framework (Geary
1963-4). His published output numbers
112 titles, more than half of which appeared
after his 65th birthday. A full bibliography is
appended to Spencer (1976, 1983).
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Joshua Gee’s place in the history of economics
rests on his contributions to the protectionist liter-
ature during the early decades of the 18th century.
He collaborated with Henry Martin among others
in publishing the British Merchant that argued the
protectionist case in 1713 and 1714 against the
Treaty of Commerce proposed at Utrecht, and he
published an extensive discussion of England’s
foreign trade, together with strong protectionist
sentiments, in The Trade and Navigation of
Great Britain Considered in 1729.

Addressing the current decline in the English
export trades, the high level of imports of certain
commodities, the demand for which, particularly
in the case of French fashion goods, could be met
by home produced import substitutes, the declin-
ing health of the woollen industry, and the cur-
rently widespread unemployment, Gee made a
number of proposals for government regulation
of trade and manufacturing. These proposals
were directed principally to the need for ‘finding
effectual ways for employing the poor’, thereby
aligning his work with the widespread employ-
ment argument of the time. To the same end he
advocated also a wider development of work-
houses. Following Josiah Child, Gee proposed
that trade with the colonial plantations should be
regulated in such a way as not only to encourage
their production of the materials needed for
English manufacturing industries, thereby
‘employing all the poor’, but also to facilitate
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‘supplying our plantations with everything they
want and all manufactured within ourselves’.

Gee’s descriptive essays exhibited an under-
standing of the interdependence of economic
activities and processes, ‘one employment
depending on another’, and of ‘the circulation of
commerce that must infuse riches into every part’.
He argued that higher domestic commodity prices
would induce workers to increase their supply of
labour, leading to higher incomes and also higher
discretionary consumption expenditures. But such
potentially important notions were not accorded
any systematic or analytical development.

See Also
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Gender

Francine D. Blau

The term gender has traditionally referred, as has
sex, to the biological differences between men and
women. More recently a movement has arisen
both in social science writings and in public dis-
course to expand this definition to encompass also
the distinctions which society has erected on this
biological base, and further to use the word gender
in preference to sex to refer to this broader defini-
tion. In this essay, we describe the relationship of
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this expanded concept of gender to economic
theory.

Historically, gender has not been perceived to
be a central concept in economic analysis, either
among the classical and neoclassical schools or
among Marxist economists. However, as the force
of current events has thrust gender-related issues
to the force, economists have responded by seek-
ing to analyse these issues. The outcome of this
process has been not only a better understanding
of the nature of gender differences in economic
behaviour and outcomes, but also an enrichment
of the discipline itself.

While, as noted above, the mainstream of eco-
nomic analysis paid scant attention to
genderrelated issues, the 19th century campaign
for female suffrage did focus some attention on
gender inequality. Among classical economists,
J.S. Mill (1878) eloquently argued for the ‘prin-
ciple of perfect equality’ (p. 91) between men
and women. Not only did he favour equality of
the sexes within the family, but also women’s
‘admissibility to all the functions and occupa-
tions hitherto retained as the monopoly of the
stronger sex’. He also expressed the belief ‘that
their disabilities elsewhere are only clung to in
order to maintain their subordination in domestic
life’ (p. 94). In the Marxist school, Engels (1884)
tied the subjection of women to the development
of capitalism and argued that women’s participa-
tion in wage labour outside the home, as well as
the advent of socialism, was required for their
liberation. The belief in the emancipating effects
of a fuller participation in employments outside
the home was shared not only by Mill and Eng-
els, but also by such contemporary feminist
writers as Gilman (1898).

The passage of time has proved these views
oversimplified. As Engels and Gilman correctly
foresaw, there has been an increase in the labour
force participation of women, particularly of mar-
ried women, in most of the advanced industrial-
ized countries. This has undoubtedly altered both
the relationship between men and women and the
very organization of society in many ways. How-
ever, while women’s labour force participation
has in many instances risen dramatically, it none-
theless remains the case that the types of jobs held
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by men and women as well as the earnings they
receive continue to differ markedly.

The contribution of modern neoclassical anal-
ysis, which comprises the main focus of this essay,
has been to subject to greater scrutiny and more
rigorous analysis both women’s economic roles
within the family and the causes of gender
inequality in economic outcomes. We examine
each of these areas below. However, the interrela-
tionships between the family and the labour mar-
ket, most importantly the consequences of labour
market discrimination against women for their
roles and status in the family, have tended to be
neglected. Nonetheless, the possible existence of
such feedback effects is an important issue which
is also considered here.

Time Allocation in the Family Context

Prompted in part by their desire to understand the
causes of the rising labour force participation of
married women in the post-World War II period,
economists extended the traditional theory of
labour supply to consider household production
more fully. The consequence was not only a better
understanding of the labour supply decision, but
also the development of economic analyses of the
related phenomena of marriage, divorce and
fertility.

The Traditional Theory of Labour Supply

The traditional theory of labour supply, also
known as the labour-leisure dichotomy, was a
simple extension of consumer theory. In this
model, individuals maximize their utility, which
is derived from market goods and leisure, subject
to budget and time constraints. Where an interior
solution exists, utility is maximized when the
individual’s marginal rate of substitution of
income for leisure is set equal to the market wage.

Since in this model all time not spent in leisure
is spent working, a labour supply (leisure
demand) function may be derived with the wage,
non-labour income, and tastes as its arguments.
The well-known results of consumer theory are
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readily obtained. An increase in non-labour
income, all else equal, increases the demand for
all normal goods including leisure, inducing the
individual to consume more leisure and to work
fewer hours (the income effect). An increase in the
wage, ceteris paribus, has an ambiguous effect on
work hours due to two opposing effects. On the
one hand, the increase in the wage is like an
increase in income and in this respect tends to
lower work hours due to the income effect. On
the other hand, the increase in the wage raises the
price (opportunity cost) of leisure inducing the
individual to want to consume less of it, i.e., a
positive substitution effect on work hours.

The theory sheds light on the labour force
participation decision when it is realized that a
corner solution will arise if the marginal rate of
substitution of income for leisure at zero work
hours is greater than the market wage. In this
case, the individual maximizes utility by
remaining out of the labour force. The impact of
an increase in the wage is unambiguously to raise
the probability of labour force participation, since,
at zero work hours, there is no off-setting income
effect of a wage increase.

Household Production
and the Allocation of Time

While the simple theory is sufficient for some
purposes, it has limited usefulness for understand-
ing the determinants of the gender division of
labour in family and the factors influencing
women’s labour force participation, both at a
point in time and trends over time. The key to
addressing these issues is a fuller understanding
and analysis of the household production process.

The first step in this direction was taken by
Mincer (1962) who pointed out the importance,
especially for women, of the three-way decision
among market work, non-market work and lei-
sure. He argued that the growth in married
women’s labour force participation was due to
their rising real wages which increased the oppor-
tunity cost of time spent in non-market activities.
But since, during the same period, the real wages
of married men were also increasing, this must
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mean that the substitution effect associated with
women’s own real wage increases dominated the
income effect associated with the growth in their
husbands’ real wages. While this part of the anal-
ysis could be accommodated in the framework of
the traditional model, the next question Mincer
raised could not. Why should the substitution
effect dominate the income effect for women
when such time series evidence as the declining
work week suggested a dominance of the income
effect over the substitution effect for men? The
answer, according to Mincer, lay in women’s
responsibility for non-market production. The
opportunities for substituting market time
(through the purchase of market goods and ser-
vices) are greater for time spent in home work
than for time spent in leisure. Thus, since married
women spend most of their non-market time on
household production while men spend most of
theirs on leisure, the substitution effect of a wage
increase would be larger for married women than
for men.

Becker (1965) advanced this process consider-
ably by proposing a general theory of the alloca-
tion of time to replace the traditional theory of
labour supply. In this and other work (summarized
in Becker 1981), he laid the foundations of what
has become known as the ‘new home economics’,
and spearheaded the development of economic
analyses of time allocation, marriage, divorce
and fertility. Interestingly, while Mincer opened
a window on household production by
distinguishing non-market work from leisure
where the traditional labour supply theory had
not done so, Becker was able to provide a further
advance by again eliminating the distinction.
However, while in the traditional labour supply
model all non-market time is spent in leisure, in
Becker’s model all non-market time is spent in
household production.

Specifically, Becker assumes that households
derive utility from ‘commodities’ which are in
turn produced by inputs of market goods and
non-market time. It is interesting to note that
Becker’s ‘commodities’, produced and consumed
entirely in the home, are the polar opposite of
Marx’s (1867) ‘commodities’, produced and
exchanged in the market. Examples of Becker’s
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commodities range from sleeping, which is pro-
duced with inputs of non-market time and of
market goods like a bed, sheets, a pillow and a
blanket (and in some cases, perhaps, a sleeping
pill); to a tennis game that is produced by inputs of
non-market time combined with tennis balls, a
racquet, an appropriate costume, and court time;
to a clean house produced with inputs of
non-market time and a vacuum cleaner, a bucket
and a mop, and various cleaning products.

In this model the production functions for the
commodities are added to the constraints of the
utility maximization problem. Utility can still be
expressed as a function of the quantities of market
goods and non-market time consumed; however,
market goods and non-market time now produce
utility only indirectly through their use in the pro-
duction of commodities. Relative preferences for
market goods versus home time depend on the ease
with which the household can substitute market
goods for non-market time in consumption and
production. Substitution in consumption depends
on their preferences for ‘goods intensive’
commodities — those produced using relatively
large inputs of market goods in comparison to
non-market time — relative to ‘time intensive’
commodities — those produced using relatively
large inputs of non-market time in comparison to
market goods. Substitution in production depends
on the availability of more goods-intensive produc-
tion techniques for producing the same commodity.

The usefulness of these ideas may be illustrated
by considering the relationship of children to
women’s labour force participation. Children
(especially when they are small) may be viewed
as a time-intensive ‘commodity’. Traditionally, it
has been the mother who has been the primary
care-giver. Moreover, while it is possible to sub-
stitute market goods and services for home time in
caring for children (in the form of babysitters, day
care centres, etc.), these alternative production
techniques tend to be costly and it is sometimes
difficult to make suitable alternative arrangements
(in terms of quality, scheduling, etc.). Thus, at a
point in time, the probability that a woman will
participate in the labour force is expected to be
inversely related to the number of small children
present. Over time, the increase in women’s
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participation rates has been associated with
decreases in birthrates, as well as increases in the
availability of various types of child care facilities,
formal and informal. Changes in social norms
(Brown 1984) making it more acceptable to sub-
stitute for the time of parents in the care of young
children may also have been a factor, although it is
difficult to know, in this case as in others, the
extent to which attitude change precedes or fol-
lows change in the relevant behaviour.

The relationship between labour force partici-
pation and fertility is reinforced by the impact of
the potential market wage on women’s fertility
decisions. Greater market opportunities for
women have increased the opportunity cost of
children (in terms of their mothers’ time inputs)
and induced families to have fewer of them. Sim-
ilarly, the greater demand for alternative child care
arrangements (also due to the increased value of
women’s market time) has made it profitable for
more producers to enter this sector.

The Gender Division of Labour

In our discussion of children, we simply assumed
that women tend to bear the primary responsibility
for child care. However, the gender division of
labour in the family is also an issue which the new
home economics addresses. According to Becker
(1981), the division of labour will be dictated by
comparative advantage. To the extent that women
have a comparative advantage in household and
men in market production, it will be efficient for
women to specialize to some extent in the former
while men specialize in the latter. In this view, the
increased output corresponding to this arrange-
ment constitutes one of the primary benefits to
marriage. Thus, women’s increasing labour force
participation is seen to have reduced the gains
from marriage thereby contributing to the trend
towards higher divorce and lower marriage rates.
The notion that, where families are formed, it is
generally efficient and thus optimal for one mem-
ber, usually the wife, to specialize to some extent
in household production, while the husband spe-
cializes entirely in market work, has important
consequences for women’s status in the labour
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market. As we shall see in greater detail below,
human capital theorists expect such a division of
labour to lower the earnings of women relative to
men, due to work force interruptions and smaller
investments in market-oriented human capital.
For this and other reasons, it is important to con-
sider in greater detail whether such specialization
is indeed as desirable for the family as the model
suggests, and, by implication, whether it is apt to
continue into the future. There are three points to
be made in this regard.

First, such a division of labour may not be as
advantageous for women as it is for men (Ferber
and Birnbaum 1977; Blau and Ferber 1986).
Thus, even if such a specialization is efficient in
many respects, it may not maximize the family’s
utility. Indeed, when there are conflicts of interest
or even pronounced differences in tastes between
the husband and wife, the concept of the family
utility function itself becomes less meaningful,
since the way in which the preferences of family
members can meaningfully be aggregated to form
such a utility function has not been satisfactorily
specified.

What are the disadvantages to women of their
partial specialization in household production?
First, in a market economy, such an arrangement
makes them to a greater or lesser degree econom-
ically dependent on their husbands (see also
Hartmann 1976). This is likely to reduce their
bargaining power relative to their husbands’ in
family decision-making, as well as to increase
the negative economic consequences for them
(and frequently for their children) of a marital
break-up. In the face of recent increases in the
divorce rate, such specialization has become a
particularly risky undertaking. Second, as more
women come to value their careers in much the
same way as men do, both in terms of achieve-
ment and earnings, their specialization in house-
work to the point where it is detrimental to their
labour market success is not apt to be viewed with
favour by them. The utility-maximizing family
will take these disadvantages into account in con-
junction with the efficiency gains of specialization
in allocating the time of family members.

If specialization is indeed considerably more
productive  than  sharing of household
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responsibilities, it may be possible for this higher
output to be used in part to compensate women for
the disadvantages detailed above. However, it is
likely that the gains to such specialization will
shrink over time relative to the disadvantages of
such an arrangement. As women anticipate spend-
ing increasingly more of their working lives in the
labour market, their investments in market-
oriented capital may be expected to continue to
grow and their comparative advantage in home
work relative to men to decline. Moreover, as the
quality of the opportunities open to women in the
labour market continues to improve, the disadvan-
tages of specialization in home work in the form
of foregone earnings and possibilities for career
advancement will also rise. Thus, greater sharing
of household responsibilities between men and
women is likely to become increasingly prevalent,
even if women in general retain a degree of com-
parative advantage in household production for
some time to come.

A second point to be made with regard to
women’s specialization in household produc-
tion is that comparative advantage does not
comprise the only economic benefit to family
or household formation (Ferber and Birnbaum
1977; Blau and Ferber 1986). Families and
households also enjoy the benefits of economies
of'scale in the production of some commodities,
as well as the gains associated with the joint
consumption of ‘public’ goods. These benefits
of collaboration would be unaffected by a
reduction in specialization, even if those based
on comparative advantage would be dimin-
ished. Other benefits of marriage or household
formation may actually be increased by a more
egalitarian division of household responsibili-
ties. For example, two-earner families are in a
sense more diversified and thus enjoy greater
income security than families which depend on
only one income. It may also be the case that the
enjoyment derived from joint consumption is
enhanced when the members of a couple have
more in common, as when both participate in
market and home activities. Thus, the incentives
of couples to adhere to the traditional division of
labour in order to enjoy the economic benefits of
marriage may not be as strong as suggested
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when only the gains to comparative advantage
are considered.

Finally, it is important to point out that
women’s comparative advantage for household
production may stem not only from the impacts
of biology and gender differences in upbringing
and tastes, but also from the effect of labour mar-
ket discrimination in lowering women’s earnings
relative to men’s. Decisions based to some extent
on such market distortions are not optimal from
the perspective of social welfare even though they
may be rational from the perspective of the family.
The importance of such feedback effects are con-
sidered in greater detail below.

Gender Differences in Labour Market
Outcomes

We turn now to the contribution of economic
analysis to an understanding of the causes of
gender inequality in economic outcomes. Here,
the consideration of gender issues has been
accommodated principally through the develop-
ment of new and interesting applications of
existing theoretical approaches. The particular
challenge posed to the theories by women’s eco-
nomic status is the existence of occupational seg-
regation as well as earnings differentials by sex.
Occupational segregation refers to the concentra-
tion of women in one set of predominantly female
jobs and of men in another set of predominantly
male jobs. The reasons for such segregation and
its relationship to the male—female pay differential
are two key questions to be addressed.

As in the case of the analysis of women'’s roles
in the family, the catalyst for the development of
these approaches was provided by external
events. Some moderate degree of interest in this
issue was generated in England by the World War
I experience. Pursuant to the war effort, there was
some substitution of women into traditionally
male civilian jobs, although not nearly to the
degree that there would be during World War
II. Questions of the appropriate pay for women
under these circumstances arose and stimulated
some economic analyses of the gender pay
differential — all of which gave a prominent causal

Gender

role to occupational segregation. These included
the work of Fawcett (1918) and Edgeworth (1922)
(which provided the antecedents for Bergmann’s
(1974) overcrowding model, discussed below)
and Webb (1919). The analysis of gender differ-
entials in the labour market received another
impetus in the early 1960s, this time in the United
States, with the development of the women’s lib-
eration movement and the passage of equal
employment opportunity legislation. Two broad
approaches to the issue have since evolved. First
is the human capital view which lays primary
emphasis on women’s own voluntary choices in
explaining occupation and pay differences. Sec-
ond are a variety of models of labour market
discrimination which share the common charac-
teristic of placing the onus for the unequal out-
comes on differential treatment of equally
(or potentially equally) qualified men and
women in the labour market. While these two
approaches may be viewed as alternatives, it is
important to point out that they are in fact not
mutually exclusive. Both may play a part in
explaining sex differences in earnings and occu-
pations and the empirical evidence suggests that
this is the case (see, e.g., Treiman and Hartmann
1981). Indeed, as we shall see, their effects are
quite likely to reinforce each other. We now con-
sider each of these approaches in turn.

The Human Capital Explanation

The human capital explanation for gender differ-
ences in occupations and earnings, developed by
Mincer and Polachek (1974), Polachek (1981)
and others, follows directly from the analysis of
the family described above. It is assumed that the
division of labour in the family will result in
women placing greater emphasis that men on
family responsibilities over their life cycle.
Anticipating shorter and more discontinuous
work lives as a consequence of this, women
will have lower incentives to invest in market-
oriented formal education and on-the-job train-
ing than men. Their resulting smaller human
capital investments will lower their earnings rel-
ative to those of men.
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These considerations are also expected to pro-
duce gender differences in occupational distribu-
tion. It is argued that women will choose
occupations for which such investments are less
important and in which the wage penalties asso-
ciated with work force interruptions (due to the
skill depreciation that occurs during time spent
out of the labour force) are minimized. Due to
their expected discontinuity of employment,
women will avoid especially those jobs requiring
large investments in firm-specific skills (i.e. skills
which are unique to a particular enterprise),
because the returns to such investments are reaped
only as long as one remains with the firm. The
shorter expected job tenure of women in compar-
ison with that of men is also expected to make
employers reluctant to hire women for such jobs
in that employers bear some of the costs of such
training. Thus, to the extent that it is difficult to
distinguish more from less career-oriented
women, the former may be negatively affected
(see the discussion of statistical discrimination
below).

More recently, Becker (1985) has further
argued that, even when men and women spend
the same amount of time on market jobs, women’s
homemaking responsibilities can still adversely
affect their earnings and occupations. Specifically,
he reasons that since child care and housework are
more effort intensive than are leisure and other
household activities, married women will spend
less effort than married men on each hour of
market work. The result will be lower hourly
earnings for married women and, to the extent
that they seek less demanding jobs, gender differ-
ences in occupations.

Thus, the human capital analysis provides a
logically consistent explanation for gender differ-
ences in market outcomes on the basis of the
traditional division of labour by gender in the
family. An implication generally not noted by
those who have developed this approach is that,
to the extent that the human capital explanation is
an accurate description of reality, it serves to illus-
trate graphically the disadvantages for women of
responsibility for (specialization in) housework
which we discussed above. To the extent that
gender differences in economic rewards are not
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fully explained by productivity differences, we
must turn to models of labour market discrimina-
tion to explain the remainder of the difference.

Models of Labour Market Discrimination

As noted earlier, models of discrimination were
developed to understand better the consequences
of differences in the labour market treatment of
two groups for their relative economic success.
The starting point for models of labour market
discrimination is the assumption that members of
the two groups are equally or potentially equally
productive. That is, except for any direct effects of
the discrimination itself, male and female labour
(in this case) are perfect substitutes in production.
This assumption is made not because it is neces-
sarily considered an accurate description of real-
ity, but rather because of the question which
discrimination models specifically address: why
do equally qualified male and female workers
receive unequal rewards? Such models may then
be used to explain how discrimination can pro-
duce pay differentials between men and women in
excess of what could be expected on the basis of
productivity differences.

Theoretical work in this area was initiated by
Becker’s (1957) model of racial discrimination.
Becker conceptualized discrimination as a taste or
personal prejudice. He analysed three cases, those
in which the tastes for discrimination were located
in employers, co-workers and customers, respec-
tively. As Becker pointed out, for such tastes to
affect the economic status of a particular group
adversely, they must actually affect the behaviour
of the discriminators.

One may at first question whether such a model
is as applicable to sex as to race discrimination in
that, unlike the case of racial discrimination, men
and women are generally in close contact within
families. However, the notion of socially appro-
priate roles, not explicitly considered by Becker,
both sheds light on this question and establishes a
link between his theory and occupational segre-
gation. Thus, employers may be quite willing to
hire women as secretaries, receptionists or nursery
school teachers but may be reluctant to employ
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them as lawyers, college professors or electri-
cians. Co-workers may be quite comfortable
working with women as subordinates or in com-
plementary positions, but feel it is demeaning or
inappropriate to have women as supervisors or as
peers. Customers may be happy to have female
waitresses at a coffee shop, but expect to be served
by male waiters at an elegant restaurant. They may
be delighted to purchase women’s blouses or even
men’s ties from female clerks, but prefer their
appliance salesperson, lawyer or doctor to be a
man. Such notions of socially appropriate roles
are quite likely a factor in racial discrimination
as well.

Employers with tastes for discrimination
against women in particular jobs will be utility
rather than profit maximizers. They will see the
full costs of employing a woman to include not
only her wages but also a discrimination coeffi-
cient (d, > 0) reflecting the pecuniary value of the
disutility caused them by her presence. Thus, they
will be willing to hire women only at lower wages
than men (wgf = wy, — d,). If men are paid their
marginal products, employer discrimination will
result in women receiving less than theirs. When
employers differ in their tastes for discrimination,
the market-wide discrimination coefficient will be
established at a level which equates supply and
demand for female labour at the going wage. Thus
the size of the male—female pay gap will depend
on the number of women seeking work, as well as
on the number of discriminatory employers and
on the magnitude of their discrimination
coefficients.

One of the particularly interesting insights of
Becker’s (1957) analysis is that profit-maximizing
employers who do not themselves have tastes for
discrimination against women will nonetheless
discriminate against them if their employees or
customers have such prejudices. Male employees
with tastes for discrimination against women will
act as though their wage is reduced by de( > 0),
their discrimination coefficient, when they are
required to work with women. Thus, they will
consent to be employed with women only if they
receive a higher wage — in effect a compensating
wage differential for this unpleasant working
condition.
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The obvious solution to this problem from the
employer’s point of view is to hire a singlesex
work force. If all employers followed such a strat-
egy, male and female workers would be segre-
gated by firm, but there would be no pay
differential. Yet, as Arrow (1973) has noted,
employers who have made a personnel investment
in their male workers, in the form of recruiting,
hiring or training costs, may not find it profitable
to discharge all their male employees and replace
them with women, even if the latter become avail-
able at a lower wage. While such considerations
cannot explain how occupations initially become
predominantly male, it can shed light on one
factor — the necessity of paying a premium to
discriminatory male workers to induce them to
work with women — contributing to the perpetua-
tion of that situation. Further, where women do
work with discriminating male workers, a pay
differential will result.

Some extensions of Becker’s (1957) analysis
of employee discrimination are also of interest.
Bergmann and Darity (1981) point out that
employers may be reluctant to hire women into
traditionally male jobs because of adverse effects
on the morale and productivity of the existing
male work force. Given the replacement costs
discussed above this would be an important con-
sideration. As Blau and Ferber (1986) note,
employee discrimination may also directly lower
women’s productivity relative to that of men. For
example, since much on-the-job training is infor-
mal, if male supervisors or coworkers refuse or
simply neglect to instruct female workers in these
job skills, women will be less productive than men
workers. Similarly, the exclusion of women from
informal networks and mentor-protégé relation-
ships in traditionally male occupations can dimin-
ish their access to training experiences and even to
the information flows needed to do their jobs well.

Customer discrimination can also reduce the
productivity of female relative to male employees.
Customers with tastes for discrimination against
women will act as if the price of a good or service
provided by a woman were increased by their
discrimination coefficient, dc ( > 0). Thus, at
any given selling price, a female employee will
bring in less revenue than a male employee.
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Women either will not be hired for such jobs or
will be paid less. The potential applicability of this
model is not only to conventional sales jobs. In
our ‘service economy’, a large and growing num-
ber of jobs entail personal contact between
workers and customers/clients.

Models based on the notion of tastes for dis-
crimination are consistent with occupational seg-
regation, but do not necessarily predict it. If wages
are flexible, it is altogether possible that such
discrimination will result in lower pay for
women, but little or no segregation. However, if
discriminatory tastes against women in tradition-
ally male pursuits (on the part of employers,
employees and/or customers) are both strong and
prevalent, women may tend to be excluded from
these areas. On the other hand, even if such seg-
regation occurs, it may or may not be associated
with gender pay differentials. In the presence of
sufficient employment opportunities in the female
sector, equally qualified women may earn no less
than men.

The relationship between occupational segre-
gation and earnings differentials is further clari-
fied in Bergmann’s (1974) overcrowding model.
If for whatever reason — labour market discrimi-
nation or their own choices — potentially equally
qualified men and women are segregated by occu-
pation, the wages in male and female jobs will be
determined by the supply and demand for labour
in each sector. Workers in male jobs will enjoy a
relative wage advantage if the supply of labour is
more abundant relative to demand for female than
for male occupations. Such ‘crowding’ of female
occupations can also widen differentials between
male and female jobs that would exist in any case
due to women’s smaller human capital invest-
ments or to employers’ reluctance to invest in
their human capital.

Perhaps the most serious question that has been
raised about the Becker analysis, particularly of
the case of employer discrimination, is its inability
to explain the persistence of discrimination in the
long run. Assuming that tastes for discrimination
vary, the least discriminatory firms would employ
the highest proportion of lower-priced female
labour. They would thus have lower costs of pro-
duction and, under constant returns to scale, could
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in the long run expand and drive the more dis-
criminatory firms out of business (Arrow 1973).

This issue has provided the rationale, at least in
part, for the elaboration of alternative models of
discrimination, including the statistical discrimi-
nation model discussed below. Others, not con-
sidered here, have emphasized non-competitive
aspects of labour markets (e.g. Madden 1973).
However, this criticism of the Becker model is a
double-edged sword in that it has led some econ-
omists to doubt that labour market discrimination
is responsible, in whole or part, for gender
inequality in economic rewards. Yet it is important
to recognize that the phenomenon which we seek
to understand is intrinsically complex. From this
perspective it is not surprising that no easy solu-
tion has been found to the question of why dis-
crimination has persisted. Similarly, the various
models of discrimination, each emphasizing dif-
ferent motivations and different sources of this
behaviour, need not be viewed as alternatives.
Rather, each may serve to illuminate different
aspects of this complex reality.

As noted above, models of statistical discrim-
ination were developed by Phelps (1972) and
others to shed light on the persistence of discrim-
ination. They do so by imputing a motive for
employer discrimination which, in an environ-
ment of imperfect information, is consistent with
profit maximization. Statistical discrimination
occurs when employers believe that, all else
equal, women are on average less productive or
less stable workers than men. The common per-
ception that women are more likely to quit their
jobs than men would be an example of this.

As in the employer taste for discrimination
model, statistical discrimination would cause
employers to prefer male workers and to be will-
ing to hire women only at a wage discount.
A difference is, however, that in this case male
and female workers are not perceived to be perfect
substitutes. Further, if women are viewed as less
stable workers, there will tend to be substantive
differences between male and female jobs, with
the former emphasizing firm-specific skills to a
greater extent. This is essentially the picture
painted by the dual market model (Piore 1971;
Doeringer and Piore 1971). In this view, women
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tend to be excluded from the ‘primary sector’,
jobs requiring firm-specific skills and thus char-
acterized by relatively high wages, good promo-
tion opportunities and low turnover rates, and to
find employment in the ‘secondary sector’, com-
prised of low paying, dead-end jobs in which there
tends to be considerable turnover.

Like the human capital model, the notion of
statistical discrimination provides a link between
women’s roles in the family and gender differ-
ences in market outcomes. However, the connec-
tion is in terms of differences in the treatment of
men and women, rather than differences in the
choices they make.

One crucial issue is of course whether
employers’ perceptions are indeed correct. If
they are, as Aigner and Cain (1977) have pointed
out, then in some sense labour market discrimina-
tion as conventionally defined does not exist:
women’s lower wages are due to their lower pro-
ductivity. Nonetheless, the employer’s inability to
distinguish between more and less career-oriented
women certainly creates an inequity for the former
vis-a-vis their male counterparts.

On the other hand, employer perceptions may
be incorrect or exaggerated. Differentials based on
such erroneous views undoubtedly constitute dis-
crimination as economists have defined
it. However, as Aigner and Cain (1977) have
persuasively argued, gender differentials based
on employers’ mistaken beliefs are even less
likely to persist in the long run than those based
on employers’ tastes for discrimination. Nonethe-
less, in times of rapid changes in gender roles,
there may be considerable lags in employers’ per-
ceptions. Employers’ incorrect views could also
magnify the impact of employee or customer dis-
crimination, as when such discrimination is either
less extensive or more susceptible to change than
employers believe.

A potentially more powerful role for statistical
discrimination is provided in models which allow
for feedback effects, for example Arrow’s (1973)
model of perceptual equilibrium. In this case, men
and women are assumed to be potentially perfect
substitutes in production, but employers believe
that, for example, women are less stable workers
(Arrow 1976). They thus allocate women to jobs
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where the cost of turnover is minimized and
women respond by exhibiting the unstable behav-
iour employers expect. The employers’ assess-
ments are correct ex post, but are in fact due to
their own discriminatory actions. This equilib-
rium will be stable even though an alternative
equilibrium is potentially available in which
women are hired for jobs which are sufficiently
rewarding to inhibit instability. More generally,
any form of discrimination can adversely affect
women’s human capital investments and labour
force attachment by lowering the market rewards
to this behaviour (see also, Blau 1984; Blau and
Ferber 1986; Ferber and Lowry 1976; and Weiss
and Gronau 1981).

Conclusion

We have considered the contributions of neoclas-
sical economic theory to our understanding of
women’s labour supply decisions, the gender
division of labour within the family, and
male—female differences in labour market out-
comes. With the introduction of feedback effects,
the separate strands of neoclassical theory
analysing women’s economic roles in the family
and their labour market outcomes may be more
tightly woven together. The causation runs not
only from women’s roles within the family to
their resulting economic success, as human cap-
ital theorists emphasize, but also from their treat-
ment in the labour market to their incentives to
invest in market-oriented human capital and to
participate in the labour force continuously.
Thus, even a small amount of discrimination at
an early stage of the career can have greatly
magnified effects over the work life. While it is
unlikely that labour market discrimination cre-
ated the traditional division of labour between
men and women in the family, it could certainly
help to perpetuate it.

However, it is also the case that increasing
opportunities for women in the labour market
create powerful incentives to reduce gender dif-
ferences in family roles and labour market
behaviour. At the same time, women’s increased
attachment to the labour force, due not only to
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these increased opportunities but also to changes
in household technology and in tastes, may be
expected to increase their market productivity
and hence their earnings directly, and also to
reduce statistical discrimination against them.
Similarly, the movement of women into tradi-
tionally male jobs has the potential not only to
increase the wages of those who become so
employed, but to reduce overcrowding and
increase wages in female jobs as well. Thus,
just as a fuller understanding of the interrelation-
ships between women’s roles in the family and
their status in the labour market helps us to
understand the persistence of gender inequality
in economic outcomes, it also enables us to
appreciate how changes in either one of these
spheres, or both, can induce a mutually
reinforcing process of cumulative change.
Recent signs of progress in reducing the pay
gap in many of the advanced industrialized coun-
tries may well signal the beginnings of such a
process.

In our emphasis upon the interdependence of
women’s status within the family and the labour
market, we have in some respects returned to our
starting point, for this conclusion bears a close
resemblance to the views of the 19th-century
observers which we reviewed at the outset. How-
ever, it is also clear that neoclassical economic
theory has enhanced our understanding of the
causes of gender differences in both the family
and the labour market, as well as allowing us to
comprehend better the links between the two
sectors.
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Gender and Academics

Donna K. Ginther, Shulamit Kahn and
Jessica McCloskey

Abstract

Although women have reached parity and
surpassed men in the attainment of bachelor’s
degrees (Goldin et al. J Econ Perspect 20(4):
133-156, 2006; Ceci et al. Psychol Sci Public
Interest 15(3): 75-141, 2014), their represen-
tation within academic departments and disci-
plines depends on the field and rank. Here, we
review the literature about women in academia,
focusing on the evidence from the economics
literature, but supplementing it with notable
studies from other disciplines. We also
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examine the special case of the economics
profession, where — surprisingly — women’s
progress has stagnated.

We start by describing the representation of
women in science academia and its antecedents
in higher education. Since, in mathematics-
intensive sciences, the under-representation
has its roots prior to the doctorate, we briefly
summarise what is known about gender differ-
ences related to mathematics and science at
earlier ages. In particular, we examine the
impact of role models, bias and stereotype
threat in explaining the differences. We then
transition to research on gender differences in
academic career outcomes, considering issues
related to work—life balance and bias in the
academic hiring process, in academic produc-
tivity, in promotion and in salaries. Finally, we
discuss how policies influence the representa-
tion of women in academia.
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Although women have reached parity and
surpassed men in the attainment of bachelor’s
degrees (Goldin et al. 2006; Ceci et al. 2014),
their representation within academic departments
and disciplines depends on the field and rank.
Here, we review the literature about women in
academia, focusing on the evidence from the eco-
nomics literature, but supplementing it with nota-
ble studies from other disciplines. We also
examine the special case of the economics profes-
sion, where — surprisingly — women’s progress has
stagnated.

We start by describing the representation of
women in science academia and its antecedents
in higher education. Since, in mathematics-
intensive sciences, the under-representation has
its roots prior to the doctorate, we briefly summa-
rise what is known about gender differences
related to mathematics and science at earlier
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ages. In particular, we examine the impact of role
models, bias and stereotype threat in explaining
the differences. We then transition to research on
gender differences in academic career outcomes,
considering issues related to work-life balance
and bias in the academic hiring process, in aca-
demic productivity, in promotion and in salaries.
Finally, we discuss how policies influence the
representation of women in academia.

What are the Numbers?

Figure 1a shows the percentage of women among
higher education faculty in the USA from the
National Center for Education Statistics (IPEDS)
for the years 2006 through 2011, for all fields
combined. Women hold only about one-third of
tenured faculty positions and somewhat less than
half of tenure-track untenured faculty positions.
On the other hand, women are substantially over-
represented among non-tenured, non-tenure-track
faculty (since all faculty together average more
than 50%).

Figure 1b shows the percentage of women
among researchers in higher education in selected
OECD countries from 2000 to 2014 for all fields
combined. As of 2014, women made up 45% of
all researchers in higher education in the UK and
Sweden, 41% in Spain, 40% in Italy, 38% in
Germany, 33% in France and 25% in Japan. In
both the USA and these countries, the representa-
tion of women in academia has been remarkably
stable over the past decade.

It would be ideal to have longer time-trends
and field-specific data. Unfortunately, we can only
do this comprehensively for science, technology,
engineering and mathematics (STEM) disciplines,
where considerable data is available for the USA
from the National Science Foundation. As shown
in Fig. 2a, while the percentage of women has
been increasing in all fields, women exceed 50%
of tenure-stream academics only in psychology.
They are at 43% in social sciences (excluding
economics) and 30% or less in all other STEM
fields. For humanities, we can only use labour
force surveys that do not distinguish among fac-
ulty ranks. These indicate a constant 50% female
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among postsecondary humanities faculty in the
1990s and 2000s (see http://www.humanities
indicators.org).

Figure 2b shows the percentage of women
researchers in the natural sciences in selected
OECD countries from 2000 to 2014. With the
exception of Sweden, we observe an increase in
the representation of women between 2000 and
now. The 2013/2014 percentages of women in
Sweden, the UK, Spain and Italy are remarkably
similar at 38—41%. In Germany and Japan, the
percentages of women have increased over the
past decade and a half, but are currently only
33% and 22% respectively.

Were the fields that are underrepresented in US
academia similarly under-represented among US
PhDs? Figure 3a shows that the percentage of
women among PhDs has increased dramatically
in all fields over this period. Women currently
hold the majority of PhDs granted in Life Sci-
ences, Psychology, Other Social Science (except
economics) and Humanities, and more than 30%
in other STEM fields, except for engineering and
computer science. These numbers are clearly
higher than the current female percentage among
tenured faculty. However, that is an incorrect
comparison. Tenured faculty 2006-2011 would
have received their PhDs in the 1970s, 1980s
and 1990s, when the average percentage of
women among PhDs was 27%. Comparing this
percentage to the approximately one-third women
among tenured faculty suggests that women PhDs
were equally or somewhat more likely than men to
become tenured academics. Similarly, tenure-
track untenured faculty 2006-2011 would have
received PhDs between 1995 and 2010, when
the percentage of women among PhDs awarded
averaged 39%. This suggests that women PhDs
during this period were actually more likely than
men to be in tenure-track jobs.

For the sciences, we can more accurately mea-
sure whether women and men PhDs proceed to
tenure-stream jobs at similar rates. Using the data
in Fig. 2, in Ceci et al. (2014) we matched field-
specific rates of PhDs to their rate of holding
tenure-stream jobs seven years later, and found
that in mathematics-intensive sciences the propor-
tion of PhDs who entered tenure-track jobs was
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women in academic positions in the USA 20062011
(Source: Integrated Post-Secondary Data System); (b)

similar for men and women; however, for the life
and behavioural sciences (life, psychology, social
sciences excluding economics), lower percent-
ages of women than men entered academic
tenure-track jobs. For humanities as a whole, the
constant 50% of women among postsecondary
faculty in the 1990s and 2000s was quite similar
to the percentage of women among PhDs granted
in the 1990s and 2000s and higher than the per-
centage of women among PhDs granted in earlier

percentage female researchers in higher education in
selected OECD Countries 2000-2014 (Source: UNESCO
2000-2014)

decades. We thus conclude that progression from
PhD to tenure-track and tenured jobs is currently
similar for men and women for all fields except
the life and behavioural sciences.

These findings suggest that under-
representation in more mathematics-intensive
fields starts earlier in people’s lives. Figure 3b
shows the gender breakdown by discipline in
bachelor’s degrees in the USA. Starting in the
1980s and 1990s, women received the majority
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of bachelor’s degrees in psychology, humanities,
social sciences (excluding economics) and life
sciences. They also greatly increased their share
of bachelor’s degrees in other sciences, and since
2000 have earned over 40% of bachelor’s degrees

2008 2010 2012 2014

education researchers in the natural and behavioural sci-
ences for selected OECD Countries (Source: UNESCO,
2000-2014)

in all disciplines except engineering, economics
and computer science. Goldin et al. (2006) found
that much of this relative increase in women’s
college completion rate was attributable to the
improvement in college preparation of girls
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relative to boys (especially in STEM), which itself
was probably due to women’s increased expected
returns from going to college.

Are men and women equally likely to proceed
from bachelor’s degrees to PhDs, assuming a
seven-year time gap? The percentage of women
among PhDs was lower than for corresponding
bachelor’s degrees in the earlier decades shown,
but recently this gap has narrowed in all fields
(also found by Chiswick et al. 2010). Most

recently, the percentage of women among PhDs
versus bachelor’s degrees seven years earlier
was the same for mathematics-intensive sci-
ences, but lower in the humanities and life and
behavioural sciences (in humanities, compare
52% women among PhDs to 63% women
among bachelor’s degrees seven years earlier;
in the life and behavioural sciences, compare
58% among PhDs but 65% among bachelor’s
degrees).
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Where did these women go instead? In the life
and behavioural sciences, Ceci et al. (2014) found
that more women than men had master’s degrees
(27% v. 21.8%) and professional degrees (9.1%
v. 7.9%). However, fewer women than men
(38.2% v. 45.5%) stopped their education after
attaining a bachelor’s degree.

The numbers lead us to conclude that in the
USA there is a larger drop-off of women than men
in the transition from BA to PhD in the fields
where women are more common (humanities,
life and behavioural sciences), but not in
mathematics-intensive fields. There is no gender
difference in the transition from PhD to tenure-
track academia in mathematics-intensive sciences
and humanities, whereas in life and behavioural
sciences the drop-off from PhDs to tenure-stream
academia is greater for women.

Since the under-representation of women in
mathematics-intensive STEM fields has its roots
even earlier than college, we next describe the
literature on some factors explaining this
underrepresentation.

Gender Differences in K-12
and Undergraduate Educational
Outcomes

Mathematics is considered the gatekeeper to
careers in STEM disciplines (Ceci et al. 2014;
Lavy and Sand 2015). On average, in the USA
girls score better than boys in mathematics in
some grades (4-9) but not in high school,
although high school average gaps have dropped
rapidly to less than one-tenth of a standard devia-
tion (Hyde and Mertz 2009); gender differences at
the top tail of the high school mathematics distri-
bution have also dropped rapidly (from 1:13.5 to
1:3.8; Wai et al. 2010), but remain high. Yet
research shows that environmental factors and
context play a role in gender differences in math-
ematics performance. Ellison and Swanson
(2010) found variation in the gender gap across
schools. Pope and Sydnor (2010) found state geo-
graphic variation in gender test gaps, at the state
level. Else-Quest et al. (2010), Penner (2008) and
others found trans-national variation.
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One explanation for the differences in girls’
and boys’ early mathematics and science attain-
ment relates to instructor gender. For middle
school students, Dee (2005, 2007) found that
assignment to a same gender teacher improved
both boys’ and girls’ achievement as well as
teachers’ perception of students and students’
engagement, in all subjects. Ehrenberg et al.
(1995) found that same-gender teachers did not
affect learning but influenced teachers’ subjective
evaluation of students in mathematics, science
and reading. Antecol et al. (2012) found marginal
positive effects on female students’ mathematics
scores only for female instructors with strong
mathematical backgrounds, no effect on their
reading scores, and no impact of male instructors
on male students at all. More recently, Lavy and
Sand (2015) found that girls in Israel with elemen-
tary and middle school teachers biased against
girls in mathematics took fewer high school math-
ematics and science courses and were less likely
to major in mathematics and science in college or
work in STEM.

Same-gender role model effects extend to
college. Using randomly assigned students,
Carrell et al. (2010) found that female instruc-
tors in male-dominated STEM fields improved
female students’ performance in mathematics
and science classes and the likelihood of taking
future STEM classes and majoring in STEM,
with the results greatest for top students. Based
on a natural experiment, Griffith (2014) found
that same-gender instructors improved students’
performance only in fields traditionally domi-
nated by the opposite gender, but had no effect
on major choice or course-taking behaviour.
Observational studies — without random assign-
ment of students — have mostly found that
female instructors improved female students’
outcomes (Rask and Bailey 2002; Hoffman and
Oreopoulos 2009; Bettinger and Long 2005),
but did not affect the registration choices of
most students (McGoldrick and Schuhmann
2002; Canes and Rosen 1995). Ashworth and
Evans (2001) found that female students were
more likely to study economics when there was a
critical mass of other female students and/or a
female teacher.
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Female role models were also important in
observational studies at the graduate level. In eco-
nomics, Hale and Regev (2014) found a positive
correlation between the number of female faculty
and the number of female graduates six years later,
suggesting that women graduate students were
attracted to and/or encouraged by women faculty.
Dolado et al. (2012) found greater shares of
women in a given economics sub-field to be cor-
related with greater probability of women later
choosing that field.

Research has also examined how gender dif-
ferences in response to competition play a role in
mathematics-related outcomes. Niederle and
Vesterlund (2010) argue that gender differences
in mathematics test scores may indicate different
responses to competitive pressures associated
with test-taking. Cotton et al. (2013) find results
consistent with that argument in five sequential
mathematics contests among elementary-school
children. Boys scored higher in the first round
than girls, but only when there was time pressure.
Girls scored better in later rounds. Landaud
et al. (2016) found that girls enrolled in to more
competitive high schools in France were signifi-
cantly less likely to choose a high school mathe-
matics or science major.

In economics, some have argued that teaching
methods decrease female interest in the subject.
Bansak and Starr (2010) found that students
viewed economics as a business-oriented field
that emphasised mathematical skills and money-
making, which decreased women’s interest rela-
tive to men’s. Similarly, Lewis and McGoldrick
(2001) argue that reformulating standards might
allow for a more inclusive classroom. A current
randomised trial headed by Claudia Goldin is
experimenting with multiple interventions associ-
ated with mentoring of female students and cur-
riculum changes in order to increase the number
of women majoring in economics (http://scholar.
harvard.edu/goldin/UWE).

A final gender difference in the decision to get
a PhD relates to the macroeconomy. Bedard and
Herman (2008) found that women’s decisions to
attend graduate school were acyclical, while
men’s decisions were counter-cyclical, so that
when macroeconomic conditions worsened, the
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lower opportunity cost of attending graduate
school increased men’s (but not women'’s) enrol-
ment. Chiswick et al. (2010) also found that men’s
doctorate enrolment increased with unemploy-
ment. Conley et al. (2016) found that men who
entered economics graduate school in periods
with few outside opportunities (high unemploy-
ment) later had higher research productivity, but
women who entered then had lower research pro-
ductivity, and offered a similar cyclical selection
explanation.

Before leaving the education topic, we note
that Leslie et al. (2015) tried to link PhD attain-
ment to faculty attitudes in the discipline, finding
that in disciplines where expectations of brilliance
are viewed as the key to success — as opposed to
hard work — women were less likely to obtain
doctorates. However, Ginther and Kahn (2015)
show that once the mathematics requirements of
a particular discipline are included in their analy-
sis, these expectations have no explanatory power.

Thus, the association between gender norms,
role models and mathematics/STEM plays a role
in determining educational outcomes and choices
from middle school to PhD, giving rise to the
observed gender differences in academic careers.
We next turn to how women fare once they enter
tenure-stream academic jobs.

Gender Differences in Tenure-Stream
Positions

Hiring

As described above, the proportion of women
with tenure-track positions in the life and
behavioural sciences is lower than might be
expected based on the number of doctorate
degrees awarded. Was this due to women not
being offered academic positions, or to their
choices to opt out of academic positions?

Using data from the department chairs of six
STEM departments at Research I universities
from the early 2000s, a National Research Coun-
cil study (2010) indicated that, conditional on
applying, women were more likely to get an inter-
view and more likely to receive job offers in all six
departments. Also, the percentage of applications
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from women was consistently lower than the per-
centage of PhDs earned by women. These same
results were found for both assistant tenure-track
positions and more senior tenured positions.

This does not necessarily rule out bias in the
interview and hiring process, since if on average
women applicants are more qualified than male
applicants, the proportion of women receiving
interview and job offers might understate bias.
Recent experimental studies on the role of bias
in potential hires have produced contradictory
results. In a relatively small sample, Moss-
Racusin et al. (2012) found that science faculty
evaluating hypothetical identically qualified grad-
uate students evaluated the men as more compe-
tent; they were more likely to be hired as well as
being given higher starting salaries. Williams and
Ceci (2015) found the opposite, also in an exper-
imental setting but with a larger sample. They had
faculty evaluate hypothetical equally qualified
male and female applicants for assistant professor
positions in biology, engineering, economics and
psychology at different institution types nation-
wide. In most cases, both male and female faculty
preferred female applicants over identically qual-
ified males with matching lifestyles. The excep-
tion, showing a male preference, was male
economists. The average preference for women
was significant within five of six categories of
family status (e.g. married without children).

Outside the USA, Krause et al. (2012)
conducted an experiment randomly assigning
applications of PhD economists for a postdoctoral
position at a European research institute to a treat-
ment group whose applications removed informa-
tion on name, age, gender and nationality versus
controls with this information included. In the
control group, but not in the treatment group,
women applicants received more interviews than
men. Using the difference in French teacher
accreditation exam scores between written
(gender-unknown) and oral (gender-known) as a
natural experiment, Breda and Hillion (2016)
showed that the gender under-represented in that
field was systematically favoured when gender
was known.

Thus, all in all, there is little evidence of bias
against women and some indication of bias

5123

towards women in the hiring process in academia
when the person’s record is known.

Opting Out

Clearly, women’s decision not to pursue tenure-
stream positions affects their representation in
academia. Evidence of fewer applications yet
slight advantages in hiring and interviewing are
consistent with the argument that relatively more
women are opting out of academia. Ley and Ham-
ilton (2008) examined women’s attrition in bio-
medical sciences at US medical schools.
A roughly equal share of women were admitted
to medical schools (51%) and working as instruc-
tors at medical schools (49%). The percentage of
women dropped, however, at later stages of the
traditional academic career track (39% assistant
level, 25% associate level, 17% full level). They
found that women in biomedical fields were not
applying for NIH funding at the independent
research stage (in between the postdoc and a
tenure-stream appointment). Ginther and Kahn
(2009) looked at the probability of STEM PhDs
holding a tenure-track job within nine years of
graduating. They found that married women
with children were significantly less likely to
take tenure track positions. Ginther and Kahn
(2015) repeated this analysis for social and
behavioural science fields, finding very similar
results. Wolfinger et al. (2008) also found that
women with children during the first five years
post-PhD are considerably less likely than men to
choose tenure-track jobs.

Institutional factors may also play a role in the
gender diversity of the faculty. Ehrenberg et al
(2012) found that having more women in high-
ranking administrative positions (trustees, presi-
dents/chancellors and provosts/academic vice-
presidents) was associated with having more
women on the faculty between 1984 and 2007,
with the largest gains appearing at smaller
institutions.

Economics

Economists have examined gender differences in
jobs after the PhD. Chen et al. (2012) report that
compared to males, female candidates were more
likely to be in government or private sector jobs
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and less likely to end up in academic jobs. Hilmer
and Hilmer (2007) found that females with male
advisors were more likely to accept research-
oriented first jobs than males with male advisors.
They found no significant difference between
females working with male versus female advisors.

Productivity

Once in academic positions, productivity — mea-
sured by publications, citations and research
funding — is key to securing tenure and remaining
employed in the academy. Across academic fields,
almost all research shows that women write fewer
papers, but on average have the same number of
citations per paper (see Ceci et al. (2014) for a
review of the literature). There is some evidence
that gender differences in productivity are con-
verging (Borrego et al. 2010). Gender differences
in productivity have often been cited as the lead-
ing explanation for gender differences in salaries
in the general labour market (Altonji and Blank
1999). Economists have probed whether these
productivity differences are due to gender differ-
ences in time use, the impact of having children,
professional networks, number of co-authors,
access to institutional resources and support, and
likelihood of specialising.

Women may be less productive because they
devote less time to work (Bellas and Toukoushian,
1999). Ceci et al. (2014) found that women and
men in STEM tenure-stream positions work the
same number of hours. However, women with
children published significantly fewer papers
than men with children in geoscience, economics,
physical, and life and social science disciplines. In
contrast, there were no significant gender gaps in
publications for women and men without children
in life science or social science — suggesting that
time devoted to caring for one’s family may con-
tribute to the gender gap in publications. Krapf
et al. (2014) compared the research productivity
of economists and found a negative effect of par-
enthood for unmarried mothers, and a positive
impact for unmarried fathers. They also found
evidence that becoming a mother before the age
of 30 had a negative impact on women’s research
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productivity. Joecks et al. (2014) examined
400 researchers in business and economics in
Austria, Germany and Switzerland. They found
evidence that only the most productive mothers
self-select into academic research careers.

Time use was also a factor in Manchester and
Barbezat’s (2013) study of economics faculty.
There, gender differences in both time allocation
(division of time between research and other
duties) and time concentration (distribution of
time during the academic year relative to summer)
contributed to women submitting fewer papers,
with concentration being most important.

Non-research obligations may also influence
research productivity. Taylor et al. (2006) found
that teaching and service have significant negative
impacts on research productivity of academic
economists. Harter et al. (2010) found that in the
USA, male economics faculty — particularly at the
assistant  professor level in  research
universities — spent less time on teaching and
more time on research than female faculty.

Women may also be less productive because of
fewer resources. Duch et al. (2012) showed that
fields that required significant research resources
(such as molecular biology) also had a larger
gender gap in publications. However, gender dif-
ferences in research awards are negligible.
Ginther et al. (2016) and Ley and Hamilton
(2008) find that women are equally or somewhat
more likely to receive NIH RO1 Type 1 research
awards; however, women are disadvantaged in
receiving additional funding of the same research
topic — NIH RO1 Type 2 research awards (Ley and
Hamilton 2008). Furthermore, women submit
fewer research proposals than men (Ginther
et al. 2016; Ley and Hamilton 2008). Sege
et al. (2015) found women researchers in a major
medical school had less start-up support than men.

Gender differences in co-authorship contrib-
utes to gender differences in productivity in eco-
nomics. Hamermesh (2013) has noted the
increasing importance and reliance on
co-authorship in economics profession. Others
have found that co-authorship among economists
appeared to increase the overall production of
articles for both men and women (Maske
et al. 2003; Cainelli et al. 2015, 2012). Research
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shows that economists tend to co-author with
those in their gender (McDowell and Smith
1992; McDowell et al. 2006; Boschini and
Sjogren 2007). Given the under-representation of
women in the economics profession, this would
provide one potential explanation for why women
publish fewer papers, at least in economics.

However, email and internet technology may
level the playing field. Butler and Butler (2011)
found that for academics in political science, tech-
nological change led women to increase their rate
of co-authorship faster than men in the 1990s and
made women more willing to take jobs at smaller
departments because collaboration across univer-
sitiecs was more possible. Similarly, Ding
et al. (2010) found that IT availability increased
research output and co-authorships for women at
non-elite institutions, more than for men or for
both genders at elite institutions.

Biased evaluations of work could also play a
role in differences in publication numbers. How-
ever, research shows no gender differences in
journal acceptance rates in economics (Blank
1996; Abrevaya and Hammermesh 2012) nor in
other disciplines (Ceci et al. 2014). An experiment
found no effect of blind review on gender differ-
ences in acceptance rates for a Swedish econom-
ics conference (Carlsson et al. 2012).

Thus we find that women publish fewer papers
than men, and these productivity differences are
associated with the presence of children, time use
during and across the academic year, research
funding and co-authorship patterns. Technology
has mitigated some of the co-authorship disadvan-
tage, but women still lag behind men in this
important measure of academic careers.

Promotion

In the USA, gender differences in academic pro-
motion depend upon the field of study. Ginther
and Kahn (2009) found that after controlling for
research productivity and other factors, women
were equally likely to receive tenure in physical
science and engineering fields, but not life sci-
ences. Ginther and Kahn (2015) found that
women were significantly less likely to receive
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tenure in economics, but not other social sciences,
and significantly less likely to be promoted to full
professor in economics, sociology and linguistics.
In earlier work, women were less likely to be
promoted in the humanities (Ginther and Hayes
1999, 2003). McDowell et al. (1999, 2001) found
promotion prospects significantly improved for
female economists by the end of the 1980s. How-
ever, Kahn’s (1993, 1995) results found the oppo-
site, and examining more recent data (Ginther and
Kahn 2004, 2015) found large promotion gaps for
women in economics.

Academic promotion differs considerably
across countries. In several cases, promotion dif-
ferences were due to productivity. Schulze
et al. (2008) found that gender and children did
not matter for the probability of being tenured after
controlling for productivity in Germany, Austria
and the German-speaking part of Switzerland.
Groeneveld et al. (2012) found that in a large
Dutch university, academic women’s lower promo-
tion rates were explained by years of service and
external mobility. Lissoni et al. (2011) found that
Italian academic women are as likely to be pro-
moted as men with similar publication records.
Danell and Hjerm (2013) found that women were
significantly less likely than men to become full
professors in Sweden, but less so among those who
had previously held postdoctoral fellowships,
suggesting that promotion may reflect ability.

In other countries, promotion differences
remain even after controlling for productivity.
Takahashi and Takahashi (2015) found that in
Japan, women were substantially more likely to
remain in lower-level lecturer positions. At higher
levels they found women with children were less
likely than comparable men to be promoted from
associate professor to full professor, but single
childless women were more likely to be pro-
moted. Examining women in the UK, Ward
(2001b) found that even after controlling for
career breaks and publication history, male aca-
demics are more likely to be promoted.

Results for France are mixed. Lissoni
etal. (2011) found that equally productive French
women were less likely than men to be promoted.
Similarly, controlling for productivity, Sabatier
(2010) found that female biologists in France
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were promoted significantly more slowly than
males and that different factors affected promo-
tion likelihood for men and women. Also in
France, Bosquet et al. (2014) found that in a
national competition for promotion of econo-
mists, gender has no significant effect on promo-
tion, but women were significantly less likely to
be candidates for promotion.

Austen (2004), Cooray et al. (2014) and Kahn
(2012) found that similar Australian women aca-
demics were less likely to be promoted than men,
although Kahn (2012) found that women were
more likely to be promoted after taking work-
shops on applying for promotions. In Australia,
faculty must apply for promotion, and Kahn
(2012) argued that the earlier promotion gap was
due to women’s lower application rates.

Finally, applying for promotion was also key in
Italy. De Paola et al. (2015) examined the multi-
step Italian promotion system and found that
women and men were equally likely to score
well on the (anonymous) qualifying exam, but
that qualified women were significantly less likely
to apply for open positions than men. In Italy and
Spain, there is also a (non-anonymised) oral exam
by a randomly assigned evaluation committee. De
Paola et al. (2015, 2016), Bagues et al. (2015) and
Zinovyeva and Bagues (2011) find conflicting
results on whether the evaluation committee gen-
der composition leads to most favourable results
for women.

In sum, we find mixed results on promotion. In
some fields — primarily economics and life sci-
ences, and in some countries including Japan, the
UK and perhaps France or Australia — women are
less likely to be promoted than men. Some, but not
all, of this gap can be explained by gender differ-
ences in productivity or in applying for promo-
tion. In the USA, economics is one field where
women are significantly less likely to be promoted
than men at all levels, even after controlling for
the publication record.

Salary

Women are paid less than men in academia
(https://www.aaup.org/our-work/research/annual-
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report-economic-status-profession; Toutkoushian
et al. 2007), and this has been documented exten-
sively over time (Barbezat 1987a, b; Broder 1993;
Ferber and Kordick 1978; Gordon et al. 1974;
Robinson and Monks 1999). Factors used to
explain the gender gap in salaries include field
and academic rank, productivity, parenthood and
returns to seniority/monopsony.

Field and Rank

Field and rank are the most important explanations
of salary gaps, because men are concentrated in
higher-paying fields and are concentrated in the
higher ranks (Ginther 2004). Failure to control for
those factors will result in an overstated salary gap.
Similarly, teaching-intensive institutions pay less
than research-intensive institutions. Ginther and
Hayes (1999, 2003) found no gender difference in
salaries in the humanities within academic ranks.
International evidence also points to the impor-
tance of field and rank. Warman et al. (2010)
found that the gender earnings gap at Canadian
universities had narrowed, and the bulk of the
remaining gender gap could be explained by dif-
ferences in men’s and women’s rank and field.
Kaszubowski and Wolszczak-Derlacz (2014)
found that gender differences in salary were mostly
due to academic rank in Polish academia.

Productivity

Rank is endogenous and could be due to lower
academic productivity of women. Hilmer
et al. (2012) found that in doctoral-granting eco-
nomics departments in large public universities in
the USA, research influence (measured by cita-
tions) was a strong predictor of salary, as was
departmental prestige. After controlling for these
factors, they found no significant impact of gender
on salaries. Ward (2001a) and Euwals and Ward
(2005) found that in the UK, time out of the
profession results in a large financial penalty,
and that career gaps along with productivity
could explain the gender salary gap.

Parenthood Penalty

As discussed above, having children might
decrease salaries due to lower productivity, or
for other reasons. Manchester et al. (2010, 2013)
examined the impact of stopping the tenure clock
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on both promotion and salaries. They found that
stopping the tenure clock had no impact on pro-
motion, but did result in a significant salary pen-
alty. In recent work, Kahn and Ginther (2016)
found that marriage and children have less of a
negative impact on women’s STEM academic
salaries than for women with the same degrees
working outside academia.

Monopsony

In many cases a given geographic location has
only one university, and that university holds
monopsony power over its current faculty. Several
researchers have found that the returns to seniority
are negative for faculty (salary inversion)
(Ransom 1993; Hallock 1995; Bratsberg
et al. 2010; Brown and Woodbury 1998); how-
ever, Barbezat and Donihue (1998) found the
opposite. Monopsony power can exacerbate gen-
der salary differences if men are more likely to
receive outside offers than women or women are
less likely to move. Hilmer and Hilmer (2010)
found that the seniority penalty for women econ-
omists was nearly double that of men, and that
men earn higher salaries with each move while
women’s salaries only increase with two or more
moves. Barbezat and Hughes (2005) found that
women experienced an 8% salary penalty for
moving to a second job. In the UK, Blackaby
et al. (2005) found a within-rank gender pay gap
among academic economists that they suggest
may be due to women’s lower likelihood of
receiving outside offers.

Remaining Gaps

In other cases, while controls for the above factors
narrowed the salary gap, they did not erase them.
In the natural sciences, Ginther (2004) found
small salary gaps at the assistant professor rank
that grew for the associate and full professor
ranks. These gaps were not fully explained by
field, marital status, children or productivity.
Takahashi and Takahashi (2015) found that Japa-
nese women economists were paid significantly
less within academic ranks, despite rigid pay
schedules. Some of the pay gap may result from
women being hired at lower wages when they start
(Toumanoff 2005). Of particular concern are
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gender differences in evaluation: in a study of a
large US public research university, Carlin
et al. (2013) found that both subjective and objec-
tive productivity measures increased men’s sala-
ries, but did not increase women’s. Finally,
sometimes, gender pay gaps were more compli-
cated. At a large US public university, Binder
et al. (2010) found that, controlling for productiv-
ity, the largest gender salary gaps were in depart-
ments with low concentrations of women,
suggesting that decentralised salary setting in
departments may serve to depress women’s
salaries.

In sum, women choose lower-paid academic
fields and are also more prevalent in the lower
academic ranks, two factors that explain much of
the overall gender salary gap in academia. Other
choices by women, such as productivity and par-
enthood, serve to exacerbate the gender salary
gap. That said, institutional factors exacerbate
gender differences in salaries. Wage-setting insti-
tutions at the department level and the monopso-
nistic market faced by many in academia reinforce
the gender wage gap.

Other Outcomes

We briefly mention a few additional outcomes.
Mixon and Trevino (2005) found that women
were significantly less likely to have a named
professorship in economics departments in the
US South. In Italy, Addis and Villa (2003) found
that women were less likely to serve on the edito-
rial boards of economics journals. In contrast,
Donald and Hamermesh (2006) found that
women were more likely to win American Eco-
nomic Association elections.

Ceci et al. (2014) found that women’s job
satisfaction with academic careers converged
with men’s between 1997 and 2010, with the
exception of social sciences and economics,
where the gap grew and women were less satis-
fied. Bender and Heywood (2006) found that
women’s satisfaction in academic science
matched men’s. Ward and Sloane (2000) find
that job satisfaction does not differ by gender in
Scottish universities.
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Potential Interventions

We have documented gender differences in pro-
ductivity, promotion and salaries in academic
careers. In some cases, these differences can be
readily explained by the family, monopsony,
resources, co-author networks and other factors;
in other cases we cannot rule out gender differ-
ences in how women are treated and evaluated
during their academic careers. Economists have
begun addressing gender differences in academic
careers through the CeMENT mentoring trial for
junior economics faculty at research institutions.
Starting in 2004, the CeMENT trial randomly
assigned junior female economists to a mentoring
treatment workshop or a control group without
mentoring. An interim evaluation of CeMENT
by Blau et al. (2010) showed that women in the
treatment group published more papers, published
more in the highest ranked journals and were more
successful in obtaining federal research funding.
Based on CeMENT’s success, mentoring pro-
grammes have been started in the economics pro-
fession in Africa, China and Japan, as well as in
academic philosophy (https://www.aeaweb.org/
content/file?1id=520).

Universities in the USA have adopted policies
for parents to stop the tenure clock in the case of
birth or adoption. Manchester et al. (2010, 2013)
found that these policies had no impact on
women’s promotion, but had a negative impact
on salaries at one Midwestern university. How-
ever, Antecol et al. (2016) found that, in the top
50 US economics departments, gender-neutral
stop-clock policies reduced female tenure rates
while significantly increasing male tenure rates.

Others have advocated for training in uncon-
scious bias as a means of combatting gender
differences in academic careers. Carnes
et al. (2015) ran a randomised controlled trial of
bias training at the University of Wisconsin-
Madison and found that gender bias was reduced
in treated departments. However, their study did
not evaluate whether the reduction of gender bias
influenced gender differences in academic out-
comes such as hiring and promotion. In the pri-
vate sector, this kind of bias training has not
promoted diversity (Dobbin et al. 2012; Kalev
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et al. 2006), although Bohnet et al. (2015) found
evidence that joint evaluation by a committee
allowed evaluators to focus on performance and
reduced gender bias.

Conclusions

The status of women in the academy depends
critically on the country and academic field.
Although in the USA women earn more than
half of both bachelor’s and PhD degrees awarded
in the humanities, life, behavioural and social
sciences (excluding economics), they are less
likely than men to transition from bachelor’s to
doctorates to tenure-stream faculty positions in
these fields. In contrast, we find that women
have made significant gains in mathematics-
intensive science doctorates and are somewhat
more likely than men to transition from PhD to
academic careers in those fields. The under-
representation of women in mathematics-
intensive fields has its roots prior to college, and
much of it can be attributed to gender differences
in role models and gender norms in mathematics.

The data and experimental evidence do not
show evidence of bias against women in academic
hiring. Instead, there is some evidence of a pref-
erence for more female faculty. Once in tenure-
stream academic positions, however, women pub-
lish fewer papers, although they have the same
number of citations per paper as men. Several
inter-related factors contribute to women’s lower
productivity. Having children lowers the number
of publications for both men and women, but
more for women. Women devote less time to
research than men, in part because they are more
likely to be employed at teaching-intensive insti-
tutions. Co-authorship increases the rate of pro-
ductivity, but women are more likely to co-author
with other women and in fields like economics
they will have fewer opportunities to do
so. Resources may also matter — women are less
likely to receive grant renewals in biomedical
fields — and their productivity suffers in these
relatively expensive disciplines.

Productivity is a key determinant of both pro-
motion and salaries, but even after controlling for
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productivity women are less likely in some fields
(e.g. economics, life sciences) and in many coun-
tries (Japan, UK etc.) to be promoted. Women’s
pay also suffers relative to men’s. Some of this can
be explained by productivity, presence of chil-
dren, field and academic rank. Yet there is also
evidence that given similar levels of productivity,
women’s evaluations suffer, leading to lower sal-
aries over time (Carlin et al. 2013). The fact that
most academic employers are monopsonists can
lead to significant gender salary differences if
women are less likely to receive outside offers or
less likely to move.

Stopping the tenure clock has not been shown
to increase women’s promotion rates, and instead
may decrease it. When we combine this with the
gender differences in how women’s research is
evaluated by their peers, then attention to evalua-
tion and its implications for salary and promotion
are warranted.

Interventions such as the CeMENT mentoring
treatment have been successful at increasing
women’s productivity in the economics profes-
sion. It remains to be seen whether CeMENT
will successfully narrow the gender promotion
gaps in the economics profession. Although
women have made considerable strides in aca-
demic careers, progress has been uneven across
disciplines and countries.

See Also

Gender Roles and Division of Labour
Monopsonistic Discrimination and the Gender
Wage Gap

Women’s Work and Wages
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Abstract

Laboratory experiments find differences
between women and men in three main areas:
altruism, risk aversion and competition. The
types of experiments and findings are
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described, and findings summarized. These
results parallel similar findings in other social
sciences, and are consistent with observed dif-
ferences in the field.
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Henry Higgins famously enquires, ‘Why can’t a
woman be more like a man?” While others might
phrase it differently, the question of how and why
women and men differ is the subject of hundreds
of books and articles every year. Experimental
economists have investigated gender differences
in at least three areas: cooperation and altruism,
attitudes toward risk, and preferences for engag-
ing in competitive activities. While this research
has proceeded largely independently of other
social sciences, the results across fields are
parallel.

Most experimental research on gender differ-
ences is motivated by an interest in the persistent
gender gap in earnings, with women earning sig-
nificantly less than men even after adjusting for
productivity related differences in education,
experience, choice of employment, and so on
(Weichselbaumer and Winter-Ebmer 2005).
While this gender gap has diminished since the
1970s it has not disappeared. Attention is also
directed at the fact that women are underrepre-
sented in leadership positions. Within economics,
the Committee on the Status of Women in the
Economics Profession of the American Economic
Association keeps tabs on the progress of women.
Their most recent survey shows that women con-
tinue to lag behind men in their progress towards
higher academic ranks. While women earned 20%
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of Ph.D.s in economics in the 1980s and 25% in
the 1990s, only 8.3% of full professors in Ph.D.
granting departments are women (see Committee
on the Status of Women 2007).

Differences in the behaviour of women and
men are extensively documented in research in
psychology and sociology. An overview of this
work, which covers differences in ability, person-
ality, leadership styles, aggression, competitive-
ness and so on, can be found in Rhoads (2004) and
Maccoby (1998) among many others. Experi-
ments have examined gender differences in situa-
tions involving salient monetary incentives since
Rapoport and Chammah (1965), who explored
variations of the Prisoner’s Dilemma (PD) game.
Early experimental work in psychology and soci-
ology tended to involve this game, or related
social dilemma (SD) games, with mixed results.
In games with this incentive structure — where
each player has a dominant strategy to free ride,
but group payoffs are maximized by choosing a
cooperative strategy — many studies have found
that women are more cooperative, and many that
they are less so.

Experimental research in economics focuses
on examining the types of preferences that might
be related to the gender gap: those that relate to
cooperating, taking risks and competing. Com-
pared to the stereotypical male person, the stereo-
typical female person is more altruistic and
cooperative, and more averse to risk and compe-
tition. Partial surveys of research in experimental
economics on gender differences are provided by
Eckel and Grossman (2008a), which focuses on
altruism and cooperation, and (2008b), which sur-
veys studies of risk aversion, and a more compre-
hensive review is contained in Croson and
Gneezy (2007).

Cooperation

If there is no systematic difference between the
sexes in their play of PD and SD games, can we
abandon this element of the stereotype and con-
clude that women are no more cooperative than
men when money is at stake? Eckel and Grossman
(1998) were the first to point out that these games
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confound two possible differences in the prefer-
ences of women and men. Suppose that, true to
stereotype, women are both more altruistic and
more risk averse. Altruistic preferences imply
that women will be more likely to choose a coop-
erative strategy in PD and SD games. However,
risk aversion implies just the opposite. The coop-
erative strategy is also the risky strategy; a coop-
erator risks being exploited, with corresponding
low earnings. The best choice for an altruistic,
risk-averse person would depend on the parame-
ters of the game, that is, the trade-off between the
gain to cooperation and the penalty if one is
betrayed. Thus the games that have been most
commonly used to measure cooperation may be
confounded by risk aversion.

Eckel and Grossman’s (1998) strategy was to
separate altruism from risk aversion. In a double-
anonymous dictator game, where there is no
financial (or social) risk, they report that women
give about twice as much to an anonymous part-
ner. This result has not always been replicated by
subsequent studies, and behaviour can vary with
the characteristics of the recipients when they are
known, but overall it is rare to find a situation
where men are more altruistic. In more complex
experiments (Andreoni and Vesterlund 2001;
Dickinson and Tiefenthaler 2002), subjects make
a series of dictator decisions in tokens, where the
tokens have different exchange rates for each of
the players. In these games men tend to maximize
efficiency, allocating more to the partner with the
better exchange rate, while women tend to try to
equalize earnings. Thus men appear more altruis-
tic at exchange rates that benefit the recipient. At
equal exchange rates, women give more than men.
Moreover, in studies where subjects can give to a
charitable organization, Eckel and Grossman con-
sistently find that women give more than men (for
example, Eckel and Grossman 2003).

Another experimental environment that has
received a great deal of attention is the ultimatum
game, which suffers from a similar problem. In
that game, a person might make a generous offer
because of altruism or because of risk aversion;
similarly, a person might accept a low offer for
multiple reasons. The greater altruism and risk
aversion attributed to women implies more
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generous ultimatum offers by women. However,
results in this game are mixed (Eckel and
Grossman 2001; Solnick 2001). Women and
men make similar offers on average, but, more
importantly, both make lower offers to women
than to men, suggesting a commonly held belief
that women will accept lower offers (because they
are more altruistic?). On the respondent side, the
results of these two studies are contradictory. In
general, however, results indicate that women are
more likely to accept an offer of a given size than
the reverse.

A higher degree of altruism is consistent with
lower wages, with more altruistic persons both
requesting and accepting lower wage offers. It is
worth pointing out that (to my knowledge) no
studies have tested the external validity of these
measures of altruism; that is, economists have
little or no knowledge of how well laboratory-
elicited preferences ‘predict’ how people behave
as they go about their daily lives. While lab deci-
sions are real in the sense that there are resource
consequences to decisions, the context is very
different from field decisions. However, there are
several studies that explicitly examine cultural
context, and find a positive relationship between
how groups play a public goods game and how
they harvest natural resources (Carpenter and Seki
2006). There is also some evidence that the gender
gap in earnings is smaller in the nonprofit sector,
where altruistic preferences might be especially
valuable (Leete 2000).

Risk Aversion

Like cooperation, gender differences in risk aver-
sion have been much studied in fields outside
economics. In most situations, greater risk taking
by men is well documented (Byrnes et al. 1999).
Economists have a rather narrow way of thinking
about risk aversion compared with other social
scientists; we view preferences as represented by
a utility function that evaluates alternatives across
all decision-making domains. Diminishing mar-
ginal utility of income or wealth produces risk
aversion: the expected value of a gamble always
has higher utility than the gamble itself.
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(Of course constant marginal utility implies risk
neutrality, and increasing marginal utility risk
seeking.) This view of risk aversion implies that
any task that measures the curvature of the utility
function in money should give a good measure of
risk attitudes that is then applicable across all
situations. Experimental economists have devel-
oped different games that do just that.

Like their counterparts in the other social sci-
ences, economists tend to find women more risk
averse than men, though both are surprisingly risk
averse considering the level of stakes in our
games. Though the difference is not always sta-
tistically significant, it is rare that it goes the other
way. However, there is a potential problem with
commonly used measures that might distort the
gender difference. The experiments tend to be
complicated, requiring a relatively high level of
mathematical ability to be clearly understood.
This is not a big problem if any resulting ‘noise’
does not bias the measure. Unfortunately, there is
some indication that difficult tasks cause
low-ability subjects to make systematically differ-
ent choices. To the extent that mathematical abil-
ity is correlated with gender, this could bias
inferences about differences in risk aversion.

A popular initial experiment used a risky ver-
sion of the Becker et al. (1964) (BDM) preference
elicitation procedure. This mechanism elicits sub-
jects’ valuations for gambles with various pro-
babilites of winning a particular prize. To make
it incentive compatible, this mechanism requires
two stages. In the first the subject writes down a
minimum selling price for a gamble that pays off
X dollars with probability p. In the second a
random price is drawn from a uniform distribution
between 0 and X dollars. If the drawn price is
above the elicited price, the subject sells the gam-
ble, and if not the subject plays the gamble. This
mechanism has been criticized for its complexity,
and for the low incentive for accuracy with
low-probability gambles. Subjects with low
maths ability may be more likely to overvalue
these low probability gambles because they are
confused by the second stage of the game. For
example, consider a 0.05 probability of winning
10 dollars; any value drawn in the second stage is
likely to be far above the expected value of the
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gamble, so it may not be worthwhile for the sub-
ject to bother calculating his reservation value,
and he is likely to err on the high side. This
would tend to make subjects look less risk averse.
Indeed, BDM studies tend to find fewer risk-
averse and more risk-seeking subjects.

A cleverly designed game developed by Holt
and Laury (2002) has subjects choose between
pairs of lotteries that are constructed so as to easily
‘back out’ a coefficient of relative risk aversion for
a specified utility functional form. This game is
easily comprehended by college students, and pro-
duces intuitively appealing results in educated
populations (Andersen et al. 2006). However,
there is some evidence it is less successful for less
literate populations, limiting its usefulness in the
field (Dave et al. 2007). Like the BDM procedure,
failure to account for differences in mathematical
ability may distort estimates of gender differences.

A third type of game involves fewer choices
among simpler, 50/50 gambles (Binswanger
1980; Eckel and Grossman 2002). A subject
chooses her favourite from among a set of 50-50
gambles that vary in risk and expected return. The
experiment allows categorization of subjects into
ordered categories, from most to least risk averse.
There is some evidence that this experiment is
easier to comprehend for populations with low
mathematical literacy, although the trade-off is
that the measure is coarser than the others described
above. One troubling result

even for educated groups is that different mea-
sures of risk aversion completed by the same set of
people tend to exhibit low correlations across
measures, suggesting that our underlying con-
struct may need some work.

The experiments above all involve individual
decisions. Additional indirect evidence of risk
aversion can be found in a market environment.
Women are more likely than men to overbid in
first-price auctions, behaviour that can be caused
by risk aversion. Chen et al. (2005) find that
women tend to overbid, but women’s bids are
most like men’s when oestrogen levels are lowest,
suggesting a biological mechanism driving
greater risk aversion.

Gender differences are typically, but not
always, found across all experiments designed to

Gender Differences (Experimental Evidence)

measure risk aversion. Women are more risk
averse across environments. Several studies have
begun to examine external validity of the mea-
sures. In general, lab measures of risk attitudes
have low (though sometimes statistically signifi-
cant) correlations with decisions in other lab
experiments, and low correlations with risky
field behaviours, such as buying an extended war-
ranty for an automobile or computer (Moore
2002). Risk attitudes also are related to a person’s
willingness to borrow to finance higher education
expenditure (Eckel et al. 2007). Many current
studies will further examine external validity of
experimental preference measures. As with altru-
ism, to my knowledge, no study has related exper-
imental risk measures to employment earnings.
However, field studies tend to confirm gender
stereotypes, with women investing in more con-
servative portfolios (Sunden and Surette 1998),
more likely to buy warranties (Moore 2002), and
more likely to negotiate contracts with larger sal-
ary components and smaller performance-related
components (Chauvin and Ash 1994). The out-
standing question is whether experimentalists can
measure risk attitudes in experimental games in a
way that meaningfully predicts risky choices in
field and, in particular, employment settings.

Competition

Women do not like competition. Psychologists
have long known that girls are less competitive
than boys, that they play different games and
avoid competitive situations. For example,
Maccoby (1998) quotes many such studies,
including one showing that, in same-sex groups
of fourth and sixth graders, boys spontaneously
engaged in competitive activities 50% of the time,
while girls engaged in such play only one per cent
of the time (1998, p. 39). Men do not merely like
competition, they also do better when a situation
is more competitive. Rhoads (2004) surveys work
in this area and gives dozens of examples. Some
authors have used these differences to argue that
women are inherently ill-suited to the workplace
(Browne 2002), and others that women have an
advantage because competition does not get in the



Gender Differences (Experimental Evidence)

way of making the best decisions (Helgesen
1990). The taste for competition is no doubt
related to men’s higher levels of confidence; over-
confidence can also interfere with profit-
maximization, as Barber and Odean (2001) show
in a study of online stock trading.

Experimental economists have discovered this,
too: Gneezy et al. (2003) show in a lab experiment
that introducing competition makes men, but not
women, more productive in solving mazes. The
study compares work performance under two
types of compensation: piece rates, where workers
are paid by the maze, and winner-take all, tourna-
ment rate, where only the highest producer is paid.
Women work about the same under the two
schemes, while men work significantly harder
for the tournament payment. This result spurred
two additional studies where women and men
choose their preferred compensation rate. In the
first, Gupta et al. (2005) again use mazes and find
that 60% of men and 34% of women choose the
tournament rate. Niederle and Vesterlund (2007)
are careful to choose a task where women and
men perform the same under piece and tourna-
ment rates — solving easy maths problems. Here
again, men are more likely to choose the tourna-
ment (73% compared to 35%). This effect remains
after controlling for subjects’ measured ability as
well as their own perceptions of their abilities;
thus the result is not due to overconfidence. Men
sacrifice earnings in this game because low-ability
men choose the tournament, but women lose more
and so earn less than men because high-ability
women shy away from the tournament.

If women avoid competition, this, too, may
have consequences for earnings. If a preference to
avoid competition transfers from the lab to the
field, then it is likely to affect the earnings of
women. As with cooperation and risk, more study
is needed to verify the external validity of the
lab-based measures of aversion to competition.

Conclusion
Laboratory experiments show a collection of pref-

erences that differ, on average, between the sexes.
Women tend to be more altruistic, risk averse, and
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competition averse. This pattern of preferences
could lead to patterns of behaviour that result in
lower wages for women, such as accepting low
offers or avoiding competitive situations. For
example, Babcock and Laschever (2003) find
that lower average starting salaries for women
public policy graduates are the result of differ-
ences in the way men and women treat job offers.
Women tend to accept the best offer they receive
from potential employers; men, by contrast,
respond to an offer by asking for more. This
behaviour seems very much like that observed in
the lab, and suggests that altruism, risk aversion,
and competition aversion may play a role in
explaining this.

The results of economics lab experiments are
largely consistent with research from the other
social sciences, and psychology in particular. Eco-
nomics experiments are conducted in settings
where payoffs are salient, and where there is no
deception. This work has not only confirmed but
also legitimized research on gender differences
for economists. The importance of the work is to
show that individual differences in preferences,
whether by nature or nurture, can be substantial,
and are correlated with observable characteristics
of individuals. Decision-making in the workplace
occurs in a much more complex environment,
making it difficult or impossible to sort out the
effects of the various dimensions of preferences.
However, lab experiments allow a much higher
degree of control over the environment so that
variability in specific aspects of preferences can
be isolated.

See Also

Gender Roles and Division of Labour
Social Preferences
Women’s Work and Wages
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Abstract

All human societies exhibit some degree of
division of labour by gender. These divisions
continue to exist as participation in paid work
has increased over time. Gender divisions
occur between household tasks, between
unpaid and paid work, and within paid work.
Economists have explained these divisions
through reliance on essentialist arguments
and/or the fundamental economic concepts of
efficiency of specialization and division of
labour, and investment in human capital. How-
ever, gender discrimination can also cause
division of labour, and the feedback effects of
such discrimination make it difficult to untan-
gle the causes of the gender division of labour.
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All human societies have a gender-related divi-
sion of labour, although the particulars of division
vary across time and culture. It is generally agreed
to be a pre-capitalist phenomenon, based on
anthropological and historical information, and
related to the widespread existence of patriarchy,
that is, male-controlled and male-favouring social
systems. Let us start by considering the arguments
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for why there would be gender-related task spe-
cialization in a non-market setting, that is, in a
pre-capitalist society.

Gender Roles and Task Specialization

Most of the arguments posited for why a gender-
related division of labour exists have been essen-
tialist. The general analytical approach has been to
posit a specific biological sex-related difference
and then show that it leads to gender task special-
ization. The factor can be a sex difference in
ability, including in some models the ability to
develop or learn particular types of skills — and
thus specialization leads to efficiency in produc-
tion. Or the determining factor can be a sex dif-
ference in preference or taste — and thus
specialization leads directly to utility maximiza-
tion. In the first category, analysts have posited
differences in childbirth and child-raising abili-
ties, fecundity, physical strength, aggression/
dominance/coalition-building/risk-taking, or cog-
nitive differences (Fausto-Sterling 1985; Duley
et al. 1986; Becker 1991; Siow 1998). Gender
differences in ability need not imply unbiased
gains for both sexes. Indeed, if patriarchy arises
because of one or more of these differences, then it
is also plausible that the gender division of labour
favours men, or at least some men. In the second
category, analysts have posited such factors as sex
differences in preferences for spouse’s age (Elul
et al. 2002), differences in caring for children and
others (Folbre 1995), and different preferences for
meaningful work and other job characteristics
over money (Brown and Corcoran 1997).

A smaller set of analysts has presented
non-essentialist arguments, where the general
approach has been to posit that a division of
labour is efficient and that some specialized
human capital must be acquired initially in order
to improve efficiency further; in addition, human
capital in the form of specialized experience can
be developed through continued application to the
specific task. Therefore, in order to maximize
output, societies should train some people to do
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one type of task, and others to do something
different, and leave them in those roles for
extended periods of time. Formal models of this
type then link the labour market with the marriage
market to consider the coordination problem and
societal output maximization in arguing why it is
important that people of one type, for example,
sex, be assigned to one sort of task (Hadfield
1999; Engineer and Welling 1999; Baker and
Jacobsen 2006). If some types of output can be
produced and traded only with the household,
then it is important to match people of different
types within marriages. Thus men should do one
type of task and women another to reduce the
coordination problem. The dilemma for these
models is to explain why particular tasks are
assigned to men and others assigned to women,
particularly if some tasks are preferable on some
dimension (for example, they have higher prestige
or portability) and also tend empirically to be
assigned to men. Thus these models often have
to fall back on an essentialist starting point in
order to determine initial assignment. They can
then argue that societal dynamics in determining
future gender assignments are affected by the
initial assignment and by technological change.

The non-essentialist arguments do a better job
than the essentialist arguments of explaining why
societies have prescribed gender roles rather than
allowing for flexibility of task assignment based
on actual individual abilities. A strong essentialist
argument would broach no conflict between bio-
logical sex and gender roles, yet we see deviations
from gender roles by individuals, weakening the
essentialist argument. Thus essentialists need a
more nuanced approach in which biological sex
(whether chromosonal or hormonal) leads to dif-
ferent probabilities of particular outcomes, or dif-
ferent distributions of traits. Then an argument
based on efficiency of division of labour, along
with the need to make specialized human capital
investments early on in children’s lives (Becker
1991), leads society to assign gender roles based
on average or modal outcomes by sex.

The question then arises of how to deal with
deviations from gender roles. People can gener-
ally articulate gender norms, that is, roles that are
considered sex-appropriate, and know when they
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or others are violating them. Gender roles can
relate also to age, and also may have caste or
class or racial/ethnic aspects, so tasks may be
assigned differentially based on these other
dimensions, too. Societies deal with deviations
in different ways, including complete proscrip-
tion; allowing people to change later on at an
efficiency loss; allowing for exceptions only if
people show particular deviant traits early on;
and laissez-faire. Akerlof and Kranton (2000)
posit that gender identity appears in the utility
function and that deviations from
sex-appropriate gender identity cause utility loss
for individuals. Badgett and Folbre (2003) discuss
the potential penalty that one may face in the
marriage market for being in a gender-non-
conforming occupation. Changes in social norms
regarding the social construction of sexuality may
have had some effect in reducing these losses
(Matthaei 1995). Deviation tends to appear only
within a dualist system; indeed, the prominence of
gender duality in most, but not all, cultures is
notable. In cultures with a third gender role, such
persons either are assigned to specific reserved
occupations or must conform to the cross-gender
role if sex is not aligned with gender (Jacobsen
2006).

Gender Division of Labour Between
Non-market and Market Work

With the development of markets for paid labour,
division additionally occurs between unpaid
(non-market) and paid (market) work. It is a gen-
eral observation across societies that women are
more likely to specialize in non-market work and
men in market work, or women to divide time
between non-market and market work, and men
to specialize in market work. As a first step in
explaining this pattern, the neoclassical approach
posits that division of labour is efficient. The
household is considered the nexus for production
and consumption of non-market commodities.
Thus division of labour within the household
occurs, with some members specializing in mar-
ket work, others in non-market work. In models of
the modern household, children are generally
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treated as consumption goods, or sometimes as
investments, when previously they were thought
of as additional suppliers of market or non-market
labour. In order to motivate the particular gender
division of labour, writers fall back generally on
one or more essentialist arguments for why
women do non-market work, in particular the
relation to bearing and raising children. If the
division of labour between non-market and mar-
ket falls along gender lines, the marriage market
may then be conceptualized as the market for
non-market, or spousal, labour (Grossbard-
Shechtman 1993).

While the argument that specialization and
division of labour is more efficient might hold in
a static framework, it is not obvious that this is
necessarily optimal in a dynamic framework, at
least not for both parties. Specialization in
non-market labour is the less desirable specialty
as it limits the market for one’s services by defi-
nition; indeed, if there is no marriage, there is no
market for one’s services at all. Thus models have
explicitly linked the household division of labour
to the operation of the marriage market, whether
these concerns are taken into account in settling
on a division of output before entering into mar-
riage (Lundberg and Pollak 1994) or within mar-
riages through ongoing negotiation over
distribution of the household’s product.

It is also problematic to argue that specializa-
tion decisions are made solely on the basis of
relative productivity. If there is discrimination in
the labour market such that women are paid below
their actual marginal product, then women’s com-
parative advantage is more likely to lie in house-
hold work. Lower wages can also lead to
intermittent labour force attachment, which leads
back to lower wages (Gronau 1988). Becker
(1991) argues that effort as well as time must be
allocated across types of labour; if women expend
more effort on household work, then they have
less effort to exert on market work, thus receiving
lower wages. Also, if women train to do house-
hold work, whether or not they have a greater
aptitude for it, then they are more likely to have
comparative advantage in household work (and
the opposite for men and market work). Thus the
efficiency arguments can be self-fulfilling.
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One way to attempt to untangle these feedback
mechanisms is to see what happens when society
experiences changes through technology, political
upheaval, or other factors. But the processes of
political and economic change have had mixed
effects on the gender division of labour, even as
they have had large effects in changing the nature
of work and the mix between household and mar-
ket work. Some hold the view that capitalism
accentuates the gender division of labour through
accentuating the division between household and
market work, while others think capitalism is use-
ful in reducing the gender division of labour.
Some argue that patriarchy and capitalism are
mutually reinforcing (Hartmann 1976; Humpbhries
1991) and that socialism needs to include the
overturning of both systems (Engels 1884) includ-
ing reassignment or eradication of patriarchy-
enforcing property rights (Braunstein and Folbre
2001). Cases of transition from capitalism to
socialism — and for some countries back
again — have provided mixed evidence; in prac-
tice, socialism appears to have increased women’s
total work time, increasing their paid work with-
out decreasing their unpaid work (Jacobsen
2006).

In practice, most people in modern societies do
both paid and unpaid work, whether in a given
time period or across the life cycle. Technological
change affects gender work assignments over time
whenever it is non-neutral with respect to initially
gendered task assignments. It appears that the
particular form in which technological change
has occurred has made capital complementary to
women’s market work (Galor and Weil 1996) and
substitutable for women’s non-market work
(Greenwood et al. 2005). Real wages have been
rising for women over the past century. The net
effect has been to reduce women’s time spent in
non-market work and to increase their time spent
in market work.

Gender Segregation in Market Work
Even as paid labour has become more extensive

and women have increasingly participated in paid
work, extensive gender segregation persists
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across time and space in labour markets (Anker
1998; Jacobsen 2006). Market work for women
often still emulates their areas of traditional
female-dominated non-market work, such as
child care and teaching of young children, nursing
and eldercare, and food preparation and service.
Men still dominate the occupations that have
required more physical strength, and in industri-
alized societies are more likely to work in outdoor
occupations. What is harder to explain along
essentialist or traditionalist lines is why there
would be gender segregation for other types of
occupations that have arisen later in economic
development, such as various types of
professions.

Economists have advanced various explana-
tions for occupational gender segregation.
Again, many rely on essentialist arguments
regarding differences in abilities and/or prefer-
ences to explain why women and men would
choose different paid work. One approach is to
argue that some jobs are more compatible with
non-market duties. Thus, if women are doing most
of the non-market work (which begs the question
of why they are doing it), they must choose jobs
that allow for this balance, including those that
allow for part-time work. A dynamic version of
this argument is that women know they will be
balancing paid work with non-market work, par-
ticularly during their childbearing years, and thus
choose occupations that are potentially more com-
patible with this lower level of attachment to paid
work. Notably, even in occupations where women
have increased their representation substantially,
there is within-occupation gender segregation
along various lines, including sub-specialties,
firm size, employer type (for-profit, non-profit,
government), and so on. These patterns appear
in many cases to be consistent with an argument
that women prefer more flexible employment, that
is, jobs that require less travel and less overtime
work, and allow for part-time and/or flexible
hours.

To switch from a supply-side to a demand-side
focus, other economists have argued that gender
segregation is driven by employers’ choosing
whom to hire, not by employees’ choosing
where to work. Re Becker (1971), employers
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may get utility directly from discriminating or
simply from maintaining social norms. Employer
discrimination can occur if there is insufficient
competition from non-discriminating employers
to drive out discriminating employers. Segrega-
tion can occur without loss of profits in Becker’s
employee and customer discrimination models.
Male-dominated unions and other professional
organizations can keep women out of particular
occupations by denying them training (Fawcett
1892). Statistical discrimination is another poten-
tial explanation of gender segregation, with the
usual chicken-and-egg problem: employers don’t
see women doing the non-traditional task, so can-
not tell whether women are good at it (Lundberg
and Startz 1983). Some have also called into
question the implicit assumption of exogeneity
of gender-linked preferences if pre-labour market
treatment of girls and boys is different (Corcoran
and Courant 1987).

There is interesting evidence regarding the
instability of gender integration from studying
workers like clerks, bank tellers, and school-
teachers, whose occupations have tipped from
being male-dominated to female-dominated, thus
re-segregating quite rapidly (Reskin and Roos
1990). In addition, jobs can vary in their gender
assignment from society to society (Jacobsen
2006). Thus the maintenance of gender segrega-
tion in and of itself appears to be even more
fundamental than essentialist arguments regard-
ing differential ability and/or job preferences can
explain.

A notable pattern is that female-dominated
jobs tend to pay less, even to the men in them,
than do ‘comparable’ male-dominated jobs. Thus
occupational segregation is linked with lower pay
for women. This relationship could arise through
various mechanisms. If women are crowded into a
smaller set of occupations through hiring discrim-
ination, crowding will lead to lower pay for
women if labour demand does not adjust across
occupations. If women are willing to trade off pay
for working conditions, crowding into the more
desirable occupations means lower pay by choice.
However, reducing occupational segregation is
neither necessary nor sufficient to raise pay for
women; some countries (such as Sweden and
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Australia) with higher relative earnings for
women also exhibit greater occupational segrega-
tion than countries with lower relative earnings for
women (such as Japan and the United States)
(Jacobsen 20006).

Policies Affecting the Gender Division
of Labour

In post-industrial societies, many public and busi-
ness policies affect the gender division of labour
and occupational segregation. Any policy affect-
ing the net wage rate, including taxes on earnings,
the deducibility of childcare expenses, or means-
tested government benefits, affects the market
work-non-market work—leisure trade-off. In gen-
eral, the asymmetry between taxable income and
non-taxable household production produces a bias
towards household production. The net effect on
behaviour of the large number of relevant policies
is unclear.

Few policies have directly aimed at reducing
occupational segregation. Affirmative action has
had much more notable effects on racial employ-
ment than on gender employment patterns. Edu-
cational access policies, such as the opening of
college and postgraduate programmes to women,
have been more important, particularly for
increasing women’s participation in the profes-
sions. However, the focus on access to formal
education has not encouraged women to enter
those jobs traditionally learned through appren-
ticeships, such as the crafts and trades; these
areas continue to be among the most male-
dominated of occupations. Meanwhile, few pol-
icies have encouraged men to enter female-
dominated occupations such as nursing and
childcare, even as shortages of caring labour
appear.

Lack of explicit gender-desegregation public
policy reflects the continued ambivalence in soci-
ety regarding the desirability of gender desegre-
gation. This stands in notable contrast to stated
beliefs regarding racial desegregation, where sep-
aratism has become increasingly spurned. Gender
segregation occurs in other social spaces such as
sports and schooling. Most amateur sports teams
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continue to be gender-segregated even as US Title
IX legislation and similar actions in other coun-
tries increases access to sports for high school and
college women. Single-sex schooling persists in a
wide range of societies and is even encouraged up
through high school, although colleges are mainly
co-educational except in the most gender-
segregated societies such as Saudi Arabia. This
segregation is often couched in terms of improv-
ing women’s (and sometimes men’s) outcomes
(that is, through arguing that women perform bet-
ter in single-sex systems), yet still constitutes an
argument for separate spheres. In addition, ambiv-
alence continues towards men raising children,
the desirability of outsourced childcare, and thus
the desirability of mothers working full-time.
Economists and other social scientists have
performed a useful service in documenting the
extent and nature of gender segregation, but
have not yet led a full public debate as to its
desirability.
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purchases of all agents involved in exchanges. It
implies that all subsets of agents are in equilib-
rium and that all individual agents are in equi-
librium. The development of a formal general
equilibrium theory in mathematical terms was
initiated in the 19th century by Walras, who
moved from a model of an exchange economy
to an equilibrium with production. It was com-
pleted in the 1950s by McKenzie, who formal-
ized Walrasian theory, and by Arrow and
Debreu, who formalized Hicksian theory.
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General Equilibrium

General equilibrium theory is in contrast with
partial equilibrium theory where some specified
part of an economy is analysed while the influ-
ences impinging on this sector from the rest of the
economy are held constant. In general equilibrium
the influences which are treated as constant are
those which are considered to be noneconomic
and thus beyond the range of economic analysis.
Of course, this does not guarantee that these influ-
ences will in fact remain constant when the eco-
nomic factors change, and the usefulness of
economic analysis for predictive purposes may
depend on to what degree influences treated as
noneconomic are really independent of the eco-
nomic variables.

The institution whose phenomena are the pri-
mary subject matter of economic analysis is the
market, made up of a group of economic agents
who buy and sell goods and services to one
another. In partial equilibrium theory the group
of agents may be confined to those who are
involved in one industry, either buying or selling
its product or buying or selling the materials and
productive services used in making its product.
However, in general equilibrium theory all the
agents involved in exchanges with each other
should ideally be included and all their sales and
purchases should be allowed for. However, it may
happen that the activities of many agents are only
treated in the aggregate and the list of goods and
services may be reduced by aggregation. The
aggregation of agents and commodities into a
few categories is especially important when gen-
eral equilibrium theory is applied to special areas
of public policy such as the government budget,
money and banking, or foreign trade. Much of the
theory developed for these subjects is general
equilibrium theory in aggregated form.

The general equilibrium implies that all subsets
of agents are in equilibrium and in particular that
all individual agents are in equilibrium. The con-
scious development of a formal general equilib-
rium theory stated in mathematical terms seems to
have been inspired by a formal theory of the
equilibrium of the individual consumer faced
with a given set of trading opportunities or prices.
This theory was developed by the marginal utility,
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or neo-classical, school of economists in the third
quarter of the nineteenth century, independently,
by Gossen (1854), Jevons (1871), and Walras
(1874-7), who used mathematical notations, and
by Menger (1871) who did not. The step was
taken in the most effective way by Walras.

The Equilibrium of an Exchange
Economy

Walras assumed that the utility derived from the
consumption of a good was given as a function of
the amount of that good alone that was consumed
and independent of the amounts consumed of
other goods. He also assumed that the first deriv-
ative of the utility function was positive and
decreasing up to a point of satiation when one
exists. He then gave a rigorous derivation of the
demand for a good by a consumer from the max-
imization of utility subject to a budget constraint.
The demand functions give the equilibrium quan-
tities traded by the consumer as a function of
market prices. As Walras saw, this is a crucial
step in the development of a general equilibrium
theory for an economy. It has remained in a gen-
eralized form the cornerstone of general equilib-
rium theory since Walras.

The simplest problem of general equilibrium
arises in the theory of the exchange economy
without production. In this economy the budget
constraint of the trader is established by his initial
stocks and the list of prices. Then the individual
demand function represents the equilibrium of the
single trader in face of a given price system. The
market demand function is the sum of the individ-
ual demand functions, and the equilibrium of the
market occurs at a price for which the sum of
demands, including offers as negative demands,
is equal to 0 for each good, or, if free disposal is
allowed, is not positive for any good. This idea
was expressed in classical economic theory by the
equality of supply and demand in each market, but
its expression in a set of equations to be satisfied
by the list of equilibrium prices was due to Walras,
although Cournot (1838) had foreshadowed the
Walrasian analysis in his discussion of the
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international flow of money and Mill (1848) in his
discussion of foreign trade.

Suppose there are n goods to be traded and
there are m traders. Let w/ be the quantity of the
ith good held initially by the Ath trader. Let u"(x)
where x = (x,...,x,,) be the utility to the Ath trader
of possessing the quantities xi,...,x,, of the
n goods traded. Then the Ath trader is in equilib-
rium at the prices p = (py,..., p,) and the quantities
¥ if u"(x) is a maximum at x" over all values of
x which satisfy Y| pix; < 3 p;w!. If smoothness
and concavity conditions are met by the utility
function, and the goods are divisible, the maxi-
mizing x will be unique and will define a function
f"(p) over an appropriate price domain. Since the
set of commodity bundles x at which the utility
function is maximized does not change when the
prices p are multiplied by a positive scalar, this
function will satisfy /*(p) = f"(ap) for o > 0.

The market demand function is f(p) = >} "
(p). Then the market equilibrium for a trading
economy is given by a price vector p and an
allocation of goods (x', ...x™) such that K=
f'(p) and 37 x" =S"w", or, assuming free
disposal, Y 7'x" < >"T'wh. The first condition
expresses the equilibrium of the individual trader
and the second condition is the equality of supply
and demand. Thus there are n scalar equations
S fi(p = Y5, w!) to determine the n equi-
librium prices p,. The given data are the consumer
tastes, expressed in the utility functions ", and the
initial stocks of goods w.

It is clear that the market demand function
satisfies the homogeneity condition flop) = f(p)
for o > 0. Thus equilibrium prices are only deter-
mined up to multiplication by a positive number.
This reflects the fact that the equilibrium of the
consumer is not affected if prices are multiplied by
o and market equilibrium is the simultaneous
equilibrium of all consumers at the same prices.
It is often convenient to adopt some normalization
of prices. Walras chooses a good whose price is
known to be positive in equilibrium and gives this
good, which he calls the numeraire, the price
1. Another convention which is useful when free
disposal is assumed, so that prices are necessarily
non-negative, is to choose p such that >_| p; = 1.

General Equilibrium

Then the domain of definition for the demand
functions may be taken to be all p such that
pi>0and ) [p, =1

There is an analogy between the equilibrium of
the trading economy and the equilibrium of
mechanical forces. Indeed, one of the inspirations
for the theory of Walras appears to have been a
treatise on statics by Poinsot (1803, 1842).
According to the principle of virtual work an
infinitesimal displacement of a mechanical sys-
tem, which is at equilibrium under the stress of
forces and subject to constraints, does no work. In
the economy at equilibrium an infinitesimal dis-
placement of the allocation of goods (x',..., ™)
cannot increase the utility of one trader unless it
reduces the utility of another. This is an easy
implication of the fact that utility is maximized
over the budget constraint, provided no one is
saturated. This means that a new allocation to a
trader cannot preserve his utility level if its value
at the equilibrium prices falls. On the other hand,
the utility level of a trader cannot increase unless
his allocation becomes more valuable at the equi-
librium prices. But then the new allocations X
would satisfy

m
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which is impossible since the total allocation can-
not exceed the total supply of goods. Indeed, if
each trader holds all goods in his equilibrium
allocation and the utility functions are differentia-
ble, which implies that goods are divisible, an
infinitesimal reallocation would have no effect
on utility levels if it has no effect on the levels of
individual budgets. This property of market equi-
librium was first recognized by Pareto (1909), and
an allocation of goods with the property that no
displacement of it can benefit one consumer
unless it harms another is said to be Pareto opti-
mal. The implication from competitive equilib-
rium to Pareto optimality requires that no
consumer be locally satiated. It is also true that a
Pareto optimal allocation may be realized as a
competitive equilibrium given an appropriate dis-
tribution of initial stocks but the conditions are
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more severe. The first general theorems were pro-
ved by Arrow (1951).

Equilibrium with Production

The next step in developing the general equilib-
rium of an economy is to introduce production
under the condition that the output matures with-
out a lapse of time. This step was taken by Walras,
who introduced linear activities which list the
quantities of productive services required to pro-
duce one unit of a good. There may be many
alternative activities for the production of any
given good and a choice is made among them in
order to minimize the cost of production at given
market prices. Let z = (z1, ..., z.) be a list of
quantities of productive services and let g"(z),
i = 1,..., n, be production functions for the
n goods. Since linear activities are assumed, the
production functions will satisfy ag'(z) = g'(az).
In particular, we may consider the unit isoquant or
the set 4, such that g’(z) = 1 for z in A;. Then the
activities which minimize cost at given prices
q are represented by production coefficients
d'(q), contained in 4;, where ¢'a'(q) < ¢z for
z in A;. Equilibrium in the production sector is
given by price vectors p and ¢ and activity vectors
d'(q) where p; < > i1 4;4;(q) for all i and equa-
lity holds if the ith good is produced.

In an equilibrium of the production sector any
quantities y of outputs may be produced provided
quantities z of productive services are available
where z; = Y7 | y,ai(¢). In order to include the
productive sector in a market equilibrium the util-
ity functions of consumers must be extended to
include productive services among their argu-
ments. They may be written «”(x, z). If were inter-
pret x; as the quantity of a good traded rather than
the quantity consumed, the initial stocks may be
suppressed. This is convenient since it is not clear
how initial stocks of labour services can be spec-
ified. Then the individual consumer is in equilib-
rium given prices p and ¢ for goods and
productive services when the quantities traded
(", 2") maximize u"(x,z)over all (x, z) such that
S pixi — Y1 gizi < 0.The maximizing quantities
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need not be unique in general, so it is necessary to
represent demand by a correspondence that takes a
set of trades as its value and write (x".2") € 1" (p, ¢)
when (", Z") is a maximizer given prices p and g.

As before, market equilibrium is achieved
when all economic agents are in equilibrium at
the same prices and supply is equal to demand.
Since risk is not present in this economy, the
productive services involved in organizing pro-
duction need not be given a distinguished role.
Activities may be treated as conducted by the
whole set of owners of the productive services
involved in them. Then if it should happen that
pi > Yi-1 4;a;(q) for the ith good, there will be
an opportunity for some owners of productive
services to earn larger returns producing the ith
good than those prevailing generally as given by
q. Thus productive services will leave other
activities and flow to this activity, so equilibrium
does not obtain for owners of productive ser-
vices. This equilibrium now requires, on the one
hand, equilibrium of each economic agent as
consumer of goods and provider of productive
services, that is, (x", 2") € f*(p, ¢), and, on the
other hand, equilibrium of each economic agent
as a participant in production, that is, p; < >,
qfcz_;(q), with equality if the ith good is produced.
However, market equilibrium also requires that
Yohe17 = 30n Ximi ¥'aj(q). that is, the sup-
ply of productive services must equal the quanti-
ties needed to produce the quantities of goods
demanded. As before, if surplus productive ser-
vices may be freely disposed of, the equality in
the last equation may be replaced by an
inequality.

The demand functions f7 (p, ¢) and the supply
functions f”, . P, q) express the equilibrium of
the household sector. Therefore, the relation ) ;.
pif1(p.q) = X iy aifn,;(p.q)holds for all values
of p and ¢ in the price domain. Let xi be the
amount of the ith good produced and let zj be the
amount of the jth factor used in production. Then
equilibrium in the production sector implies that
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Let f(p,q) = >, f"(p,q). Then household
equilibrium implies 371, pifi(p.q) = > 1,
qif n+j(p-q) - Let excess demand for a good be
ep,q) = f{p,q)—x;, and excess demand for a pro-
ductive service be e, + (p, ) = z; — fu + /P, ).
Then equilibrium in the production and household
sectors together implies that > ., p;ei(p,q)+
> i1 9jen+i(p,q) =0, or the value of excess
demand is zero whatever price system is set.
This relation is referred to as Walras’s Law.

If there is free disposal, prices must be non-
negative. Otherwise, disposal would be profitable.
Also with free disposal the condition for equilibrium
of the market is e(p,g)< 0. Then Walras’s Law
immediately implies p,e,(p, ) = gje, + (p, q) = 0,
and if any good or productive service is in excess
supply in equilibrium, its equilibrium price must be
0. This might be termed Wald’s Law, since he made
crucial use of it in the first rigorous proof that
equilibrium exists in a competitive economy (Wald
1935, 1936).

A production sector composed of activities
with single outputs is the model used by Walras,
who was responsible for the first fully developed
general equilibrium theory. The natural generali-
zation of this model is to introduce more than one
output. Then the kth activity is represented by an
output vector b° = (b},...,b}) and an input
vector for productive services a* = (af,...,at).
Assume that activities may be replicated and are
independent of each other. Then if (a*, b*) is a
possible input-output combination for the kth
activity, so is («a®, ab’) where o is any non-
negative integer. Indeed, if all inputs and outputs
are divisible it is possible for o to take as its value
any real number.

This model of the production sector which
embraces the transformation of productive ser-
vices into goods and services is due to Walras in
the context of a theory of general equilibrium. It is
convenient to think of the market as held period-
ically to arrange for the delivery of goods and
services over a certain basic period of time. This
view of the market, which is also a device of
Walras, leads to a theory of temporary equilib-
rium. The theory was further elaborated by
Hicks (1939) and in recent years by other authors.

General Equilibrium

In order to explain the demand and supply of
products and productive services in the periodic
market it is necessary to introduce some assump-
tions on the formation of expectations for the
prices which will prevail in future markets. The
simplest assumption is that the prices arrived at in
one market are expected to prevail in future mar-
kets. This type of expectation formation is some-
times referred to as static expectations. Walras
usually appears to assume static expectations.
Hicks introduced a notion of elasticity of expec-
tations to allow expectations of future prices to
depend on the change of prices from one tempo-
rary equilibrium to another. In recent work analy-
sis has proceeded upon more general
assumptions, using various formal properties of
dependencies between past prices and expected
prices. A quite different approach to expectations
which enjoys much current popularity is to
assume that expectations are correct, at least in a
stochastic sense. The rationale of this approach is
that any persistent bias in forecasts of future prices
implies that there are unexploited opportunities
for profit from further trading which eventually
should be recognized.

The model of the production sector as a set of
potential linear activities was subsequently used
by Cassel (1918) in a simplified Walrasian model
which preserved the demand functions and the
production coefficients but which did not deduce
the demand functions from utility functions or
preferences. The model was generalized to allow
joint production in a special context by von Neu-
mann (1937). It was given a thorough elaboration
and analysis in a model where intermediate prod-
ucts are introduced explicitly by Koopmans
(1951). In the Walrasian picture intermediate
products were eliminated through the combina-
tion of activities so that activities were described
as transforming productive services directly into
final products whether consumer goods and ser-
vices or capital goods. However, such a descrip-
tion of the economy depends for its relevance on
prices which do not change from one temporary
equilibrium to another, so that the choice of activ-
ities is not changing.

In the general linear model of production it is
no longer adequate to treat the choice of activities
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as a process of cost minimization given the price
vectors p and ¢. Cost minimization must be
replaced by the condition that no activity may
offer a profit and no activity which is used in
competitive equilibrium may suffer a loss.

This is exactly the condition ‘ni benefice ni
perte’ which Walras used to define equilibrium
in production, initially in a model with fixed coef-
ficients of production. However, this condition
was first used in a general production model by
von Neumann, so it might be termed von
Neumann’s Law for an activities model of pro-
duction. Koopmans explored the relation between
efficient production and von Neumann’s Law. He
established an equivalence between the proposi-
tion that an output is efficient and the proposition
that prices exist such that von Neumann’s Law is
satisfied when the activities used are those needed
to produce this output.

Moreover, if each good or service is either
desired in unlimited quantities or freely dispos-
able the prices must be non-negative. Thus under
these demand and supply conditions any compet-
itive equilibrium must include an efficient output
from the production sector. The activities
approach to the production sector of a competitive
economy was used by Wald and then by
McKenzie (1954) in proofs of existence for com-
petitive equilibrium. It was also used by Scarf
(1973) in an algorithm for finding a competitive
equilibrium given the technology, the resources,
and the demand functions.

An alternative model of the production sector
emphasizes the productive organization or firm
rather than the activities or technology. A set of
actual or potential firms is given and each firm is
endowed with its own set of possible input- output
combinations. The set of possible input-output
combinations achievable by the economy, indepen-
dently of resource availabilities, is the sum of the
sets of input- output combinations achievable by the
firms. The condition for equilibrium in the produc-
tion sector is that each firm maximizes its profits,
that is, the value of the input-output combination
over its production possibility set, given the prices
of inputs and outputs. This view of production was
explicit in a partial equilibrium context in Cournot.
It was at least implicit in the work of Marshall
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(1890) and Pareto, and became quite explicit in a
general equilibrium context in the work of Hicks
(1939) and Arrow and Debreu (1954).

In the Hicksian model a firm is associated with
each economic agent who is a consumer and who
may be a worker and owner of resources, but who
also may be an entrepreneur. As an entrepreneur
he owns a possible production set based on his
personal characteristics and perhaps some other
non-marketed resources. Of course, most of these
individual enterprises will be inactive. A difficulty
with this model is that it seems unrealistic to treat
the entrepreneur as a profit maximizer unless all
the resources which he himself supplies have
market prices so that they could equally well be
bought by him from the market or sold by him to
the market. But if that is the case we are back to
the concept of the entrepreneur used by Walras
and it seems more realistic to refer to activities,
which are impersonal, rather than to individual
enterprises.

In the model of Arrow and Debreu, which is
the first complete general equilibrium model in
which the existence of equilibrium was rigorously
proved, the production sector is made up of firms
which are described as joint stock companies.
Each firm has a production possibility set based
on resources which it owns and the ownership of
the firm is spread in a prescribed way over a set of
consumers. The production sector is in equilib-
rium when each firm has chosen an input-output
combination from its production possibility set
which maximizes profit at the market prices.
Since the outputs of one firm may be inputs of
another and the resort to integrated activities
which convert productive services directly into
products is not available in a model based on
firms, it is convenient to distinguish inputs from
outputs by signs rather than by lists. Let Y; denote
the production possibility set of the jth firm, and
let y = (v1,-..., ) denote an element of this set.
There are n goods and services in the economy,
and y; < 0 denotes an input, while y; > 0 denotes
an output. Let y/ be the input-output vector of the
Jjth firm. Then equilibrium in the production sector
requires that the condition p y/ > py forally € Y;
holds for all j, where j indexes the set of firms, and
p 1s the market price vector.
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The Arrow—Debreu approach to the produc-
tion sector involves a major difficulty. It is not
well adapted to handle the formation of new
firms and the dissolution of old ones. If firms
are based on the assembly of a set of resources
jointly owned by the shareholders, it becomes
critical to give the principle which underlies
such an assembly. If the firm’s resources are
priced and traded, so the firm’s production may
be treated like an activity, there is no difficulty
since von Neumann’s Law may be applied. Oth-
erwise, the rules governing the entry and exit of
firms are unclear. The problem is similar to the
general problem of coalition formation in the
theory of cooperative games.

A Formal Model

A formal model of the competitive economy,
presented in the form of a series of axioms,
was developed in the 1950s. It was intended
that the axioms should be interpretable to
apply to real economic systems, albeit in some
approximate sense. However, as a formal math-
ematical model the implications of the axioms
could be developed independently of the appli-
cations. The selection of axioms was influenced
by the possibility of making useful interpreta-
tions, but also by the facility with which results
can be derived.

Two closely related sets of assumptions were
developed. One, developed primarily by
McKenzie (1959), is a formalization of the
Walrasian theory and uses a linear model of pro-
duction. The other, developed primarily by Arrow
and Debreu, is a formalization of the Hicksian
theory where the production sector is described
as an assembly of firms. On the side of consumers
and the market there are no significant differences
at a fundamental level, although there are some-
times differences of approach. A history of the
problem of existence of equilibrium for the formal
models may be found in Weintraub (1983).

In the fully developed McKenzie model (see
McKenzie 1981) two assumptions are made for
the consumption sector, two for the production
sector, and two assumptions relate the
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consumption and production sectors. On the con-
sumption side there is a finite number m of con-
sumers indexed by /4, and each consumer has a set
X, of trades which are feasible for him. There are
n goods and the sets Xj, are contained in R", the
n dimensional Euclidean space. The convention is
used that quantities supplied by consumers are
negative and quantities received by consumers
are positive. The consumer has preferences defined
on X;, by a correspondence P,. The preference
correspondence P, takes as its value at x € X,
the subset of X, each of whose members is pre-
ferred to x. This subset may be empty. The assump-
tions on the consumers which hold for all 4, are:

(1) X, is convex, closed and bounded below.

(2) Py, is open valued relative to Xj, and lower
semi-continuous. Also x is not in convex
hull Py (x).

Convexity of X, implies that a good is
divisible if someone can consume it in more
than one quantity. X;, bounded below means
that the consumer is not able to supply an
indefinite quantity of any good.

Closedness and boundedness are needed to
provide compact feasible sets.

On the production side there is an activities
model with no limitation on the number of
activities. The activities are linear and give
rise to a possible production set Y contained
in R". If y € Y, the negative components of
y denote quantities of inputs and the positive
components denote quantities of outputs.

The assumptions on Yare:

Yis a closed convex cone.
Y NR" = {0}. R", is the set of non-negative
vectors in R".

That Yis a convex cone is equivalent to the
production set being generated by linear
activities. It means that if y and )/ are produc-
ible, that is, elements of ¥, then oy + 5/ is also
producible, that is, anelement of Y, for any
non- negative numbers « and f. Thus produc-
ible goods are divisible. Closedness is needed
for the compactness of the feasible set.
Assumption (4) is not restrictive. It is a rec-
ognition that goods which are never scarce are
irrelevant to problems of economizing.

3)
“)
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Finally two assumptions relate the con-
sumption sector and the production sector.
Let X be the total possible consumption set,
that is, X = ) ;' X;. The first relation is
Relative interior X N relative interior Y#£O.

Here the relative interior of a set is relative
to the smallest linear subspace that contains
it. This assumption insures that someone has
income at any price vector which is consistent
with equilibrium in the production sector, that
1s, satisfies von Neumann’s Law. The second
relation is an assumption that the economy is
irreducible. Let /; and I, refer to nonempty
subsets of consumers such that [; U L,
includes all consumers and 7; N I, = @. Let
X' = Y X, for h € I, and similarly for .
Let X}, be the convex hull of X, and the origin
of Rn. The irreducibility assumption is
However /;and /, may be selected, if x' = y
— ¥ withx' € X!, y € Yand x* € X2, then
there is also y €Y and w € X2, such that x'
=y — x> —wand ! eP(xh) forallh € I,.

®)

(6)

Assumption (6) guarantees that everyone has
income if anyone has income. The meaning of
having income is that the consumer is able to
reduce his spending at the market price vector
below the cost of his allocation and remain within
his possible consumption set Xj,.

Competitive equilibrium is defined by a price
vector p, an output vector y, and vectors xl,..., x"
of consumer trades. There is equilibrium in the
production sector if von Neumann’s Law holds,
that is:

Dy € Y and p-y=0,
yev,p-y<o.

When y satisfies (I) it is not possible for
the owners of inputs to withdraw them from
activities where they are being used and
employ them in other activities, whether in
use or not, so that the receipts from the
resulting outputs allow some inputs to earn
larger returns while none of them earns less.
This is the same condition for equilibrium in
production that was given by Walras, or, for
that matter, by Adam Smith (1776).

and for any
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There is equilibrium in the consumer sec-
tor if the x” satisfy
() x" € X,andp -x" < 0,and p - z > 0 for
anyz € Ph(xh), h=1, , m. When x"
satisfies condition (II), there is no preferred
bundle of goods, including goods or services
that are supplied by the consumer, which is
available to him under his budget constraint.
This is essentially the same condition used
by Walras, except that he assumed that pref-
erences could be represented by a strictly
concave utility function. Thus he is able to
refer to maximization of the utility function
over the budget set uniquely at x".
Finally, there is market equilibrium when

(Im 375, " =y.

This is the condition that markets clear which
was used by Walras.

If there is free disposal, Wald’s Law may be
derived directly from equilibrium in the produc-
tion sector. The possibility of free disposal is
recognized by the inclusion of disposal activities
in the production cone, that is, an activity ' for
i = 1,...,n which has y; = —1 and y; = 0 for j#i.
The condition p -y < 0 implies that p; > 0
must hold. Then if disposal occurs the condition
p -y = 0 implies that p; = 0.

On the basis of Assumptions 1 through 6 it is
possible to prove that a competitive equilibrium
exists. This was first achieved in a model with
assumptions for the demand sector put directly
on preferences, in the manner of Walras, by
Arrow and Debreu. At the same time McKenzie
proved existence for a model with assumptions
put on the demand functions rather than directly
on preferences. Also McKenzie assumed a linear
technology rather than a set of firms. This was a
generalization of a model of Wald in which joint
production was absent and the very special
assumption was made that the market demand
functions satisfied the weak axiom of revealed
preference. The weak axiom says if x is demanded
atpandx’ atp’,thenp - x' < p - ximplies that
p'- x<p - x This is a consistency require-
ment on choice under budget constraints. Wald’s
assumption was a deep insight. He anticipated the
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statement of this principle by Samuelson
(e.g. 1947) who applied it to the demand of the
individual consumer to derive most of the propo-
sitions of demand theory. Wald showed that the
weak axiom assumed for the market leads to
uniqueness of equilibrium. Subsequently it was
shown by Arrow and Hurwicz (1958) that the
weak axiom is implied by the assumption that all
goods are gross substitutes. They also proved that
the weak axiom confined to a comparison of
choices between the equilibrium prices and other
prices implies the global stability of a process of
price adjustment in which the prices of goods are
increased if excess demand exists and lowered if
excess supply exists. Wald (1936) wrote another
paper on equilibrium in an exchange market
which used assumptions closer to those of
Arrow and Debreu, but this paper unfortunately
was lost.

The only important distinction between the
approach of Arrow and Debreu (see Debreu
1962) and the approach expressed in Assumptions
1 through 6 is the use of a set of firms rather than a
set of activities to generate the production set.

Mathematically, through the introduction of
entrepreneurial factors the approaches can be
reconciled. However, the intentions of the two
approaches are quite different. The linear model
is intended to represent free entry into any line of
production by cooperating factors, however
organized in a legal sense, where economies of
scale are sufficiently small to allow approximate
linearity to be achieved by the multiplication of
producing units. The lumpiness which is present
is compared to that resulting from goods which
are in fact indivisible, although they are treated
as divisible. This leads to a reasonable approxi-
mation to real markets only if units are small
compared with the levels of trade. This view of
the competitive economy is consistent with the
analysis of Marshall as well as Walras. Of
course, it has to be recognized that in real econ-
omies some sectors cannot be approximated in
this way. However, when linearity becomes a
bad approximation to the production sector,
convexity has in all likelihood become an
equally bad approximation to the production
sets of firms.

General Equilibrium

Recently an explicit modelling of the approach
of the firms economy to the activities economy
has been given by Novshek and Sonnenschein
(1980). They use the model of quantity adjusting
firms developed in a partial equilibrium context
by Cournot to find an equilibrium for the firms
economy. Then they let the firm size shrink and
show that the Walrasian equilibrium of an activi-
ties economy is approached in the limit.

Two Interpretations of the Formal Model

Two basic interpretations of the general equilib-
rium model were described by Hicks and referred
to as the spot economy and the futures economy.
The spot economy is a market held on ‘Monday’
at which all transactions are arranged that involve
delivery during the ‘week’. This is the economy
described by Walras. The equilibrium of the spot
economy is called temporary equilibrium in the
modern literature. Some effort has been devoted
to an analysis of the path followed by such an
economy through a succession of temporary equi-
libria. The role of expectations in the spot econ-
omy is critical, as Hicks recognized.

The futures economy on the other hand has a
single market in which all future transactions are
negotiated at once. Hicks does not treat this econ-
omy in detail, but turns to a sequence of spot
markets with trading that is guided by expecta-
tions. In the futures economy goods available in
different periods would be treated as different
goods, so that the number of goods would be finite
only if the economic horizon is finite. If there is
perfect foresight the futures economy is a reason-
able alternative and there is not reason why mar-
kets should reopen. However, when the future is
uncertain and the available futures contracts are
for sure delivery, or at least do not exist in suffi-
cient variety to take account of all contingencies,
there is no assurance that the contracts entered
into will remain desirable or indeed can be exe-
cuted. For this reason Hicks chose to do a
dynamic analysis of a sequence of temporary
equilibria in the main body of his work.

In order to avoid the problem of the feasibility
of plans and the need to reopen markets, Debreu
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(1959) following a lead of Arrow (1953) intro-
duced a specification of goods by the event in
which they are made available. The set of events
would have to discriminate all the circumstances
that might make delivery impossible or undesir-
able, so there would be no motive for traders to
reopen markets. Despite this complexity, it is a
consistent model which may have relevance to the
real world. In order to keep the set of goods finite
they assume a finite horizon and a finite set of
events, in addition to assuming a finite list of
goods in terms of location and physical
characteristics.

With this interpretation of the formal model
there is no room for borrowing and lending since
payments are cleared only once, at the beginning
of time. Uncertainty is present since there is no
assumption that the event realized at any future
time is known. Rather it will be revealed when the
time arrives. There is no reason for spot markets to
arise since the transactions which have been made
for the future event that is revealed are the ones
each trader desired at the prices paid in those
circumstances. Thus if a spot market were opened
no transactions would take place.

Of course it is idealization to suppose that all
relevant events could be described in advance, or,
if they could, that it would be feasible to establish
markets discriminating between them. An alterna-
tive is to use a succession of markets in which
temporary equilibria are established while some
trading in futures contracts takes place. However,
the limiting cases of the pure spot economy or the
pure futures economy have an analytical tractabil-
ity that the mixed cases lack and for this reason
they remain of great importance.

Temporary Equilibrium

Once a sequence of markets is contemplated,
rather than a single comprehensive market, plans
for future trades become relevant and, therefore,
expectations of the prices at which they can be
made. Also money stocks and loans become use-
ful in making financial preparations for the trading
that is planned. Also, if there may be forward
trading as well as spot trading, arbitrage is
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possible, and speculative trading arises which
expresses disagreement among consumers about
probable price levels on future spot and forward
markets.

These complications were handled by Walras
without an explicit analysis of demand by con-
sumers for goods in the future using utility func-
tions in which these goods appear. Rather he
reduces the demand for future goods to a demand
for assets in general which would provide the
means for future purchases. On the other hand,
he carefully distinguishes between stocks of
goods and their services, and the investments of
the consumer are treated as if they were made
directly in the stocks of goods whose services
are sold to the entrepreneurs, or directly to con-
sumers in the case of services of consumer goods.

The spirit of this analysis is to choose a period
short enough that it is not too great a distortion of
reality to suppose that all trades for this period can
be concluded in advance as in the Arrow—Debreu
model for the entire horizon, but the forms of
industrial organization are abstracted from, so
that attention may be concentrated on the produc-
tive activities and the ultimate beneficial owners
of the resources whose services are used in them.
Also to give the future some role in the decisions
of the consumers but not a role requiring detailed
analysis, Walras assumed that present market
prices are expected to persist. In contrast, Hicks
and Arrow—Debreu deal explicitly with
intertemporal planning by firms and consumers.
In a succession of markets this allows Hicks to
analyse the effects of changes in expectations on
the present market prices and the plans of agents.

The theory of Walras provides the most com-
plete and detailed model of temporary general
equilibrium that has ever been given, an impres-
sive performance since it was also the first formal
model of general equilibrium. He was able to deal
with money, production, lending, and capital
accumulation, and in his model an interest rate,
price levels, and prices of capital goods and their
services are all determined. He showed that the
system was not overdetermined, and probably not
underdetermined either, in that the number of
independent functional relationships and the num-
ber of economic quantities to be determined are
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equal. He was not able to give a proof that an
equilibrium in non-negative real variables exists
for his model. However, proofs have since been
given for simplified versions of it.

A fundamental difference between tempo-
rary equilibrium and equilibrium over a horizon
is that part of the consumers’ demand for goods
in the temporary equilibrium is intended
for investment rather than for consumption
within the period while in the economy of the
classical existence theorem consumers’ demand
is entirely aimed at consumption within the
horizon. This raises two problems. One is to
distinguish between resources devoted to this
period’s consumption and resources reserved
for the support of consumption in future
periods. The other is to explain how the decision
to reserve a certain quantity of resources for
future use is made.

Walras went further to make the distinction
between current and future use than any of his
successors. They, on the other hand, have done
much more analysis of the relation between
investment and expectations. The Walrasian
assumption on expectations was usually to project
the prices arrived at in the current market into the
future. This assumption is only appropriate for a
stationary, or a steadily progressive, state of the
economy. Of course, it has often been remarked
that it is only in these conditions that expectations
are likely to be correct.

Walras distinguished between consumption
goods and services which are consumed in one
use and consumption goods which are in effect
capital goods providing consumer services, that
is, having more than one use. Among the con-
sumption goods which serve as capital goods he
included consumption goods which are held in
stocks to provide, as Walras put it, services of
availability. Thus part of a person’s income for a
period may be invested in new stocks of consumer
goods as well as in capital goods which are
intended for use in productive activities. By the
same token some of the productive activities
which occur may occur in the household rather
than in the factory, and these should satisfy the
same profit conditions as the productive activities
that occur in the firms.

General Equilibrium

The Walrasian approach to temporary equilib-
rium is entirely appropriate only to steady states
where underlying circumstances, technology,
tastes, and resources are constant, perhaps with
capital stocks and population expanding at uni-
form rates.

Then the comparative statics that can be done
is a comparison of different steady states. On the
other hand, in the Hicksian model where expecta-
tions of price changes are allowed, it is possible to
consider the effect on the temporary equilibrium
of changes in price expectations which need not
duplicate changes in current prices.

However, the approach of Walras allows him to
ignore the consumer’s portfolio problem and treat
the consumer as only making a saving decision,
since all assets of equal value are treated as indif-
ferent with equal rates of return after allowing for
depreciation and insurance costs. When there is
uncertainty, the treatment of all assets as indiffer-
ent in this fashion is not justified even by the mean
variance theory of portfolio selection. The vari-
ances and covariances of asset returns must be
taken into account. Thus Walras’s theory of
investment requires that expectations be held
with certainty, although he only explicitly
assumes certainty within the horizon of a single
period, after allowing for fully insurable risks.

There are two features of the Walrasian theory
of investment which are quite effective, even by
modern standards. One is the analysis of the
demand for money. Money is needed during the
period to make payments which are planned in
advance and the cost of this money service is
simply the interest on a loan of that amount for
the period. This is very close to the treatment of
the demand for money for transactions purposes
in modern theory. The demand for money as an
asset is merged with the general demand for
assets, since any net money balance at the end of
the period will be expected to be lent at the current
interest rate for the next period, either to others or
implicitly to oneself. This represents a cash bal-
ance approach to monetary theory where cash
balances are only wanted for transactions pur-
poses. It leads to a strict quantity theory of the
price of money in terms of other goods in com-
parisons between steady states.
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The second effective feature of Walras’s theory
of investment is the recognition that the cost of
investment goods will depend on the level of
investment, since in the general equilibrium high
levels of investment will raise the prices of the
productive services needed to produce investment
goods and thus the prices of the investment goods
themselves. In this way the Walrasian theory takes
account of the distinction between the marginal
efficiency of investment and the marginal effi-
ciency of capital familiar in the Keynesian litera-
ture, as well as the modern notion of the cost of
adjustment resulting from an increase in the level
of investment.

The two main deficiencies of the Walrasian
theory of temporary equilibrium are its lack of
an analysis of the demand for assets in general in
terms of the future consumption streams that the
assets are expected to support and the expected
utility they promise to yield, and its lack of an
analysis of the demand for particular assets in
terms of the distribution of their expected returns.

The neglect of future plans for consumption in
determining current demand was addressed by
Hicks. He did not suppose that consumers make
detailed plans but that they form vague plans and
expectations of future prices, which still allow
some comparative statics methods to be applied
in estimating the effect on current demand of
changes in current or future expected prices.

Since firms are recognized explicitly in Hicks’s
model, they are also represented as making plans
for future inputs and outputs in the light of price
expectations, which in his case can be identified
with the expectations of individuals who become
entrepreneurs. The equilibrium of such a model in
one period is a set of prices for all the goods and
services traded in the market of that period such
that the demand for each good or service, includ-
ing any contract for future delivery that happens to
be traded, equals the supply.

Hicks assumes that each consumer and each
firm in its planning applies actual or expected
interest rates to discount expected future prices
to the present so that the problem of maximizing
utility for the consumer, or present value for the
firm, does not differ, in principle, from the static
problem. However, he must assume that agents
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are risk neutral or in any case that distributions of
prices may be replaced by single prices, or cer-
tainty equivalents. Thus he is no more able than
Walras to analyse how the value of an asset is
influenced by the distribution of its returns. But
he is able to consider how changes in current
prices influence expected future prices, when
expected future prices do not necessarily change
by the same amounts. This may be the most sig-
nificant advance made by Hicks beyond Walras,
together with the corollary of planning by firms
and consumers for a future that involves expected
prices changes.

Expectations in Temporary Equilibrium

A natural way to generalize the Hicksian model
and one which has been followed in recent years,
for example, by Grandmont, is to impute to each
trader an expectation function which gives a prob-
ability distribution over future prices, and perhaps
over other relevant variables, both market and
environmental, as functions of previous values
taken by the same variables. Then assuming that
each trader has a criterion by which he can choose
an optimal trade plan given his expectations, he
will determine an excess demand as a function of
current prices. Then equilibrium is achieved if
there is market clearing at the current prices.
Since in the Walrasian or Hicksian model there
are two kinds of traders, consumers and entrepre-
neurs or firms, criteria must be found for each kind
of trader.

The criterion for the consumer is rather easily
arrived at. It is assumed that each consumer has a
von Neumann-Morgenstern utility function, so
that any current trade can be evaluated in terms
of the expected utility which it makes possible.
The utility in turn is derived from the utility of the
various possible consumption streams multiplied
by their probabilities of occurrence. Of course,
these consumption streams and their probabilities
logically underlie the expected utilities but they
cannot be known to the consumer in detail. The
probability distribution on consumption streams
is induced by the probability distribution on prices
and environmental variables, together with the
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current trade of the consumer and his plans for
future trades, which are in turn contingent on the
prices and environmental variables realized in the
future. As Hicks points out the consumer may
only try to plan levels of spending and certain
large expenditures for the future. Particular price
expectations will affect these plans and current
spending, in total as well as on specific items.
What is needed for the theory is to express con-
sumer’s demand finally as a function of current
prices so that the condition of market clearing will
characterize equilibrium prices. The logic of this
analysis is entirely compatible with the methods
of Walras, given stationary conditions for tastes,
technology, and resources. In simple models it can
be spelled out in detail.

On the other hand, there is little agreement on
an appropriate criterion for the firm. The difficulty
arises that the firm is usually owned by many
consumers whose preferences and probability
beliefs differ. The consumer does not own capital
goods directly but only stock in firms. Moreover,
the firms make investment plans and plan their
dividend streams in considerable independence of
their owners. Walras abstracts from these difficul-
ties in his formal development by two means.
First, he treats the consumer as the owner of
capital goods which are rented to the entrepreneur.
Second, he values the capital goods on the
assumption that prices of productive services,
interest rates, depreciation rates, and insurance
rates will be constant in the future. Given the
prices of the productive services arbitrage in the
market for capital goods results in a uniform ratio
between the net rental of the capital goods, or the
prices of their productive services less deprecia-
tion and insurance charges, and the prices of the
capital goods. In Walras’s notation P, = p,/(i +
e + vy) where k indexes capital goods, Py, is the
price of the capital good, p, is the price of its
service, i is the interest rate per period, ;. Py is
the depreciation change per period, and v;P; is the
insurance charge per period. In equilibrium the
consumer will be indifferent between capital
goods in making investments since they all prom-
ise equally attractive returns. This also applies in a
similar way to investments in circulating capital or
in loans.

General Equilibrium

Hicks adapts the Walrasian viewpoint to a
model in which expectations are point valued
but not static by imputing to the entrepreneur,
who now owns the capital goods, a plan of
inputs, including initial stocks, and outputs,
including terminal stocks, whose values are
discounted back to the present. Then the entre-
preneur chooses a plan with the largest
discounted value. In this case the firm achieves
maximum value in the eyes of its owner. Radner
(1972) adapts the Hicksian viewpoint to a model
in which point estimates of future prices are not a
sufficient basis for decisions. In a temporary
equilibrium model his approach imputes to each
firm a von Neumann-Morgenstern utility func-
tion over alternative dividend streams. This
would imply an expected utility for alternative
investments in the current period in the same way
that the utility of alternative consumption plans
implies expected utility for current spending by
the consumer.

On the other hand, by use of the stock market it
is possible to bring consumers into the decision-
making of firms. The firm’s criterion is then to
choose a plan of production and investment which
leads to a maximum value for its shares on the
stock market. It can be argued that if the firm
chooses a plan which fails to maximize its value
in the stock market the stock market will not be in
equilibrium, since there is a profitable arbitrage
opportunity for someone to buy controlling inter-
est in the firm and revise its planning.

Existence theorems for temporary equilibrium
have been proved in many special cases, particu-
larly for trading economies where production
does not enter and the number of periods is
taken to be finite. Typically the method of proof
parallels a method of proof for the model with
complete markets, that is, appropriate continuity
properties for individual, and thus market, excess
demand functions are proved for the goods and
services, and the futures contracts, if any, which
are traded in the current period. The application of
a fixed point theorem completes the proof that a
price system exists which results in market clear-
ing, that is, puts each excess demand function
equal to zero. However, some special problems
do arise.
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Consider a market at the start of period 1 when
there are two periods and a second market will be
held at the start of period 2. There is uncertainty
about the endowment of period 2 and about the
spot prices of the second market. All goods are
perishable. Suppose there is trading in contracts
for current delivery and in forward contracts for
delivery in the second period. Let x,x4 be the
vectors of goods and services delivered to the Ath
consumer in periods 1 and 2 respectively. Denote
by w! andw/; the vectors of endowments for the 4th
consumer in periods 1 and 2 respectively. Let
" (p1, q1) be the expectation function of the ith
consumer, that is, the value of y/” is a probability
distribution of (wg, pz) , where p; and p, are the
vectors of spot prices in periods 1 and 2, while ¢,
is the vector of forward prices in period 1 for sure
delivery in period 2. There is a finite set of goods
and services in each period and a finite number of
consumers each of whom holds positive initial
stocks in the first period. The possible consump-
tion sets are X = R’ and X4 = R'?, the positive
orthants of the respective commodity spaces.

The following assumptions are made for the
consumer.

(1) There is a concave and monotone utility func-
tion " of von Neumann- Morgenstern type,
that is, preferences over trades in the first
period may be determined by taking the sum
of the utilities of the resulting consumption
vectors weighted by these probabilities of
occurrence.

The expectation function /"(p;, ¢;)is contin-
uous in an appropriate sense.

For every (p1,41),W/"(p1,91) gives probability
1 to the set of (w4, p, )for which p; is positive.

@
3)

The support of y” is independent of (py, g,).
The convex hull of the projection of the sup-
port of /" on the second period price space
has a non-empty interior IT”.

4

With these assumptions a necessary and suffi-
cient condition for the existence of competitive
equilibrium is that the intersection IT of the IT" not
be empty. In other words there must be an open set
of spot prices in the second period which all
traders believe to have a positive probability of

5157

occurrence. Then, if the forward prices ¢, lie in I1
and p; and ¢ are positive, excess demand is well
defined. Let D be the set of (p1, ¢), satisfying
these conditions. As (p;, ¢;) converges to the
boundary of D, excess demand diverges to co.
This happens because preferences are monotone
and for g1 outside IT unlimited arbitrage becomes
profitable to some trader. These results were
reached by Green (1973). It should be noted that
point expectations are not consistent with the
assumption that IT is not empty, unless all traders
expect the same prices next period. However, IT
might not be needed to bound short sales if other
considerations limit the commitments that will be
accepted in view of the likelihood that they can be
fulfilled.

Money in Temporary Equilibrium

There is little difficulty in introducing money
into the temporary equilibrium model. It must
be recognized that money serves in at least two
capacities, to facilitate exchange, and as an asset
with its own prospects for losing or gaining value
relative to other goods. In addition it may serve
as a numeraire, in terms of which prices are
stated. In its capacity as an asset in a market
with uncertainty, money may contribute to a
diversified portfolio. On the other hand, in its
capacity to facilitate exchange money balances
will affect the cost of making transactions and
thus the stream of consumption which is realiz-
able from given resources. Given his context,
where risks are assumed to be insurable, Walras
is particularly clear in his treatment of money.
If some good other than money serves as
numeraire, the price of the service of availability
of money is written by Walras as p,,, and the
price of money itself as P,. Then as for any
asset the ratio of the net rental to the asset price
is equal to the interest rate or p,,,/P,, = i. Thus if
money serves as the numeraire, P,, = | and
Ppm = i. Although his analysis seems somewhat
artificial because uninsurable risks are absent,
Walras indicates clearly how cash balances may
contribute to productive efficiency and to con-
sumer utility.



5158

If attention is concentrated on the asset role of
money, so that the transaction role is neglected, it
may be shown that the assumption of static may
lead to the absence of equilibrium for the current
period. Static expectations imply that the relative
prices of present and future goods cannot be
changed. Therefore, price changes leading to
inter-temporal substitution are prevented. Only
the wealth effects of price changes have free play
since price level decreases raise the value of the
money stock and conversely for increases. How-
ever, as Grandmont (1983) has demonstrated, these
real balance effects may be insufficient to equate
supply and demand. For example, if there is excess
demand for current goods, this excess demand may
not be eliminated by increases in the current price
level which are accompanied by equally large
increases in the future price level. In a trading
economy the effect of the price increases is to
reduce the wealth of the traders toward the endow-
ment point (w(1), w(2)) in a two period model.
Suppose there is only one good, which is perish-
able, and money is the only store of value. Then if
the marginal utility of the current endowment
exceeds the marginal utility of the second period
endowment for all traders, the price of the good
cannot rise high enough to reduce current demand
to the current endowment. The same dilemma may
arise when the Hicksian elasticity of expectations is
equal to one, even though expected prices do not
equal current prices.

Grandmont considers a model of this type
where trading in futures contracts is excluded so
that point expectations do not cause difficulties. It
is a trading economy in which consumers receive
an endowment of perishable goods in each period
of their lives and an initial money stock in the first
period. In the current period they maximize a
utility function of consumption over the
remaining periods of life (assuming the life span
to be known) subject to budget constraints of the
form px;+ m, = pw, + m, — 1,where future
prices p, are equal to functions , of present prices
pl. He assumes

(1) The utility function uy (xl, e
tinuous, increasing, and strictly quasi- con-
cave for every A.

LX) is con-

General Equilibrium

(2) The endowments w' are positive for all 4 and
t, 1 <t <n(h).
(3) Total money stock M = X,my, is positive.

He then proves that the temporary monetary
equilibrium exists, that is, money prices are well
defined, if every agent’s price expectations l,bf are
continuous and, for at least one agent, who will be
living in the next period and who has a positive
money stock, price expectations are bounded
away from 0 and oco. In Grandmont’s opinion
this result leaves the existence of temporary equi-
librium ‘somewhat problematic’.

However, it seems quite inappropriate to deal
with a money which has no role to play in facili-
tating transactions. Grandmont and Younes
(1972) have studied general equilibrium in a
model similar to the model just described except
that lifetimes are taken to be infinite and utility
functions are separable by time period, that is "
(Xty.. ) =D, 0 (1) for 0 < & < 1. Also
money is now assigned a role in transactions,
that is, only part of the proceeds of sales in the
current period can be used to finance purchases in
this period. Thus in each period there is both a
budgetary constraint, as before and, in addition, a
liquidity constraint, which may be written in sim-
plest form as p(x, — w,)" < m, + kp(x, — w)) ",
where for any vector z we write z;- = max(z;,0)
and z; = max(z,0), and 0 < k < 1. Thus the
fraction k of receipts from sales can be used to buy
goods in the current period. This fraction could be
allowed to vary by consumer and by good. The
constraint on purchases is entirely in the spirit of
Walras. It is an explicit modelling of a need for
liquidity that he left implicit in his account.

In order to prove that a monetary equilibrium
exists an assumption to bound expected prices is
made which is very similar to the previous
assumption for this purpose, and also very similar
to the assumption made by Green to obtain exis-
tence of temporary equilibrium in a non-monetary
economy with futures trading. The assumption is
that the set of expected prices, over a finite plan-
ning horizon, that result from all possible choices
of current prices, which are assumed positive, lie
in a compact subset of the set of positive future
prices. Then if all consumers have continuous
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expectations which satisfy this assumption, and
the assumptions of the previous model are also
met, there will exist a temporary equilibrium in
this case also. Indeed, the case k = 1, where the
liquidity motive is lacking, can be allowed.

In the second model where money has a trans-
actions role expectations are described as
depending on past prices as well as current prices,
which leads inelastic price expectations to be
more plausible. It also gives plausibility to correct
foresight in states of stationary equilibrium over
sequences of periods. Grandmont and Younes
(1973) prove that the stationary equilibria of the
model are not Pareto optimal.

However, they can be made Pareto optimal by
use of a lump sum tax to reduce the quantity of
money by a factor equal to the discount factor for
utility. It is then proved that a continuum of such
equilibria exists to sustain any Pareto optimal
allocation, since the price level falls by the same
factor, and it is not worthwhile to reduce a money
stock, even if it is in excess of transaction require-
ments. Moreover, if the tax rate is set slightly too
high, the consumer will always wish to increase
his real balances and no stationary equilibrium
will exist. Grandmont and Younes are not able to
prove that an exact stationary equilibrium exists
for a fixed money stock, although a near equilib-
rium exists if the discount factor is nearl.

In addition to proofs of existence and non-
optimality for monetary equilibria, Grandmont and
Younes show that the quantity theory holds between
stationary equilibria, that is, if p and m,,, h = 1,...,m,
provide a stationary equilibrium, then A, and X,
also provide one. This is the conclusion of Walras as
well. On the other hand, the stationary equilibria of
a monetary economy will differ from the stationary
equilibria of a barter economy unless 6 = 1. This is
apparent from the fact that the barter economy’s
equilibria are Pareto optimal and the monetary
economy’s equilibria are not, unless 6 = 1. Thus
the simple ‘classical dichotomy’ does not hold.

Equilibrium Over Time

In addition to temporary equilibrium Hicks con-
sidered the possibility of equilibrium over time, in
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the sense that the expectations held by traders in
one market about prices on future markets are
realized when those future markets are held. How-
ever, when there is uncertainty it is not clear what
is meant by the realization of expectations. If
expectations take the form of a non-atomic prob-
ability measure over future prices, any vector of
prices within the support of the measure is as
likely as any other, that is, it has zero probability.
Nor does the Hicksian trick of replacing the prob-
ability distribution by a representative price,
depending on the trader, avoid the difficulty,
since the representative price is not typically a
statistic of the price distribution, such as the
mean or the mode. Thus even if all traders held
the same expectations in the sense of a probability
distribution for prices, they would not have the
same representative prices except by the chance
that their circumstances and their risk preferences
also coincide.

A way to resolve this dilemma was provided by
Radner (1972). His solution is a type of perfect
foresight. All traders hold the same point expec-
tations for prices with certainty, contingent on the
event in which the market is held. Only a finite
number of dates are allowed and only a finite
number of events may occur in each. From the
viewpoint of a given market the relevant elemen-
tary events are the possible sequences of states of
nature that may occur up to the horizon. For any
such sequence the traders expect correctly a
corresponding sequence of prices. This does not
lead to a grand initial market in which all future
exchanges are arranged because the set of forward
commitments which are actually available in the
market is a small subset of all those associated
with future events. For example, it may be that
most commodities are traded for sure delivery and
only one commodity (money or the numeraire) is
traded on a contingent basis (insurance). It should
be noted that this construction does not depend on
any agreement between traders on the probabili-
ties of the alternative events. Thus the expectation
functions which were introduced in the discussion
of temporary equilibrium would not be likely to be
the same for different traders.

In this setting the trader plans a sequence of
consumptions contingent on the events in which
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they occur and also a sequence of trades on the
markets which are open. Spot markets are open
for all commodities at all dates but only a small
subset of the possible markets in forward con-
tracts may be open at any particular date. In any
case since the number of dates and states of nature
and thus of elementary events is finite, only
finitely many prices will arise.

Let X, be the consumption set of the Ath con-
sumer. Let M be the set of elementary date-events
pairs. A consumption-trade plan for the 4th con-
sumer is a pair (x", z") wherex” is the consumption
planned for m € Mandz” is the trade planned for
m € M. Let I'"(p) be the set of feasible plans for 4,
given prices p. In particular, (x".2") in I';(p)
implies that consumption x" plus net deliveries
" due at m are not greater than resource endow-
ments w” for each m and the budget constraint p,,,
2 holds at eachm € M.

Let y"(p) be the set of plans in I',(p) which are
optimal for 4. An equilibrium of plans and price
expectations (including current prices which are
known) is given by plans (x"z") and expected
prices p such that (x",z") is in y"(p) for each &,
that is, the plans are preferred at the expected
prices, and the sum )_,z! of commitments at
each m is non-negative, and the value of commit-
ments p,,>,z" =0 at each m, that is, Walras’s
Law holds. In such a purely trading economy for
perishable goods with a finite set of dates and
events and under assumptions of the usual kind
on preferences, and positive endowments which
lie in the interior of consumption sets, Radner
proves that an equilibrium exists.

It is not difficult to bring production into this
setting if firms are introduced with fixed produc-
tion plans and with shares which are traded on a
stock exchange.

The ownership of a share of a firm can be
equated to the ownership of a share of its output,
including the end of the period capital stock. The
output of a firm at any date would depend on the
event, and the function relating this output to the
events would be known by traders, just as future
prices of goods are known, contingent on events.
Now, in addition to goods prices, share prices are
foreseen in each event at each date with certainty.
As before the number of dates and events is finite.

General Equilibrium

A feature of this model not present in the trading
model is that consumers do not own the resources
of the firms as individual goods but as proportions
of'the batch of goods that firms hold. The consumer
can buy and sell goods forward by means of long
and short positions in the stock market but the trade
he arranges by these means for one event at the next
date determines his trade for all other events at that
date. Thus spot markets still may offer useful alter-
natives, quite aside from the practical difficulties of
physically dissolving the firm. Of course, given the
presence of spot markets, dissolution of the firms is
not needed if the value of the firm equals or exceeds
the value of its resources.

If one tries to go further to specify how the
production and trading plans are arrived at, a
major problem arises of setting the objectives of
the firm. Hicks solves this problem by assuming
that the production plan chosen would have the
maximum discounted value among those avail-
able. This value could be calculated since expec-
tations were single-valued and interest rate, actual
or expected, could be used in arriving at present
values. Moreover, firms were treated like single
proprietorships. In the modern literature firms
have sometimes been assigned utility functions
defined on the streams of profits. Another sugges-
tion is to suppose that the firm adopts the plan that
maximizes the value of its shares on the stock
market. This would seem to be the approach
most in accord with other parts of general equi-
librium theory.

However, it encounters the difficulty that the
judgement of the management and the judgement
of the market on the probability of different events
may not coincide. If this difference of judgement
exists, the market solution would be for the firm to
be purchased through a takeover by those who
value its potential most highly and the manage-
ment displaced. Markets which work in this way
would correspond quite well to the original
Walrasian model.

Various results on the existence of a general
equilibrium have been reached with special
models of production by firms. One theorem of
Radner extends the existence of an equilibrium of
plans and price expectations to this context. His
assumptions are:
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(1) Consumers satisfy the usual conditions on
convexity, non-satiation, and positive
endowments.

(2) Consumers own the shares of firms and each
consumer owns shares in every firm.

(3) Producers have closed, convex production
sets with free disposal. The total production
set satisfies the condition that the negative of a
producible vector of commodities is not
producible.

(4) Each firm has a continuous, strictly concave
utility function on profit streams.

With these assumptions he does not achieve a
full existence theorem because the model is not
well adapted to handle the entry and exit of firms.
What may happen is that some firms show an
excess supply of shares in some events and
dates. Then since the firms are treated like partner-
ships with unlimited liability, negative share
prices might be justified at this point. In any case
the questions of entry and exit of firms is one that
the Arrow—Debreu model also fails to deal with.
The theorem proved by Radner only finds a
‘pseudo-equilibrium’ where the value of total
excess supply (of shares) is minimized.

In the foregoing discussion it has been assumed
that only a subset, possibly small, of the potential
Arrow—Debreu markets is open. It is possible to
justify the selection of markets which are open by
postulating costs for carrying out transactions. If
the markets which are open are given, the previous
equilibria may be supported by assigning infinite
transactions costs to the lost markets and zero costs
to the open ones. Otherwise the open markets will
be endogenous to the general equilibrium. In the
analysis of markets with transaction activities
which consume resources the same convexity or
linearity assumptions have been used as for the
production technology. Then it is not difficult to
prove existence of equilibrium under assumptions
of the usual sort.

Rational Expectations

It has been implicitly assumed in the preceding
discussion of temporary equilibrium that the
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traders have the same information available. If
this is not the case the complication arises that
the equilibrium price may convey information.
For example, in the market for umbrellas if some
traders have the benefit of weather forecasts and
some do not, a high price based on the demand of
informed traders will signal to uninformed traders
that rain is expected. Then all traders are informed
and an equilibrium price must be consistent with
fully informed demand.

A difficulty arises if it happens that the utilities
of consumers depend on events in contrary ways,
that is, uninformed consumers use umbrellas to
ward off sun and informed traders to ward off rain.
Then price will be higher if rainy weather is
expected by informed traders but if uninformed
traders perceive this and become informed, the
high price may not appear and a fully informed
market may not show a price difference
depending on the weather forecast. But then no
information is transmitted so the weather forecast
cannot be read out of equilibrium prices. The
conclusion is that no equilibrium is possible.
However, the result requires an exact balance in
the effects of rain and sun on the two sets of
traders, so it is unlikely to hold. More robust
examples of nonexistence were given by Green
(1977) and Kreps (1977). The idea of the discon-
tinuity was first proposed by Radner (1967).

A rational expectations equilibrium is said to
exist if there is a function ¢ mapping states of the
world into equilibrium prices which is invertible,
that is, ¢~ ' exists, mapping prices, from a nor-
malized set, into states of the world. It is clear that
such a function will exist if the equilibrium price
which appears when all traders are fully informed
is uniquely determined by the elementary event,
and the relation is one to one. It is also clear, given
a finite set of elementary events, that the corre-
spondence of prices to elementary events will be
one to one in all but exceptional cases. Then the
equilibrium is said to be revealing. But the price
function of a revealing full information equilib-
rium is a price function that provides a rational
expectations equilibrium. This observation is due
to Grossman (1981).

The situation is more complicated when the
possibility is recognized that spending resources
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will allow more information to be gathered. The
information that is disseminated free of charge by
prices will discourage the use of resources to
gather information and thus prevent the attain-
ment of a Pareto optimum. In welfare terms a
suboptimal amount of resources will be devoted
to information activities.

An Infinite Horizon

In the Arrow—Debreu model of general equilib-
rium there are a finite number of periods, a finite
number of locations, a finite number of events,
and a finite number of commodity types, so the
number of distinct goods when all these
grounds for distinguishing goods have been
recognized is still finite. The principal objection
to the restriction to a finite number of goods is
that it requires a finite horizon and there is no
natural way to choose the final period. More-
over, since there will be terminal stocks in the
final period there is no natural way to value
them without contemplating future periods in
which they will be used. The finiteness of the
number of locations and commodity types is
achieved by making a discrete approximation
to a continuum, and perhaps the finiteness of
the number of states of nature can also be
viewed in this light. But in the case of time, a
discrete approximation by periods still leaves a
denumerable infinity of dates.

There are two principal models in which an
infinite number of goods appear. In one model
there is a finite number of infinitely lived con-
sumers. Such a consumer may be considered to
represent a series of descendants stretching into
the indefinite future, so that consumers alive in the
present period have an interest in the goods of all
periods. The other model has an infinite number of
consumers, but only a finite number of them are
alive in any period. This model is called the over-
lapping generations model. It was first proposed
and explicitly analysed by Samuelson (1958).

A model of general competitive equilibrium
with a finite number of consumers and an infinite
number of commodities was first presented in
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rigorous form by Peleg and Yaari (1970). They
assumed the number of commodities to be
denumerable.

This is a basic case since a noncompact but
separable commodity space can be approximated
arbitrarily closely with a denumerable set of com-
modities in the same sense that a compact com-
modity space can be approximated by a finite set
of commodities. This assumes that a sensible
neighbourhood system can be defined in the com-
modity space, as Debreu does for the dimensions
of location and time with places and periods.

Peleg and Yaari present a trading model with-
out production. The commodity space s is the
space of all real sequences. In order to discuss
continuity the space must be given a topology, in
this case, the product topology. Thus a sequence
of points converges if it converges in every coor-
dinate, that is, x’—x, s=1,2,..., if ¥’({) — x(i) for
i =0,1,.... The space is presented as a sequence of
real numbers but by grouping terms it may equally
well represent a sequence of vectors, for example,
commodity bundles occurring in successive time
periods. The Ath trader has an initial stock wy,
where w;, € s and a preference relation %,
which is reflexive, transitive, and complete on
s+, the set of non-negative sequences. Strict pref-
erences >, is defined by xZ,y if xZ,y and not
VZ .

Peleg and Yaari prove an existence theorem for
this economy on the following assumptions.

(1) Desirability. If x > y, then xZ .

(2) Strong convexity. If x # y and x Z .y, then
ox + (1 — o)y for 0 < o < 1

(3) Continuity. The two sets {yly Zj x} and {y|y
Z ) are closed.

(4) Positivity of total supply. Let w = >}, wy.
Then w > 0.

A price system is a real sequence © > 0 which
satisfies) .~ 7(i)w, (i) < oo, that is, the value of
the initial bundles is finite. This implies that 7(7)
wy(i) converges to 0 as i —oo. A competitive
equilibrium is given by (xy,...,...X,,;...7) such that
7 is a price system, Y .o 7(i)x, (1) < D20 m(i)
wy (i), for each A, and Y w(i)x(i) < D20 n(i)
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wy, (i) implies x;, Z 1, x. Peleg and Yaari prove that a
competitive equilibrium exists.

It is clear from their discussions, and it has
become even clearer in subsequent work, that
the use of a topology such that, in the context of
an infinite horizon interpretation of the model,
impatience is implied by continuity of preferences
is the crucial assumption for a proof of existence.
That the product topology implies impatience
may be seen in the following way. If xZhy then
by continuity there is a neighbourhood U of x such
that z € U implies z>,y. However, a
neighbourhood U is defined by |z(i) — x(i)|{ € )
0 for a finite number of coordinates where the
remaining coordinates are free. Thus given y Z, x,
there must exist N > 0 such that z (i) = x(i) for i<
N and z(7)=0 for i > N, and z>,y. These condi-
tions are met if the preference order is represent-
able by a separable utility function which is the
sum of period wise utilities discounted back to the
present at a constant rate per period, and these
utilities are continuous and uniformly bounded.
Such a utility function is a common way of
expressing impatience.

A model of general competitive equilibrium
which allows for production where there is an
infinite number of commodities was first presented
in a rigorous form by Bewley (1972). A preference
relation Zh is assumed for each consumer as in
Peleg and Yaari. We will describe Bewleys model
for the case of a sequence of periods with an
infinite horizon where N1 is the finite set of com-
modities available in the #th period. Then the set of
all commodities is

M=UN,.

t=1

It is assumed that M = M, U M, where M, and
M, are disjoint and M, contains the consumption
goods. Bewley confines attention to the commod-
ity space [, of bounded sequences of real num-
bers. Let K, = {x € /| x({) = Ofornoti € M,,
x(i) > 0 for I € M.}, and similarly for Kp. Let K .
have the same definition as Kc except that
x(i) > & > 0 for all i € Mc for some given e.
Bewley’s existence theorem holds for a weaker
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notion of continuity than that of component wise
convergence, but we will stay with the definition
used by Peleg and Yaari for the sake of simplicity.

Then the assumptions on the consumer sector
are

(1) The consumption sets X;, = K. — w;, where
wy, is the endowment of the /4th consumer.

(2) The sets {ylyZ;x} and {yjx>=y} are closed.
Also {ylyZ,x} is convex.

(3) Mc is not empty and for each 4, if x € Xh and
y €K, then x + yXZx.

The production sector is defined by means
of production sets Yz which convert inputs
belonging to N#-1 into outputs belong to Nt.
TheY =52, Y.

The assumptions on the production sector
are:

(4) Yis aconvex closed cone with vertex at 0.

5) Ifw € I, then Y + w N [ is bounded.

(6) If y € Y, then " € Y where y! =y, for
t=0,..n,and y! =0 for t >n.

(7) —KpCY

Assumption (4) means that each Y7 is a
linear activities model as Walras assumed.
Assumption (5) excludes unbounded produc-
tion from given inputs. Assumption (6) allows
production to end at any time with free dis-
posal of the final outputs. Assumption
(7) allows free disposal of all goods other
than consumption goods.

In addition there is one assumption which
relates the consumption sector and the pro-
duction sector.

(8) For each consumer #4, there exists X;, € X,and
¥, € Y such thaty, (i) — X, (i) > € > Oforall
i and some € > 0.

Assumption (8) protects consumer income in
the sense that the consumer is not reduced to the
subsistence level in equilibrium. That is to say,
there are cheaper consumption bundles within this
consumption set at equilibrium prices. An equi-
librium is an allocation (x;...,...,.. .X,,,») and a price
sequence n= (7(0), n(1),...) where n(i) is non-
negative for all i but different from zero for some
i, which satisfy the conditions:
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(D ye Yandny=0,nz <0 forallz € Y. The
profit condition.
(D) x, € X, and nx;, = 0, all &, and z>-,x;, implies
that mz > mx;,. The demand condition.
(IIT) >°)", x4 = y. The balance condition.

On the basis of the assumptions Bewley is able
to prove that an equilibrium exists where the price
system m € [, that is, Y .-, 7(i) < co. This
represents a generalization of the classical exis-
tence theorem in the form given by McKenzie to
the case of denumerably many commodities,
retaining the assumption of a finite number of
consumers. The argument is stated in terms of an
infinite horizon and a finite number of goods in
each period, but the original theorem is more gen-
eral and applies to the case of uncertainty with an
infinite number of events as well as to models with
a continuum of commodities. The continuum of
commodities may arise from a variation in the
physical properties of the goods and services.

Overlapping Generations

In the overlapping generations model of general
equilibrium the number of consumers as well as
the number of commodities is infinite. However,
at any given time the number of both is finite.
While the model with a finite number of infinitely
lived consumers treats the consumers who are
living as if their lives were extended into the
indefinite future by the lives of their descendants,
in the classical overlapping generations model
bequests are neglected and each generation is
assumed to be interested only in its own
consumption.

The first rigorous analyses of an overlapping
generations model in a general equilibrium setting
were done by Balasko et al. (1980) and by Wilson
(1981). They treat an exchange model in which all
goods perish in each period, and each consumer
receives an endowment in each period. They
assume that each consumer lives for two periods.
However, this assumption is not essential. What is
essential is that lifetimes are finite in length and
some of the people alive at any date have lifetimes
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which overlap the lifetimes of some people who
are born later than they.
The formal model makes these assumptions.

(1) In each period ¢ (f = 1, 2,...) there is an
arbitrary, finite number of perishable com-
modities n’ > 1.

(2) Each consumer 2 = 1, 2,... lives for two
periods. At the start of period ¢ an arbitrary
but finite number of consumers is born with
indices & € G

(3) Consumption sets X; = Ri(o) for h € GO the
consumers alive when the economy begins
and X, = R"@ ><R" ) forh € Gt > 1.
Write xj, = )H forh € G°and x, = (x,(f), x5
¢+ 1) forh € G-

(4) Each consumer has a utility function, u,(x(1))
for h € G° and uy(x(¢), x(t + 1)) forh € G
Utility functions u; are continuous, quasi-
concave, and without local maxima.

(5) Each consumer receives an endowment,
wy = wy(1) for b € G° and wj, = (wy(f), wy,
(t+ 1)), forh € G Foreach h, w, > 0 and
wy, # 0.

(6) The economy is inter-temporally irreducible.
Let{(d) = {h| h € G® for 0 < s < ¢}. Then
there exists a sequence ¢, — oo with the
following property. Given any allocation
x = (x1, X,...) and [j(tw)and L(tu)#p, with
Li(t,) N L) = ¢, and Li(t,) U L(1,) = 1
(¢,), there exist y, > 0 for h€/1(z,) and x),
>0 for h € L(tu), such thatzhell(tu)yi(t)

= 0 when Zhell(t#)whi(t) =0forl1 <i<
n',1 <t<t,+1,and

Z xh— Z Wh+yh

hel(tu) hel(tw)

>

hel(tu)

Moreover, uy, (xﬁl) > uy(xy) forall h € I, (t,)
with the strict inequality for some 4.

Assumption (6) is the irreducibility assumption
of McKenzie adapted to economies made up of
the consumers born by the period #u. It says that it
is always possible to increase the welfare of the
second subgroup if the scale of the endowment of
the first subgroup is increased.
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Let p = (p(1), p(2), ...) where p(t) € R".
Then the pair (x, p) is a competitive equilibrium if

(D) For all A, u(x;) is maximal over all z, such
that

p(Dzp(®) + p(t + Dzt + 1) < p(Owi(d) + p
¢+ Dwyt+1) if he G,t>1land p(l)
zx(1) < p(Hwy(1) if h € G°,where z, > 0.

(D) 2opxpt) < 2opwpi(t) with equality if p,(£)>0,
where the summation is over
he G 'UG,l1 <i<Mifandt> 1.

Condition (I) is the usual demand condition
and condition (IT) is the balance condition.
Balasko et al. (1980) prove that the six assump-
tions listed imply the existence of a competitive
equilibrium. They show that the artificial assump-
tions on birthdates and lifetimes are irrelevant by a
redefinition of the period. They also conjecture
that the introduction of production and consump-
tion sets of the usual classical type, which are
closed, convex, and bounded below, would
cause no major difficulties.

Wilson (1981) treats an economy which may
contain both finite lived and infinite lived con-
sumers and which may be specialized to either.
He also allows intransitive preferences. He uses a
somewhat simpler version of irreducibility and
proves existence in an exchange economy where
the number of goods in each period is finite in two
circumstances (1) when the consumers are all
finite lived and (2) when a finite subset of infinite
lived consumers own a positive fraction of the
endowment in all but a finite number of periods.
If preferences are transitive and strictly convex,
the competitive equilibrium is also Pareto opti-
mal. Thus Wilson’s results contain the theorems
on existence of Bewley and Balasko, Shell, and
Cass as special cases while also providing condi-
tions in the model sufficient for Pareto optimality.

A striking difference between the competitive
equilibria of economies where the number of con-
sumers is finite, and the competitive equilibria of
economies with overlapping generations and an
infinite horizon, where the number of consumers
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is infinite, is that with perfect foresight the former
equilibria are also Pareto optima while the latter
need not be. This is the major point emphasized
by Samuelson in his initial paper. The most gen-
eral theorem proving that competitive equilibria
are Pareto optima even when the number of com-
modities is infinite provided that the number of
consumers is finite is due to Debreu (1954). Under
some additional smoothness conditions on utility
and boundedness conditions on prices and alloca-
tions Balasko and Shell (1980) prove that the
allocation x of a competitive equilibrium is Pareto
optimal if and only if >(1/|| p#|| ) = oco. This is a
condition which had already been shown to char-
acterize efficiency in neoclassical production
economies by Cass. It is clear that lim inf
Ul pr+1ll /Il pd | ) = r < 1 implies that the condi-
tion for Pareto optimality is satisfied since the
sums dominate ¢ (1/#) which diverges. Intui-
tively, for a stationary economy if the interest
rates are asymptotically non-negative, the com-
petitive equilibria will be Pareto optimal, or if
the economy is growing, if the interest rates
exceed the growth rate, Pareto optimality follows.

Limitations of the Analysis

As mentioned in the beginning the claim of the
theories described as general equilibrium theories
to be ‘general’ is qualified by the set of conditions
considered to be constant. Walras as well as most
subsequent theorists classified the constant factors
as tastes, technology, and resources, including
population. However, all three of these categories
have been treated by some economists as
responding, in ways amenable to analysis, to mar-
ket variables. These studies have usually been
confined to a few variables and have usually
been partial equilibrium in character, although
the classical school of economists included popu-
lation as a major variable in models of economic
development. Their models are comprehensive
but lack the market equilibrium analysis of the
general equilibrium theories, whose inspiration
appears to have been found in the marginal utility
theory of consumer demand. Similarly, tastes
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have sometimes been modelled to depend on past
consumption or advertising, and technology has
been modelled to depend on research and devel-
opment spending and on the rewards to innova-
tion. Also natural resources, in terms of resources
known to exist, are often treated as responding to
prices.

From this perspective general equilibrium the-
ory is a partial theory of economic affairs with a
special set of ceteris paribus assumptions. The
variables which are left free are chosen because
they lend themselves to a particularly elegant the-
ory in terms of consumer demand under budget
constraints and producer supplies with profit con-
ditions where these constraints and conditions are
established by prices equating demand and sup-
ply. This was the vision of Walras, perhaps guided
by the theory of static equilibrium of mechanical
forces which he found in Poinsot.

Another direction of abstraction in general
equilibrium theory in its classic expressions has
been to ignore the effects of processes which do
not pass through the market. In particular each
consuming unit is described as interested only in
its own consumption in the theory of Pareto opti-
mality and as uninfluenced in its choices by the
choices made by other households. Similarly, the
production possibilities of one firm or process are
treated as independent of the productive activities
of other firms.

Some attempts have been made to incorporate
these effects in the general equilibrium models but
not with complete success. In particular there is
not a good theory of existence when consumer
possibility sets or production sets are affected by
levels of consumption and production.

The convexity assumptions which have
appeared in general equilibrium models from the
time of Walras are often not good approximations
of reality though they are depended on for many
of theorems of the subject, such as the theorems
on existence and Pareto optimality. However,
there is a theory of approximate equilibria and of
limiting results as the size of the market increases
relative to the participants which does something
to bridge the gap between theory and fact.

Finally, the assumption that the market partic-
ipants take prices as independent of their actions
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fails to describe many markets, and describes very
few exactly.

Nonetheless, this assumption may be useful for
a theory that embraces all markets, whose special
features cannot be described in detail. It may, that
is, give a good approximation to the working of
the economy as a whole. Also it is useful for its
implications for optimality, a point which was
perceived, albeit through a glass darkly, by
Walras. The proper notion was later found by
Pareto.

Just as the model does not accommodate
monopoly easily, government does not fit in
well. A chief difficulty arises from its compulsory
features which allow it to extract resources by
force rather than by voluntary agreement. Gov-
ernment is not easily described either as a pro-
ducer selling services, or as a voluntary
organization performing acts of collective con-
sumption, though in ways it resembles both.

Voluntary societies also do not fit perfectly in
the scheme of producers and households though
the disparity is less, since they must meet their
expenses from contributions by the membership
who will not contribute unless the services of the
society to them are worth the dues they pay.

Properties of General Equilibrium

Walras set the major objectives of general equi-
librium theory as they have remained ever since.
First, it was necessary to prove in any model of
general equilibrium that the equilibrium exists.
Then its optimality properties should be demon-
strated. Next it should be shown how the equilib-
rium would be attained, that is, the stability of the
equilibrium and its uniqueness should be studied.
Finally, it should be shown how the equilibrium
will change when conditions of demand, technol-
ogy, or resources are varied, the subject now
called comparative statics. He contributed to all
these lines of research.

Walras’s arguments for existence are not con-
clusive but he did contribute a basic principle, that
the model should be neither underdetermined nor
over determined. That is, the number of indepen-
dent equations to be satisfied and the number of
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variables to be determined should be equal. Some
critics saw right away that this equality did not
ensure a meaningful solution to the equation sys-
tem, for example, that the solution to such an
equation system is not guaranteed to be real.

The question was not taken up seriously until
the 1930s and the first rigorous treatment was
given by Wald (1935, 1936). Then in the 1950s
more complete solutions on neo-classical assump-
tions were found by Arrow and Debreu (1954),
McKenzie (1954), and Nikaido (1956).

In the discussion of models of general equilib-
rium that have been given above, the first require-
ment has been a set of assumptions from which
existence could be inferred. This approach to the
subject was begun in the papers of Wald and von
Neumann, presented to the colloquium of Karl
Menger (mathematician and son of Carl Menger,
the neoclassical economist) in Vienna in the
1930s.

The optimality that Walras claimed for com-
petitive equilibrium, under conditions of certainty,
except for insurable risk, did not seem to go
beyond individual maximization of utility in face
of an equilibrium price system. However, Pareto
gave a genuinely social definition that the alloca-
tion of goods and services in a competitive equi-
librium is such that no reallocation is possible
with some consumer better off unless some con-
sumer is made worse off. In fact, Walras seemed to
be groping for the same definition and his argu-
ments may be slightly extended to establish
Pareto’s proposition.

As noticed in the earlier discussion of markets
with certainty, Pareto optimality is implied by
maximization of preference under budget con-
straints and von Neumann’s law, or maximization
of profit given the technology. The former implies
that an allocation which improves one consumer’s
position and harms none must, given local non-
satiation for all consumers, be more valuable at
equilibrium prices while the latter implies that no
more valuable allocation is achievable. This argu-
ment depends on the finiteness of the value of the
goods in the economy. Otherwise the impossibil-
ity of a more valuable allocation is not meaning-
ful. Thus when the horizon is infinite and the
discount factor is too large, for example, equal to
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1 if the economy is stationary, or in general greater
than or equal to the reciprocal of the growth rate,
Pareto optimality may fail in competitive equilib-
rium, as Samuelson showed. Also there is no
reason to expect Pareto optimality, in an exact
sense, when some markets are missing, a very
likely eventuality when there is uncertainty and
goods must be traded on every possible contin-
gency to provide complete markets.

A second theorem on Pareto optimality asserts
that any Pareto optimum can be realized as a
competitive equilibrium. This theorem requires
assumptions which are similar to those leading
to existence, in particular, assumptions providing
local non- satiation for some consumers and con-
vexity of the preferred sets and the feasible set.
Moreover, when the number of goods is infinite as
in the case of an infinite horizon an additional
condition is needed to give the existence of the
prices. This condition may be that the sum of
consumers’ preferred sets has an interior or that
the production set has an interior. In the case of the
product topology and free disposal by consumers
the preferred sets will have interiors if the period
wise utility functions are continuous and bounded
(see Debreu 1954). Finally it was shown by Arrow
(1953) that in order for the Pareto optimal alloca-
tion to maximize preference over the budget set
rather than only to minimize the cost of achieving
a given preference level, it is useful to assume that
xi, the consumption set of the ith consumer, con-
tains a point which is cheaper than the allocation
he receives, fori = 1,...,m.

The stability theory for general equilibrium has
been largely devoted to the stability of the
Walrasian tatonnement, or process of groping for
equilibrium prices through a process of price revi-
sion according to excess demand. That is, prices
rise or fall depending on whether excess demand
is positive or negative. In the tditonnement there is
no trading until equilibrium prices have been
reached. The most convincing theorems concern
local stability and the dominant assumption lead-
ing to local stability is that the market excess
demand function satisfies the weak axiom of
revealed preference between the equilibrium
price and any other price in a sufficiently small
neighbourhood of the equilibrium price. That is, if
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p 1is an equilibrium price and e is the excess
demand function, p - e(p) — p - e(p) < 0 implies
p-e(p) —p-e(p) <O0. Since p is an equilibrium
price, e(p) =0, and p - e(p) = 0 by Walras’s
Law. Therefore, the condition holds and we may
conclude that p - e(p) > 0.

The weak axiom for the market may be
expected to hold if the net income effect of price
changes is small.

Consider the price revision process given by d
p;/dt =p;, =ei(p), i=1,...,n—1, where the
nth good is numeraire so p, = 0. Then consider
the function |p(¢) — p|, the square of the distance
from the equilibrium price vector to the price
vector at time £. We derive

a/a(lp(t)  PIY = 25" (o — PP
1
= Zi: (pi _l_’i)ei <0,

using the weak axiom of revealed preference and
Walras’s Law. Thus the distance of p(¢) from p
constantly falls, or p(t) — p as t — oo. Since
locally the rate of price change can be equated to
excess demand for any continuous tatonnement by
choice of units, this is a general argument. Since the
assumption of gross substitutes (e;< 0 fori # j and
e; = Oe{p)/Op;) implies the weak axiom, and the
assumption of a negative definite Jacobian [e;], ,
j=1,. . ., n—1, at equilibrium is equivalent to the
weak axiom locally, the weak axiom is a dominant
condition for local stability. All global stability
results are very special and relatively
unconvincing.

A rigorous treatment of the stability problem
for the tatonnement was given by Arrow and
Hurwicz (1958) and Arrow et al. (1959).
A stability theory which allows for trading was
given by Hahn and Negishi (1962). These theories
do not allow for speculative trading although
profitable arbitrage opportunities would be likely
to exist for any speculator who correctly inferred
what the price revision process was. The stability
of the tatonnement was conjectured by Walras, to
be the normal case for economies with many
goods and essentially correct arguments were
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given by Walras for the case of exchange econo-
mies with two goods. He recognized and illus-
trated the case of locally unstable equilibria in
the two goods case.

Finally, as Walras saw, it may be possible
through a general equilibrium analysis to deter-
mine the effect of changes in the exogenous fac-
tors, resources, technology, or tastes, on the
economic variables in equilibrium. This is analo-
gous to the effect of a change in the constraints on
the equilibrium of mechanical forces, an analogy
with which Walras would have been familiar from
the book of Poinsot. In the case of the exchange of
two commodities Walras derives some simple and
correct results for comparative statics just as he
does for stability. He observes that an increase in
the marginal utility of a good or a reduction in its
supply will raise its price. In drawing this infer-
ence from his demand and offer curves he con-
fines himself to stable equilibria as the only
equilibria of interest.

Hicks used the comparative static result of
Walras in a market with many goods to define
stability of equilibrium. Samuelson (1947)
pointed out that stability of equilibrium, where
stability is given a dynamic interpretation as in a
continuous tatonnement, may imply comparative
static results as a general principle. However, the
straightforward generalization of Walras is the use
of conditions which are sufficient to imply stabil-
ity as a basis for deriving theorems on compara-
tive statics. The most interesting theorem may be
that derived from the revealed preference assump-
tion at equilibrium.

Suppose that e(p) =0 but excess demand
changes so that the new excess demand function
e, (p) = e;(p) for i#l or n and ¢|(p) = 6 > 0.
while e/ (p) = J, > 0.Let n be numeraire. This
change can be arranged by taking J,, of the nth
good from some holder and compensating him
with ; = J,,/p; of the first good.

Suppose that the new equilibrium price is p, or
é(p) = 0. By Walras’s Law p - ¢/(p) = 0 and by
the assumption of revealed preference p. ¢/ (p) > 0.
Thus (p — p) - €'(p) < 0,0r (p; —p;)01 <O, or
P —p; > 0. Any good falls in price when the
excess demand for the numeraire rises at the
expense of that good (see Allingham 1975).
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A type of stability has been proved for com-
petitive equilibrium over time which concerns the
path of equilibrium prices over real time rather
than the path of disequilibrium prices over virtual
time, that is, the time of the tatonnement. It was
shown by Negishi (1960) that there is a social
welfare function associated with a competitive
equilibrium which is maximized in the equilib-
rium over feasible allocations. Suppose each con-
sumer has a concave utility function which is
given by a discounted sum of periodwise utilities.
Then the social welfare function which is maxi-
mized is also a discounted sum of periodwise
utilities equal to a weighted sum of the individual
utilities. Then using results from turnpike theory
for optimal capital accumulation it has been
shown by Bewley (1982) that the competitive
equilibrium allocations converge over time to the
allocations of a stationary competitive equilib-
rium whose capital stocks and allocations are the
same as those of the unique optimal stationary
path of capital accumulation given the social wel-
fare function. The utility functions and the pro-
duction functions are assumed to be strictly
concave and the discount factors are the same
for all consumers and sufficiently near 1. How-
ever, these conditions may be relaxed.

Comparative static and comparative dynamic
results have been derived from stability condi-
tions in the context of optimal capital accumula-
tion, which is equivalent to competitive
equilibrium over time with a representative con-
sumer. We may say that an optimal stationary path
of capital is regular if an increase in the discount
factor implies an increase in the value of capital
stocks at initial prices.

Then there are sufficient conditions for local
stability of the optimal stationary path which imply
that the path is regular. Similar dynamic results may
be achieved for non-stationary paths as well (see
Araujo and Scheinkman 1979). It may be possible to
extend these results to Bewley-type economies.

See Also

Arrow—Debreu Model of General Equilibrium
Existence of General Equilibrium
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General Equilibrium (New
Developments)

William Zame

Abstract

General equilibrium theory is the theory of
mass markets. The foundations of general
equilibrium theory were laid in the late 19th
and early 20th centuries by Walras and
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Edgeworth. The modern formulation was con-
ceived in the 1950s by Arrow, Debreu and
McKenzie, who also established the funda-
mental results: existence of competitive equi-
librium, Pareto optimality of equilibrium
allocations (the First Welfare Theorem), and
supportability of Pareto optimal allocations as
equilibria with transfers (the Second Welfare
Theorem). The ideas of general equilibrium
theory are widely used in models of markets
of all kinds, including in finance, international
trade and macroeconomics.

Keywords

Adverse selection; Aggregate excess demand
function; Arrow—Debreu model of general
equilibrium; Asymmetric information;
Bargaining; Commodity space; Competitive
equilibrium; Convexity; Core convergence;
Core equivalence; Default; Degree theory;
Edgeworth, F. Y.; Efficient markets hypothesis;
Equity premium; Existence of equilibrium;
General equilibrium; Implicit function theo-
rem; Incentive- compatible core; Incomplete
markets; Kakutani fixed point theorem; Law
of demand; Lipschitz functions; Market
power; Moral hazard; Multiple equilibria; Per-
fect competition; Pooling; Private core; Private
information; Rational expectations equilib-
rium; Revealed preference; Sard’s theorem;
Separation theorem; Tatonnement; Transfer-
able utility; Transversality conditions; Unique-
ness of equilibrium; Walras’s Law; Walrasian
expectations equilibrium

JEL Classifications
D5

The fundamental ideas, results and applications of
general equilibrium theory are well described in
general equilibrium, which was originally written
for the first (1987) edition of The New Palgrave.
However, there has been a great deal of notable
work since — too much to adequately survey in the
limited space available here. The discussion
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addresses only a few topics on which research
has been especially active:

* determinacy of equilibrium

+ perfect competition and justification of the
assumption of price-taking

* equilibration

* infinitely many commodities

* incomplete markets

* hidden information and hidden actions.

Determinacy

For many purposes, it is not enough to know sim-
ply that competitive equilibrium exists; we would
like to know how equilibrium varies when the
underlying parameters of the model vary. Such
comparative statics analysis is simplest and most
convincing when equilibrium is unique and
depends nicely on the underlying parameters.
However, it has been known for a long time that
even some very simple economies admit multiple
equilibria and that conditions on the primitives of
an economy that guarantee uniqueness of equilib-
rium must necessarily be unpleasantly strong. For
many purposes, however, it is enough to know that
equilibria are locally unique, and locally depend
nicely on underlying parameters.

Competitive equilibrium prices are the solu-
tions of the system of equations asserting, for
each good, that demand equals supply
(equivalently, that aggregate excess demand is
zero). In an economy with L consumption
goods, this is a system of L equations with
L unknowns; taking account of the price normal-
ization and Walras’s Law (aggregate expenditure
equals aggregate income), this reduces to a sys-
tem of L — 1 equations in L — 1 unknowns.
Because the number of equations equals the
number of unknowns, heuristic considerations
(linear approximations, for example) suggest
that local uniqueness might not be too much to
hope for. However, local uniqueness does not
always obtain: it is easy to exhibit simple Edge-
worth box (two persons, two goods) exchange
economies for which the set of equilibrium prices
is a continuum.
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Debreu (1970, 1972) showed that, if prefer-
ences are sufficiently smooth and indifference
surfaces are not flat and do not intersect the
boundary (for example, if preferences arise from
utility functions that are twice continuously dif-
ferentiable and differentiably strictly concave, and
exhibit infinite marginal utility for consumption at
zero levels of consumption), then almost all spec-
ifications of initial endowments lead to a finite
number of equilibria, and those equilibria depend
locally smoothly on endowments. Debreu’s
method was to first use the assumptions on pref-
erences to show that the aggregate excess demand
mapping is continuously differentiable, then to
rely on Sard’s theorem (which guarantees that
for almost every y € Yevery point in the inverse
image /' (v) is regular), and finally to appeal to
the implicit function theorem.

Two limitations of Debreu’s analysis are of
particular note. The first is the assumption that
indifference surfaces do not intersect the bound-
ary. An implication of this assumption is that, at
equilibrium, every agent consumes every com-
modity. This certainly seems false-to-fact, and
this assumption would be objectionable in many
applied models. Boundary consumptions create
problems because they lead (almost necessarily)
to an aggregate excess demand function that is not
differentiable. Shannon (1994) extends Debreu’s
results, obtaining generic determinacy while
accommodating boundary consumptions, by
showing that the aggregate excess demand func-
tion, although not differentiable, is Lipschitz (that
is, [flx) — fiv) | £ C| x — y| for some constant C)
and that the required implications of smooth anal-
ysis remain valid for Lipschitz functions. Blume
and Zame (1993) follow a different approach,
based on real algebraic geometry and particularly
useful for applied models, treating only utility
functions that are sufficiently smooth (roughly,
piecewise real-analytic), but accommodating
both boundary consumptions and utility functions
that are not strictly concave.

A second, more subtle, limitation of Debreu’s
analysis is that the set of boundary endowments
is of measure zero. Hence, saying that ‘almost all
specifications of initial endowments lead to a
finite number of equilibria’ says nothing at all

General Equilibrium (New Developments)

about an environment in which some agents are
not endowed with strictly positive amounts of all
commodities. If it is true that most economic
agents do not consume all goods, it is even
more true that most economic agents are endo-
wed with only a few goods — perhaps even with
their own labour and nothing else. A more satis-
factory specification would allow for the possi-
bility that some agents’ endowments of some
goods are constrained to be zero, and to ask for
determinacy for generic specifications of other
goods. Surprisingly, Minehart (1997) finds that
such specifications are compatible with robust
indeterminacy. Mas-Colell (1985) and Anderson
and Zame (2001) show that generic determinacy
is restored if we interpret genericity in the sense
of preferences (or utility functions) as well as
endowments.

For economies with an infinite dimensional
space of commodities, Debreu’s arguments are
typically inapplicable because the commodity
space and the price space are different and
demand functions are almost never continuously
differentiable (Araujo 1987). However, the same
outline can be applied, not to the aggregate
excess demand mapping, but to the aggregate
excess spending mapping. (Given a vector
A = (\;) of utility weights for the agents, find
the (unique) allocation (x;) that maximizes the
weighted sum XA; u; (x;) of agent utilities and
the price p that supports this allocation. The
value of the excess spending map S at weights
(A;) is the vector S(A) = (p - x; — p - ¢;) The price
p and allocation (x;) constitute a competitive
equilibrium if S(A) = 0.) Under the assumptions
that utility is separable (across time or across
states of the world) and that the underlying felic-
ity functions satisfy Debreu’s assumptions
(at each date or in each state of the world),
Kehoe and Levine (1985) show that the excess
spending map is smooth and hence that equilibria
are generically finite in number and depend
nicely on parameters. In the general case, Shan-
non (1999) and Shannon and Zame (2002) iden-
tify conditions on utility functions implying that
the excess spending map is Lipschitz; an appli-
cation of Lipschitz analysis again yields generic
determinacy.
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Perfect Competition and Price-Taking

The definition of competitive equilibrium rests on
the assumption of perfect competition; that is, that
agents are price-takers. This assumption is clearly
untenable if some agents are large, in the sense of
controlling resources that are a significant fraction
of the social total (although competitive equilib-
rium may serve as a useful benchmark even in
such environments). A large and important litera-
ture attempts to understand when the assumption
of price-taking behaviour is sensible.

One of the central themes in this literature
seeks to justify price-taking behaviour by show-
ing that cooperative outcomes are competitive —
or almost competitive — when the population is
large and agents are small. The largest portion of
this literature is inspired by Edgeworth, who gave
an informal argument that, for economies with
two commodities and two consumers, replication
shrinks the core of the economy (the set of feasible
allocations on which no coalition can improve
using only its own resources) to the set of com-
petitive allocations. Debreu and Scarf (1963) give
a formal statement of Edgeworth’s assertion and
show that it holds for economies with any (finite)
number of commodities and consumers
(assuming that consumers have strictly convex
preferences). Formally: as the number of con-
sumers grows the core coincides to the set of
competitive allocations. Aumann (1964, 1966)
constructs a formal limit model (with a continuum
of consumers) and establishes (under quite gen-
eral assumptions on preferences) that the core
coincides with the set of competitive allocations.

Although these results are exceedingly elegant,
the ‘real” economy is finite and that replication and
strict convexity of preferences are strong assump-
tions; hence neither Aumann’s core equivalence
theorem nor Debreu and Scarf’s core convergence
theorem applies directly to the ‘real’ economy. The
results of Keiding (1974), Dierker (1975) and
Anderson (1978) go a long way to removing this
objection, showing that for every finite economy
every core allocation can be approximately
decentralized by some price, and that the deviation
from exact decentralization (by some measures) is
small provided the number of consumers is large
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and that no consumer is endowed with more than a
small fraction of the social total of any good. For an
excellent survey of the state of the art in the late
1980s, see Anderson (1993).

Although these (and related) results are usually
accepted as cooperative justification for price-
taking, more recent work reveals surprising
subtleties.

1. Aumann’s core equivalence theorem for con-
tinuum economies assumes only that prefer-
ences are locally non-satiated (not necessarily
monotone). It had been widely assumed that
convergence theorems for finite economies
should obtain under the same assumption.
(The results of Debreu and Scarf, Keiding,
Dierker, and Anderson assume that preferences
are strictly monotone.) However, Manelli
(1991a, b) shows that core convergence may
fail if preferences are not monotone, and Hara
(2005) shows that further problems may arise if
some commodities are bads.

2. Most of the work on core convergence treats
only exchange economies. Xiong and Zheng
(2005) show that the validity of core conver-
gence for production economies depends in a
subtle way on smoothness of preferences, the
presence or absence of boundary allocations,
and especially on the interpretation of firm
shares as control rights.

3. The core is a cooperative solution notion based
on blocking; the various bargaining sets use
core logic, but impose more stringent require-
ments for blocking. (An allocation fails to be in
the core there is a coalition C and an allocation
g for C such that all members of C prefer g to f;
we might say the coalition C has an objection to
f An allocation f fails to be in the classical
bargaining set if there is a coalition C and an
allocation g for C such that all members of
C prefer g to f— so C has an objection to f'—
and in addition there is no coalition
D and allocation 4 for D such that all
members of D prefer /4 to f'and all members of
C N D prefer h to g — so no coalition has a
counter-objection to g.) The bargaining sets
are larger than the core, so convergence of
bargaining sets to the set of competitive



5174

allocations is a more stringent test of competi-
tion than is convergence of the core. Anderson
(1998) establishes a convergence result for the
classical bargaining set and a variant, but
Anderson, Trockel and Zhou (1997) show that
core convergence can fail for other bargaining
sets. Convergence of the core is sometimes
interpreted as the inability of groups to manip-
ulate the outcome; non-convergence of (some)
bargaining sets casts doubt on this
interpretation.

4. Ifthe number of commodities is fixed and finite
and the number of traders is large, then there
are many potential buyers and sellers of each
good; markets are thick. Recent work on the
core in economies with a continuum of agents
and an infinite number of commodities high-
light the importance of thick markets for per-
fect competition. If the commodity space is
separable, then there are ‘many more agents
than commodities’, and Aumann’s core equiv-
alence theorem obtains (Rustichini and
Yannelis 1991), but if the commodity space is
sufficiently large then there can be ‘more com-
modities than agents’, and Aumann’s theorem
can fail (Tourky and Yannelis 2001). Ostroy
and Zame (1994) focuses on the extent to
which commodities are good substitutes,
which can be interpreted as ‘economic thick-
ness’. If markets are economically thick then
again Aumann’s theorem obtains, but if mar-
kets are economically thin then Aumann’s the-
orem can fail.

5. When the commodity space is infinite dimen-
sional and the number of traders is finite, the
situation is even subtler. The Debreu—Scarf
core convergence theorem holds (Aliprantis
et al. 1985), but most of the obvious analogues
of the general core convergence theorems of
Keiding, Dierker and Anderson fail (Anderson
and Zame 1997). Thus there is a substantial
difference between replica economies and gen-
eral large finite economies; there can also be a
substantial difference between large finite
economies and continuum economies. Ander-
son and Zame (1997) identify two reasons for
these differences: the first is that the integrabil-
ity assumptions inherent in the continuum
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model, usually viewed as economically innoc-
uous in the finite dimensional setting, impose
economically serious restrictions in the infinite
dimensional setting; the second is that various
compactness properties that are inherent in the
finite dimensional setting no longer obtain in
the infinite dimensional setting. A different
consequence of the latter fact is that there are
well-behaved continuum economies for which
the core is empty and no competitive equilib-
rium exists (Zame 1986).

The work discussed above seeks to give coop-
erative justifications for price- taking behaviour; a
different literature seeks to give non-cooperative
justifications. For exchange economies, Rubin-
stein and Wolinsky (1985) propose a search
model in which agents enter the market, meet
and trade at random, leave the market to consume,
and are replaced. They argue that the steady-state
outcome of the bargaining game may differ from
the competitive outcome. Rubinstein and
Wolinsky focus on a setting in which the number
of potential buyers is different from the number of
potential sellers, but posit a replacement process
in which agents who match and leave the market
are replaced with exact duplicates. As a result,
agents on the short side of the market are unable
to exercise their market power. Gale (1986a, b,
1987, 2000) offers different models, using differ-
ent replacement processes, and shows that out-
comes of the search/bargaining game (both in
the steady state and not) do coincide with com-
petitive outcomes.

For production economies, Allen and Hellwig
(19864, b) argue that Bertrand price competition
leads to approximately competitive prices and
outcomes if there is a large number of firms sup-
plying a competitive consumption sector. Cheng
(2002) argues that, if firms are risk averse and
costs are uncertain, then Cournot quantity compe-
tition leads to approximately competitive prices
and outcomes but Bertrand price competition
may not.

Ostroy (1980, 1981) suggests a different
approach to perfect competition, based more
directly on the ability of individuals to influence
prices or to favourably manipulate outcomes.



General Equilibrium (New Developments)

Favourable manipulation will certainly be impos-
sible from any outcome for which each individual
already extracts his or her marginal product.
A formal definition is easiest for finite economies
with transferable utility. For each sub-coalition
S of the set N of all agents, let v(S) be the maximal
total utility obtainable by redistribution of the total
endowment of S. (The assumption of transferable
utility guarantees that this is economically sensi-
ble.) The marginal contribution of agent i to soci-
ety is thus v(N) — v(NV/i). If x is the vector of
utilities of a feasible allocation, then agent
i extracts his/her marginal product if x; =
V(N) — v(NV/i),; an allocation at which each agent
extracts his or her marginal product is said to
satistfy the no-surplus property. The appropriate
extensions of these definitions to continuum econ-
omies use limits of small coalitions as proxies for
individuals and derivatives as proxies for individ-
ual marginal products. For continuum economies
with a finite number of goods, no-surplus is
generic — but not universal. No-surplus is closely
related to perfect elasticity of demand and supply
(Ostroy 1984) and to the inability of agents to
manipulate; for some environments, these notions
are coincident (Gretsky et al. 1999). Makowski
and Ostroy (2001) provide an overview, bibliog-
raphy and applications to innovation and mecha-
nism design; Makowski (2004) gives a striking
application to non-contractible investment and the
‘hold-up’ problem. See also perfect competition;
Shapley value.

Equilibration

The definition of competitive equilibrium iden-
tifies a particular state of the economy but pro-
vides no clue as to the process by which the
economy is to reach this state. Without such a
process, competitive equilibrium may retain its
usefulness as a benchmark (normative solution),
but is in doubt as a description of reality (positive
solution). Unfortunately, no such process has been
described.

Walras suggested a simple and appealing pro-
cess that he called tatonnement: from any given
price system p, adjust prices in proportion to
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excess demands. However, for some economies,
the tatonnement process does not converge (Scarf
1960). Indeed, in view of the fact that, aside from
the necessity of satisfying Walras’s law, the excess
demand function of an economy is essentially
arbitrary (Sonnenschein 1973; Mantel 1974;
Debreu 1974), the tatonnement process may fol-
low an essentially arbitrary dynamic: converge
from some initial prices, diverge from others,
and cycle from still others. Although more com-
plicated adjustment processes have been pro-
posed, none seems economically sensible.
Moreover, any adjustment process that is univer-
sally convergent must of necessity use an enor-
mous amount of information: not just the excess
demand of each good at each price, but the deriv-
atives of excess demand of each good with respect
to own price and the prices of other goods as well
(Saari and Simon 1978; Saari 1985). An addi-
tional difficulty with tatonnement is that, because
prices adjust without trade, it does not seem to
describe any process we see in the real world.
(Walras imagined a fictitious ‘auctioneer’ who
sets a tentative price, receives tentative demands,
adjusts the tentative price, and so on, with the
process continuing until excess demand for all
goods is zero, at which point trade takes place.)
Keisler (1996) offers a suggestive model of
price adjustment with trade. Consider a large finite
population of traders and a single warechouse. The
warehouse manager announces an initial price p.
At each time ¢ thereafter, a single consumer, cho-
sen at random, comes to the warehouse, trades at
the current price p,, and leaves the economy.
(Thus, the trader has no incentive to misrepresent
or to wait.) The warehouse manager adjusts
prices in a direction proportional to the net trade
of the most recent consumer, leading to a new
price p.1, and the process continues. Keisler
shows that, if the population is large, the price
adjustments (the constant of proportionality) are
small, and the initial price p, is in the basin of
attraction of some price p* that is a stable equilib-
rium for the Walrasian tatonnement process, then
with probability close to 1 the price path will
reach, and eventually stay in, a small
neighbourhood of p* and most trades will take
place at prices near p*. (Because the warehouse
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manager adjusts prices following every trade,
prices do not converge — but they do not leave a
small neighbourhood of p*.)

Given that the Walrasian tatonnement
process need have no stable equilibria, one
might ask why Keisler’s result is of interest. It
should be kept in mind, however, that the
Debreu—Mantel-Sonnenschein theorem describes
only the theoretical possibilities for the aggregate
excess demand function of an economy; it does
not describe the aggregate excess demand func-
tion of any real economy. If the aggregate excess
demand function of the real economy is — always
or frequently — well- behaved, then Keisler’s
result provides hope for a sensible process that
converges to equilibrium.

Of course it is not possible to observe the
aggregate excess demand function of the real
economy. Failing that, it seems natural to ask
whether there are reasonable conditions on pref-
erences and endowments — and especially on the
distribution of preferences and endowments — that
are compatible with empirical observation and
also guarantee that the aggregate excess demand
function is well-behaved (stable or locally stable
for Walrasian tatonnement or some other natural
adjustment process). A sufficient condition for
this to be true is that the economy admit a repre-
sentative consumer, in the sense that the demand
function of the economy is the demand function of
a one-agent economy. (The tatonnement process
follows the differential equation dp/dt = K[w —
D(p)], where w is the aggregate endowment and
D(p) is aggregate demand at the price p, given
endowment w. Fix any equilibrium price p; by
definition, D(p*) = 0. At any non-equilibrium
price p, w is affordable but not chosen, so w is
dis-preferred to D(p). By assumption, D is the
demand function of a single agent, so revealed
preference applies; hence D(p) cannot be afford-
able at the equilibrium price p*; that is, p* - D(p)>
0. Walras’s Law guarantees that p - D (p) = p -
w for all prices p. Taken together, these are enough
to guarantee that the tatonnement process con-
verges from any initial price to the equilibrium
price p*.)

One promising approach focuses on the
distribution of preferences and endowments and
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shows that aggregate market demand D obeys
the law of demand; that is, (p — p') - (D(p) —
D(p)) < 0. (Existence of a representative con-
sumer is not enough to not guarantee the law of
demand in the aggregate.) For example, if all
agents have the same demand function, income
is independent of price, the income density is
decreasing and the smallest incomes are suffi-
ciently small, then the law of demand will hold
in the aggregate (Hildenbrand 1983). These
assumptions are strong but can be significantly
weakened (Chiappori 1985; Quah 1997). Alterna-
tively, if all agents have the same income, then
sufficient heterogeneity of demand functions will
also imply the law of demand in the aggregate
(Grandmont 1987); again, these assumptions are
strong, but can be significantly weakened
(Grandmont 1992; Quah 2002). See also aggrega-
tion (theory).

Incomplete Markets

The standard Arrow—Debreu—McKenzie general
equilibrium model posits a market for every com-
modity. Since the description of a commodity
includes the date and state of nature in which it
will be delivered, this entails markets for all
claims to all goods in all future dates and states
of the world. Radner (1972), building on a earlier
model of Arrow (1953), offers an alternative
model in which at each date and state of the
world there are spot markets for commodities
available at that date and state of the world and
for assets or securities (state-contingent claims to
wealth at future dates), but not for commodities at
other dates and states. In this model, the transfer of
wealth across time or across states of nature can be
accomplished only by trading available assets. If
all state- and time-dependent wealth transfers can
be accomplished by trading available assets, then
asset markets are complete, and the model reduces
to the Arrow—Debreu—McKenzie model; in the
alternative case, asset markets are incomplete.

In principle, asset payoffs (or dividends) in a
given date-event may depend arbitrarily on com-
modity spot prices in that date-event, and even on
the prices of other assets. Two particular kinds of



General Equilibrium (New Developments)

securities are of special interest. Financial assets
or nominal assets are those whose dividends are
independent of prices; such assets are abstractions
of real-world instruments such as treasury bills.
Real assets are those whose dividends in a given
date-event are the value at commodity spot prices
of a specified bundle of commodities; such assets
are abstractions of real- world instruments such as
commodity forward contracts. (Most real-world
forward contracts are marked-to-market; that is,
they promise to deliver the value of a particular
bundle of commodities rather than the physical
bundle itself. In a perfectly competitive market,
the distinction is unimportant, but in a real-world
market the distinction can be significant if, as
sometimes happens, the physical good promised
is in sufficiently short supply that the promised
quantity cannot be delivered.)

Radner (1972) establishes the existence of an
asset market equilibrium (for either nominal or
real assets), assuming an exogenously given
bound on short sales. Such a constraint is unsatis-
factory because if the constraint is binding then
the equilibrium depends on an arbitrarily given,
perhaps not economically meaningful, bound. For
economies in which all assets are nominal, Cass
(1984), Werner (1985) and Duffie (1987) show
that short sale bounds are not necessary. The case
of real assets is more subtle, because the possibil-
ities for wealth transfer may depend on commod-
ity spot prices. Suppose, for example, that trading
takes place today and tomorrow, that there are two
possible states — rainy and sunny — of the world
tomorrow, and that there are only two assets, one
promising delivery of (the value of) one bushel of
wheat in each state, the other promising delivery
of (the value of) one bushel of corn in each state. If
the ratio of the price of wheat to the price of corn is
different in the rainy state than in the sunny state,
then the dividends of these assets are linearly
independent, and the market is complete; if the
ratio of the price of wheat to the price of corn is the
same in the rainy state as in the sunny state, then
these assets are collinear and the market is incom-
plete. In the former case, the space of wealth
patterns that can be achieved by trading assets is
two-dimensional; in the latter case, it is
one-dimensional. In particular, consumers’
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budget sets are discontinuous functions of com-
modity spot prices. (For financial assets, divi-
dends are by definition independent of prices, so
this phenomenon cannot arise.) As Hart (1975)
shows, this phenomenon leads to examples in
which no equilibrium exists. However, Duffie
and Shafer (1985, 1986) show that equilibrium
does exist for generic values of the parameters.
(The proof uses degree theory, because familiar
arguments based on the Kakutani fixed point the-
orem are not applicable. Elegant fixed point pro-
ofs were later discovered by Husseini et al. (1990)
and Hirsch et al. (1990). Geanakoplos and Shafer
1990, gave an equally elegant homotopy argu-
ment.) For more complicated assets, such as
options, equilibrium may fail to exist for an open
set of parameters (Ku and Polemarchakis 1990).
The volume by Magill and Quinzii (1996) pre-
sents an excellent extended discussion and
bibliography.

The incomplete markets model is attractive in
part because it provides a framework in which to
model and address many interesting economic
phenomena and questions. For instance:

* When asset markets are incomplete, equilib-
rium commodity allocations need not be Pareto
optimal. Indeed, Geanakoplos and
Polemarchakis (1986) show that equilibrium
commodity allocations will typically fail to be
even constrained optimal: a social planner
could improve welfare of all participants,
even if constrained to use only existing asset
markets to transfer wealth.

* Enlarging the set of available assets increases
trading opportunities, so it is tempting to believe
that it improves welfare. A surprising example
due to Hart (1975) shows that enlarging the set
of available assets may make everyone worse
off; Elul (1995) and Cass and Citanna (1998)
show that the possibility of such Pareto worsen-
ing is a robust phenomenon.

* By definition, the dividends of financial assets
are independent of commodity spot
prices — but the purchasing power of these
dividends may depend on price levels. In a
market with only financial assets, there is noth-
ing to connect price levels in one date-event to
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price levels in another, so equilibrium asset
prices and purchasing power are generally
indeterminate; this leads to robust indetermi-
nacy of equilibrium prices and consumptions
as well (Balasko and Cass 1989; Geanakoplos
and Mas-Colell 1989). For real assets, the pur-
chasing power of dividends is independent of
price levels, and equilibrium prices and con-
sumptions are  generically  determinate
(Geanakoplos and Polemarchakis 1986).

* Default is suggestive of disequilibrium and
inefficiency. Dubey et al. (2005) show, to the
contrary, that default is compatible with equi-
librium and may in fact promote welfare. Zame
(1993) uses a similar framework to underscore
the positive role played by default in
expanding the effective span of assets when
markets are incomplete.

A recurring theme in the study of asset markets
is the importance of re-trading long-lived assets.
The power of frequent trading underlies both the
celebrated option- pricing formula of Black and
Scholes (1973) and portfolio insurance (Leland
1980). (Cox et al. 1979, present a more easily
understood discrete time version.) In a general
discrete time model, Kreps (1982) argues that, if
the number of long-lived assets is at least as great
as the degree of uncertainty from one date-event
to the next, then it will generically be possible to
replicate any wealth pattern by frequent trading of
a few long-lived assets. In particular, asset market
equilibrium will, in this circumstance, coincide
with complete markets equilibrium. Duffie and
Huang (1985) identify an appropriate of Kreps’s
spanning condition in the continuous time setting
(the setting most used in finance) and proves the
corresponding generalization of Kreps’s dynamic
completeness result.

In an infinite-horizon setting, the existence of
equilibrium when markets are incomplete requires
ruling out the possibility of perpetual borrowing
to pay each period’s debts; the ‘right’ conditions
(which may be expressed as transversality condi-
tions, as limits on short sales, or as debt con-
straints) were identified (independently) by
Magill and Quinzii (1994), Levine and Zame
(1996) and Hernandez and Santos (1996).
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The infinite-horizon setting is of particular
interest because of its connection with asset-
pricing. Mehra and Prescott (1985) show that
historical returns on equity (stocks) cannot be
reasonably explained within a complete-markets,
infinite-horizon, asset-pricing model in the style
of Lucas (1978). US data, (real) returns on safe
assets (such as Treasury bills) are about one per
cent and returns on equity are about seven per
cent. With reasonable choices for time preference
and risk aversion, the model suggests that returns
on safe assets should be about two to three per
cent and that returns on equity should be about
three to four per cent; even extreme specifications
of risk aversion do not yield an equity premium
(that is, a rate of return on equity in excess of the
return on safe assets) above two per cent. For
overviews see Kocherlakota (1996) and
Cochrane (2001).

A plausible objection to the complete markets
assumption made by Mehra and Prescott is that
labour income is not readily tradable; however,
computationally tractable models with plausible
parametrizations of untradable labour income do
not appear to deliver a substantially higher equity
premium (Telmer 1993; Lucas 1994; Heaton and
Lucas 1996). On the other hand, Constantinides
and Duffie (1996) show that an arbitrary equity
premium can be generated if enough income is
untradable. More precisely, given an aggregate
income process and any system of asset prices
that are consistent with time preference, there is
a distribution of untradable income for which the
given prices constitute an equilibrium. The argu-
ment of Constantinides and Duffie relies on indi-
vidual shocks that are permanent; whether that
assumption is necessary and whether the true dis-
tribution of labour income (or other untradable
income) is sufficient to generate the observed
equity premium is a subject of considerable inter-
est (Levine and Zame 2002; Cogley 2002; De
Santis 2005).

An interesting alternative explanation for the
divergence of observed asset prices from theoret-
ical predictions is that markets are complete but
participation is not. Alvarez and Jermann (2000),
building on a model of Kehoe and Levine (1993),
explore the implications for asset pricing of an
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environment in which imperfect enforcement gen-
erates endogenously incomplete participation.
See also incomplete markets.

Infinitely Many Commodities

The description of a commodity includes its phys-
ical characteristics and the date, location and state
of the world at which it will delivered. If time is
modelled as continuous or the horizon is modelled
as infinite, if uncertainty is modelled by the use of
an infinite state space, or if commodities are
modelled as having a continuous range of possible
characteristics, then the number of commodities
will be infinite. Examples include:

* the use (especially in macroeconomics and
asset pricing) of [°° (the space of bounded
sequences) to model of consumption and
trade over an infinite time horizon (Bewley
1972; Lucas 1978; Mehra and Prescott 1985);

« the use (especially in finance) of L*(Q, F, P)
(the space of random variables with finite mean
and variance on some probability space (Q, F,
P)) (and related spaces) to model choice and
asset trading under uncertainty (Black and
Scholes 1973; Merton 1973; Duffie and
Huang 1985);

+ the use of C[0, 7] (the space of continuous
functions on the interval [0, 7]) or L™ (R,)
(the space of bounded functions on the
non-negative real numbers) to model con-
sumption and trade in a continuous-time
framework (Gabszewicz 1968; Bewley 1972);
and

* the use of M(K) (the space of (signed) measures
on some space K of commodity characteristics)
to model finely differentiated commodities
(Mas-Colell 1975; Dixit and Stiglitz 1977;
Hart 1979, 1985a, b; Jones 1984).

The Arrow—Debreu—McKenzie framework is
powerful because it can be applied in many dif-
ferent economic environments, so it is natural to
look for an extension of this framework which
applies in the models above (and hopefully in
many others).
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In looking for such an extension, several prob-
lems arise. The most obvious problem is that
neither budget sets nor feasible sets need be com-
pact (in the given topology); thus the existence of
optimal choices is immediately in doubt. An
approach that avoids this difficulty, and is quite
generally applicable, is to make use of the fact that
most infinite dimensional vector spaces admit
many topologies. For example, L™ = L™ (R,)
admits a norm topology (where ||f]| is the essential
supremum of |f]), but it also admits two weaker
topologies that arise from viewing L™ as the space
of continuous linear functionals on L' = L' (R,)
(the space of integrable functions on R.): o(L™,
L") (the weak topology) is the weakest vector
space topology on L™ for which L' is the space
of continuous linear functionals, and t(L>, L")
(the Mackey topology) is the strongest vector
space topology for which L' is the space of con-
tinuous linear functionals. The weak topology is
weaker than the Mackey topology which is in turn
weaker than the norm topology (Dunford and
Schwartz 1957). The applicability to equilibrium
analysis comes from three facts:

(1) in the weak topology, closed and bounded
sets are compact;

convex sets that are closed in the Mackey
topology are also closed in the weak
topology;

for preference relations, continuity in the
Mackey topology can be interpreted as
impatience.

(ii)

(iii)

In view of (iii), Mackey continuity of preferences
is an economically meaningful and natural
assumption; in view of (ii), preferences that are
convex and Mackey continuous are also weakly
upper hemi-continuous; in view of (i), such pref-
erences admit optimal choices whenever feasible
sets are closed and bounded. (This interplay
between topologies is a familiar functional-
analytic theme.)

The second problem that arises is that sensible-
looking preference relations may not admit
supporting prices. When the commodity space is
finite-dimensional and preferences are convex,
the separation theorem guarantees that a
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supporting price at a consumption bundle x can be
constructed as a linear functional separating
x from the set p(x) of bundles strictly preferred
to x. When the commodity space is infinite dimen-
sional, the separation theorem only guarantees the
existence of a linear functional separating x from
p(x) in case p(x) has non-empty interior. In many
spaces, this is problematical because the positive
cone (the most natural consumption set) has
empty interior, whence, a fortiori, the strictly pre-
ferred set also must have empty interior.

Mas-Colell (1986) shows by example that
supporting prices need not exist, and identifies a
class of preferences for which supporting prices
do exist. Say that a preference relation defined on
the positive cone X, of some commodity space
X is uniformly proper if there is some vector v €
X, and some open cone C containing v such that
for each x € X, every bundle in (x — C) N X, is
strictly dis-preferred to x. (The non-existence of
supporting prices may be interpreted as unbound-
edness of marginal rates of substitution; uniform
properness may be interpreted as a bound on
marginal rates of substitution.) For commodity
spaces that are topological vector lattices
(ordered topological vector spaces in which
every pair of elements have an infimum and a
supremum and in which the lattice operations are
continuous), Mas-Colell shows that uniform prop-
erness is the crucial additional assumption needed
to guarantee the existence of competitive equilib-
rium for exchange economies with a finite number
of agents. Mas-Colell (1986) and Zame (1987)
extend the existence theorem to include produc-
tion economies, introducing (necessary) addi-
tional conditions that bound marginal rates of
transformation as well as marginal rates of substi-
tution. Mas-Colell and Richard (1991) offer a
different proof that makes weaker assumptions
by focusing more on the lattice structure of the
price space and less on the lattice structure of the
commodity space; this is important in a number of
applications. Mas-Colell and Zame (1991) and
Aliprantis et al. (1989) provide good surveys of
the existence theorems, including discussion of a
number of different proof strategies.

A surprising aspect of the analysis in the infi-
nite dimensional setting is that it relies heavily on
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the order structure of the commodity and prices
spaces and on the assumption that consumption
sets coincide with the positive cone of the com-
modity space, which play no role in the finite
dimensional setting. That the order structures
should play an important role is suggested by
Aliprantis and Brown (1982), but a
foreshadowing can already be seen in Bewley
(1972). In that paper, the role of the order structure
is not to guarantee the existence of equilibrium,
but to guarantee the existence of equilibrium with
economically meaningful prices (that is, prices in
I' rather than in the full dual of /). Bewley’s
argument rests on the possibility of decomposing
a socially feasible bundle dominated by the social
endowment into a sum of individually feasible
bundles dominated by individual endowments.
That this is possible is a consequence of the
Riesz decomposition property, which holds when
the commodity space is a vector lattice and con-
sumption sets are the positive cone, but not for
general commodity spaces or consumption sets.
The arguments used by Mas-Colell to construct
prices that support a Pareto optimal allocation,
and by Yannelis and Zame (1986) to provide
estimates on supporting prices, make similar use
of the Riesz decomposition property and so again
require that the commodity space be a lattice. For
explorations of equilibrium theory when assump-
tions on the order structure are relaxed, see
Aliprantis et al. (2001) and Aliprantis
et al. (2005). See also functional analysis.

Hidden Information and Hidden Actions

The standard model of competitive markets treats
an environment in which all agents are equally
informed about economically relevant parame-
ters, and has nothing to say about environments
in which agents are asymmetrically informed —
but even casual observation suggests that the latter
environments are more common than the former.

That asymmetric information can have an
enormous impact on market outcomes is pointed
out forcefully in Akerlof’s (1970) seminal discus-
sion of used-car markets. Because sellers typically
have private information about their own cars,
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such markets display adverse selection:
low-quality cars are offered for sale more readily
than are high-quality cars, so the quality distribu-
tion of cars offered for sale at a given price will be
skewed downward in comparison with the overall
distribution of cars in the market. As a result,
market outcomes may be less efficient than in
the case where all information is public; in
extreme situations, only autarkic outcomes
(no trade) may obtain, even though every poten-
tial buyer values every car more than its original
owner.

Adpverse selection arises in many other markets
as well. Potential borrowers may know more
about their creditworthiness than do potential
lenders, owners/ operators of a productive firm
may know more about its future profitability
than potential investors, and potential buyers of
insurance may know more about their accident or
health risks than do potential sellers of insurance.
In the insurance context, Rothschild and Stiglitz
(1976) argue that adverse selection may become
so important that equilibrium does not exist. (But
Rothschild and Stiglitz use a mixed, and not
strictly price-taking, notion of equilibrium.)

The work of Akerlof makes it clear that asym-
metric information may matter for market out-
comes; the work of Rothschild and Stiglitz
makes it clear that asymmetric information may
matter for the way we model markets as well.
Following these seminal contributions, a large
literature has sought to integrate asymmetric
information with general equilibrium modelling
of competitive markets. Central issues in this lit-
erature include: which models are appropriate for
which kinds of asymmetric information? Does the
operation of the market reveal information? If so,
how? And how much?

Radner (1968) develops a model of an envi-
ronment in which agents learn their private infor-
mation (modelled as an information partition over
true states of the world) and make contingent
trades before the true state of the world occurs.
In this model, private information acts as a con-
straint on choices: each agent can choose only
among state-contingent consumption bundles
that are measurable with respect to his/her private
information; call such bundles private.
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A Walrasian expectations equilibrium consists of
economy-wide prices and private consumption
bundles for each agent such that each agent’s
bundle is optimal among private, budget-feasible
consumptions, and markets clear in each state of
the world. If free disposal is permitted, standard
conditions guarantee that Walrasian expectations
equilibrium exists. For these environments,
Walrasian expectations equilibrium can be justi-
fied as a descriptive theory in much the same way
that Walrasian equilibrium is justified for symmet-
ric information environments: as the limit of a
cooperative solution. For these asymmetric infor-
mation environments, the appropriate cooperative
notion, the private core, consists of private allo-
cations (vectors of private consumption choices)
which have the property that no coalition can
construct an improving private allocation, using
only its own resources (Yannelis 1991; Allen
1994, 2003. Aliprantis et al. (2001), Einy
et al. (2003) and Hervés-Beloso et al. (2005)
show that versions of Debreu and Scarf’s (1963)
core convergence theorem and Aumann’s (1964)
core equivalence theorem obtain for the private
core and Walrasian expectations equilibrium.

For environments in which trade takes place
after the true state of nature occurs but before it is
publicly known, agents may use their own private
information and draw inferences from market
activities, such as prices (Radner 1979).
A rational expectations equilibrium consists of a
(state-dependent) price function and an allocation
such that each agent’s state-dependent consump-
tion bundle is measurable with respect to the join
of his or her own information and the information
in prices, each agent optimizes among measurable
budget-feasible bundles, and markets clear in each
state of the world. A simple example (Kreps 1979)
shows that some simple economies do not admit
any rational expectations equilibrium. However,
for generic specifications of economic parameters
(endowments, information and preferences or
utility functions) there is always a rational expec-
tations equilibrium in which all information is
fully revealed (Allen 1981). In the presence of
noise, such as uncertainty about aggregate endow-
ments, equilibrium may be partially, but not fully,
revealing (Admati 1991). Rational expectations
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equilibrium forms the theoretical basis of a cor-
nerstone of finance, the efficient markets hypoth-
esis, which asserts that all information is revealed
in prices.

An alternative view of rational expectations
equilibrium, as a rest point of a rational, but
imperfect, learning process, is offered by Ander-
son and Sonnenschein (1985). In their framework,
each agent has an exogenously given (linear)
model of the world and the economy, and chooses
parameters of the model to best fit the observed
data. At equilibrium (a rest point of the process of
fitting parameters to data), each agent’s model is
best fitting but not necessarily correct. At such an
equilibrium, agents may not have learned every-
thing, but they have learned all that is possible for
them to learn, given their models. Bossaerts
(2002) addresses the econometric implications of
this kind of rational, but imperfect, learning
process.

A criticism of rational expectations equilib-
rium is that it does not address the mechanism
through which agents obtain their private infor-
mation. This seems an important omission
because, if all information were to be revealed
by prices, there would seem to be no incentive
for agents to acquire information in the first place,
especially if acquiring information is costly
(Grossman and Stiglitz 1980). A second criticism
of rational expectations equilibrium is that extra-
cting information from prices seems to require
agents to have a great deal of information about
the economy (including information about other
agents); when equilibrium is fully revealing, for
example, agents must be able to invert the map
from states of the world to equilibrium prices.
Perhaps the most serious criticism of rational
expectations equilibrium is that it provides no
process by which information gets into prices. If
agents use information in prices in forming their
demands, how do those demands influence
prices? If demands do not influence prices,
where do prices come from?

A very fruitful approach to the revelation of
private information takes as its starting point the
observation that private information gives rise to
incentive problems: if private information is valu-
able, agents may not wish to take actions that

General Equilibrium (New Developments)

reveal that private information. However, incen-
tive problems may not matter much if agents are
informationally small. (A new-car variation of
Akerlof’s familiar used-car market provides an
intuitive idea of what it means to be information-
ally small. Suppose that all cars have the same true
quality, unknown to both buyers and sellers, but
that sellers receive noisy signals of this common
quality. If there are many sellers, and sellers’
signals are conditionally independent, then the
marginal amount of information revealed by the
signal of a given seller is small. Put differently: in
an economy with many sellers, each seller’s signal
has little effect on the true posterior information
about quality.) This idea can be formalized in a
number of different ways. For instance, Gul and
Postlewaite (1993) and McLean and Postlewaite
(2002) describe classes of environments for which
allocations close to competitive allocations are
incentive compatible in large replications.
McLean and Postlewaite (2005) define an
incentive-compatible core and show that incentive
compatible core allocations in replica economies
are close to competitive allocations of the full
information economy provided that agents are
informationally small. Forges, Heifetz and
Minelli (2001) prove a related convergence result
in a different formulation that includes lotteries.
Prescott and Townsend (1984a, b) pioneered
an approach that treats certain kinds of private
information and incentive issues within the stan-
dard general equilibrium paradigm. Prescott and
Townsend model shocks (hidden information) as
affecting preferences. Incentive problems (moral
hazard) arise in guaranteeing that agents who
experience a particular shock should have no
incentive to misrepresent themselves as having
experienced a different shock; these incentive
constraints are incorporated into consumption
sets. Two unusual aspects of the model is that
objects of choice are lotferies over consumption
bundles and that prices are linear in probabilities
but not necessarily in consumption. Competitive
equilibria exist and are Pareto optimal within the
class of allocations that satisfy the incentive con-
straints. (Allowing for lotteries guarantees that
consumption sets and preferences are convex, so
that familiar Arrow—Debreu existence results can
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be applied. It does not seem commonly observed
that, in the continuum of agents framework Pres-
cott and Townsend adopt, convexity of consump-
tion sets and preferences is not necessary to
guarantee the existence of an equilibrium.)

If enforcement of contractual arrangements is
imperfect, then issues of moral hazard and adverse
selection arise in financial markets as well. Bor-
rowers may choose to default on promises (moral
hazard) and borrowers who are poor risks or less
affected by sanctions are more likely to default
than are borrowers who are good credit risks
(adverse selection). Surprisingly, neither of these
interferes with the existence equilibrium, pro-
vided that deliveries on asset promises are pooled
(Dubey et al. 2005). The most familiar pooled
financial instruments are collateralized mortgage
obligations, which are pools of individual mort-
gages. Pooling mortgage deliveries spreads the
default risk across all lenders; absent pooling,
each lender would face the idiosyncratic risk that
individual borrowers default against them.
Although default is suggestive of deadweight
losses, allowing for default may be Pareto-
improving when markets are incomplete, because
it expands the effective span of available assets
(Dubey et al. 2005; Zame 1993).

Bisin et al. (2002) argue that, if all trade — even
trade for commodities — is carried out through
contracts, and deliveries on all contracts are
pooled, then both adverse selection and moral
hazard can be accommodated within almost stan-
dard general equilibrium models. (The assump-
tion that deliveries on commodity contracts are
pooled would seem natural for orange juice, but
not for used cars; the assumption that deliveries on
financial contracts are pooled would seem natural
for collateralized mortgage obligations but not for
individual mortgages.) Dubey and Geanakoplos
(2002) use a similar idea to reformulate the insur-
ance economy of Rothschild and Stiglitz (1976)
and argue that an equilibrium always exists.

All of the work described above considers
either economies in which individuals consume
by themselves and production (if any) is of the
standard Arrow—Debreu—McKenzie type.
A growing literature treats economies in which
individuals consume and/or produce in small
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groups (teams or firms). Prescott and Townsend
(2006), Rahman (2005) and Song (2006) treat
general equilibrium models with team production.
Output is a function of observable investment and
unobservable effort, which creates a moral hazard
problem. Working in the tradition of Prescott and
Townsend, these papers find institutional arrange-
ments that permit the decentralization of
incentive-efficient configurations. When produc-
tion is deterministic and utility is transferable, the
requisite institutions include contract arbitrageurs
and Lindahl (personalized) prices for team mem-
bership; when production is stochastic and utility
is not transferable, public randomization devices
and assets whose payoffs depend on the distribu-
tion of idiosyncratic uncertainty are required
as well.

Zame (2005) takes a different approach, adding
hidden information and hidden actions to the clubs
framework of Ellickson et al. (1999, 2006). In that
model, firm output and individual utility depend on
skills and actions of other agents, which are
unobservable and uncontractable; thus there is
scope for both adverse selection and moral hazard.
Moreover, because output within firms depends on
action profiles, agents are subject to idiosyncratic
risk. The set of firms that form and the contractual
arrangements that appear, the assignments of
agents to firms, the prices faced by firms for inputs
and outputs, and the incentives to agents are all
determined endogenously at equilibrium. Agents
choose consumption — but they also choose which
firms to join, which roles to occupy in those firms,
and which actions to take in those roles. Agents
interact anonymously with the (large) market, but
strategically within the (small) firms they join. The
model accommodates moral hazard, adverse selec-
tion, signalling and insurance. Equilibrium alloca-
tions may be incentive efficient and even Pareto
ranked.

See Also

Adverse Selection
Aggregation (Theory)
Efficient Markets Hypothesis
Functional Analysis
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General Equilibrium with Incomplete
Markets

Michael Magill and Martine Quinzii

Abstract

An account is given of the principal concepts
and results of general equilibrium with incom-
plete financial markets over a finite horizon,
focusing on the generic existence, sub-
optimality and determinacy of equilibrium.
Many results depend on the nature of the finan-
cial securities, whether they are real or nomi-
nal, nominal securities leading to the analysis
of a class of monetary equilibrium models.

Keywords
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One of Adam Smith (1776)’s beautiful insights is
that markets coordinate the activities of agents and
lead to optimal allocations, even though agents act
purely in their own self-interest. The idea was
formalized in elegant form some 200 years later
in the 1950s by Arrow, Debreu and McKenzie in
the branch of economics which came to be known
as general equilibrium theory (GE). The GE
model, which involved a finite number of con-
sumers, firms and goods, was static. Arrow

General Equilibrium with Incomplete Markets

(1953) and Debreu (1959) showed how the
model could be extended to a setting with time
and uncertainty by introducing an event-tree to
describe the uncertainty, and a structure of mar-
kets in which contingent contracts for future
delivery of commodities are traded at an initial
date. Although this model, which has come to be
known as the Arrow-Debreu model (AD),
involves time and uncertainty in the characteris-
tics of the economy, it is still essentially static: all
trading is assumed to take place at an initial date,
and at subsequent dates, promises are delivered
but no new contractual commitments are made.

Spot-Financial Market Equilibrium

In a striking paper Arrow (1953) showed that any
AD equilibrium could be achieved by using an
alternative and more realistic sequential system of
markets, consisting of financial (Arrow security)
markets and spot markets for goods at each date-
event. An Arrow security purchased or sold at date
t is a contract promising to deliver one unit of
income in one of the possible contingencies that
can occur at date ¢ + 1. If at each date-event there
exists a complete set of such contracts, one for
each contingency that can occur at the following
date, then an AD equilibrium allocation can be
achieved by a combination of these Arrow secu-
rity markets for redistributing income, and spot
markets for exchanging goods. When the Arrow
securities are replaced by a general class of finan-
cial securities calling for the delivery of income or
goods at future date-events, we obtain the concept
of a spot-financial market equilibrium. In order
that the allocation obtained with this structure of
markets coincide with the allocation obtained
with Arrow—Debreu contingent markets, two con-
ditions must be satisfied: the financial markets
must be complete, and agents must correctly
anticipate at the initial date the spot prices of
every good and the payoff of every security at
every date-event in the future. This correct-
anticipation condition is needed in order that the
income that agents choose to bring forward by
their holding of financial securities permits them
to buy the bundle of goods that they had planned
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to consume when choosing their income transfers.
To obtain such a well-coordinated outcome agents
should have familiarity with the functioning of the
markets, and some stationarity in the structure of
the economy should prevail in order that agents
can form such correct anticipations.

Removing the assumption of correct anticipa-
tions leads to the theory of temporary equilibrium,
which focuses on the minimal conditions on
agents’ expectations of future prices which permit
current markets to clear. Maintaining the assump-
tion of correct anticipations of future prices while
dropping the assumption that financial markets
are complete leads to the theory of general equi-
librium with incomplete markets, GEI for short.
The GEI model has served to improve our under-
standing of the relationship between the real,
financial and monetary sectors of the economy
by providing a common framework for studying
traditional price theory, the theory of finance and
monetary theory.

One of the significant contributions of general
equilibrium to economic theory is that it has
revealed the deep insights that an abstract and
rigorous mathematical model can provide into
the functioning of an economic system: rigour,
abstraction and clarity of thought are the hall-
marks of the GE approach. Three properties of
an equilibrium - existence, optimality and
determinacy — have provided the basic template
for organizing the theory. Establishing existence
ensures that the different components of the
model fit together in a coherent way; the analysis
of optimality evaluates the efficiency of the under-
lying market structure as a mechanism for allocat-
ing resources; establishing determinacy provides
a measure of the ability of the model to predict the
outcome of equilibrium. Following this pro-
gramme in the theory of incomplete markets has
required new mathematical techniques to analyse
the properties of equilibrium. For, unlike in tradi-
tional GE, many properties of a GEI equilibrium
are ‘almost always true’ but admit some counter-
examples. For example, if the financial markets
are incomplete, for almost all economies risk shar-
ing will not be optimal: however there are some
special economies studied in finance, like the
mean-variance economies of the capital asset
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pricing model, in which the equilibrium is optimal
with only bond and equity contracts which tech-
nically do not constitute a complete security struc-
ture. As a result the analysis of the GEI model
relies heavily on the use of differential topology,
which is the branch of mathematics ideally suited
to study typical, or ‘generic’, properties of solu-
tions to a system of equations.

The GEI Model

To set the stage for studying the properties of the
GEI model, consider the simplest version of the
model, a two-period (¢ = 0,1) exchange economy
with L commodities and / agents, where each
agent is uncertain about his endowment of the
goods at date 1. Let ‘uncertainty’ be expressed
by assuming that ‘nature’ will draw one of
S possible ‘states of nature’, say s {1,...,S},
and though each agent does not know which state
will be chosen, he does know what his endow-
ment w’s = (a)’sl e, a)’sL) will be if state s occurs.
For convenience we label date 0 as state 0; then
agent i’s endowment is o' = (w), w},...,of),i
=1, ...,I. Agents can exchange goods and share
their risks by trading on spot markets (one for each
good in each state), and can redistribute their
income over time and across states (thereby shar-
ing risks) by trading on financial markets.

Let p, denote the spot price of good / in state s,
and let p, = (py,...,py) denote the vector of
spot prices in state s; thenp = (py, . . . , p,) denotes
the vector of spot prices across all date-events in
this two-period setting. A similar notation is used
for allocations.

At date 0 there are also J securities (j = 1, ...,
J) that agents can trade. Security j is a promise
made at date 0 to pay V7, if state s occurs, where the
payment V7 is measured in the unit of account of
states,s = 1, ...,S. We say that security j is real
if it is a promise to deliver the value of a bundle of

goods A/ = (Aj . ,A{;L> in each state s so that

sl
Vi =pAl . If the first good is chosen as the
numeraire for keeping accounts in each state,
then p,; =1 and a security j that is real but
which only delivers units of the first good is called
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a numeraire security: for such a security V/ = Aﬁ !
,s =1, ...,S. Security  is said to be nominal if its
payoff ¥ is independent of the spot prices p.
Whatever the type of the security, its price at
date 0 is denoted by g;, and the vector of all
security prices is ¢ = (¢, .- -, q;)-

Each agent trades on the financial markets
choosing a portfolio 2/ = (..., z}) of the secu-
rities. These transactions on the financial markets
redistribute the agent’s income across time and the
states. The income acquired or sacrificed at date
0is —qz' = — 'j:l qu.;:(ifzji < 0, agent i sells

B(p,q, o) = {xfeRi(“‘HpO

(o — @) = —z',
Dy (xi — wi) =V,
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security j, i.e. uses security j to borrow; if zj >0,
agent i buys security j, i.e. uses security j to save).
The income earned or due in state s is

. J .
Vi = E , 1V’Sz;-, where V, denotes row s of
= .

the SxJ matrix V of security payoffs. These
income transfers serve to finance the excess
expenditures p, (x. — w!) of the planned con-
sumption stream x' = (xj, x| ...,x%). Thus the
agent’s budget set, when current and anticipated

prices are (p, q), is given by

Each agent i has a preference ordering over the
consumption streams ' € RI;(SH) which is
represented by a utility function ' : Rﬁ(“l) —
R which is typically assumed to have ‘nice’ prop-
erties of strict quasi-concavity, monotonicity and
smoothness.

An equilibrium of ‘plans, prices, and price
expectations’ in Radner’s (1972) terminology,
also called a spot-financial market equilibrium,
is defined as a pair of actions and prices
((%.2), (p.g)) such that (¥',z') maximizes u'(x")
over the budget set #(p,g, '), i =1, ...,1I.

the spot markets clear:

S (@ -0l)=0,5=0,....8

. . I i
the financial markets clear: Zi:l 7 =0.

The market-clearing conditions (ii) for the agents’
planned consumption vectors at date 1 (for
s = 1,..., S) are what Radner called an equilib-
rium of ‘plans’, since the planned consumptions
of all agents are compatible, and the anticipated
vector of prices p, for each states s will be an
equilibrium vector of spot prices if state s occurs
(equilibrium of ‘expectations’). Because agents
trade at each date this is also called a sequential
equilibrium.

If the rank of the payoff matrix Vis S, so that all
possible income transfers from date 0 to date 1 are
feasible (at a cost), then we say that financial
markets are complete. Otherwise, if rank
(V) < S, then financial markets are incomplete,
and the corresponding equilibrium is often called
a GEI equilibrium.

Existence

If all securities are either numeraire or nominal
securities, the budget set %(p, ¢, ') depends con-
tinuously on the prices (p, ¢). To prove existence of
equilibrium with such securities, the main insight,
over and above the techniques used in classical
general equilibrium theory, is that the set of candi-
date equilibrium prices ¢ for the securities must be
restricted to no-arbitrage prices. A portfolio z € R’
is called an arbitrage portfolio if gz < 0 (by selling
some securities and buying others the portfolio has
no cost) and Vz>0 (the date 1 payoff is
non-negative) with at least one inequality. An arbi-
trage portfolio enables an agent to get something
(a positive income in some state) without incurring
any cost. g is a no-arbitrage vector of security
prices if it does not admit an arbitrage portfolio.
Much of the modern theory of finance consists
in exploring the consequences of no-arbitrage for
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the pricing of securities. The analysis centres
around the following characterization of
no-arbitrage, which is also fundamental for prov-
ing existence of an equilibrium in the GEI model.
If Vis a fixed matrix of payoffs for the securities,
q is a no-arbitrage vector of security prices if and
only if there exists a strictly positive vector of
present-value prices T = (my,. .., Tg) for income
across the states at date 1 such that the price of
each security issthe present value of its payoff
stream: ¢; = Zs:l TcSV{,s =1, ...,5 By work-
ing with the present-value prices m, the standard
Kakutani fixed point theorem can be used to prove
existence of an equilibrium with numeraire or
nominal securities.

When the securities are real a new difficulty
appears, since the payoffs V/ = p A/ depend on
the spot prices, so that when the vector of spot
prices p changes, the rank of the payoff matrix
V' can change, leading to discontinuities in the
agents’ demand functions. As Hart (1975) showed,
this can lead to nonexistence of equilibrium. The
same kind of discontinuity can appear in the multi-
period model with long-lived securities even if the
securities are nominal or numeraire. Overcoming
this difficulty, i.e. showing that the economies
which do not have equilibria are exceptional, has
required sophisticated techniques of differential
topology which we do not attempt to describe
here. The first result was obtained by Duffie and
Shafer (1985), and a survey of the methods used for
proving generic existence is provided by Magill
and Shafer (1991).

Optimality

Since there is a spot market — and thus a price — for
each good in each state, the agents’ rates of sub-
stitution among goods in each state are equalized.
To obtain Pareto optimality the additional condi-
tion required is that the agents’ present-value
vectors

i (S 8ui/8x§1 g
T = (nx)szl = (aui/8x61>

s=1
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for income across the states at date 1 (with good
1 as the numeraire) are equalized. The income
transfers (t);., needed for such equalization
depend on the risk profiles of the agents’ endow-
ments ('), . ;. Pareto optimality can thus only be
expected ‘for sure’ if any income transfer 1’ is
achievable by the choice of a portfolio, i.e. if for
any 7' € RS there exists 2’ € R’ such that Vz' = 7',
This requires that rank (V) = S, namely com-
plete markets. If markets are incomplete,
although for particular endowment profiles the
necessary income transfers can be achieved
through the markets — for instance, the endow-
ments could be Pareto optimal — it can be shown
that for almost all endowment profiles ('), _;,
Pareto optimality is not achievable by a GEI
equilibrium.

Since the GEI model involves an imperfection,
Pareto optimality is too demanding a criterion.
Constrained Pareto optimality, which respects
the constraints on the possible income transfers,
is a more useful benchmark for judging whether
competitive markets lead to the best possible
resource allocations given the constraints. An
equilibrium allocation is constrained Pareto opti-
mal if a ‘planner’ who can change agents’ con-
sumption and portfolios at date 0, but must
otherwise let the existing markets induce the allo-
cation at date 1, cannot improve on the allocation.
Surprisingly a GEI equilibrium is typically
(generically in endowments and preferences) not
constrained Pareto optimal. This property was
first brought to light by Stiglitz (1982) and for-
mally established by Geanakoplos and Pole-
marchakis (1986). The channel for the
improvement is the change in relative prices at
date 1 — the prices (p,)>_, which clear the mar-
kets — induced by the change (dz'), ., made by the
planner in the agents’ date 0 portfolios.

This phenomenon can be seen most simply in a
model in which relative prices at date 1 fall out
directly as the marginal products of a neo-classical
production function. Suppose that at date 0 there
is a stock of a single good which can either be
consumed or carried over to date 1 as capital
input. At date 1 a firm uses this capital and labour
to produce a consumption good, with a constant-
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returns production function y = F(K, L). Each
agent has the same initial endowment ®, of
the good at date 0 and has a risky labour endow-
ment. At the beginning of date 1, nature draws
n agents who are given ¢, units of (effective)
labour, the remaining / — n agents being given
£, units of labour, with £, < £,. There are thus /!
/(n!(I — n)!) aggregate states of nature, all equi-
probable, which differ from one another by the
names of the agents who have the good and the
bad draw for their labour endowment. In every
state the total supply of labour is the same,
L = nl, + (I — n),. From the point of view of
the agents all states in which they have a good
draw are equivalent, so that each agent perceives a
probability p = n/I of having a bad draw and
1 — p of having a good draw. There are no insur-
ance markets against these labour risks: there is
only one security (capital) to transfer income to
the two possible outcomes next period, thus mar-
kets are incomplete.

Assuming that all agents have the same utility
function U(xg,x1) = u(xo) + PE(u(x1)) where O
< B < 1and x| = (xp,x,), the equilibrium (k, w,
R) is characterized by the budget equations, FOCs
and market clearing equations

Xo = wo — k,xp = wl, + Rk, x, = wl, + Rk,
' (xo) = B(pu' (xp) + (1 — p)u’ (x) )R

w=F.(K,L), R=Fg(K,L),
K=k, L= (ply+ (1—p)ly)]

Suppose a planner changes the investment
k chosen by the typical agent at date 0 by dk; then

dxo = —dk,dx, = dwly, + dRk + Rdk,
dx, = dwl, + dRk + Rdk

which induces a change in the wage and rental
rates
dW:FLK(K,L)Idk, dR:FKK(K,L)Idk
Substituting (dxo, dxp, dx,) the direct effect of the
change dk is zero in view of the first-order condi-

tion for the optimal choice of &, but the price
effects remain so that

General Equilibrium with Incomplete Markets

dU = B[(pu' (xp)p + (1 — p)ut’ (x) g ) dw
+(pu' (xp) + (1 = p)ud’ (x) ) kdR]

Let £ = ply + (1 — p)¢, denote the mean labour
endowment. Since Fy is homogenous of degree 0,
dwf + dRk = 0. The terms in dw and dR would
cancel if u'(x;) = u'(x,) i.e. in the case of com-
plete insurance markets. In the absence of insur-
ance markets, u'(x;) # ' (x,) and dU # 0. dU
can be written as

dU = B(E(d' (x1)ty)dw + E(u' (x1)kdR)
= B(E( (x1)E(¢y)dw + cov(u (x1, €1 )dw
+E(u' (x1))kdR)

= Beov(u' (x1), 41 )dw
Since ' is decreasing, it follows that
cov(u'(x1),£,) < 0. A change dk < 0, which
implies dw < 0, leads to an increase in welfare,
dU > 0.

Reducing saving at date 0 increases date
0 consumption and reduces consumption at
date 1, and to terms of first order, the direct effect
of the change in consumption is zero, since
agents have optimized on their choice of saving
at equilibrium. But the price of capital increases
and the price of labour decreases, shifting the
representative agent’s income away from the
risky labour income (wf,, wf,) and towards the
sure return (kR, kR) on capital. The price effect
reduces the variability of date 1 consumption,
improving the welfare of the representative
agent.

The change in prices (partially) replaces the
insurance market which is missing.

A reduction dk in the agents’ savings can also
be achieved if the planner imposes a tax ¢ on
saving and redistributes the proceeds lump sum
(T =kf) to the agents. The property of
constrained suboptimality of a GEI equilibrium
suggests that appropriate taxes on securities
could be used to improve on the allocation
achieved with incomplete markets. However
Citanna et al. (2006) have shown that to be sure
to achieve a Pareto improvement in this way the
number of securities (J) must exceed the number
of agents (/), since the needed reallocations can
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only be achieved for sure if there are as many

instruments (taxes) as objectives (agents’
utilities).
Determinacy

The study of determinacy of equilibrium has
served to uncover important differences between
economies in which securities are nominal and
those in which they are real. The study of econo-
mies with nominal securities led to the realization
that monetary considerations need to be incorpo-
rated as an integral part of the sequential model.
In an economy in which securities are real,
since the payoff of each security is proportional
to the spot prices, doubling spot prices in a
state doubles the payoffs of the securities,
1eaving agents budget sets unchanged
(pY X — wl) Z pAL zi). Thus price levels
do not matter, and as in the standard GE model,
the spot prices in each state can be normalized
(e.g.psy = 1,5 =0, ...,S). Using arguments of
differential topology analogous to those devel-
oped for the GE model it can be shown that
generically (in endowments) an economy has
only a finite number of equilibria — in short, with
real assets GEI allocations are determinate.
When the securities are nominal, since the
payoffs are independent of the spot prices, price
levels matter. Doubling the price level in state
s halves the purchasing power of the income
promised by the assets in this state
( S —ol) = ZJLI Vézi). This reasoning is
insufficient to conclude that agents will be
affected: for if agents correctly anticipate the
‘doubling of the price level in state s’ then they
may adapt their portfolios accordingly to annul
the effect. This is where the incompleteness of the
security structure enters the picture. If the finan-
cial markets are complete, any change in the price
levels across the states at date 1 can be ‘undone’
by a corresponding change in the portfolio chosen
at date 0, so that again equilibrium allocations do
not depend on price levels. If markets are incom-
plete, some changes in price levels cannot be
‘undone’ by changes in the agents’ choices of
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portfolios, so that equilibrium allocations are dif-
ferent with different price levels. Thus if the secu-
rity structure consists of nominal securities and is
incomplete, and if a GEI equilibrium is defined by
conditions (i), (ii) and (iii) above so that nothing
determines price levels, then there is a continuum
of equilibrium outcomes. This property was first
noted by Cass (1989), and the precise characteri-
zation of the dimension of the manifold of equi-
libria was studied by Balasko and Cass (1989) and
Geanakoplos and Mas-Colell (1989).

Magill and Quinzii (1992) argued that a nom-
inal contract is a promise to make a deferred
payment of a sum of money, and that such prom-
ises only come to be made in an economy in
which money is already used as a medium of
exchange and a unit of account. What is needed
therefore is a way of introducing money as a
medium of exchange in the GEI model so that
price levels are determined by the monetary side
of the economy. They introduce a highly stylized
(some might say ‘brute force’) model in which
Clower’s (1967) idea that only money can buy
goods leads to a system of S + 1 quantity theory
equations

1
ZPS'Xi:MS’ s=0,1,...,S8

i=1

asserting that the demand for money for transac-
tions must equal the supply of money M; in each
state — the vector M = (M,, M,,. .., M) defining
the monetary policy. When agents correctly antic-
ipate the monetary policy and markets are com-
plete, monetary policy does not affect the
equilibrium allocation — a change from M to M’
just leads to a change of portfolios financing the
same allocation — but if markets are incomplete,
different monetary policies lead to different allo-
cations. The indeterminacy in the GEI model
without price level determination becomes the
property that, with nominal assets and incomplete
markets, correctly anticipated monetary policy
has real effects.

The need to introduce money explicitly into the
GEI model with nominal assets has prompted the
development of monetary models which are
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closer to the cash-in-advance models of macro-
economics, in which the interest cost of holding
money (seignorage tax) is explicitly modelled.
This has led to interesting ways of examining the
structure of a monetary equilibrium model over a
finite horizon (Dubey and Geanakoplos 2003;
Dréeze and Polemarchakis 2000) and to exploring
the conditions (nonRicardian versus Ricardian)
under which monetary and fiscal policies do or
do not determine price levels (Nakajima and
Polemarchakis 2005).

In this short entry we have focused on proper-
ties of the GEI model in the simplest two-period or
finite-horizon exchange setting. A more complete
analysis of this model can be found in Magill and
Quinzii (1996). A host of interesting new issues
arise when the model is extended to an infinite
horizon and in addition is extended to incorporate
default, which bring to light the close connexion
between GEI and macroeconomics.
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General Purpose Technologies
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Abstract

Economists have come to use the term ‘general
purpose technology’ (GPT) to describe tech-
nological advances that pervade many sectors,
improve rapidly, and spawn further
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innovations. This article addresses the concept
of a GPT by example, showing the extent to
which electricity and information technology
might qualify as members of this special class
of inventions, as opposed to more
ordinary ones.
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Economists have long been interested in how
technological change affects long-run growth
and aggregate fluctuations, yet it remains most
often treated as incremental in nature, adding
only a trend to standard growth models. History
tells us, however, that such change can appear in
bursts, with flurries of innovative activity follow-
ing the introduction of a new core technology.
This observation leads economists to reserve the
term ‘general-purpose technology’ (GPT) to
describe fundamental advances that drive these
flurries, which in turn transform both household
life and the ways in which firms conduct business.
Over the past 200 years or so, steam, electricity,
internal combustion, and information technology
(IT) seem to have served as GPT-type technolo-
gies. They affected entire economies. Earlier, the
very ability to communicate in writing and later to
disseminate written information via the printed
page also appears to fit well into the idea of a GPT.

The notions that GPTs differ from the more
incremental refinements that occur in between
their arrivals and that they represent real-side
shocks that permanently change the nature of
production and preferences provide the basis of a
potentially useful way to organize thinking about
long-run economic fluctuations and growth. But
to support such a view with anything more than
casual observation, it is necessary to establish
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criteria for determining just what features a tech-
nology must possess in order to be a GPT rather
than a more ordinary invention. This article
defines GPTs in terms of a number of tangible
criteria, and then uses two candidate GPTs, elec-
trification and IT, to demonstrate how identifica-
tion of a GPT might proceed. Attention then turns
to other indicators that may signal the start of a
GPT era.

Dating a GPT’s Arrival

Associating a point in time with a GPT’s ‘arrival’
depends on what exactly one means by this term.
If defined with a measure such as, in the case of
electrification, attaining a one per cent share of
horsepower in the manufacturing sector, then
some time around 1895 might be appropriate.
This coincides roughly with the start-up of the
world’s first large scale hydroelectric power facil-
ity at Niagara Falls, New York, in 1894. It would
be reasonable to argue, however, that electricity
arrived earlier, perhaps in 1882 when Thomas
Edison brought the first centralized electricity
system online at the Pearl Street station in lower
Manbhattan. For IT, it is true that mainframe com-
puters had existed for two decades before the
invention of the 4004 chip in 1971, and had
even been used to project the winner of the 1952
US presidential election. Yet, if measured by the
attainment of a one per cent share in the industrial
sector’s stock of equipment, 1971 remains the
most likely candidate for dating IT’s ‘arrival’.
Whether electricity and IT arrived in 1895 and
1971, respectively, or some time prior to these
dates, one characteristic noted by David (1991)
is that neither delivered productivity gains imme-
diately. Indeed, productivity growth as measured
by output per man-hour seems to have been rela-
tively high in the 1870s, when steam was the
dominant power source for industry, but fell as
electrification arrived in the 1880s and 1890s. It
was only in the period after 1915, which also saw
the diffusion of secondary motors and the wide-
spread establishment of centralized power distri-
bution systems, that measured productivity
numbers began to rise. (This can be seen in the
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series for output per man-hour in the non-farm
business sector from US Census Bureau, 1975,
Series D684, p. 162.) Further, Intel’s 1971 inven-
tion of the 4004 microprocessor (the key compo-
nent in the first generation of personal computers),
if taken to be the start of the IT era, did not reverse
the decline in productivity growth that had begun
more than a decade earlier.

Identification of a New Core Technology
as a GPT

Once the arrival date of a new technology has
been established, identification of that technology
as a GPT can proceed by considering characteris-
tics associated with its diffusion. One set of
criteria, proposed by Bresnahan and Trajtenberg
(1995), suggests that a GPT should have the fol-
lowing three characteristics:

1. Pervasiveness: the GPT should spread to most
sectors.

2. Improvement: the GPT should get better over
time and, hence, should keep lowering the
costs of its users.

3. Innovation spawning: the GPT should make it
easier to invent and produce new products or
processes.

General Purpose Technologies

Most technologies possess each of these char-
acteristics to some degree, and therefore a GPT
cannot differ qualitatively from them. But the
extent to which technologies have all three char-
acteristics should determine which ones are likely
to be GPTs.

For example, both electrification and IT were
pervasive, and so might qualify as GPTs under the
first criterion, yet had quite different absorption
paths across sectors. Figure 1 shows the shares of
total horsepower electrified in manufacturing sec-
tors at ten-year intervals from 1889 to 1954 in
percentile form, with the shaded area highlighting
the period of electricity’s most rapid diffusion.
Figure 2 shows the spread of IT, measured as the
share of IT equipment in the capital stock at the
two-digit standard industry classification level.
The striking difference between the two figures
is that electricity diffused uniformly across sectors
while the adoption of IT was not as widespread.
On this count, then, electricity would be the stron-
ger GPT candidate.

Presumably, the
improvement — would show up in a decline in
prices associated with the technology, an increase
in quality, or both. How much a GPT improves
can therefore be measured by how much cheaper a
unit of quality gets over time. If the new technol-
ogy is embodied in capital and begins to account

second characteristic —
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General Purpose Technologies, Fig. 1 Shares of electrified horsepower by manufacturing sector in percentiles,
1890-1954 (Source: DuBoff (1964, Tables E-ll and E-12—12¢))
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General Purpose Technologies, Fig. 2 Shares of IT
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General Purpose Technologies, Fig. 3 Price indices
for products of two ‘GPT eras’, 1895-2000. Sources: The
quality-adjusted price index for IT is formed by joining the
‘final’ price index for computer systems from Gordon
(1990, Table 6.10, col. 5, p. 226) for 1960-78 with the
pooled index developed for desktop and mobile personal
computers by Berndt et al. (2000, Table 2, col. 1, p. 22) for
1979-99. Electricity prices are averages of all electric

for an increasing share of the net capital stock,
capital should on the whole be getting cheaper
faster during a GPT era, but especially capital
that is tied to the new technology.

Figure 3 plots the price of the components of
the aggregate capital stock tied to the two GPTs.

energy services in cents per kilowatt hour from US Census
Bureau (1975, series S119, p. 827) for 1903, 1907, 1917,
1922, and 1926-70, and from the US Census Bureau,
Statistical Abstract of the United States, for 1971-89. For
1990-2000, prices are US city averages (June figures) from
the US Bureau of Labor Statistics. Both indices are set to
1,000 in the first years of the samples (that is, 1903 and
1960)

Because deflators for electrically powered capital
are not available in the first half of the 20th cen-
tury, the figure compares the declines in relative
price of electricity itself with the quality-adjusted
price of computers, both relative to the consump-
tion price index. The use of the left-hand scale for
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electricity and the right-hand scale for computers
underscores the extraordinary decline in computer
prices since 1960 relative to electricity. While
electricity prices fall by a factor of 10, the com-
puter price index falls by a factor of 10,000!

It can be said that the electricity index, being
the price of a kilowatt hour, understates the
accompanying technological change because it
does not account for improvements in electrical
equipment, and especially improvements in the
efficiency of electrical motors. Based on the
price evidence in Fig. 3, however, both electricity
and computers might qualify as GPTs, with com-
puters clearly more revolutionary.

With respect to the ability to generate further
innovation, it is reasonable to assume that any
GPT will affect all sorts of production processes,
including those for invention and innovation.
Some GPTs will be biased towards helping
to produce existing products, others towards
inventing and implementing new ones. Electricity
and IT have both helped reduce the costs of mak-
ing existing products, and they both spawn inno-
vation. The 1920s especially saw a wave a new
products powered by electricity, and the computer
is now embodied in many new products as well.
But the evidence suggests that IT has contributed
more to furthering innovation.

In particular, patenting should be more intense
after a GPT arrives and while it is spreading due to
the introduction of related new products. US pat-
ent data confirm this, showing two surges in the
annual number of invention patents issued per
capita from 1890 to 2000 — one between 1900
and 1930, and the other after 1977. At the same
time, the surge during the IT period was stronger
than that observed during electrification. Interest-
ingly, the slow rate of patenting during the Second
World War years and the acceleration immediately
thereafter suggests that there is some degree of
intertemporal substitution in the release of new
ideas away from times when they might be more
difficult to popularize and towards times better
suited for the entry of new products.

Of course, patent data may reflect fluctuations
in the number of actual inventions or may simply
reflect changes in the law that raise the propensity
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to patent. The distinction is important because,
over longer periods of time, patents may reflect
policy rather than invention. Kortum and Lerner
(1998) analyse this question and find that the
surge of the 1990s was worldwide, but not sys-
tematically related to country-specific policy
changes, and they conclude that technology was
the cause of the surge.

Other Characteristics of GPTs

In addition to the three basic qualities of a GPT,
there are other, less direct signals implied by var-
ious theoretical models that deal with GPTs.
These models predict the following:

1. New ideas should come to market faster. If a
new technology has the potential for large pro-
ductivity gains, firms will spend less time
perfecting ideas associated with the new tech-
nology in order to realize the gains sooner (see,
for example, Jovanovic and Rousseau, 2001).

2. Entry, exit and mergers should rise. New tech-
nologies may require some relocation of assets
from firms that are unable to adopt them effec-
tively to others with managements better
equipped for their deployment (see, for exam-
ple, Jovanovic and Rousseau, 2002).

3. Young and small firms should do better. The
ideas and products associated with the GPT
will often be brought to market by new firms.
The market share and market value of young
firms should therefore rise relative to old firms.

4. Stock prices should initially fall. The value of
old capital should fall in anticipation of the
new and more productive technology. How
fast it falls depends on the way that the market
learns of the GPT’s arrival (see, for example,
Hobijn and Jovanovic, 2001).

5. Interest rates and the trade deficit should be
affected. The rise in desired consumption rela-
tive to output should cause interest rates to rise
or the trade balance to worsen.

6. The skill premium should rise. If the GPT is not
user-friendly at first, skilled people will be in
greater demand when the new technology
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arrives, and their earnings should rise com-
pared with those of the unskilled.

The available evidence suggests that predic-
tions (1)—(3) hold for both the electrification and
IT eras, but that a stock market decline
(4) occurred only at the start of the IT period.
Interest rates (5) rose in both eras, but the electri-
fication period was associated with a trade surplus
due to the First World War. It also appears that the
skill premium (6) has risen over the IT period, but
evidence of a rise in the electrification era is
weaker.

To sum up, based upon the criteria chosen and
the available evidence, both electricity and IT
were pervasive, improving, and innovation-
spawning, and thus seem to qualify as GPTs.
At the same time, electricity was more perva-
sive, affecting sectors faster and more evenly
than IT, while IT improved more dramatically,
with computer prices falling more than
100 times faster than the price of electricity. IT
also seems to have generated more innovation
than electricity, and the initial productivity slow-
down was also deeper in the IT era. All this
would lead one to regard IT as the more
‘revolutionary’ GPT.

This is not to say that the differences between
electrification and IT, or indeed between any two
candidate GPTs, are unimportant. At the same
time, the GPT paradigm emphasizes the common-
alities, namely, that technological progress is
uneven, that it does entail the episodic arrival of
new core technologies, and that these GPTs bring
on turbulence and lower growth early on and
higher growth and prosperity later. Interestingly,
the IT era has already outlasted that of electrifica-
tion, but even six decades after what Field (2003)
has called the ‘most technologically progressive
decade of the century’ (that is, the 1930s), elec-
tricity has yet to become obsolete. Given the mul-
titude of firms and households that have not quite
yet adopted IT, its continuing price decline and the
widespread increases in computer literacy among
children and adults worldwide suggest that per-
haps the most productive period of this GPT still
lies ahead.
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General Systems Theory

Kenneth E. Boulding

The term ‘general systems’ refers to a movement
among a wide variety of scholars to overcome the
barriers of communication which divide the
established disciplines, by developing theoretical
concepts and systems which are common to the
different disciplines. Biologist Ludwig von
Bertalanffy originated the movement with his
concept of ‘open systems’. The Society for Gen-
eral Systems Research, originally called the Soci-
ety for the Advancement of General Systems, was
founded at a meeting at the American Association
for the Advancement of Science in Berkeley,
California, in December 1954. The economist
Kenneth E. Boulding was the first president. The
Society issues the General Systems Yearbook,
partly of reprinted, partly of original articles, of
which the first editor was Anatol Rapoport, a
mathematician and game theorist. The yearbooks
are still published, and a number of journals now
contribute to the field.

In Europe general systems has frequently been
identified with ‘cybernetics’, originated by
Norbert Wiener of MIT in 1948, which is the
study of both the equilibrium and disequilibrium
systems which involve feedback. A thermostat is
a good example of an equilibrium system with
negative feedback. The equilibrium is manipula-
ble. It is the temperature at which the thermostat is
set. If the temperature rises above this, the ther-
mostat turns the furnace off; if it falls below it, the
thermostat turns the furnace on. All such cyber-
netic systems, of which there are many, such as
homoeostatic mechanisms of the body, exhibit
cycles, the period and magnitude of which depend
mainly on the time of response of the feedback.
The tendency of the market price system of rela-
tive prices to fluctuate around an equilibrium and
the tendency of competitive markets in commod-
ities and securities to fluctuate in aggregate or
average prices is a good example of negative
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feedback provided by the behavioural reactions
to price above or below what is regarded as nor-
mal. Inflation is frequently an example of positive
feedback, especially hyperinflation, where a rise
in the price level produces both expectations
which lead to a continued rise and also a partial
collapse of the tax system and budget deficits,
which likewise feed the continuing rise. Deflation,
such as occurred during the Great Depression of
1929-33, is also a positive-feedback process, in
which, for instance, declining profits produce
declining investment, which produces further
declining profits, further declining investments,
and so on.

Another important line of development of gen-
eral systems has been the development of a general
theory of the ontogeny, structure and behaviour of
organisms, ranging from the cell, the organ, the
living organism, the group, the social organization,
the nation-state, and so on. James Grier Miller has
made important contributions to this, particularly
in regard to the taxonomy of organisms, and has
identified at least 19 necessary components of such
structures, common to all of them.

The structure of organisms and organizations is
also influenced by the principle of allometry,
developed especially by von Bertalanffy, but
going back to D’Arcy Thompson in his work On
Growth and Form. This is the principle that an
increase in the linear dimensions of any structure,
keeping the same proportions, will increase the
areas as a square and the volumes as the cube of
the linear increase. Thus a two-inch cube has four
times the area and eight times the volume of a
one-inch cube. This explains why structure is a
function of scale. Some properties depend on the
linear dimensions, like the transmission of infor-
mation or fluids. Some depend on the areas, like
chemical exchange and structural strength; some
depend on the volumes, like weight or mass. This
goes a long way to explaining why structure
changes with size and must change with growth.
This principle also applies to social organizations
and firms in terms of hierarchy, specialization,
diffusion of responsibility, and so on. In econom-
ics it is responsible for such phenomena as dis-
economies of scale unless there is structural
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change and also for the less well recognized phe-
nomenon of organizational failure when growth
takes place without adequate structural change.

Another aspect of general systems is the devel-
opment of more general ecological and evolution-
ary theory. There are many parallels between
ecological theory in biology and the theory of a
general equilibrium and development of commod-
ities. One may claim Adam Smith, indeed, as per-
haps the first ecological and evolutionary theorist,
perceiving the economic system to be an ecosys-
tem of commodities with equilibrium populations
at which births (production) and deaths
(consumption) are equal, with the equilibrium pop-
ulation of each commodity being a function of the
population of all others. This gives us a system of
n equations and n unknowns, as developed, for
instance, in economics by Walras. Adam Smith
further recognizes what today would be called
‘mutation’; that is, changes in the parameters of
the system, leading to new equilibrium positions
continually as changes take place in the genetic
factors in the production of commodities. Adam
Smith also recognized that these genetic factors
primarily involved changes in human knowledge
as a result of a learning process. The classical
economist also had something like a food chain
theory of the ecosystem of commodities, with the
input of food into the food-producer producing a
surplus of food which could then feed the pro-
ducers of other commodities. The main difference
between biological and economic systems is that
the genetic structure for biological products is
contained in the products themselves, whereas in
the case of commodities the genetic structure is
contained in many other human minds and human
artifacts. The economic system is multi-parental.
These ideas are not very widely accepted by econ-
omists, who still cling to a somewhat Newtonian
view of the system, perhaps because they do not
conform easily to quantification and mathematiza-
tion, and emphasize that the real world consists of
structure rather than number.

General systems has not established itself well in
the role structure of universities; very few have
formal programmes in it. The Society for General
Systems Research, however, is still very much alive.
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Other aspects of general systems, such as theories of
autopoiesis — that is, the instability of chaos and the
spontaneous formation of structures — may turn out
to have considerable relevance to economic prob-
lems like entrepreneurship and innovation. It cannot
be claimed that general systems has had much
impact on economics to date, but it is not much
more than 30 years old.
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Generalized Method of Moments
Estimation

Lars Peter Hansen

Abstract

Generalized method of moments estimates
econometric models without requiring a full
statistical specification. One starts with a set
of moment restrictions that depend on data and
an unknown parameter vector to be estimated.
When there are more moment restrictions than
underlying parameters, there is family of such
estimators. The tractable form of the large sam-
ple properties of this family facilitates efficient
estimation and statistical testing. This article
motivates the method, presents some of the
underlying statistical properties, and discusses
implementation.
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Introduction

Generalized method of moments (GMM) refers to
a class of estimators constructed from the sample
moment counterparts of population moment con-
ditions (sometimes known as orthogonality con-
ditions) of the data generating model. GMM
estimators have become widely used, for the fol-
lowing reasons:

1. GMM estimators have large sample properties
that are easy to characterize. A family of such
estimators can be studied simultaneously in
ways that make asymptotic efficiency compar-
isons easy. The method also provides a natural
way to construct tests which take account of
both sampling and estimation error.

2. In practice, researchers find it useful that GMM
estimators may be constructed without speci-
fying the full data generating process (which
would be required to write down the maximum
likelihood estimator). This characteristic has
been exploited in analysing partially specified
economic models, studying potentially mis-
specified dynamic models designed to match
target moments, and constructing stochastic
discount factor models that link asset pricing
to sources of macroeconomic risk.

Books with good discussions of GMM estima-
tion with a wide array of applications include:
Cochrane (2001), Arellano (2003), Hall (2005),
and Singleton (2006). For a theoretical treatment
of this method see Hansen (1982) along with the
self-contained discussions in the books. See also
Ogaki (1993) for a general discussion of GMM
estimation and applications, and see Hansen
(2001) for a complementary article that, among

Generalized Method of Moments Estimation

other things, links GMM estimation to related
literatures in statistics. For a collection of recent
methodological advances related to GMM estima-
tion, see the journal issue edited by Ghysels and
Hall (2002). While some of these other references
explore the range of substantive applications, in
what follows we focus more on the methodology.

Set-Up

As we will see, formally there are two alternative
ways to specify GMM estimators, but they have a
common starting point. Data are a finite number of
realizations of the process {x; ¢t = 1, 2,...}. The
model is specified as a vector of moment conditions:

Ef (x:,Bp) =0

where f has r coordinates and f5y is an unknown
vector in a parameter space P C R¥. To achieve
identification we assume that on the parameter
space P
Ef(x;, p) = 0if,andonlyif f = f,. (1)

The parameter f, is typically not sufficient to
write down a likelihood function. Other parame-
ters are needed to specify fully the probability
model that underlies the data generation. In other
words, the model is only partially specified.

Examples include:

(a) Linear and nonlinear versions of instrumental
variables estimators as in Sargan (1958,
1959), and Amemiya (1974)

(b) Rational expectations models as in Hansen
and Singleton (1982), Cumby et al. (1983),
and Hayashi and Sims (1983)

(c) Security market pricing of aggregate risks as
described, for example, by Cochrane (2001),
Singleton (2006), and Hansen et al. (2007)

(d) Matching and testing target moments of pos-
sibly misspecified models as described by, for
example, Christiano and Eichenbaum (1992),
and Hansen and Heckman (1996)
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Regarding example (a), many related methods
have been developed for estimating correctly
specified models, dating back to some of the orig-
inal applications in statistics of method-of-
moments-type estimators. The motivation for
such methods was computational. See Hansen
(2001) for a discussion of this literature and how
it relates to GMM estimation. With advances in
numerical methods, the fully efficient maximum
likelihood method and Bayesian counterparts
have become much more tractable. On the other
hand, there continues to be an interest in the study
of dynamic stochastic economic models that are
misspecified because of their purposeful simplic-
ity. Thus moment matching remains an interesting
application for the methods described here. Test-
ing target moments remains valuable even when
maximum likelihood estimation is possible (for
example, see Bontemps and Meddahi 2005).

Central Limit Theory and Martingale
Approximation
The parameter dependent average

is featured in the construction of estimators and
tests. When the law of large numbers is applica-
ble, this average converges to the Ef (x;; ). As a
refinement of the identification condition:

VNgy(By) = Normal(0,V) )

where = denotes convergence in distribution and
V' is a covariance matrix assumed to be non-
singular. In an iid data setting, Vis the covariance
matrix of the random vector f{x;; fo). In a time
series setting:

V= lim NE [aw (Bo)en(Bo)']s )

which is the long-run counterpart to a covariance
matrix.

Central limit theory for time series is typically
built on martingale approximation (see Gordin
1969; Hall and Heyde 1980). For many time series
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models, the martingale approximators can be
constructed directly and there is specific structure
to the J matrix. A leading example is when f{x;;
fo) defines a conditional moment restriction. Sup-
pose that x,, t = 0,1,. . ., generates a sigma algebra
F o Ellfxs; :80)|2] < oo and

Elf (Xt40, Bo)| Fi] = 0

for some @ > 1. This restriction is satisfied in
models of multi-period security market pricing
and in models that restrict multi-period forecast-
ing. If @ = 1, then gy is itself a martingale; but
when @ > 1, it is straightforward to find a martin-
gale my with stationary increments and finite sec-
ond moments such that

lim E|[gy(Bo) — mv(Bo)[’| =0,

where || is the standard Euclidean norm. More-
over, the lag structure may be exploited to show
that the limit in (3) is

/-1

V= Z E[f(xr,ﬁo)f(xw,ﬁo)/]- )

J=—t+1

(The sample counterpart to this formula is not
guaranteed to be positive semidefinite. There are a
variety of ways to exploit this dependence struc-
ture in estimation in constructing a positive semi-
definite estimate. See Eichenbaum et al. 1988, for
an example.) When there is no exploitable struc-
ture to the martingale approximator, the matrix
V is the spectral density at frequency zero.

V= ‘i E[f(x Bo)f (s Bo) .

Jj=—00

Minimizing a Quadratic Form
One approach for constructing a GMM estimator
is to minimize the quadratic form:

by = argmin gy (B) Wgy (B)
pelP
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for some positive definite weighting matrix W.
Alternative weighting matrices ¥ are associated
with alternative estimators. Part of the justification
for this approach is that

Bo = arg H;»in Ef (x:, B) WEF (x., B).

The GMM estimator mimics this identification
scheme by using a sample counterpart.

There are a variety of ways to prove consistency
of GMM estimators. Hansen (1982) established a
uniform law of large numbers for random functions
when the data generation is stationary and
ergodic. This uniformity is applied to show that

sup | gy(B) — Elf (x, )] |= 0
BeP

and presumes a compact parameter space. The uni-
formity in the approximation carries over directly
the GMM criterion function gp(B) Wen(f). See
Newey and McFadden (1994) for a more complete
catalogue of approaches of this type.

The compactness of the parameter space is
often not ignored in applications, and this com-
monly invoked result is therefore less useful than
it might seem. Instead, the compactness restriction
is a substitute for checking behaviour of the
approximating function far away from f, to
make sure that spurious optimizers are not
induced by approximation error. This tail behav-
iour can be important in practice, so a direct
investigation of it can be fruitful. For models
with parameter separation:

f(x, B) = Xh(p)

where X'is an » X m matrix constructed from x and
h is a one-to-one function mapping P into subset
of R,,, there is an alternative way to establish
consistency (see Hansen 1982 for details). Models
that are either linear in the variables or models
based on matching moments that are nonlinear
functions of the underlying parameters can be
written in this separable form.

The choice of W = V! receives special atten-
tion, in part because
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NgN(B)IV_lgN(ﬁ) = Xz(r)-

While the matrix V'is typically not known, it
can be replaced by a consistent estimator without
altering the large sample properties of by. When
using martingale approximation, the implied
structure of " can often be exploited as in for-
mula (4). When there is no such exploitable
structure, the method of Newey and West
(1987b) and others can be employed that are
based on frequency-domain methods for time
series data.

For asset pricing models there are other
choices of a weighting matrix motivated by con-
siderations of misspecification. In these models
with parameterized stochastic discount factors,
the sample moment conditions gp(f) can be
interpreted as a vector of pricing errors associ-
ated with the parameter vector f. A feature of
W= V""is that, if the sample moment conditions
(the sample counterpart to a vector pricing
errors) happened to be the same for two models
(two choices of f3), the one for which the implied
asymptotic covariance matrix is larger will have
a smaller objective. Thus there is a reward for
parameter choices that imply variability in the
underlying central limit approximation. To
avoid such a reward, it is also useful to compare
models or parameter values in other ways. An
alternative weighting matrix is constructed by
minimizing the least squares distance between
the parameterized stochastic discount factor and
one among the family of discount factors that
correctly price the assets. Equivalently, parame-
ters or models are selected on the basis of the
maximum pricing error among constant
weighted portfolios with payoffs that have com-
mon magnitude (a unit second moment). See
Hansen and Jagannathan (1997) and Hansen
et al. (1995) for this and related approaches.

Selection Matrices

An alternative depiction is to introduce a selection
matrix A that has dimension £ x r and to solve the
equation system:

Agy(B) =0
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for some choice of B, which we denote by. The
selection matrix A reduces the number of equa-
tions to be solved from r to k. Alternative selection
matrices are associated with alternative GMM
estimators. By relating estimators to their
corresponding selection matrices, we have a con-
venient device for studying simultaneously an
entire family of GMM estimators. Specifically,
we explore the consequence of using alternative
subsets of moment equations or more generally
alternative linear combinations of the moment
equation system. This approach builds on an
approach of Sargan (1958, 1959) and is most
useful for characterizing limiting distributions.
The aim is to study simultaneously the behaviour
of a family of estimators. When the matrix 4 is
replaced by a consistent estimator, the asymptotic
properties of the estimator are preserved. This
option expands considerably the range of applica-
bility, and, as we will see, is important for
implementation.

Since alternative choices of 4 may give rise to
alternative GMM estimators, index alternative
estimators by the choice of 4. In what follows,
replacing 4 by a consistent estimator does not
alter the limiting distribution. For instance, the
first-order conditions from minimizing a quadratic
form can be represented using a selection matrix
that converges to a limiting matrix 4. Let

Two results are central to the study of GMM
estimators:

VN(by = fo) = —(AD)'AVNgy (By) (5

and

ﬁgN(bN) ~ [1 - D(AD)“D} VNgy (Bo)-
(6)

Both approximation results are expressed in
terms of v/Ngy(B,), which obeys a central limit
theorem, see (2). These approximation results are
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obtained by standard local methods. They require
the square matrix 4D to be nonsingular. Thus, for
there to exist a valid selection matrix, D must have
full column rank . Notice from (6) that the sam-
ple moment conditions evaluated at AN have a
degenerate  distribution. Pre-multiplying by
A makes the right-hand side zero. This is to be
expected because linear combinations of the sam-
ple moment conditions are set to zero in
estimation.

In addition to assess the accuracy of the esti-
mator (approximation (5)) and to validate the
moment conditions (approximation (6)), Newey
and West (1987a) and Eichenbaum et al. (1988)
show how to use these and related approximations
to devise tests of parameter restrictions. (Their
tests imitate the construction of the likelihood
ratio, Lagrange multiplier, and the Wald tests
familiar from likelihood inference methods.)

Next we derive a sharp lower bound on the
asymptotic distribution of a family of GMM esti-
mators indexed by the selection matrix 4. For a
given A, the asymptotic covariance matrix for a
GMM estimator constructed using this selection is

cov(A) = (AD) 'AVA (D'A)

A selection matrix in effect over-parameterizes
a GMM estimator, as can be seen from this for-
mula. Two such estimators with selection matrices
of the form 4 and BA for a nonsingular matrix
B imply

cov(BA) = cov(A)

because the same linear combinations of moment
conditions are being used in estimation. Thus
without loss of generality we may assume that
AD = I. With this restriction we may imitate the
proof of the famed Gauss—Markov theorem to
show that

(D'V'D)™" < cov(A) )
and that the lower bound on left is attained by any
A such that A= BD'V™" for some nonsingular B.
The quadratic form version of a GMM estimator
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typically satisfies this restriction when Wy is a
consistent estimator of ¥~'. This follows from
the first-order conditions of the minimization
problem.

To explore further the implications of this
choice, factor the inverse covariance matrix V!
as V' = A’A and form A = AD. Then

v-ID(D'VID) DV = N ANA) A A,

The matrices A(A’A)~" A’ and I— A(A'A)™'A’
are each idempotent and

{{IAM’QV"] VWA (o)
A A
XHNonnal({g},{I_A(A(;A)_IA/ A(Au?)‘lA’D'

The first coordinate block is an approximation
forv/N Agy (bN) and the sum of the two coordinate

blocks is vNAgy(By). Thus we may decompose
the quadratic form

Nlgn(Bo)'V ™" gn (Bo) %N[gllv(bzv)]’V"gN(bN)
+N[gy(By)'V'D(D'VT'D) D'V gy (By).
(8)

where the two terms on the right-hand side are
distributed as independent chi-square. The first
has r — k degrees of freedom and the second one
has k degrees of freedom.

Implementation Using the Objective
Function Curvature

While the formulas just produced can be used
directly using consistent estimators of V'and D in
conjunction with the relevant normal distribu-
tions, looking directly at the curvature of the
GMM objective function based on a quadratic
form is also revealing. Approximations (5) and
(6) give guidance on how to do this.

For a parameter vector 5 let Vx(ff) denote an
estimator of the long-run covariance matrix.
Given an initial consistent estimator by,

Generalized Method of Moments Estimation

suppose that V(by) is a consistent estimator of
Vand
1§ s
N = op

Then use of the selection Ay = Dy [Viy(by)] ™"
attains the efficiency bound for GMM estimators.
This is the so-called two-step approach to GMM
estimation. Repeating this procedure, we obtain the
so-called iterative estimator. (There is no general
argument that repeated iteration will converge.) In
the remainder of this section we focus on a third
approach, resulting in what we call the continuous-
updating estimator. This is obtained by solving

/T?QII;LN(/;)

where

Ly(B) = Nlgw(B) VN (B)]"gn()-

Let by denote the minimized value. Here the
weighting matrix varies with /5.

Consider three alternative methods of infer-
ence that look at the global properties of the
GMM objective Ly(f):

(@) {f € P: Ly (f) < C} where C is a critical
value from a X*(r) distribution.

(b) {p € P:Ly(B)— Ly (by) < C} where Cisa
critical value from a (k) distribution.

(c) Choose a prior m. Mechanically, treat — %LN
(B) as a log-likelihood and compute

exp |~ L (8 ()
Jesp |~ 320t | ()

Method (a) is based on the left-hand side of (8).
It was suggested and studied in Hansen et al.
(1995) and Stock and Wright (2000). As empha-
sized by Stock and Wright, it avoids using a local
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identification condition (a condition that the
matrix D has full column rank). On the other
hand, it combines evidence about the parameter
as reflected by the curvature of the objective with
overall evidence about the model. A misspecified
model will be reflected as an empty confidence
interval.

Method (b) is based on the second term on
right-hand side of (8). By translating the objec-
tive function, evidence against the model is net-
ted out. Of course it remains important to
consider such evidence because parameter infer-
ence may be hard to interpret for a misspecified
model. The advantage of (b) is that the degrees of
freedom of the chi-square distribution are
reduced from 7 to k. Extensions of this approach
to accommodate nuisance parameters were used
by Hansen and Singleton (1996) and Hansen
et al. (1995). The decomposition on the right-
hand side of (8) presumes that the parameter is
identified locally in the sense that D has full
column rank, guaranteeing that the D'V"" D is
nonsingular. Kleibergen (2005) constructs an
alternative decomposition based on a weaker
notion of identification that can be used in mak-
ing statistical inferences.

Method (c) was suggested by Chernozhukov
and Hong (2003). It requires an integrability con-
dition which will be satisfied by specifying a
uniform distribution 7w over a compact parameter
space. The resulting histograms can be sensitive to
the choice of this set or more generally to the
choice of 7. All three methods explore the global
shape of the objective function when making
inferences. (The large sample justification
remains local, however.)

Backing Off from Efficiency

In what follows we give two types of applications
that are not based on efficient GMM estimation.

Calibration-Verification

An efficient GMM estimator selects the best
linear combination among a set of moment
restrictions. Implicitly a test of the over-
identifying moment conditions examines
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whatever moment conditions are not used in
estimation. This complicates the interpretation
of the resulting outcome. Suppose instead there
is one set of moment conditions for which we
have more confidence and are willing to impose
for the purposes and calibration or estimation.
The remaining set of moment conditions are
used for the purposes of verification or testing.
The decision to use only a subset of the avail-
able moment conditions for purposes of estima-
tion implies a corresponding loss in efficiency.
See Christiano and Eichenbaum (1992) and
Hansen and Heckman (1996) for a discussion
of such methods for testing macroeconomic
models.

To consider this estimation problem formally,
partition the function fas:

where /! has r; coordinates and /! has ! r,

coordinates. Suppose that ; > k and that f is
estimated using an 4 matrix of the form:
A=1[A 0],
and hence identification is based only on
AEfN (x,,p) = 0.
This is the so-called calibration step. Let by be

the resulting estimator.

To verify or test the model we check whether

81[3] (by) is close to zero as predicted by the

moment implication:

EfP(x,, By) = 0.

Partition the matrix D of expected partial deriv-

atives as:
_ | Du
p=[51

where D, is r; by kand D, is ¥~ r by k. Here we
use limit approximation (6) to conclude that
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VNg (by) =~ —DZ(AIDI)_IAII} VNgy(Bo),

which has a limiting normal distribution. A chi-
square test can be constructed by building a
corresponding quadratic form of 7' 7| asymptoti-
cally independent standard normally distributed
random variables. (When | exceeds k it is possible
to improve the asymptotic power by exploiting the
long-run covariation between /*)(x,; #,) and linear
combination of /M(x,; §,) not used in estimation.
This can be seen formally by introducing a new
parameter y, = E[f'*! (x; )] and using the GMM
formulas for efficient estimation of /3, and vy,,.)

Sequential Estimation
Sequential estimation methods have a variety of
econometric applications. For models of sample
selection see Heckman (1976), and for related
methods with generated regressors see Pagan
(1984). For testing asset pricing models, see
Cochrane (2001, Chaps. 12 and 13).

To formulate this problem in a GMM setting,
partition the parameter vector as

B Ig[l]
p= [ B2
where ") has k; coordinates. Partition the func-
tion fas:

(1] (1]
F ) = [f (s )]

FPp)
where 1" has r; coordinates and £ has ~ r|
coordinates. Notice that the first coordinate block
only depends on the first component of the param-
eter vector. Thus the matrix d is block lower
triangular:

Dy 0
D =
|:D21 Dzz}

where

D, = [ o, m].
| 8/3[’

Generalized Method of Moments Estimation

A sequential estimation approach exploits the tri-
angular structure of the moment conditions as we
now describe. The parameter [)’([)1] is estimable from
the first partition of moment conditions. Given
such an estimator, b][\,], 12 is estimable from the
second partition of moment conditions. Estimation
error in the first stage alters the accuracy of the
second stage estimation, as I now illustrate.

Assume now that r; > k;. Consider a selection
matrix that is block diagonal:

_{An O

where A4;; has dimension k; by r; and A,, has
dimension k — k; by r~ r;. It is now possible to
estimate ﬁ[ol] using the equation system:

Apgll (ﬁm) —0

or a method that is asymptotically equivalent to
this. Let b,[;] be the solution. This initial estimation
may be done for simplicity or because these
moment conditions are embraced with more con-
fidence. leen thls estlmatlon of ﬂ we seek an
estimator b of ,BO by solving:

Ang? { /3[2}_

To proceed, we use this partitioning and apply
(5) to obtain the limiting distribution for the esti-

mator b,%]. Straightforward matrix calculations
yield,

VN (B - B) ~

—(AnDx)" Azz{—Dzl(Aan)flAn[]\/ﬁgw(ﬁo)-

©))

This formula captures explicitly the impact of
the initial estlmatlon of ﬁo on the subsequent
estimation of [30 When D, is zero an adjustment
is unnecessary.

Consider next a (second-best) efficient choice
of selection matrix 4,,. Formula (9) looks just like
formula (5) with A, replacing A, D,, replacing
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D and a particular linear combination of gy (fo).
The matrix used in this linear combination “cor-
rects” for the estimation error associated with the
use of an estimator b,[\}] instead of the unknown true
value ﬁg]. By imitating our previous construction
of an asymptotically efficient estimator, we con-
struct the (constrained) efficient choice of A,

given Aq:

A

1
—B (D) ([~Da(anDr) AtV [~ [Dar(AnDu) " an | ])
for some nonsingular matrix B,,. An efficient
estimator can be implemented in the second
stage by solving:

!
il (1.0 s (o.°)

for Vj[é] given by a consistent estimator of

v

_ ([,DZI(A”D“)"AHI]V[f {Dzl(AnDn)flAn]/])il

or by some other method that selects (at least
asymptotically) the same set of moment condi-
tions to use in estimation. Thus we have a method
that adjusts for the initial estimation of ! while
making efficient use of the moment conditions
EfP; )= 0.

As an aside, notice the following. Given an
estimate b][\],] , the criterion-based methods of sta-
tistical inference described in section “Implemen-
tation Using the Objective Function Curvature”
can be adapted to making inferences in this second
stage in a straightforward manner.

Conditional Moment Restrictions

The bound (7) presumes a finite number of
moment conditions and characterizes how to use
these conditions efficiently. If we start from the
conditional moment restriction:

Elf (xtye, Bo)| Fi] = O,
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then in fact there are many moment conditions at
our disposal. Functions of variables in the condi-
tioning information set can be used to extend the
number of moment conditions. By allowing for
these conditions, we can improve upon the
asymptotic efficiency bound for GMM estima-
tion. Analogous conditional moment restrictions
arise in cross-sectional settings.

For a characterizations and implementations
appropriate for cross-sectional data, see Chamber-
lain (1986) and Newey (1993), and for character-
izations and implementations in a time series
settings see Hansen (1985, 1993), and West
(2001). The characterizations are conceptually
interesting but reliable implementation is more
challenging. A related GMM estimation problem
is posed and studied by Carrasco and Florens
(2000) in which there is a pre-specified continuum
of moment conditions that are available for
estimation.

Conclusion

GMM methods of estimation and inference are
adaptable to a wide array of problems in econom-
ics. They are complementary to maximum likeli-
hood methods and their Bayesian counterparts.
Their large sample properties are easy to charac-
terize. While their computational simplicity is
sometimes a virtue, perhaps their most compelling
use is in the estimation of partially specified
models or of misspecified dynamic models
designed to match a limited array of empirical
targets.

See Also

Bayesian Methods in Macroeconometrics
Rational Expectations Models, Estimation of
Simulation-Based Estimation
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Generational Accounting

Jagadeesh Gokhale

Abstract
Many government programmes transfer
resources between different population

groups. Programmes to provide retirement
and health security levy taxes on workers to
finance transfers to retirees. Initiating or
expanding such programmes often redistrib-
utes wealth across generations by altering
their lifetime tax burdens. Although standard
budget measures such as national debt and
deficits do not fully reflect them, such public
intergenerational redistributions could sub-
stantially affect different generations’ eco-
nomic choices. Generational accounting
measures the size of prospective net tax bur-
dens facing different generations under current
government tax and expenditure policies. It
also analyses how those fiscal burdens would
change under alternative policies.
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Before the 1990s, studies of the distributional
impact of fiscal policies distinguished between
groups according to their income, wealth or con-
sumption at a point in time but not according to
their life-cycle stage. Feldstein (1974) first
pointed out the possibility of implementing large
resource transfers across generations even under
balanced government budgets. Nevertheless,
notions about the impact of fiscal policies across
generations remained limited to a presumed pos-
itive association between larger budget deficits
and larger tax burdens on future generations.

Auerbach et al. (1991) developed generational
accounting, a method for estimating the economic
impact of fiscal policy on different cohorts —
including future ones — distinguished by birth
year and gender. With rapidly ageing populations
in developed countries and growing costs of social
insurance programmes that redistribute resources
from younger to older generations, the demand for
evaluating the intergenerational effects of govern-
ment fiscal policies increased considerably. As a
result, generational accounting is now used as a
fiscal- analysis tool in dozens of countries.

Generational accounting (GA) is a method of
estimating prospective per capita lifetime net tax
burdens that different cohorts would face under
existing fiscal policies. ‘Prospective’ means that
fiscal burdens are evaluated over cohorts’
remaining lifetimes; ‘net tax’ means that govern-
ment transfers are subtracted from taxes; and ‘life-
time’ indicates that future dollar flows are
actuarially discounted back to the present and
aggregated into a summary measure of the fiscal
burden in present value. Changes in the GAs of
different cohorts arising from changes in govern-
ment tax and spending policies measure fiscal
policy-induced changes in those cohorts’ lifetime
resources.

Generational Accounting Method

Under current (year ) policies, the present
discounted value of the government’s projected
purchases of goods and services (PVG,) must be
paid for out of the government’s current net finan-
cial wealth (NW,), the present value of net tax
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payments by living generations (PVL,), and the
present value net tax payments by future-born
cohorts (PVF,). In this government intertemporal
budget constraint,

PVG; = NW, + PVL, + PVF,, 1)

NW, is calculated as the sum of past budget
surpluses — which would be negative if past bud-
gets mostly accrued deficits. The government’s
real assets, such as land, roads, buildings and
public parks, are not included because that
would require inclusion of a compensating term
on the left-hand-side of Eq. (1) — the rental cost of
the services those real assets provide.

For calculating PVL, official government pro-
jections of annual aggregate taxes and transfers
are first distributed across officially projected
populations using profiles of tax payments and
transfer receipts by age and gender obtained
from the latest available micro-data surveys. Per
capita taxes and transfers for years beyond the
government projection horizon are obtained by
growing the terminal year’s per capita values at
the labour productivity growth rate underlying
official aggregate projections.

Next, each living cohort’s GA is calculated by
actuarially discounting its projected net taxes per
capita using cohort-specific mortality projections
and an assumed rate of discount. Because fiscal
dollar flows are more volatile than returns on
government bonds but less volatile than private
capital returns, an intermediate rate of interest is
used. Multiplying each cohort’s GA by its year-t
population and aggregating across all cohorts
yields PVL,.

PVG,; is calculated by projecting government
purchases of goods and services — such as admin-
istrative and judicial services, defence, and
infrastructure — at current levels per capita using
official population projections, and discounting
those amounts back to year 7. The term PVF; in
Eq. (1) is calculated as a residual.

Both PVL, and PVG, are calculated by pro-
jecting fiscal flows under unchanged policies.
PVL, equals the present value of net taxes that
cohorts alive in year ¢ would pay collectively if
their fiscal treatment remained unchanged

Generational Accounting

throughout their lifetimes. PVG, indicates the
size of the bill in present value for providing
public goods and services at current levels for
ever. To maintain the current fiscal treatment of
living generations and current public goods
and service levels for ever, the present value cost
that future generations must pay equals
PVG, — PVL, — NW.,.

Thus, generational accounting reveals the fis-
cal burden that future generations collectively
face under current government fiscal policies.
That burden does not necessarily equal the gov-
ernment’s outstanding debt: —NW,.

Estimating per capita fiscal burdens facing
future-born generations requires knowing how it
would be distributed among them. Generational
accounting assumes, hypothetically, an equal dis-
tribution of the residual fiscal burden except for an
adjustment for productivity growth. If we ignore
gender differences for simplicity, the GA facing
those born in year ¢ + 1 is calculated as

(PVG, — PVL, — NW,)(1 +r)

GA/1 = — @)
D N1 +g) )]
s=t+1

Here, r represents the discount rate;

g represents labour productivity growth; s repre-
sents future cohorts’ birth years; and N; represent
their population sizes. In Eq. (2), the residual
fiscal burden in present value as of period 7 + 1
is divided by the weighted sum of the population
of future-born persons with weights based on
r and g. The discount rate, r, is included in the
weighting scheme to account for the differences in
the timing of net tax payments by different future-
born cohorts. Such weighting ensures that people
born in periods > ¢ + 1 pay lifetime net taxes that
are (1 + g)s — (¢ + 1) times larger than those paid
by persons born in period ¢ + 1.

Generational Accounts for the United
States

By using projections from the Budget of the US
government for fiscal year 2005 (with ¢ = fiscal
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year 2004), applying a five per cent discount rate,
and calculating US dollar amounts in constant
2004 dollars, PVG; is estimated to be $26.8 tril-
lion; NW, equals — $4.4 trillion; and PVL, equals
4.9 trillion. That leaves future generations to col-
lectively pay $26.3 trillion.

Table 1 shows GAs for selected US male and
female cohorts with ¢ = fiscal year 2004. They
exhibit a standard life-cycle pattern: older cohorts
face negative GAs — they receive benefits on
net — and younger ones face positive GAs. Youn-
ger women have smaller GAs than men because of
their lower labour-force participation and earn-
ings. Very young cohorts with many years to go
before paying taxes face considerably smaller
GAs because of discounting. Older women
receive larger net benefits in present value than
older men despite their lower prior labour-force
activity because they live longer and receive
social insurance benefits based on their male
spouses’ earnings. The GA for those born in
2005 (year ¢+ 1) equals $333,200 per
capita — considerably larger than that for 2004-
newborns.

Lifetime Net Tax Rates and Generational
Balance

Alternatively, fiscal burdens can be represented as
lifetime net tax rates (LNTR) that different gener-
ations would face under the given assumptions.
For future generations, LNTRf = GA/PVE,, for
all s > ¢ where PVE; represents the present value
as of period s of projected (pre-tax) labour earn-
ings per capita for the cohort born in period s.
Future labour earnings per capita are projected in
a manner similar to that used for projecting taxes
and transfers. Equation (2)’s distribution rule
implies that both lifetime net taxes and lifetime
earnings grow at the same rate for successive
cohorts, implying that LNTRf applies to all future
cohorts.

An important generational accounting concept
is that of generational balance. 1t is derived by
comparing the lifetime net tax rate facing year-¢
newborns, LNTR, = GA/PVE,, with LNTRf
Note that LNTR, is based on current tax and
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transfer policies extended throughout the lifetime
of year-t newborns whereas LNTRfis a hypothet-
ical rate imputed for future generations based on
an equal growth- adjusted distribution of the
residual fiscal burden across future-born cohorts.
A finding of LNTR, < LNTRf would show cur-
rent policy as  being  generationally
out-ofbalance — one that levies a smaller LNTR
on current newborns than would be required of
future ones on average to balance the govern-
ment’s books. Thus, a policy that is generationally
out of balance is also unsustainable.

Calculations based on the GAs shown in
Table 1 reveal that US fiscal policy is considerably
out of generational balance as of fiscal year 2004.
The present value of lifetime earnings for males
born in 2004 is estimated to be $562,000, making
LNTR 49, equal to 18.5 per cent. For future-born
cohorts, LNTRf equals 58.2 per cent. Continuing
existing tax and spending laws for living genera-
tions would require future generations to bear
fiscal burdens that are more than three times larger
on average.

If current policy is out of generational balance
(that is, if LNTR, < LNTRf), GA machinery can
also be used to calculate alternative policy
changes that would restore generational balance.
This exercise reveals the policy trade-offs
involved in moving from a generationally
out-of-balance policy to one that is balanced.

A large initial generational imbalance requires
a large fiscal adjustment. Restoring generational

Generational Accounting, Table 1 Generational
accounts for the United States (thousands of constant
2004 dollars)

Age in
Year of birth 2004 Male Female
2005 (future-born) | —1 333.2 26.0
2004 (newborn) 0 104.3 8.1
1989 15 185.7 42.0
1974 30 201.3 30.2
1959 45 67.8 —54.1
1944 60 —162.6 | —189.4
1929 75 —171.1 | —184.1
1914 90 —65.0 —69.2

Source: Author’s calculations based on data from Gokhale
and Smetters (2006)
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balance to US fiscal policy via income tax hikes
would require average income tax rates to be
39 per cent larger. That is, federal income tax
revenues that according to the US Congressional
Budget Office (2006) amounted to 8.6 per cent of
GDP in 2004 would have to be immediately and
permanently increased to 11.9 per cent of GD-
P. Alternatively, federal discretionary outlays
would have to be reduced immediately and per-
manently by 67 per cent.

Criticisms of Generational Accounting

Generational accounting has been subject to sev-
eral criticisms. First, it measures the direct net
costs of taxes and transfers but excludes the ben-
efits derived from government public goods and
service purchases. If the benefits from some pur-
chases accrue much later, the average GA facing
future generations may not accurately reflect their
fiscal treatment under current policies. Second,
generational accounting does not factor in the
costs and benefits from government insurance
provision.

These two criticisms indicate that generational
accounting is not a ‘utility measure’ of the impact
of fiscal policies on different generations. How-
ever, dynamic simulation studies suggest that
changes in GAs correspond reasonably well to
welfare gains and losses arising from policy
changes.

Third, generational accounting ignores
dynamic economic responses when estimating
policy adjustments for restoring generational bal-
ance. However, its ‘static’ estimates constitute
lower bounds of the required adjustments. For
example, increasing income taxes would normally
reduce labour supply and require a larger tax hike
to achieve generational balance.

Fourth, to qualify as ‘budget concepts’ fiscal
measures must show the implications of keeping
policies unchanged. However, the generational
balance measure employs a hypothetical policy
for future generations. Gokhale and Smetters
(2003) provide alternative fiscal and generational
imbalance measures that do not involve hypothet-
ical policies.

Generational Accounting

Fifth, generational accounting discounts future
fiscal flows using a common discount rate
whereas taxes and transfers may be subject to
different degrees of policy and economic uncer-
tainties. And sixth, it may be appropriate to use
different discount rates for different cohorts
because they face different risks. However, gen-
erational accounting studies include sensitivity
analyses under alternative assumptions, including
alternative discount rates.

Final Remarks

It is important to note that generational accounting
tracks only the redistributive impact of govern-
ment fiscal policies. It does not include the impact
of private bequests and inter vivos gifts. In theory,
private intergenerational transfers may substan-
tially or fully offset government transfers. How-
ever, the weight of evidence, at least for the
United States, suggests that such offsets are quite
small.

A chief lesson from the generational account-
ing literature is that the frequently cited aggregate
cash-flow measures of fiscal policy — such as the
size of national debt and annual budget
deficits — are uninformative and, indeed, may
mislead policymakers about the true distributional
and economic implications of current fiscal poli-
cies and policy changes.

To the extent that traditional deficit and debt
measures miss significant policy- induced
intergenerational redistributions — with potentially
large effects on agents’ economic choices such as
consumption and labour supply — generational
accounting calculations can provide useful infor-
mation to policymakers and the public.

Generational accounting is also likely to prove
useful in further economics and public-policy
research. For example, generational accounts
could be combined with other elements of wealth —
human, non-human and private pension wealth —
on a cohort basis to estimate whether changes over
time in the cohort-distribution of resources are
related to changes in cohort saving and labour
force participation. Generational accounts could
also be used to calculate changes in the degree of
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cohort wealth annuitization for examining the
extent of insurance against uncertain longevity.

In many countries, government programmes
for providing insurance to the public against var-
ious types of economic risks are financially
unsustainable. Uncertainty about prospective
changes in taxes and transfers for correcting
those fiscal imbalances constitute a major source
of risk for households. Analyses using genera-
tional accounting may help in better understand-
ing the extent to which government fiscal policies
mitigate or exacerbate the economic risks facing
different generations.
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Genovesi was born near Salerno and died at
Naples: he took holy orders in 1736. In 1741
he taught metaphysics at the University of
Naples. He was intimately acquainted with
Bartolomeo Intieri, who induced him to follow
Broggia and Galiani in the study of economics;
and when, in 1754, by the advice of Intieri and
with funds’ liberally supplied by him, the teach-
ing of economics, then termed mechanics and
commerce, was established at Naples, Genovesi
was called to the chair. He was ‘the most distin-
guished and the most moderate of all Italian
mercantilists. . .. Commerce was for him not an
end only, but also a means by which the products
of industry at large were brought to the right
market. He, moreover, distinguished between
useful commerce which exported manufactured
goods and brought back in return raw material,
and harmful commerce which exported raw
material and imported foreign goods; he also
insisted that useful commerce calls rather for
liberty than for protection, while upon harmful
commerce the strictest embargo should be laid,
or at least it should as far as possible be bound
hand and foor’ (Cossa, Introduction to Political
Economy, translation, p. 235).
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These ideas, neither new nor original even in
his time, were maintained by Genovesi in many of
his works, and brought together, but without any
systematic order, in his Lezioni di Commercio
ossia di Economia Civile (Napoli, 1765, e. ii.
ediz. 1768-70, 2 vols). Though the Lezioni do
not form a regular treatise, they contain the
author’s opinions on the mercantilist system and
the most important principles of economics,
which he terms Civile ‘la scienza che abbraccia
le regole per rendere la sotto-posta nazione
popolata, potente, saggia, polita’ (the science
which embraces the laws which make a nation
populous, powerful, wise, and cultured), limiting
thus the science to the increase of population and
the production of wealth.

As to population, Genovesi follows the mis-
taken principle of his times, exaggerating the
advantage of a large population, proposing that
government should encourage marriages by
granting privileges and honours. He says that the
population ought not only to be numerous but
supplied with comforts, and he sees the relation
between population and means of subsistence or
production of wealth.

As a writer he is a mercantilist, though he does
not regard money as the only form of riches; he
says that the wealth of a nation is quite apart from
the quantity of money treasured up.

He derives the idea of value from demand,
distinguishing  different degrees of demand
according to their abstract importance in several
categories, maintaining that a thing which satisfies
a want repeatedly has a higher value than what
satisfies only a few wants or the same only some-
times (puo soddisfare ad un bisogno piu volte, ha
maggior prezzo che non quella, la quale o non puo
soddisfare che pochi bisogni o al medesimo
qualche volta). What is able to satisfy a great
want is of more value than what satisfies a small
want (una cosa fatta a soddisfare il maggior
bisogno si apprezza piu che quella la quale non é
fatta che a soddisfare ad un minore); and further he
asserts that the quality of things influences the
value. Graziani (Storia della teoria del valore in
Italia, Milano, 1889, p. 108) justly remarks that in
this Genovesi approaches the important question
which Galiani answered: namely, why do luxuries
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generally cost more than necessaries? In this he is
obliged to have recourse to the element of scarcity,
a line of argument which he does not know how to
reconcile with those previously mentioned.
Genovesi’s want of originality is obvious, as
F. Ferrara has shown (Bibl. dell’ Econo.,la.
S. vol. iii. Introduz.) in contradistinction to the
exaggerated opinion which Bianchini held respect-
ing him (La scienza del ben vivere sociale), since
the Socialists of the Chair persist, erroneously, in
considering him as a precursor of their opinions.
This tendency is also attributed to Genovesi, as
well as to Beccaria, Verri, and Romagnosi by the
French socialist B. Malon; which is a further exam-
ple of the errors of the socialists in their historical
criticism of political economy.
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Abstract

The severity of the euro crisis has already led to
a series of reforms in economic governance,
but it is accepted that further reforms are
needed to make the euro more robust and resil-
ient to asymmetric shocks. Proposals put for-
ward by the EU’s leaders to create a ‘genuine’
economic and monetary union, some of which
have already been adopted, would deepen
European integration to include a banking
union, a greater degree of fiscal and political
union and closer coordination of other eco-
nomic policies. This article explains the back-
ground to the initiatives to establish a genuine
economic and monetary union and assesses the
progress towards achieving such a union.
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If at first you don't succeed, try, try and try
again — attributed to Robert the Bruce, King of
Scotland, 1306-29.

In the beginning was a vision of monetary inte-
gration as an extension of European integration;
then came the ‘snake’ and the European monetary
system (EMS); next there was economic and mon-
etary union (EMU) and the creation of the euro.
Now, as they seek to rebuild after the tribulations
of several years of economic and political crisis,
Europe’s leaders have a new approach: genuine
economic and monetary union (GEMU). The first
adjective in this expression invites (and has duly
been accorded) mockery, for example from
Willem Buiter who, in giving evidence on
18 June 2013 to Sub-Committee A of the House
of Lords European Union Committee said in
response to Q 57: ‘I must say how poorly named
GEMU is. Genuine economic and monetary
union, as opposed to phoney or fake monetary
union? Who dreamt this up? But never mind; we
are stuck with it’.

However, it is clear that genuine economic
and monetary union potentially constitutes a sig-
nificant new departure for the economic gover-
nance of the euro area, with the potential to allow
EMU to function sustainably. The sovereign debt
crisis of 2010—-12 had exposed many shortcom-
ings in the structures and governance of the euro
area and these had to be dealt with to ensure the
future of the single currency. This article recalls
the background and the initial responses to the
euro crisis, then briefly summarises the measures
adopted and planned to strengthen the gover-
nance and resilience of the euro. It then assesses
their progress and the prospects for achieving an
enduring euro.
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Background to the Euro Crisis

Since the late 1960s, Europeans have been trying
to find a way of establishing common monetary
arrangements, starting with the blueprint provided
by the committee chaired by Pierre Werner
(Council and Commission, 1970) which set out
plans for a single currency by 1980. Although
agreement was reached, following the collapse
of the Bretton Woods system, to set up a limited
form of cooperation known as the ‘snake in the
tunnel’ in 1972, it was short-lived, falling victim
to the financial turmoil of the 1970s.

A fresh start was made in 1979 at the instiga-
tion of the leaders of France and Germany,
Valéry Giscard d’Estaing and Helmut Schmidt,
resulting in the much more comprehensive EMS,
with its provisions for keeping exchange rates
largely fixed between participating countries
and intervention mechanisms aimed at counter-
ing the sorts of financial market pressures likely
to upset an exchange rate arrangement. Although
the EMS had to face a number of trials during the
1980s, Europe’s leaders continued to push for
more extensive monetary integration and even-
tually agreed — in the Maastricht Treaty con-
cluded in 1990 — on the arrangements, which
culminated at the end of the 1990s in full mone-
tary union. Ironically, the agreement was rapidly
followed in 1992 by the most severe crisis the
EMS had faced, showing how damaging diverg-
ing economic trajectories can be for monetary
integration.

The launch of EMU, initially with 11 partici-
pating countries, took place, as planned, from the
late spring of 1998, when exchange rates were
irrevocably fixed and the euro was created, with
the deutschemark, lira, various francs, the guil-
der, the peseta and so on consigned to history.
The newly created European Central Bank
(ECB) became, almost overnight, one of the
most important global economic actors. As
EMU and the euro approached their tenth birth-
days early in 2008, the consensus was that the
single currency had been a remarkable achieve-
ment and was here to stay. Commemorative con-
ferences and books abounded (for example, Buti
et al., 2010), enabling Europeans to reflect on
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achieving what many said was impossible or
foolhardy. Although the sub-prime crisis had
erupted in 2007 across the Atlantic, there was
little sense that it posed a threat to the euro, and
many in Europe took solace in what they saw as
the more conservative approach of the European
Central Bank and the financial supervisors in the
EU, compared with their US counterpart, the
Federal Reserve.

Then it all started to go wrong. First, many
leading European banks discovered that they
were not only much more exposed than they had
realised to losses associated with the sub-prime
crisis and the subsequent collapse of Lehman
Brothers, but also that their national governments
could not agree on how to rescue them, or
(in some cases) afford to do so. The sudden ‘dis-
covery’ late in 2009 that Greek public finances
were in disarray, with projections of the annual
deficit leaping from a manageable five or six per-
centage points of GDP to an unsustainable
15 points reignited a crisis that, by the summer
of 2009, looked as though it was easing when
leading countries such as Germany reported a
return to growth.

The inability of the EU’s leaders to resolve the
Greek problem in a timely manner exposed sys-
temic weaknesses in the governance of EMU,
which then triggered contagion that engulfed
Ireland and Portugal, and spread to threaten
Italy and Spain before claiming Cyprus as its
fourth victim. Thus, the initial financial crisis
mutated into a sovereign debt crisis, engendering
fears that the euro as a whole would unravel, with
potentially cataclysmic consequences. In a suc-
cession of crisis meetings at which bailouts were
agreed and massive new rescue funds were set
up, Europe’s leaders managed — just — to put out
the fires and to ensure the survival of the euro. In
this, they were greatly helped by the European
Central Bank (ECB) and, not least, by the much
quoted statement from its President, Mario
Draghi (at the Global Investment Conference in
London, 26 July 2012), that ‘within our mandate,
the ECB is ready to do whatever it takes to
preserve the euro. And believe me, it will be
enough’.

Genuine Economic and Monetary Union

What Will It Take?

Despite the impression of procrastination con-
veyed to the rest of the world, far-reaching
reforms were being undertaken by the EU to
recast the governance of the euro. There were
new legal provisions (commonly known as the
‘six-pack’) to enhance the oversight of Member
States’ fiscal policy and to instil greater fiscal
discipline (including the Stability and Growth
Pact), as well as to create a complementary Mac-
roeconomic Imbalances Procedure, under which
potential imbalances other than in the public
finances would be monitored. In addition, a
new permanent fund, the European Stability
Mechanism (see http://www.esm.europa.eu/),
was set up to provide financial assistance for
crisis resolution, and various regulatory changes
to improve financial stability were being
implemented. However, a frequently heard cri-
tique has been that they are leading to an
‘austerian’ model of policy which will perpetuate
economic weakness (Blyth 2013). Lane (2012)
has identified a series of policy mistakes in the
management of the euro debt crisis which have
arguably made things worse.

A month prior to the Draghi speech, the Euro-
pean Council — the heads of state and government
of the (then) 27 EU Member States — had agreed a
draft of a document commonly known as the Four
President’s Report (European Council 2012a)
which set out ‘a vision for the future of the Eco-
nomic and Monetary Union’. The report proposed
four building blocks for a more robust framework
for the governance of EMU in the pursuit of a
‘genuine’ EMU:

* An integrated financial framework to ensure a
financially stable system

* An integrated budgetary framework with the
dual aim of assuring fiscal discipline and
developing new common fiscal policy
instruments

* Anintegrated economic policy framework able
to promote growth, employment and competi-
tiveness in a manner consistent with the
smooth functioning of EMU
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* Enhancement of democratic legitimation and
channels of accountability, justified particu-
larly by the loss of national autonomy in bud-
getary and other economic matters as a direct
consequence of greater top-down constraints
on national autonomy in economic decision-
making.

The first building block can be interpreted as
banking union, the second as fiscal union and the
last as at least a form of political union, while the
third building block can be viewed as an elabora-
tion of mechanisms to coordinate national econo-
mies more effectively and comprehensively.
Proposals for developing each of these building
blocks were subsequently presented in a ‘blue-
print’ by the European Commission (2012) and
taken further at the end of 2012 by the European
Council (2012b). Both of the latter documents
included proposals on the sequencing of the intro-
duction of new measures, although it is notewor-
thy that they are by no means identical in what
they propose. Some of the measures in the Com-
mission blueprint would entail a significant exten-
sion of European integration and it is a moot point
whether they are needed or, instead, are opportu-
nistic bids for new powers by the EU level.

Why Was It Needed?

Despite the flurry of reforms in 2011 and 2012, the
impetus for going much further came from an
understanding that there had to be a more funda-
mental rethinking of economic and monetary
union as a defining element of the European inte-
gration ‘project’. There have been extensive
efforts to understand the origins of the crisis (for
instance, Eichengreen 2012; De Grauwe 2013)
and to assess whether the policy responses were
well conceived, timely and sufficiently compre-
hensive. Answers have been cautious, with many
(especially from across the Atlantic) sceptical
about the euro’s long-term viability, and some
even suggesting that it would be better for the
euro to collapse quickly rather than endure a lin-
gering demise. A comprehensive retort is offered
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by Eichengreen (2007, 2014), who sketches out
the potentially calamitous outcomes of euro
breakdown (or even of exit by an existing mem-
ber) in terms of banking crisis, capital flight, infla-
tionary pressures and the need for exchange
controls. His argument is that although nothing
is forever, euro membership comes close.

Nevertheless, there is a consensus that the orig-
inal architecture of EMU had to change. Four
categories of flaws in what might be called
‘EMU1’ can be distinguished. The first can
loosely be summed up in the title of an article by
Paul Krugman (2012): ‘Revenge of the optimum
currency area’. Europe was generally acknowl-
edged not to be an optimum currency area
(OCA), and there was reluctance to put in place
measures that might have mitigated the effects of
this lack, notably fiscal mechanisms that might
have attenuated asymmetric shocks. A similar
metaphor is used in the title of a paper by Barry
Eichengreen (2014): ‘the theory of optimum cur-
rency areas bites back’. However, his analysis
dwells more on the shortcomings of the theoreti-
cal insights themselves, now over 50 years old,
than on how EMU neglected these insights.
Indeed, Eichengreen identifies crucial ways in
which the experience of EMU reveals problems
of monetary integration simply not anticipated in
OCA reasoning.

According to what McKinnon (2004) has
called the ‘Mundell I’ version of OCA theory,
when a shock hits an economy that is part of a
monetary union, it can be offset in a number of
ways, notably through factor mobility and auto-
matic stabilisation brought about by fluctuations
in net fiscal transfers from the rest of the union.
A downturn will reduce tax flows to the central
government, while public expenditure pro-
grammes mediated at the highest level of govern-
ment disburse more in the affected region because
of entitlements assured by the highest level of
government (for example unemployment bene-
fits). The trouble for the EU is that there is no
such fiscal instrument, because the only budget at
EU level is small (at just 1% of GDP), inflexible
and required to balance, preventing it from being
used to provide a fiscal stimulus. Labour mobility
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is notoriously low in the EU, and such mobility as
there is probably even has a perverse effect
(as pointed out by Eichengreen 2014) in so far as
it is qualified and skilled workers who leave in a
downturn, denuding the economy in difficulty of
growth potential. If, in addition, the distressed
economy is unable to use its own fiscal policy to
stimulate recovery (as proved to be the case in the
euro crisis), the difficulties are compounded.

The second area of concern is the effects of
EMU on the supply side of the economy. In the
absence of the exchange rate, economic adjust-
ment has to occur through other policy channels.
With fiscal policy constrained by either the rules
of EMU or by market reluctance to lend to coun-
tries experiencing a downturn, autonomy in fiscal
policy has proved to be relatively limited. This
meant that adjustment had to come from structural
policies. Indeed, there was an expectation that
EMU would oblige governments to pay greater
attention to such policies, but the reality was that
the sizeable fall in interest rates enjoyed prior to
the crisis by countries such as Italy meant that they
had windfall gains for their public finances. As a
result, reform pressures abated and the resilience
and flexibility of the economy was eroded. It can
be argued that the imperative of structural reform
today is all the greater because this phenomenon
was underestimated.

The easy macroeconomic conditions and the
absence of market pressures in the middle of the
euro’s first decade also led to a false sense that all
was well. On the contrary, as many subsequent
analyses have shown, divergence was occurring,
particularly in unit labour costs, rendering many
of the countries that have since struggled less
competitive. By 2008, very large external imbal-
ances had arisen inside the euro area, the most
extreme being the 15% of GDP current account
deficit in Greece in 2009. These imbalances led to
conflicting views on who was to blame: the prof-
ligate periphery or the mercantilist core? For Ger-
many, especially given its economic weight and
export-orientated economic model, there are
many dilemmas to confront around whether it
shares responsibility for the crisis or can blame it
on bad policy elsewhere (Bonatti and Fracasso
2013).
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Financial integration in Europe is the source of
a third set of flaws and, moreover, gave rise to
problems that were much less predictable (Pisani-
Ferry 2012a). The ‘Mundell II” version of OCA
posits a different channel of adjustment, operating
through financial markets. In this variant, insur-
ance or changes in net savings can come to the
rescue by providing financial flows which cushion
the effects of a downturn. The EU has assiduously
promoted financial integration and has had con-
siderable success in some respects, for instance in
fostering cross-border bond markets, However,
the holdings of sovereign debt by banks in credi-
tor countries became an obstacle rather than a help
when market sentiment turned against countries
facing severe adjustment pressures. Cross-border
flows at the retail level, by contrast, were negligi-
ble and thus could not act as they do in more
integrated monetary unions, such as the US or
Canada, to mitigate a downturn. It is important
to note that the inability to deal with shocks is a
problem not just for the country affected, but also
because of the rapid spillover of fiscal stress to
other countries — described by Allard et al. (2013)
as a systemic problem.

Much has been written about the ‘doom loop’
between banks and sovereigns in the euro area, in
which problems in the banking sector lead to
public intervention, causing a deterioration of
public finances, while bank holdings of suspect
sovereign debt have weakened banks’ capital
base. The extent of financial contagion from one
vulnerable member state to another was also an
unexpected phenomenon, yet had become the
most pressing problem by the end of 2011, wors-
ening as markets piled the pressure on Italy and
Spain, causing the spreads on bonds denominated
in euros issued by these countries to rise dramat-
ically, relative to Germany (Favero and Missale
2012). Private debt was also part of the story in
some member states, such as Ireland and Spain,
pointing to macro-prudential failings. As
Constancio (2014: 251) observes, the banking
crisis and the sovereign debt crisis ‘create a story
of two “debt overhangs™’, a position he contrasts
with what he suggests has been an incorrect, but
prevailing, narrative of blaming fiscal indiscipline
(mainly) in peripheral countries. Moreover, as
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pointed out by Pisani-Ferry (2012b), there is a
new ‘impossible trinity’ because of the conjunc-
tion in the original design of EMU of:

* The prohibition on direct monetary financing
of the debts of member states which appears to
preclude the ECB from direct purchases of
sovereign debt.

* The fact that there is no collective responsibil-
ity for public debt, such that member states in
difficulty are susceptible to market pressures
much more rapidly than if there were a com-
mon borrowing capability. Some form of euro-
bond, jointly and severally guaranteed by all
member states (at least of the euro area), is the
eventual answer.

* The interdependence between sovereigns and
banks in each member state can result in banks
becoming fragile if they hold their country’s
public debt, while the fragility of the banks
undermines the borrowing status of the sover-
eign that has to stand behind them. Sovereign
bonds tend to be thought of as safe assets, but
the problems in Ireland and Spain have shown
that market sentiment can turn quickly, leading
to a vicious circle, especially in smaller
countries.

In the same way that monetary union offered a
way out of the original Mundell impossible trinity,
an underlying rationale for banking union, espe-
cially, but also elements of the other facets of
GEMU, is to provide part of the solution to the
Pisani-Ferry one.

The fourth major flaw was one of governance.
EMU had rules, but they were not respected,
partly because of how institutional boundaries
functioned, but partly also because the rules
themselves were open to criticism. More gener-
ally, the EU has been beset by political economy
obstacles to comprehensive solutions (Begg
2013) and there has been a lack of understanding
of political and institutional differences or diffi-
culties among the Member States and their
impact on preferences (Bordo et al., 2013). Ger-
man leaders, for instance, have had to be sensi-
tive to possible complaints to the Federal
Constitutional Court (of which there have been

5221

many) being upheld in a way that would have
derailed proposed solutions.

The crisis also exposed the inability of the euro
area members to react quickly, perhaps because a
lack of experience in handling so acute a crisis
hampered an effective response. Manifestly, a cri-
sis of this magnitude was not anticipated by the
authors of the Treaty, nor does it seem to have
been foreseen in the design of the specific instru-
ments and institutional arrangements that make up
the economic governance frameworks (Lane
2012). Crisis management and resolution mecha-
nisms were also conspicuously missing. In short,
there was no readily available toolkit. Some of the
GEMU proposals hint at the establishment of an
enhanced ability to manage crises. But proposals
for a European Monetary Fund (for example, Gros
and Mayer 2010; Schulmeister 2013) though
apparently endorsed by German Finance Minister
Schiuble (the Financial Times: ‘“Why Europe
monetary union faces biggest crisis’ 11 March
2010), have met little enthusiasm.

Progress on Achieving GEMU

The Commission blueprint offers an extensive list
of specific proposals, but a number of these are
speculative rather than firm. The Commission also
distinguishes between proposals that can be
implemented quickly, over the medium term, and
over the longer term. Not surprisingly, many of the
proposals have attracted dissent, and it is open to
question whether they will be adopted, substantially
amended or watered down, or simply abandoned.
The resulting uncertainty inevitably complicates
any assessment of what their implications will be
for the final shape of GEMU. There is also ambi-
guity in the usage of many of the key terms around
GEMU, worthy of Humpty Dumpty’s assertion in
Lewis Carroll’s book Through the Looking Glass:
‘When [ use a word, it means just what I choose it to
mean, neither more nor less’.

Banking union has made the most progress, but
it has proved much more difficult to agree fiscal
union, partly because member states have very
divergent views on what is needed and (often
more tellingly) who should pay or shoulder the
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risk. Proposals for closer coordination have
exposed deep cleavages among member states
and between the member states and the EU insti-
tutions, while political union is barely off the
drawing board.

Banking Union

A banking union would, if most of its advocates
had their way, consist of three main elements
which were absent in the original EMU frame-
work: an integrated approach to bank supervision;
a common means of resolving failing banks; and
the establishment of a common system of deposit
insurance. Numerous commentators (see, for
example: Pisani-Ferry and Wolff 2012; Obstfeld
2013; Leblond 2014) have highlighted the sheer
scale of banking in relation to the fiscal resources
of certain member states, as well as the extent of
cross-border financial connections, as features
incompatible with national oversight. In the
absence of banking union, it fell to the ECB to
underpin financial stability, despite the lack of a
formal lender of last resort function, and part of
the logic of banking union was to redress an
overreliance on the central bank. As Muellbauer
(2013) stresses, expecting a central bank to fulfil
this role indefinitely is not defensible.

After typically complicated negotiations and
the careful crafting of compromises, two elements
of banking union have now been settled. First, the
creation of the single supervisory mechanism
(SSM) in 2013 conferred significant new powers
on the ECB as the pinnacle of a federal-ish system
of oversight of banks, but at German insistence,
only the largest and systemically most important
banks are to be directly supervised by the ECB.
New ‘bail-in’ rules determining the order in which
different classes of creditor would lose their
money were agreed and complement the deal
reached at the end of 2013 on a single resolution
mechanism (SRM). The latter includes provision
for a new single resolution fund which will be
built up from levies on the banking sector and is
intended to reduce the probability of future calls
on taxpayers to rescue banks.

Although the single supervisory mechanism
and the single resolution mechanism constitute
significant steps towards banking union, they do
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not immediately resolve the doom loop because
there is, as yet, no consensus on establishing a
supranational fiscal backstop. Without one, as
Obstfeld (2013) shows, the whole structure will
be vulnerable, but for the time being, only national
backstops are available to use in this way. In
addition, the single resolution fund will only
build up slowly (over a decade) to reach its target
scale of €55 billion, a level that many critics
consider to be far too low to deal with potential
problems in what remains a fragile banking sys-
tem subject to considerable risks in the short-term.

Common deposit insurance remains a distant
prospect, having essentially been vetoed by cred-
itor nations in the EU because of worries about
moral hazard. The likely knock-on effect is that
the euro area will remain less integrated finan-
cially (Howarth and Quaglia 2013), restricting
the scope for private financial flows to accom-
modate asymmetric shocks. Indeed, the trend
since the crisis has been for a de facto growth
of barriers to financial integration as credit insti-
tutions retrench within national boundaries. This
has had the further knock-on effect of restricting
the supply of credit in weaker economies,
inhibiting their capacity to restore growth and
employment.

Fiscal Union

There are many possible definitions of fiscal union
in the context of EMU (Fuest and Peichl 2012;
Tommaso Padoa-Schioppa Group 2012; Allard
et al., 2013). At one extreme it could mean little
more than an intensification of the rules already in
place to discipline deficits and public debt, as
amended by the ‘six-pack’, referred to above,
and subsequent measures. At the other, it could
encompass substantial flows between the supra-
national level and the constituent parts of the
EMU, in other words a transfer union in a form
that most Germans just about tolerate domesti-
cally, but are adamantly opposed to for the EU
on the not unreasonable grounds that they would
generally have to foot the bill. A more limited
fiscal union could entail some mutualisation of
debt and the creation of funds to alleviate
fiscal stress in a country subject to temporary
difficulties.
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Adding to the complexity of the issues is a lack
of clarity about the underlying purpose of a supra-
national fiscal capacity. The current EU budget
supports public investment, but is regarded by
many as mainly having a redistributive function,
and manifestly has no role in macroeconomic
stabilisation akin to the federal level elsewhere
(Begg 2009). An additional fiscal capacity for
stabilisation purposes was envisaged in early
plans for EMU, including the MacDougall Report
(1977), and discussed again in One Market, One
Money, a wide-ranging study by the European
Commission (1990) which examined various
aspects of how the EMU agreed at Maastricht
should develop. A fiscal capacity has, however,
unfailingly fallen foul of objections from net con-
tributors to the EU budget to any increase. For
GEMU to succeed in overturning these objections
will not be easy.

It is nevertheless firmly advocated — albeit
without much sense of what precise form it
might take — in the Commission blueprint for
GEMU. The proposals imply a stabilisation func-
tion confined to assisting individual member
states in mitigating the effects of an asymmetric
shock, but not the stabilisation of the eurozone
economy as a whole. The attraction of a limited
stabilisation instrument is that it requires fewer
resources, but it would not provide the scope for
a collective Keynesian response to any future
recession. Latterly, there has been renewed inter-
est in a risk-sharing policy mechanism that would
be triggered by variations in unemployment rates
from an appropriate benchmark (Andor et al.,
2014; Caudal et al., 2013). Its proponents argue
that it would not result in persistent net transfers,
but critics are sceptical.

There has been extensive discussion of the
need for common debt issuance by euro area
members (in effect a euro version of the US Trea-
sury Bond), whether called eurobonds (a term
now so toxic in Germany as to be unacceptable),
Stability Bonds (European Commission 2011) or
something else. The key feature of such a scheme
would be joint and several guaranteeing of the
debt, meaning in practice that net creditors
would bear some of the risk of net debtors. Some
form of debt mutualisation is included in the
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Commission blueprint for GEMU,
but — reflecting the ambivalence around the
concept — as one of the medium to longer term
objectives for the fiscal union dimension. It is a
broadening of EMU which many commentators,
drawing on the US experience and the clear ben-
efits associated with a strong and stable bond for
the cost of financing public debt, regard as essen-
tial. Opponents fret about the moral hazard prob-
lems likely to arise if states which already borrow
too readily have incentives to borrow still more.

A number of proposals have attempted to rec-
oncile calls for a mutualised debt instrument and
worries about moral hazard. Solutions include
capping the share of debt as a proportion of
GDP, as in the blue bond/red bond scheme of
Delpla and von Weizsédcker (2011), or the condi-
tional bonds proposed by Muellbauer (2013)
which would carry a common interest coupon,
but require the more risky member states to pay
an insurance premium to insure (and politically
placate) the other underwriting countries. Others
have suggested that the best way forward is,
instead, to lower the legacy debts of heavily
indebted countries through some form of man-
aged default. Examples are the debt redemption
pact proposed by the German Council of Eco-
nomic Experts (2012), allowing a ‘once-only’
debt reduction, or the ‘politically acceptable debt
restructuring’ (PADRE) idea from Paris and
Wyplosz (2014), under which an agency (the
ECB or some other entity nevertheless relying
on the ECB) buys up the excessive debt.

In both these examples, the proponents suggest
ways to forestall moral hazard. In all cases, some
form of institutional development involving the
creation of a euro area debt agency or a fully-
fledged Treasury will be required — never easy to
settle rapidly in the EU. It is likely to require
political oversight from a more powerful EU or
euro area finance minister equivalent, especially if
revenue has to be raised as a backstop to borrow-
ing operations.

Closer Coordination

The rationale for closer coordination is to ensure
that negative spillovers from inappropriate
supply-side reforms (or an absence of reforms)
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are avoided. The intention is to improve the resil-
ience of a country inside the EMU to asymmetric
shocks and their knock-on effects on others. If, as
the Commission argues happened during the euro
crisis, these knock-on effects have a substantial
negative impact, they can become a threat to the
EMU as a whole. To avoid such an outcome, the
aim of ex ante coordination is to identify potential
problems and to resolve them before the reform is
implemented. In a proposal published in March
2013, the Commission set out a list of the policy
areas to be covered, encompassing ‘product, ser-
vices and labour market reforms as well as certain
tax reforms’ (European Commission 2013a: 3),
and also refers to financial markets as a source of
spillover or contagion. The communication
stresses, separately, the advantages of learning
from each other.

A ‘Convergence and competitiveness instru-
ment’, proposed as one of the developments of
the third leg of GEMU, was put forward in a
Commission communication released in March
2013, but has proved to be controversial. The
original idea was to make additional resources
available ‘to support Member States in the some-
times difficult process of implementing struc-
tural reforms, provided that the recipient
country accepted a reform programme agreed
with the Commission (European Commission
2013b: 6). The Commission proposal stated that
the support would be limited to reforms that
might affect other EMU participants or the euro
area as a whole. It would be a contract in the
sense that adherence to the programme would be
the condition for receiving the financial
support — in effect a form of conditionality, as
has routinely been practised over many years by
the IMF. The idea was poorly supported at the
December 2013 European Council and was post-
poned for a year. An indication of some of the
sensitivities is visible in the apparent decision to
rename the instrument as ‘Partnerships for
Growth, Jobs and Competitiveness’ and to insist
that these will be about increasing ‘the level of
commitment, ownership and implementation of
economic policies and reforms in the euro area
Member States’.
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Political Union

A political union to underpin EMU has long been
advocated (De Grauwe 2006, 2013), but has faced
the inevitable difficulty that it is hard to agree
what it means. An irony is that both advocates
and critics of monetary union have identified
political union as a dimension of EMU needed
for it to function more effectively — albeit drawing
opposing conclusions about whether a move in a
federal direction is appealing. However, there is a
lack of consensus — visible, for example, in
conflicting French and German positions — about
what comes first: political or fiscal union. There
has been a proliferation of new rules and institu-
tions, which are expected to transform economic
governance, but there is as yet not a clear picture
of how they will be politically controlled (Belke
2013). The more intense oversight of member
states as well as the power to impose financial
sanctions on delinquents are two outcomes of
governance reforms that alter the balance of
power in the EU. They will cause concerns
about legitimacy and accountability. Add in calls
for more comprehensive new mechanisms for
sharing risk (Vallée 2014) and the growing social
pressures on governments, and it becomes clear
that there are difficult challenges around the polit-
ical union dimension of GEMU.

Other than fairly general statements about the
importance of democratic legitimation, only
vague proposals for an increased European Par-
liament (EP) role are made in the Commission
blueprint for GEMU. The rationale for seeking
an EP role is that because many of the new powers
are exercised at EU (or euro area) level, there is an
equivalence logic, as understood in normative
fiscal federalism approaches, in having legitima-
tion at the same level of governance. As the Com-
mission (2012: 35) states: ‘a further strengthened
role of EU institutions will therefore have to be
accompanied with a commensurate involvement
of the European Parliament in the EU procedures’.
Both the Four Presidents’ report and the Commis-
sion blueprint for genuine economic and mone-
tary union nevertheless allude to the need for
national parliaments to ensure the legitimacy of
Member actions, but suggest no greater role.
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One of the complications around the moves
towards GEMU is how to accommodate
non-members among the rest of the EU28. Two
of them (Denmark and the UK) have a formal
opt-out from the Treaty obligation to join EMU,
but all the rest are, in principle ‘in derogation’,
which means that they are expected to join the
single currency in due course. While the years of
crisis have seen many of them postpone any
moves in this direction, the number of euro area
members continues to grow, with Lithuania now
set to join in January 2015. However, there are
other dividing lines. Only the Czech Republic and
the UK did not sign the separate Treaty on Stabil-
ity Coordination and Governance (TSCG) ratified
in 2012. This treaty provides a legal basis for
some of the GEMU measures.

Although the UK has supported the implicit
deepening of European economic governance
needed to make the euro stable, it has stated
emphatically that it will not participate in banking
union or fiscal union (see evidence summarised in
House of Lords 2014). Other member states, by
contrast, have agreed to participate in banking
union, including some, such as Sweden or Poland,
which have often been sympathetic to UK posi-
tions on European matters.

Can ‘Genuine’ Render EMU Safe(r)?

As is so often the case in the EU, many of the
measures in the Commission (2012) blueprint are
being adopted at a slower pace and less compre-
hensively than envisaged. As always, too, it is
battles over the sharing of burdens and risks that
lie behind the procrastination. Nevertheless, a
more robust and resilient EMU is being
constructed; it may be less than optimal, but the
threat of unravelling seems to have receded. As
Benjamin Cohen (2012: 689) bluntly puts it: ‘the
euro will neither fail nor succeed. Defective but
defended, it will simply endure’. Mongelli (2013)
offers a more sanguine view of the euro as an
underpinning for resolving what he sees as a crisis
that had its roots elsewhere, notably in flawed
governance.
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That said, economic divergence is and will
remain an awkward problem from two perspec-
tives. First, it will make the task of curbing the
imbalances that lie behind the crisis that much
harder, and if — as seems to be happening — the
divergence accentuates virtuous and vicious
cycles, the challenge will be all the greater. Sec-
ond, it greatly complicates one-size-fits-all pol-
icies such as monetary policy, because different
economies will require much more tailored pol-
icy mixes. Aggravating factors are that country
risk has widened the interest rate spread between
troubled and stable economies, deterring invest-
ment in the South and stimulating it in Germany
and other northern member states, while the debt
overhang of many euro members is large. This is
not a recipe for convergence or common
policies.

For the foreseeable future, what has been, or is
likely to be, agreed on banking union and fiscal
union will not be enough to resolve completely
some of the known shortcomings in EMU. A
more open question is whether they are sufficient
to enable the euro to function tolerably success-
fully. Thus far, the dire predictions of the
Cassandras have not come true. The euro has not
collapsed, nor has any member exited it, despite
the chorus of voices urging countries like Greece
to do so. The main reason is that there continues to
be a strong political commitment to the euro,
although no one should be in any doubt that a
disorderly unravelling of the euro would have
severe consequences.

What are largely missing from the GEMU
blueprint, however, are proposals on reform or
recasting of the role of the ECB. The ready expla-
nation is that the strong independence conferred
by the Treaty on the ECB means that the Com-
mission and the European Council tread carefully
for reasons of constitutional propriety where mon-
etary matters are involved. The ECB is a powerful
economic actor, reflecting its high degree of
independence, yet its ability to act as a lender of
last resort or to emulate the sorts of unconven-
tional monetary policies pursued by its counter-
parts in the USA, Japan or the UK has been
circumscribed. Although the ECB often acted at
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crucial times to mitigate the crisis when govern-
ments were slow to act, its action mainly bought
time (Bini-Smaghi 2014), but it is unrealistic to
expect the central bank to solve the underlying
problems that caused the crisis. This is one
area where GEMU is in a bind, because it does
not make clear what role is now expected of
the monetary authorities. Indeed, Bini-Smaghi
expresses the concern that, because ECB action
has defused the crisis, governments may be less
willing to take hard choices and thus risk trigger-
ing a fresh round of crisis. As Honkapohja (2014:
265) observes ‘a basic lesson from the Nordic
and other financial crises is that once the crisis
has erupted, only hard choices for economic pol-
icy remain’.

However, there have been moves by, or involv-
ing, the ECB which nevertheless address some of
the shortcomings in EMU and can thus be consid-
ered part of the spirit of GEMU. It has acquired
additional responsibilities associated with pruden-
tial supervision at both the macro and micro levels
(which could be interpreted as a functional broad-
ening) but also a deepening in terms of having a
generally more central and profound role in the
overall conduct of economic policy, including
taking part in the ‘Troika’ missions overseeing
adjustment in countries accorded a bailout. In
this regard, as contributions to the discussion in
Chapter 5 of Blinder et al. (2013) highlight, the
ECB has moved closer to the pivotal governance
roles of the Federal Reserve and the Bank of
England: that is, it has become a more ‘normal’
central bank.

A Last Word

GEMU, if substantially realised, would
strengthen monetary union and, together with
continuing ‘whatever it takes’ political commit-
ments, ensure the sustainability of the euro. How-
ever, it is by no means a complete solution and
there are too many loose ends and compromises.
This is not because there is a dearth of analysis or
understanding of what might be needed, but the
trouble with many of the criticisms of the archi-
tecture of the euro is that the remedies proposed,
as one such critic conceded, ‘are very far removed
from the present policy positions, and remote
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from what could be viewed as politically feasible’
(Sawyer 2013: 11). This is the nub of the political
economy problem confronting the euro: there may
be an ideal setup for a monetary union, but it is not
one that the all the members of the euro area are
ready to accept, or at least not yet.

The adjective ‘genuine’ is a tricky one given its
connotations with avoiding fakes, being truly of
value and being legitimate, as well as implying
sincerity. As applied to EMU, it is above all about
whether the extensive governance changes intro-
duced since the euro crisis first surfaced late in
2009 have done enough to correct the flaws in the
original design of the single currency. A cautious
verdict is that they have and thus that the outcome
will be a ‘durable’ EMU — an expression (coined
by Lord Vallance, a member of sub-Committee
A of the House of Lords European Communities
Committee) that may be more suitable than ‘gen-
uine’. Until the bad news is conclusively out of the
European banking system, though, and the econ-
omies of the euro area return to steady growth,
vulnerabilities will remain.
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Henry George was by turns sailor, prospector,
printer, reporter, San Francisco newspaper editor
and publisher, orator and political activist before
closeting himself to write on political economy.
His Progress and Poverty (1879) electrified
reformers, catapulted him to fame and began a
worldwide movement for land reform and taxa-
tion, opening to George an extraordinary career in
radical politics. Returning from Ireland as reporter
for The Irish World of New York he was lionized
by Irish-New Yorkers for his stand on the Irish
land question. With ethnic, union and socialist
backing he formed the United Labour Party and
ran for mayor of New York in 1886, nearly
winning.

He toured Britain and won over the Radical-
Liberals, and then toured Australia as a folk hero.
At home he was courted by Democrat and later by
Populist leaders. He died in 1897 while running
again for New York mayor, but his followers rose
in and helped shape the Progressive movement
which dominated the next 20 years. His name
has become a byword for ideas and policies he
espoused.

George is best known today for Progress and
Poverty (1879). Eloquent, timely and challenging,
it soon became and remains the all-time best-seller
on economic theory and policy.

George defines ‘The Problem’ as increase of
want with increase of wealth. Dismissing Malthu-
sian fatalism as merely a device to rationalize
privilege, George attributes low wages and unem-
ployment rather to artificial scarcity of land and
barriers to free exchange. Artificial scarcity results
from unequal dispensation of public lands, con-
centration and ‘speculation’. George’s speculation
is pervasive market failure endemic to land, which
failure he attributes to holding for the unearned
increment.

George proposed to raise the ad valorem prop-
erty tax rate on bare land (broadly defined as all
natural opportunities), thus socializing rent with-
out excess burden. He would remove other taxes,
calling them barriers to commerce, employment
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and capital formation. The cash drain of the ad
valorem tax, while neutral at the margin, would
move and lubricate the land market as a whole,
forcing land into full use. Observation persuaded
him that otherwise speculation overrode the
incentives to use land fully.

Release of hoarded lands would open wider
opportunities for both labour and man-made cap-
ital. His overriding concern was for labour, but he
saw capital mainly as a form of labour, produced
by labour, complementing labour. So in an era
before payroll taxes it was actually capital and
commerce he sought to untax for the benefit of
labour — a preview of ‘business Keynesianism’ in
W. Heller’s production of Camelot.

George did not see investment employing
labour, but labour producing capital, a difference
that to him was more than a nuance. While admiring
Quesnay he never absorbed the Physiocratic idea of
‘avances’. Instead he attacked its English deriva-
tive, the wages-fund theory with its advances of
subsistence, a concept he rejected as condescending
to labour. He developed no concept of economic
circulation, of either capital or spending. He lacked
a good capital theory, belittling Austrian interest
theory and botching his own. These faults narrowed
the effective scope of his otherwise seminal work
and ultimately limited its influence, which is still
wide and sustained but mainly outside the macro-
economic field it addressed.

His programme would level barriers to exchange
and specialization and production and synergy.
These include spatial barriers forced by land spec-
ulation (for example, scattered settlement and urban
sprawl); fiscal barriers like excise and wage taxes;
and social barriers from unequal wealth and con-
tempt for workmanship, which he (like Veblen)
traced to the influence of privilege and unearned
wealth. This ‘true free trade’ would unleash tech-
nological, scientific, cultural and spiritual develop-
ment in a more egalitarian and moral society
organized around a perfected market mechanism.

George drew on earlier thinkers: Quesnay,
Smith, Ricardo, Spencer, and Mill. And he con-
tributed much to later thinking.

George was system-minded and sought to
unify the laws of production and distribution in a
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coordinated harmonious system. His theoretical
framework is an early adumbration of the mar-
ginal productivity theory of wages, which he inte-
grates with Ricardo’s rent law. J.B. Clark was a
nemesis, and P. Wicksteed a friend, but both were
formalizing insights from George.

Although best known as a deductive thinker,
the journalist was also an observer with statistical
intuition. In debate with Francis Walker on ‘The
March of Concentration’ in farming, George
anticipated Lorenz’s method of analysing size
distributions and goaded the US Census into pub-
lishing farm size data in that form.

George wanted radical redistribution but with-
out revolution. He pioneered the idea that taxa-
tion, properly crafted, can redistribute wealth
without damage to the market. His influence on
Fabianism was early and wide; also on American
reformers like Tom L. Johnson, Upton Sinclair,
John R. Commons and Norman Thomas. The
modern ‘mixed economy’ is in the Georgist spirit
of reform within traditional forms.

Continued heavy reliance on real estate taxa-
tion in Canada and the United States, with sepa-
rate assessment of land value, reflects George’s
influence, as do the inclusion of land rents and
gains in the income tax base, and the efforts of
Lloyd George, Asquith and Snowden to introduce
national land taxes in Britain.

Free provision of public goods, social divi-
dends, and marginal-cost pricing for urban mass
transit and utilities are vintage Henry George.
H. Hotelling and W. Vickrey have acknowledged
their debt.

The optimistic ‘economics of abundance’ idea
owes much to George. The prevailing ‘dismal’
economics was a science of choice where all the
choices were bad and leaders could only call for
more sacrifices. George promised full employ-
ment at higher wages by unlocking natural oppor-
tunities now held in speculation. Needed capital
would be formed in the very process of making
jobs, an idea pervading Keynes. Social synergy
would produce a surplus that spills over into
higher land rents, a ‘free lunch’ that government
may tap in lieu of taxes that penalize and abort
useful activity.
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George lives too in urban economics and city
planning. George’s emphasis on the synergistic
gains from urban linkages, and the wastes of sprawl
caused by failure of the land market anticipates
much of planning doctrine. Ebenezer Howard is
an obvious link: his ‘Garden City’ presupposed
Georgist taxation to move the land market.

The idea that environment is a common heri-
tage for future generations in pure Georgism.
‘Spaceship Earth’, common property, and rights
of the unborn are his very phrases.

As to economic development, the economists
are legion who have recommended a ‘dose of
Henry George’ to help LDCs take off, and some,
like Taiwan, belatedly following the counsel of
the Georgist Dr. Sun Yat-sen, have taken the dose
with good results.

On the conservative side, George was a pioneer
of tax limitation, insisting that land rent set an
upper limit on government spending. The resur-
gence of libertarianism and supply-side econom-
ics may set a new stage for George, whose
programme was mainly oriented to increasing
production in the private sector. Religion in poli-
tics should not threaten George, who unabashedly
presented economic policy as an implementation
of religious ideals.

George’s blend of radicalism and conservatism
can puzzle one until it is seen as a reconciliation of
the two. The system is internally consistent but
defies conventional stereotypes.

See Also
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Born in Constanza, Rumania, on 4 February 1906,
Georgescu-Roegen obtained his first degree in
mathematics in 1926 from the University of
Bucharest. He then went to Paris where, under
the supervision of E. Borel and G. Darmois, he
received in 1930 the doctorate in mathematical
statistics. In October of the same year he moved
to London to pursue further research with
K. Pearson. By 1932 Georgescu was Professor
of Statistics at the University of Bucharest. His
life was inextricably bound up with the social and
political events of his country, which explains the
emergence of his interest in economics and his
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consequent decision to spend a two-year ‘appren-
ticeship’ (1934—6) at Harvard where he was able
to work closely with Schumpeter. In 1937 he
returned to Rumania, where he combined an
active academic career with increasing responsi-
bilities in public institutions. In February 1948 he
fled from his country and, after a short stay at
Harvard, was appointed professor at Vanderbilt
University, where he remained until his retirement
in 1976.

Georgescu-Roegen’s scientific work is nota-
ble for an early phase centred around consumer
theory, input—output analysis and production
theory at large, and a later phase mainly devoted
to growth modelling, methodological issues and
the ambitious attempt to develop a
‘bioeconomic’ approach to economic thinking.
The early phase is well represented by his 1936
classic article on consumer theory and his 1954
famous paper on ‘Choice, Expectations and
Measurability’. In the former article, which
deals with the ‘mysterious’ problem of integra-
bility in the theory of demand, one finds two
major results: the demonstration that the integral
varieties do not necessarily coincide with the
indifference varieties — whence the distinction
between mathematical integrability and eco-
nomic integrability — and the demonstration that
the two kinds of varieties come to the same thing
in the presence of the postulate of transitivity of
preferences. The latter essay, focusing on the
non-existence of the indifference map of the con-
sumer as a consequence of the pervasiveness of
lexicographic ordering of preferences, allowed
him to prove what he called the ‘ordinalist fal-
lacy’ and to inquire about the origin and impli-
cations of probabilistic preferences, a subject
that is at the very frontiers of economics even
today.

On the other front, three contributions are
particularly noteworthy. In Georgescu (1951a)
we find the first and the most general statement
of the celebrated non-substitution theorem: jus-
tifying the separation of scale and composition in
linear multisectoral models, the theorem pro-
vides a theoretical underpinning and analytic
rationale for the consistency of input—output
analysis. The (1951b) paper offers the first
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‘geometric’ proof of the existence of a von
Neumann’s equilibrium by using the separating
hyperplane theorem — a theorem that was to enter
the toolbox of the economist. In his (1951c¢)
essay, Georgescu challenged the two most intrac-
table problems in macrodynamics — nonlinear-
ities and discontinuities — providing, on the basis
of an innovative application of the theory of
relaxation oscillations, a fundamental result for
investigations of regime switching.

The later phase begins with the 1966 famous
methodological essay containing Georgescu-
Roegen’s critique of standard economics for hav-
ing reduced the economic process to a mechani-
cal analogue and a proposal of a new alliance
between economic activity and the natural
environment — what later would become his
‘bioeconomic programme’. The key to such a
project is found in the entropy law (‘the most
economical of physical laws’), which brought
Georgescu to inquiry on the fundamental relation
between mankind’s existence and its environ-
mental dowry. This problem prompted him to
step over the fence of economics into thermody-
namics, where he formulated a new law (the
‘fourth law’): the impossibility of the perpetual
motion of the third kind defined as a closed
system that could perform work at a constant
rate indefinitely. The implications for economics
of this line of thinking and in particular of his
strong rebuttal of the ‘energetic dogma’ (‘only
energy matters’) are nicely developed in his 1971
and 1976 books. In this last book, Georgescu
lays the foundations of a new approach to pro-
duction theory: the ‘flow-fund’ model as a radi-
cal alternative to both the production function
model and the activity analysis model, models
whose main drawback lies in their inability to
tackle properly the time element in the produc-
tive process.

The long introductory essay (145 pages) that
Georgescu wrote in 1983 for the English edition
of Gossen’s The Law of Human Relations is not
simply a splendidly written intellectual biogra-
phy, showing the depth and breadth of his eco-
nomic culture, but it contains also a restatement
in modern analytical terms and an expansion of
Gossen’s theory of economic behaviour.
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Georgescu-Roegen was one of those rare scien-
tists able to couple a remarkable expertise in their
specific field with a philosophical bent of mind.
In this sense he was a true Renaissance man,
which perhaps helps to explain the generalized
fin de non recevoir of the profession with respect
to his critical message, the message of a scholar
who cannot be identified with any single school
of economic thought and whose intellectual
endeavour is best seen as a major contribution
to the shifting of the frontiers of economic theory
and methodology.
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Born on 30 June 1944 at Auxerre, Gérard-Varet
studied economics and sociology at the University
of Dijon, and prepared his doctorate partly at
CORE (Louvain). He taught, as full professor, in
Strasbourg, Toulouse and, for most of his aca-
demic career, Marseille, where he died on 31 Jan-
uary 2001. He played a quite important role, not
only through his teaching and his scientific pro-
duction, but also as an organizer, in particular as
long-term director of his research centre
(GREQAM, Marseille) and president of national
and international economic associations.

The first set of the theoretical contributions of
Gérard-Varet concerns mechanism design, a field
in which he began to collaborate in 1973 with
Claude d’Aspremont, in the context of a project
on cross-border pollution. Starting from the
Vickrey—Clarke—Groves ~ mechanism,  which
ensures that truth revelation by each agent is a
dominant-strategy equilibrium, but not that the
budget is balanced, they introduced the expected
externality (or AGV) mechanism, which is both
truthfully implementable as a Bayesian equilibrium



Gérard-Varet, Louis-André (1944-2001)

and budget-balanced. The mechanism was explicit,
while requiring independence of agents’ beliefs.
This condition was considerably generalized by
switching from a constructive to an existence
proof, based on the Farkas lemma (1979, 1990a).
Restrictions on beliefs under adverse selection
were also shown to be transposable to stochastic
outcome functions in team moral hazard, and to be
applicable to two kinds of enforcement mecha-
nisms: enforcement through transfer schemes and
enforcement through repetition (1998). More gen-
erally, the work of the mid-1970s opened the way
to a lifelong research programme.

The second set of the theoretical contributions
of Gérard-Varet concerns oligopolistic competi-
tion (in partial, general and macroeconomic equi-
librium). In 1980, he engaged in the analysis of
the macroeconomic effects of significant output
market power. He first showed the possibility of
so-called involuntary unemployment (in Keynes’s
sense of persistent unemployment at an arbitrarily
low money wage). This results either from the
non-existence of a full employment equilibrium
(because marginal revenue eventually becomes
negative as wages decrease) or, when equilibria
are multiple, from a failure to coordinate on that
equilibrium (1990b). The early static results were
extended to overlapping generation economies
and linked to the emerging literature on markup
variability as a source of endogenous fluctuations
(1995a). The need for a unified treatment of dif-
ferent standard varieties of imperfect competition
motivated the formulation of the P-equilibrium
concept, first applied to an industry or a group of
industries (1991), then to the whole economy, in a
general equilibrium approach (1997). Strategic
agents simultaneously choose price signals in
order to manipulate market prices through some
pricing scheme P, and quantities, required to sat-
isfy market realization constraints. A distinct but
related concept of oligopolistic equilibrium was
designed later (2007), where producers of ele-
ments of a composite good choose price—quantity
pairs under two constraints, on market share and
on market size. The associated Lagrange multi-
pliers are used to build an index of competitive
toughness, parameterizing the set of equilibria and
appearing as a foundation to the ‘conjectural
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variations’ parameter of the empirical industrial
organization studies.

The preceding themes by no means exhaust the
list of subjects on which Gérard-Varet has made
theoretical and applied contributions, often com-
bining features of public economics and industrial
organization, of which the economics of visual
arts is a good example (1995b).
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Abstract

During the 18th century ‘cameralism’
became a recognized part of the introductory
curriculum of (mainly northern, Protestant)
German universities. The French Revolution,
the Napoleonic occupation, and Kant’s new
Critical ~ Philosophy  together  swept
established doctrine aside during the final
decade of the century, allowing a
reoccupation of the university curriculum by
‘modern economics’. Jean-Baptiste Say had
more direct influence on this than Adam
Smith’s Wealth of Nations. When combined
with a post-Critical emphasis on human
needs, this directed German writings away
from the English emphasis on value and dis-
tribution and laid the foundation for a new
‘marginalist’ economics in the 1870s.
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German Economics in the Early 19th Century

Nationalékonomie emerged in early 19th century
Germany as a new doctrine which took human
needs and their satisfaction to be the first principle
of economic analysis.

Cameralism had become in mid-18th century
Germany a regular part of the university curricu-
lum in German universities, taught in faculties of
philosophy to future state officials. By the 1820s
this function had been modified, with lectures on
economics becoming a compulsory part of the law
curriculum, as elsewhere in Continental Europe.
This institutional development coincided with the
emergence of a new economics which displaced
the older Cameralwissenschafien, together with
their focus on state finance and national wealth.
The older teaching was pushed to one side, and its
place in the lecture room taken by the new princi-
ples and doctrine of Nationalékonomie. This joint
development was not a direct outcome of the
Revolutionary and Napoleonic Wars (although
these certainly caused a great deal of physical
disruption to universities), nor a consequence of
the new republican ideas fostered by these wars
and by the French Revolution itself (although
these certainly played some role). Nor did it fol-
low directly from the diffusion of Adam Smith’s
teaching, although Smith did in the early 1800s
become a major point of reference in discussion of
economic principles. This internal transformation
in the teaching of economics in German universi-
ties resulted instead from an assault upon the
older, eudaemonistic natural law tradition by con-
verts to Critical (Kantian) Philosophy. This pro-
cess was just gaining momentum around 1795; by
1805 the transformation was all but complete.
Although textbooks in the cameralistic tradition
still appeared, and, it can be assumed, professors
continued as always to read out their old lectures,
the teachings of Smith and Say now found a
definite place within the university, as part of a
new Fach, Nationalokonomie.

This new science drew on a range of sources,
but remained quite distinct from the political
economy being developed at the time in Britain
by James Mill, Robert Malthus and David
Ricardo. It shared neither their emphasis upon
distribution between agents defined by the process
of production, nor the peculiarly English
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preoccupation with value and its measurement. As
we shall see, German writers were, directly or
indirectly, influenced by the work of Jean-Baptiste
Say rather than by any English political econo-
mist. Especially important was Say’s tripartite
schema of production, distribution and consump-
tion, and his argument that production produced
neither ‘things’ nor value, but utilities.

A direct line can therefore be traced from this
early Nationalokonomie to the work of the early
Austrian economists. When in 1871 Carl Menger
published his Grundsitze der Volkswirth-
schafislehre, he defined as ‘goods’ ‘utilities
...related to the satisfaction of human needs’
(1871, p. 2). A long footnote was appended to this
statement, beginning with Aristotle’s conception of
goods, proceeding on through Forbonnais, Le
Trosne and Say; and listing as the first relevant
German authors Soden, Jakob and Hufeland.
These three writers were the principal architects of
the new Nationalékonomie. Among them, Jakob’s
definition of a good is the most pithy: ‘Everything
that serves the satisfaction of human needs’ (1805,
§. 23). Jakob was also Say’s German translator
(1807), his own textbook of 1805 clearly following
the organization and argument of Say’s Traité
d’économie politique. And, like Schlozer (1805, §.
12), Jakob made a clear distinction between state
and economy, or politics and economics.

The Definition of National6konomie

‘German economics’ has always been primarily
an academic rather than a public or popular dis-
course, but during the 18th century it had been not
uncommon for teachers of cameralism to be
shared with the practical world of state adminis-
tration. Soden was one of the last representatives
of this tradition — he was never a university
teacher, but spent his working life in state admin-
istration before retiring in 1796 to his estate so that
he might devote himself to literary pursuits. Pro-
mpted by what he saw as the lack of system in
Adam Smith’s Wealth of Nations, a new transla-
tion of which had just appeared (1794—6), Soden
set out to provide a more systematic basis for the
new science, defining it as:
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...the Natural Law of sociable mankind with
respect to the maintenance and promotion of its
physical welfare, and in the same way that the
Law of Nations outlines the laws according to
which nations, in the reciprocal condition of
co-existence, must adhere in every respect; so
Nazional- Oekonomie provides the principles
which . . . must be adhered to, such that every mem-
ber of every nation achieves the highest possible
degree of physical welfare, and maintains this posi-
tion. (1805, pp. v, vi)

The leading principle of Nationalokonomie was
then described as ‘. .. the highest perfection of the
physical condition of sociable mankind’ (1805,
p. 14), underscoring the impact of the contempo-
rary intellectual fashion for Critical Philosophy
beyond the confines of philosophy and ethics.

Gottlieb Hufeland, the third writer named by
Menger, was, like Jakob, a professor of law who
had become a ‘Kantian’ — and both, like Soden,
found their way to Adam Smith via Kant’s new
philosophy. Hufeland’s Neue Grundlegung der
Staatswirtschaftskunst began with a review of the
relative merits of James Steuart and Adam Smith
as systematic theorists of economic life. Smith’s
Wealth of Nations had quickly been translated into
German, but found at first little resonance among
university professors, although, like the Physio-
crats, Smith was more widely read by lay members
of local literary and economic societies than by
university scholars. The German ‘Smith reception’
proper began with the publication of the second
translation in the mid-1790s, coinciding with the
developing wave of enthusiasm for Critical Philos-
ophy. And as Hufeland noted in his introductory
remarks, it was only towards the end of the 1790s
that there were clear signs that Smith had been read
and understood (1807, n.p.).

Soden and Jakob, observed Hufeland, had
dubbed their new field of study Nationalokonomie,
and, while he did not find this very objectionable,
he suggested that it would be ‘better and clearer’ to
use a German expression, Volkswirthschaft —
which is indeed the root term that became gener-
ally accepted about a century later. This latter
expression was more suitable, he thought, because
it expressed a clear distinction with respect to
Staatswirthschaft, the generic term that cameralists
had used to describe the domain of economic life in
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an intellectual system where no distinction was
made between ‘state’ and ‘society’. The problem
with the German word Wirthschafi, he noted, was
that it implied a governing person — invoking the
Aristotelian head of household on the one hand,
and the more down-to-earth figure of the farmer or
inn-keeper on the other (Landwirt, or simply Wirt).
Such a figure was absent from the Volkswirthschaft
‘where many thousands pursue their economic
life’ (wirthschaften)’ (1807, p. 14). This he later
clarified as a ‘sphere of goods’, goods being
defined as any medium for the realization of
human purposes; hence, the ‘sphere of goods’
was a domain of autonomous human economic
activity independent of state action (1807,
pp. 17-18, 116).

Jakob and the Architecture
of Nationalokonomie

Of the writers introduced so far, Ludwig Heinrich
Jakob was the most influential in recasting Ger-
man economics around the conception of human
need. He began teaching a course on ‘Political
Economy and State Economy according to Sarto-
rius’ in 1801. Up to this time he had been preoc-
cupied with the creation of a new natural law
based on critical principles, exemplified by his
Philosophische Rechtslehre oder Naturrecht of
1795. We can better see how this new natural
law contributed to the reshaping of cameralism if
we consider the structure of the book that Jakob
first used as a textbook, Sartorius’s Handbuch der
Staatswirthschaft zu Gebrauche bey
akademischen Vorlesungen (1796). It was a stan-
dard requirement that professors select a textbook
to which their lectures were directed, and quite
normal for a new course of lectures to be devel-
oped as a commentary on this text. It had also
become established practice that each lecturer
found the existing texts in some way unsuited to
his purposes, and so from this commentary there
would develop a new text which became in turn
the assigned text. If simple enthusiasm for the
writings of Adam Smith had been sufficient to
bring about the demise of cameralism and its
replacement by Nationalokonomie, then we
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might reasonably expect Sartorius to have played
a key role in this, for he was one of the first and
most articulate Smithians. But while many late
cameralistic writers recognized that Smith’s
Wealth of Nations was an important work, none
of them contributed significantly to the new con-
ception of human need, economic activity and
welfare that was to survive as the core of German
economics for more than a century.

Sartorius’s textbook carries the subtitle Nach
Adam Smiths Grundsdtzen ausgearbeitet, for it is
principally a condensed version of Wealth of
Nations, about 40,000 words long, based on lec-
tures that Sartorius had delivered in Gottingen
since 1791 as a Privatdozent in the philosophy
faculty. This, therefore, gives us an idea of what
Sartorius taught, and also what argumentative
opportunities this text presented to Jakob in his
own initial lectures. Sartorius’s presentation is
brisk: Smith’s ‘Introduction and Plan of the
Work’ is dealt with in 16 lines, and by the fifth
page we have already arrived at Book I,
Ch. V. Books I and II of Wealth of Nations are
dispatched in 90 pages of summary, each para-
graph corresponding to a chapter or a part of a
chapter in the original. Discursive sections of
Wealth of Nations are reduced to bare proposi-
tions; importantly, the argument concerning the
human propensity to exchange is suppressed
entirely. Once the summary reaches the end of
Smith’s Book II, Sartorius inserts his own section
which summarizes the principles of Books III-V
as if they were part of a cameralistic treatise on
Staatswirtschaft: the title runs ‘Of State Economy,
or the Rules which the Government of a State
must Pursue, so that Individual Citizens might
be placed in the Position of being able to Create
for Themselves a Sufficient Income, as well as
Providing the Same for Public State Expendi-
tures’. Here, although freedom is the means, a
eudaemonistic conception of welfare is the objec-
tive. This shift towards an older German concep-
tion of the state, its tasks and objectives is
continued into the treatment of public finances.

For all his admiration of Smith during the
1790s, Sartorius presented a brisk précis of Wealth
of Nations rather than a summary of, or commen-
tary upon, its leading principles. The
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characteristic emphasis that we have seen in
Jakob, Hufeland, Schlézer and Soden upon
human needs, upon goods as means for the satis-
faction of such needs, and upon the economy as
the domain within which human individuals
sought to maximize their satisfaction of need
finds no place here. Two years later Say’s Traité
was published, and this would prove a far more
promising avenue through which these concerns,
springing from Critical Philosophy, could be
brought to bear upon economizing activity.

Jakob notes in the Preface to his Grundsdtze
that he had used Sartorius’s Handbuch for some
years, but that he had come to the view that some
of Smith’s ideas were obscured by the form of
presentation adopted. He proceeds to redefine the
state and its affairs in a manner that denies it a
decisive role in the formation and distribution of
wealth, analogously to the manner in which Say
had clearly separated politics from political econ-
omy. The expression ‘State’, Jakob argues, can be
used to refer only to public affairs; state property
is therefore merely a part of national property
(Volksvermégen), separate from it and for use in
pursuit of public and common ends.

Staatswirthschafislehre can be in fact nothing other
than financial science or Policey, insofar as care for
public order is part of good public economy. (1805,

p. vi)

How does this intent translate into the princi-
ples of Nationalkénomie, and what relationship is
established to political economy on the one hand
and the cameralistic sciences on the other?

The most striking initial feature of Jakob’s
book is its plan of organization. At the end of the
‘Introduction’, he states that Nationalékonomie
deals with three principal issues:

1. The formation and increase of national wealth.

2. The principles of the most advantageous dis-
tribution of national wealth among the mem-
bers of society.

3. The consumption of national property and the
various effects of the same. (1805, p. 12 §. 20)

Or, in other words, the trinity of production,
distribution and consumption introduced by Say
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in the second edition of his Traité (1814). Say had
already stated in his first edition that Smith distin-
guished politics as the science of legislation from
a political economy dealing with the formation,
distribution and consumption of wealth (1803,
vol. 1, pp. i—ii); but this first edition was divided
into five books, dealing in turn with production,
money, value, revenue and consumption.
Jakob, by contrast, not only stated that
Nationalékonomie dealt with the production, dis-
tribution and consumption of wealth; his book is
divided up in this way too. Viewed from this
perspective, the sequence of chapters in Jakob’s
1805 textbook resembles more closely the order in
which material is treated in Say than it is in Smith.

Karl Heinrich Rau and the Systematization
of Nationalékonomie

Jakob, Soden, Hufeland and Schlozer, more or
less simultaneously and independently, created a
new conception of economic life separate from
the work of state administration, which had hith-
erto been thought to provide a necessary frame-
work for the orderly conduct of production and
consumption. This did, however, remain very
general in outline, and in many cases it was simply
taught alongside the traditional practical areas of
economic administration, such as agriculture and
forestry, finance, and botany. In 1826 Karl
Heinrich Rau, since 1822 a professor at Heidel-
berg, published the first volume of a textbook that
was to end this equivocal state of affairs. Three
volumes of his new Lehrbuch der politischen
Oekonomie — Rau chose to revert to a name for
the subject generally accepted outside Germany
and more recognizable to French or English
readers — were published between 1822 and
1837. The work ran into many editions, the last
revised edition appearing in 1876. Here again
there is a clear line of connection to Austrian
economics, for Menger drafted the first outline
of his Grundsdtze in the margins of his 1863
edition of Rau (Menger 1963).

The first volume of the Lehrbuch deals with
‘Die Volkswirthschaftslehre” — ‘those characteris-
tic laws which can be perceived in the economic
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activities of peoples regardless of the intervention
of government’ (1826, p. x). It begins by making a
clear distinction between private and public eco-
nomics. ‘Private economics’ is composed of the
rules governing the optimum satisfaction of needs
through the acquisition, maintenance, and use of
material goods. ‘Public economics’ by contrast
deals with the satisfaction of needs by the alloca-
tion of material goods on the part of the state — it
has a strictly redistributive character, recirculating
goods produced in the ‘private economy’ using
revenues derived from taxation. Whereas the
Volkswirthschaft is conceptualized by the individ-
ual pursuit of self-interest, there are general aims
of the state that the individual cannot attain
unaided, and so the role of government in the
economy is to intervene to ensure that these gen-
eral aims are secured. Rau’s account does not have
the kind of internal theoretical structure that
readers of English political economy might antic-
ipate. Although he announces his intention to
develop a theory of economic forces based upon
natural laws, the volume merely enumerates eco-
nomic objects without regard to their mutual rela-
tionship in  production, distribution and
consumption. The second volume, first published
in 1828, is devoted to economic welfare.
Although this has affinities with the older
cameralistic teaching, Rau here consistently dis-
tinguishes between the wealth of an individual
and the wealth of a people, only the latter being
the proper object of economic analysis. The func-
tion of the state is strictly limited to the facilitation
of individuals’ desire to better their conditions,
through educational provision and the promotion
of commercial enterprise. Again, however, once
past the initial principles the work becomes a
review of specific measures fostering enterprise
or removing hindrances to individual enterprise.
Thus, we read under the heading ‘Promotion of
Exchange or Encouragement of Trade’ about
newspapers, fairs, weights and measures, money,
roads, railways, canals, and bridges. Later we can
read that savings and insurance are to be pro-
moted, and gambling restricted. The proper
employment of state expenditure and the relation
of taxation to such employments are dealt with in
the third volume, devoted to ‘financial science’.
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The first edition appeared in 1832, and Rau was
revising the text for a sixth edition at the time of
his death in 1870. Shortly beforehand he had
suggested to his family that the work be taken
over by Adolph Wagner, who published in 1872
his own revised version of Rau’s treatment of
financial science, which in successive editions
became the standard textbook on finance up to
and beyond the turn of the century.

Schumpeter’s History of Economic Analysis
(1954, p. 503, n. 2) devotes no more than a
dozen lines to Karl Heinrich Rau, dismissing his
textbook as adequate for teaching but of little
further interest. But, as noted above, it was with
this textbook that Menger started to draft his
Grundsdtze, while the link to Wagner reaches on
to Richard Musgrave’s work on public finance
(he completed his Diplom Volkswirt in Heidelberg
in 1933) and thence to Buchanan’s conception of
public goods. And Rau is also linked to the final
writer considered here, Friedrich Benedict
Hermann, who graduated from the University in
Erlangen in 1823 only one year after Rau left for
the chair in Heidelberg.

Towards Post-classicism

Hermann’s Staatswirthschaftliche Untersuchun-
gen of 1832 sketched a clear relation between
the supply of and demand for economic goods as
formative of market prices. His introductory dis-
cussion identifies the level of profit and the rela-
tion of profit to wages as the most difficult area of
economic analysis, given a rigorous treatment by
Ricardo but still in need of much refinement. This
immediately establishes an approach far more
theoretical in character than was at the time
usual for German writers on economics But,
while it is true that Hermann’s work looks forward
to the kind of discussion of price formation that
we later find elaborated in Mangoldt (1863), it is
clear that Hermann shares the preconceptions of
all the writers outlined above. His account of basic
principles begins with the definition of a good as
anything satisfying human need, an ‘economic
good’ being acquired through sacrifice of labour
or money; and the book ends with the statement
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that consumption is destruction of use value, a
conception drawn from Jean-Baptiste Say.

The initial discussion of need and its satisfaction
reviews their treatment in James Steuart’s 1767
Principles and Say’s 1828 Cours, arguing that use
value is the main feature of a good because of its
capacity to satisfy needs. This does not, however,
prevent Hermann from developing an analysis of
price formation in which the price level for a par-
ticular good is made dependent upon the relation of
demand and supply or, what is much the same
thing, the relation between the number of sellers
and the number of buyers, which echoes Jakob’s
account of prices and effective demand, with the
addition of the term ‘equilibrium’ to describe the
point where ‘.. .goods are demanded and supplied
in the same quantities’ (1832, p. 67). Given a basic
cost which includes the usual rate of interest and
entrepreneurial profit, he suggests that if the price
falls below cost then capital and talent will move
elsewhere; conversely, where the price prevails
above cost then new entrepreneurs will be
attracted, in turn leading to a steady reduction in
the price until once more prices and costs are
equalized (1832, pp. 45, 67-81). But even ele-
mentary arguments with this degree of clarity are
rare in the literature of the period.

Conclusion

This account of German economics in the early
19th century has emphasized the way in which
economic discourse had long been a part of uni-
versity teaching. Left out of the above account are
those lacking a university background and whose
work thus falls outside this tradition, but who have
since become noted as important parts of the early
19th century German context. First among these is
Adam Miiller, whose Dresden lectures of 1808-9
countered the new idea of society as a self-
organizing system with a romantic, organic con-
ception of man and the state (1922). This found no
general resonance in contemporary economic
writing, and was rediscovered later by early 20th
century cultural critics of capitalism. The princi-
pal contemporary influence attributed to Miiller
connects him to Friedrich List, but there is little
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evidence for this supposition. List for his part did
briefly teach at Tiibingen during 1818 and 1819,
but in ‘administrative practice’, not ‘economics’
in even the widest contemporary sense. The argu-
ments that he developed during the 1830s and
early 1840s, and for which he has been remem-
bered, developed economic ideas he had discov-
ered in American writing during the 1820s, and
have no direct relation to German economics in
this period. The reputation of Karl Marx, who as a
law student during the late 1830s in Berlin would
presumably have been exposed to some lectures in
economics, likewise owes nothing to contempo-
rary German economic writings, since his own
interest in political economy was first stimulated
by Friedrich Engels’s enthusiasm for (English)
Owenite ideas, was later developed as a critique
of the classical economics of Mill and Ricardo,
and betrays little knowledge of contemporary
German writing in politics and economics.

See Also
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Bibliography

Hermann, F. 1832. Staatswirthschaftliche
Untersuchungen. Munich: Anton Weber.

Hufeland, G. 1807. Neue Grundlegung der

Staatswirthschaftskunst, vol. 1. Gielen: Tasche und
Miiller.

Jakob, L. 1805. Grundsditze der National-Oekonomie oder
National-  Wirthschaftslehre.  Halle:  Ruffsche
Verlagshandlung.

Menger, C. 1871. Grundsdtze der Volkswirthschafislehre.
Gesammelte Werke. Bd.1. Tiibingen: J.C.B. Mohr
(Paul Siebeck), 1968.

Menger, C. 1963. Carl Mengers erster Entwurf zu seinem
Hauptwerk — ‘Grundsdtze’. Tokyo: Library of
Hitotsubashi University.

Miiller, A. 1922. Die Elemente der Staatskunst, 2 vols.
Jena: Gustav Fischer.

Rau, K.H. 1826-37. Lehrbuch der politischen Oekonomie,
3 vols. Heidelberg: C. F. Winter.

Rau, K.H. 1872.  Lehrbuch der  politischen
Oekonomie, ed. A. Wagner, Bd. III 1, 2, 6th edn. Leip-
zig: C. F. Winter.

Sartorius, G. 1796. Handbuch der Staatswirthschaft zu
Gebrauche bey akademischen Vorlesungen, nach


https://doi.org/10.1057/978-1-349-95189-5_200
https://doi.org/10.1057/978-1-349-95189-5_1065

5240

Adam Smith’s Grundsdtzen ausgearbeitet. Berlin:
J. F. Unger.

Say, J.-B. 1803. Traité d’économiepolitique, 2 vols. Paris:
Deterville

Say, J.-B. 1807. Abhandlung iiber die Nationalokonomie,
2 vols. Trans. L. Jakob. Halle: Ruffsche Buchhandlung.

Say, J.-B. 1814. Traité d’économie politique, 2 vols,
2nd edn. Paris: A.-A. Renouard.

Schumpeter, J. 1954. 4 history of economic analysis. Lon-
don: George Allen and Unwin.

Smith, A. 1794-6. Untersuchung iiber die Natur und
Ursachen des Nationalreichthums, 4 vols. Trans.
C. Garve, and A. Dorrien. Breslau: Wilhelm Gottlieb Korn.

Streissler, E. 1994. German predecessors of the Austrian
school. In The Elgar companion to Austrian
economics, ed. P. Boettke. Aldershot: Edward Elgar.

Tribe, K. 1988. Governing economy: The reformation of
German economic discourse 1750-1840. Cambridge:
Cambridge University Press, Chapters 8 and 9.

Tribe, K. 1998. Natural law and the origins of
Nationalékonomie: L. H. von Jakob. In The rise of the
social sciences and the formation of modernity: Con-
ceptual change in context, 1750—1850, J. Heilbron,
L. Magnusson, and B. Wittrock. Dordrecht: Kluwer.

Tribe, K. 2002. The German reception of Adam Smith. In 4
critical bibliography of Adam Smith, ed. K. Tribe. Lon-
don: Pickering and Chatto.

Tribe, K. 2003. Continental political economy from the
Physiocrats to the marginal revolution. In The Cam-
bridge history of science, vol. 7, ed. T. Porter and
D. Ross. Cambridge: Cambridge University Press.

von Mangoldt, H. 1863. Grundrif der
Volkswirthschaftslehre. Stuttgart: J. Engelhorn.
von Schlozer, C. 1805. Anfangsgriinde der

Staatswirthschaft oder die Lehre von dem National-
reichthume, vol. 1. Riga: C. J. G. Hartmann.

von Soden, J. 1805. Die Nazional-Oekonomie, vol. 1. Leip-
zig: Johann Ambrosius Barth.

German Historical School

F. Schinzinger

The German historical school is very closely
connected to Romanticism and the rise of nation-
alism in Germany; it is considered a reaction to
English enlightenment and classical economics.
This reaction to English classical economics
manifested itself in two different ways; by devel-
oping different methods and by seeking alterna-
tive aims in economic research.

German Historical School

The classical school’s deductive method is crit-
icized as being too abstract. The German histori-
cal school puts the emphasis on the inductive
method. Historians point out that economic devel-
opment is unique, so there can be no ‘natural laws’
in economics. The economist can only try to show
patterns of development common to different
economies. Instead of searching for generally
applicable laws, the historical school therefore
tried to describe the particulars of each era, society
and economy. A rational approach to human
behaviour is criticized as being unable to show
correctly the amplitude of human motives — these
being influenced by non-economic principles,
even where economics are concerned.

The aims of economic research were put dif-
ferently: research for research’s sake must be
abandoned, it must be seen as a means of achiev-
ing sensible economic policy, useful for society.
This leads to another aspect of the German histor-
ical school: ethics. One of the reasons for the rise
of the historical school was the social question,
namely the problems arising in Germany in the
middle of the 19th century. These led to the belief
that free trade was unable to solve problems of
industrialization in a country totally different from
England. From the ethical point of view the Ger-
man historians demanded that the state had an
important role to play in economic affairs. The
historical school can be considered as the begin-
ning of the end of liberal economic policy in
Germany.

Friedrich List, considered as a forerunner of
the historical school, criticized ‘free trade’ and
put forward the idea that it was the duty of the
state to protect the still young German industry
from the competition presented by a much further
developed English industry. He also suggested
that the state should protect the socially weak
sections of the population. These ideas arose
from the phenomenon of ‘Pauperismus’ in Ger-
many in the 1830s and 1840s — the poverty of
millions of people who were no longer able to find
work in agriculture nor in slowly developing
industry.

The ever-widening rift between economic the-
ories and experienced reality set off a new direc-
tion in economic research. With industrialization
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progressing in countries, whose social conditions
and economic basis were totally different from
those in 18th-century England, it seemed neces-
sary to adapt economic research to changing
reality.

An attempt to bridge this rift was made in two
ways: on the one hand there was the attempt to
find a totally new theory which would be more
comprehensive than classical theory; on the other
hand there was a tendency to dismiss theory and
try to see the depiction of reality, in a historical
perspective, as the only sensible aim of economic
research. For these reasons the historical school is
characterized by the development of statistics and
economic history.

It is difficult to discover the general opinions of
all the economists of the historical school. Few of
their ideas were formulated in a clear,
non-ambiguous way. The general ideas common
to all of them must be filtered out from their
works, and this leads to a subjective interpreta-
tion. Generally it can be said that all the econo-
mists of the German historical school put forward
criticisms of the methods of classical economy,
especially of deductive methods — even if some of
them used such methods in their own works.

Another point common to them all is their
criticism of the classical belief in harmony that
results from the individual’s knowledge and ratio-
nal following of his economic advantages. Ger-
man historians emphasized the non-rational
influences which lead to human actions, and they
also stressed the fact that the individual is part of a
socially unique context, which differs in time and
space (e.g. differences between the industrializa-
tion of England and Germany in the 19th century).

The German historical school has been divided
into two epochs, the older and the younger. The
older historical school can be attributed to the
1840s—1870s.

The beginning of the historical school is dated
1843 because the first representative of the school,
Wilhelm Roscher, then published his book
Grundriss  zu Vorlesungen  iiber  die
Staatswirtschaft nach geschichtlicher Methode.
In view of this he is seen as the founder of the
Historical School. He tried to illustrate classical
theory with historical examples and his goal was
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to use the classical theory as a basis for practical
economic policy. He confronted the universal
claim of the classical theory with the individuality
of each single national economy. Economics as a
science should try to find out the interactions
between ethical, political and economic phenom-
ena. The most important result of Roscher’s work
was to put forward the non-economic factors
which influence economic life. He tried to find
laws of development in economies using the
method of comparative induction and comparing
different times, peoples, countries and cultures.

The second representative of the German his-
torical school is Bruno Hildebrand. He had a more
ambitious programme of research than Roscher.
His main, uncompleted work is Die
Nationalékonomie der Gegenwart und Zukunft
(1848). He stresses much more sharply than
Roscher the differences between the German his-
torical school and classical economics. For
Hildebrand, history is a means of renewing eco-
nomic research and thought. He tried to show the
differences between the economies of different
times, people and states. He especially tried to
find out the laws of economic development
(Lehre der Entwicklungsgesetze der Volker) with
the help of statistical data. In order to help this
research he founded the journal Jahrbiicher fiir
Nationalékonomie und Statistik, which still exists.

The new method of the historical school is
theoretically best illustrated by Karl Knies. His
book Die politische Okonomie vom Standpunkt
der geschichtlichen Methode (1853) is, from a
theoretical point of view, more refined than the
books of Hildebrand and Roscher. He also accen-
tuates the need to find a new method in economic
research. This new method is somewhat different
from what Hildebrand and Roscher advocated.
Knies was sceptical about the laws of economic
development which Hildebrand tried to discover.
For Knies, there are only analogies and not ‘laws’
of economic development in different peoples;
economic thought develops alongside economic
conditions.

Deciding which economists to attribute to the
younger historical school is a point of contro-
versy, since every German economist at the end
of the 19th century was formed by this school.
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The head of the younger school was surely Gustav
Schmoller, who dominated German economics
from the 1870s to the end of the 19th century.

Characteristic of Schmoller and his school is
the fact that they do not specifically deny that
‘laws’ and regularities exist in economic and
social life — in some ways they are themselves
deterministic when they try to find out these reg-
ularities. They wrote a large number of mono-
graphs, which can be considered works of
economic history. As well as this they found
another area of research, the solving of practical
problems of the day, especially in the social field.

In economic policies the work of the younger
historical school can be characterized by its desire
to eliminate the negative results of economic lib-
eralism (especially after the ‘Griinderkrise’ of
1873), by demanding that the state intervene.
Schmoller states that the classical theory is unable
to solve the problems of the working classes. The
discussion now arises around the question of zow
the state should intervene.

In the field of economic policy the younger
historical school had its greatest practical success.
The historians were called ‘Kathedersozialisten’
because most of them were professors. They
asked for social laws, insurance against illness,
accident, old age and unemployment and founded
the “Verein fiir Socialpolitik’, a forum where these
demands were put forward and discussed. The
practical result of these demands were the social
laws of the 1880s which gave German workers
insurance against illness, accident and old
age — then unique in Europe.

The younger historical school has found fame
through a discussion of methods between Gustav
Schmoller and Carl Menger. Menger published in
1883 Untersuchungen iiber die Methoden der
Sozialwissenschaften —und der  Politischen
Okonomie insbesondere, to which Schmoller
answered with his article Zur Methodologie der
Staats- and Sozialwissenschaften.

The books of Menger and Schmoller gave rise
to a very polemical discussion about the methods
of economic research. Menger defended the
deductive method against the historical research
work of the historical school. In this fight over
method all those aspects which had been brought
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forward in the discussion of the older historical
school arose again — although in a more
refined way.

It is difficult to say which of the writers at the
end of the 19th century can be counted among the
economists of the younger historical school: it has
been said that Albert Schiffle belonged to
it. Schéffle believed in the compatibility of
planned production with individual liberty to con-
sume. These ideas were opposed by Lujo
Brentano, also attributed to the younger historical
school, who pointed out that it was impossible to
have individual consumer freedom while there
was a central production plan, because consumer
demand was mostly irrational. Adolph Wagner
has also been counted among the representatives
of the younger historical school. His main works
dealt with public finance and he gave the state an
important role in directing the course of economy
Karl Biicher put forward the idea of stages of
economic evolution, which had been discussed
since the first half of the 19th century. Werner
Sombart, whose major work Der moderne
Kapitalismus describes the history of capitalism,
was influenced by the younger historical school,
but cannot be attributed to it, because he later put
the accent on very different problems.

The German historical school cannot be under-
stood without knowledge of the economic history
of Germany in the 19th century. It is mostly the
result of social problems arising from population
growth at this time and those emerging with
industrialization in Germany. It is also the result
of increasing nationalistic feelings in a country
divided into more than 39 sovereign states. For
the younger historical school the economic crisis
of the 1870s was an important departure point in
demanding state intervention in economics.

The historical background leads to the fact that
apart from many different ways in reacting to
classical economics the economists of the histor-
ical school had many things in common, which
justify their incorporation under the same head-
ing. The main idea is that each economic phenom-
enon is a product of its social context, having
grown historically as the result of a long process.

The historical school was typical for Germany
in the 19th century, having little influence
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elsewhere. Its view of human behaviour asked for
research in the field of social psychology. In
France this led to the development of sociology
and social history. The younger historical school
had some influence in the United States, where
institutionalism can be seen as an epoch of Amer-
ican economic thought.
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German Hyperinflation
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Abstract

The erratic development of inflation in Ger-
many during the First World War into the
hyperinflation of 1922-3 has served as a
major test-bed of monetary theory ever since.
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This article charts contemporary and modern
explanations of its genesis, stabilization and
effects. Modern analysis focuses on the inter-
action between fiscal and accommodating
monetary policy and the expectations of finan-
cial asset holders; it disagrees, as did contem-
poraries, over the degree of agency of the
government in determining its own deficit.
After an optimistic ‘Keynesian’ assessment of
its effects in growth, more recent scholarship
has relapsed into pessimism as to its effects on
investment.
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German hyperinflation after the First World War
originated in the decision of July/ August 1914 to
suspend the gold convertibility of the mark and
associated gold- reserve requirements. As with
other hyperinflations, this one was irregular. Ger-
man wholesale prices slightly more than doubled
during the First World War. By February 1920 the
ratio to 1913 prices was about 17, but then fell,
irregularly, to a ratio of 13 in May 1921. After
May 1921 inflation resumed and between then
and June 1922 average monthly inflation was
13.5 per cent; in the following 12 months it
reached 60 per cent (including a short cessation
in early 1923 as the Reichsbank temporarily
pegged the exchange rate), and 32,700 per cent
or about 20 per cent per day between June and
November 1923. The mark was stabilized in later
November 1923 at one million millionth of its
1913 dollar exchange rate. Although only the
period from June 1922 was ‘hyperinflationary’
(above 50 per cent per month), this period cannot
be studied independently of the preceding infla-
tionary history (Holtfrerich 1986).

German Hyperinflation

Contemporary explanation was highly politi-
cized (Kindleberger 1984a). The ‘quantity theory’
was adopted, especially by the French, to prove
the agency of the German authorities in causing
the inflation, allegedly in order to undermine the
reparations regime. The official German counter-
explanation was a variant of the ‘quantity theory’
known as the ‘balance of payments’ theory,
whereby a budget deficit and its monetization
followed inexorably from the exchange-rate col-
lapse, which they blamed on the Treaty of Ver-
sailles and its reparations demands (see Williams
1922). The quantity theory presumed a constant
velocity of circulation, which was at variance with
the facts (Graham 1930; Bresciani-Turroni 1931);
an intellectually satisfying resolution of this puz-
zle awaited Cagan’s (1956) embodiment of
‘expected inflation” as an argument in the
demand-for-money function. The rational expec-
tations’ revolution, however, argued that Cagan’s
formulation of price expectations as a weighted
average of past inflation was rational only if the
money supply were endogenously determined
(Sargent and Wallace 1973).

The question whether German hyperinflation
was a ‘bubble’ divorced from monetary ‘funda-
mentals’ continues to be discussed, but the evi-
dence remains inconclusive (for example, Chan
et al. 2003). The centrality of fiscal policy and
seigniorage to the generation of the German
hyperinflation is generally agreed. It is the starting
point of Webb’s (1989) analysis. The Reichsbank,
considering Germany still effectively in a state of
war, subordinated its monetary policy to the
financing of the Reich’s expenditure. Though
scarcely stable, a real deficit persisted throughout
the inflation, albeit with some tendency to decline
as inflation accelerated. The private sector’s real
investment in debt diminished as its belief weak-
ened in the sufficiency of future budget surpluses
to meet the state’s contractual debt-servicing obli-
gations (including reparations). The private sector
inferred from this insufficiency that prices would
rise to reduce the real value of this debt- servicing,
and converted its non-monetary debt into money
and money into goods. This forced greater mone-
tization of the budget deficit; and the conjuncture
of the declining real demand for money with
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rising nominal supply made the public expecta-
tion of inflation self-realizing. ‘Unpleasant mone-
tarist arithmetic’ would probably have produced
an analogous result even with Reichsbank inde-
pendence (Holtfrerich 1986, pp. 1721t.).

Frenkel (1977) sought direct evidence of infla-
tionary expectations from the forward discount on
the mark in the London foreign exchange market;
but, awkwardly from an analytical point of view,
until July 1922 the mark sold at a forward pre-
mium. Webb argued that this reflected the animal
spirits of — mainly foreign — speculators with their
diversified portfolios, rather than inflationary
expectations; these he inferred from the rate of
shrinkage of the real value of government debt.
On this basis he could link the major shifts in the
rate of inflation with announcements of fiscal
‘news’ that prompted state debt-holders into revis-
ing their previous estimates of future real budget
surpluses. Plausible connexions of this sort can be
made for November 1918 (the Armistice), May
1919 (publication of the Treaty of Versailles),
May 1921 (announcement of the Allies’ London
Reparations Plan) and June 1922 (refusal of a
bankers’ committee headed by J.P. Morgan Jr. to
recommend a loan to Germany except on the — at
that point unlikely — condition of a reduction in
Allied reparations claims).

Webb explained the sudden cessation of infla-
tion in March 1920 by a conjectural calculation
that the expected revenues from the new federal
direct taxation introduced by Finance Minister
M. Erzberger in 1919 now harmonized with debt
obligations (though the reparations obligation was
still undefined). He explained the stabilization in
November 1923 with reference to the cessation, in
late September, of state-subsidized ‘passive resis-
tance’ against the Franco-Belgian occupation of
the Ruhr; to the imposition of indexed tax liabil-
ities from October (see Franco 1990); to the
appointment of the Dawes Committee to propose
a temporary rescheduling of reparations; possibly
to awareness that the Reichsbank was at last
threatening to use the independence granted it in
May 1922 to cease monetizing the deficit from the
end of 1923; and to the successful pegging of the
exchange rate against the dollar in
mid-November. These developments have to be
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assumed to have influenced the minds of state
debt-holders more than the evidence of the disin-
tegration of the Reich, the collapse of the majority
coalition on 3 November, and the lack of clarity, in
the hour of France’s triumph, over what level of
reparations’ revision would actually be agreed.
Perhaps, after the trauma of hyperinflation, the
‘credibility bar’ over which stabilization policy
had to jump was much lowered (Horsman 1988,
p- 33).

The ‘Structural School’ (Kindleberger 1984b;
see Alesina and Drazen 1991) argues that domes-
tic social conflict, especially on the labour market
and partly operating through non-budgetary chan-
nels, was central to the hyperinflation. Burdekin
and Burkitt (1996) focus on the hugely increased
discounting of private- sector bills at the
Reichsbank from mid-1922, in order (in their
view) to pre-finance inflationary wage settle-
ments. Prior to this, foreign speculation in the
mark had financed bank lending to business at
negative real rates of interest, so that domestic
distributional conflicts could be assuaged out of
the wealth of foreigners (Holtfrerich 1986,
pp. 2791f.). However, once the forward exchange
rate flipped over to discount in July 1922, in the
absence of Reichsbank accommodation business
would have had to pay positive real interest rates,
with a correspondingly deflationary effect.

Webb (1989, p. 42) denied that inflation was
deliberate government policy. The only reason
that the stabilization after March 1920 did not
‘stick” was that the Allies’ ‘London Plan’ of
May 1921 derailed it; without this element, the
Erzberger fiscal reforms were propelling the bud-
get towards surplus. It was irrational to operate in
a hyperinflationary zone when, according to the
theoretical consensus, real seigniorage revenues
would have been greater at a lower rate of infla-
tion. Webb also accepted the ‘structural’ case that
parliamentary conditions and civil-service wage
pressure prevented further fiscal reform before
autumn 1923 (see Kunz 1986). Cukierman
(1988), however, argued for government agency
in the inflationary process on the grounds that, due
to increasing lags of inflationary expectations
behind actual inflation, it could temporarily
increase its seigniorage by increasing inflation,
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even if at the expense of lower seigniorage in the
longer run. The foreshortened time preference of
the Reich during its acute diplomatic crisis with
the Allies made this rational. Only when expected
inflation entered the zone where seigniorage rev-
enues declined — partly due to substitution of other
currencies (Bernholz 1995) — did the government
stabilize. Cukierman combines this with an argu-
ment that the government and the electorate in any
case preferred lower long-run seigniorage reve-
nues as these curbed the reparations rapacity of
the Allies.

Holtfrerich (1986, pp. 203—-05) argued that the
inflation counterfactually raised output by neutral-
izing the effects of the global post-war slump, and
equalized income and wealth (but see
Kindleberger 1994). However, the ultra-low
unemployment of the period was also partly due
to vast labour hoarding by public enterprises, dat-
ing from the demobilization, and to a trough in
participation rates. Bresciani-Turroni (1931,
pp. 197-203, 403) argued that the inflation caused
misallocation of investment; but Holtfrerich
argued (1986, pp. 205-06) that not this mis-
allocation but the deflationary gold-standard
regime from 1924 caused the low-capacity utili-
zation of the later 1920s. However, Lindenlaub’s
(1985) archival investigation concluded that,
except for industries receiving government com-
pensation for treaty losses, real fixed investment
was minimal (see Fischer et al. 2002).

Sargent (1986, pp. 40ff.) argued that the cred-
ibility of the German stabilization made it virtu-
ally costless. But Dornbusch (1987) regarded the
willingness to make monetary policy hurt from
November 1923 to June 1924 as necessary to
establishing credibility. The ‘stabilization boom’
of the second half of 1924 and the delayed but
sharp year-long recession from June 1925 may
roughly replicate recent high- inflationary experi-
ence (Fischer et al. 2002).

See Also
Germany, Economics in (20th Century)

Hyperinflation
Inflation Expectations

German Hyperinflation

Quantity Theory of Money
Rational Expectations

Bibliography

Alesina, A., and A. Drazen. 1991. Why are stabilizations
delayed? American Economic Review 81: 1170-1188.

Bernholz, P. 1995. Currency competition, inflation,
Gresham’s law and exchange rate. In Great inflations
of the 20th century. Theories, polices, evidence,
ed. P. Siklos. Aldershot: Edward Elgar.

Bresciani-Turroni, C. 1931. The economics of inflation:
A study of currency depreciation in post-War Germany.
London: Allen & Unwin, 1937.

Burdekin, R.C.K., and P. Burkitt. 1996. Distributional
conflict and inflation: Theoretical and historical per-
spectives. Basingstoke: Macmillan.

Cagan, P. 1956. The monetary dynamics of hyperinflation.
In  Studies in  the quantity  theory  of
money, ed. M. Friedman. Chicago: University of Chi-
cago Press.

Chan, H.L., S.K. Lee, and K.-Y. Woo. 2003. An empirical
investigation of price and exchange-rate bubbles during
the interwar European hyperinflations. International
Review of Economics 12: 327-344.

Cukierman, A. 1988. Rapid inflation: Deliberate policy or
miscalculation? Carnegie- Rochester Series on Public
Policy 29: 11-76.

Dornbusch, R. 1987. Lessons from the German inflation
experience of the 1920s. In Macroeconomics and
finance. Essays in honour of Franco Modigliani,
ed. R. Dornbusch, S. Fischer, and J. Bossons. Cam-
bridge, MA: MIT Press.

Fischer, S., R. Sahay, and C.A. Végh. 2002. Modern hyper-
and high inflations. Journal of Economic Literature 40:
837-880.

Franco, G.H.B. 1990. Fiscal reforms and stabilisation:
Four hyperinflation cases examined. Economic Journal
100: 176-187.

Frenkel, J.A. 1977. The forward exchange rate, expec-
tations, and the demand for money: The German
hyperinflation. American Economic Review 67:
653-670.

Graham, F.D. 1930. Exchange, prices, and production in
hyper-inflation: ~ Germany  1920-23.  Princeton:
Princeton University Press.

Holtfrerich, C.-L. 1986. The German inflation 1924-23:
Causes and effects in international perspective. Berlin:
De Gruyter. German original, 1980.

Horsman, G. 1988. Inflation in the twentieth century: Evi-
dence from Europe and North America. Hemel Hemp-
stead: Harvester Wheatsheaf.

Kindleberger, C.P. 1984a. A4 financial history of Western
Europe. London: Allen & Unwin.

Kindleberger, C.P. 1984b. A structural view of the German
inflation. In The experience of inflation, ed. G.-
D. Feldman, C.-L. Holtfreich, and G.A. Ritter. Berlin:
De Gruyter.


https://doi.org/10.1057/978-1-349-95189-5_2355
https://doi.org/10.1057/978-1-349-95189-5_1157
https://doi.org/10.1057/978-1-349-95189-5_793
https://doi.org/10.1057/978-1-349-95189-5_1640
https://doi.org/10.1057/978-1-349-95189-5_1684

German Reunification, Economics Of

Kindleberger, C.P. 1994. Review: The great disorder:
A review of the book of that title by Gerald
D. Feldman. Journal of Economic Literature 32:
1216-1225.

Kunz, A. 1986. Civil servants and the politics of inflation
in Germany 1914—1924. Berlin: De Gruyter.

Lindenlaub, D. 1985. Maschinenbauunternehmen in der
deutschen Inflation. Berlin: De Gruyter.

Sargent, T.J. 1986. Rational expectations and inflation.
New York: Harper & Row.

Sargent, T.J., and N. Wallace. 1973. Rational expectations
and the dynamics of hyperinflation. International Eco-
nomic Review 14: 328-350.

Webb, S.B. 1989. Hyperinflation and stabilization in Wei-
mar Germany. New York: Oxford University Press.
Williams, J.H. 1922. German foreign trade and reparations
payments. Quarterly Journal of Economics 36:

482-503.

German Reunification, Economics Of
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Abstract

German reunification in 1990 posed the chal-
lenge of introducing markets to an economy
with none. For citizens of the formerly Com-
munist East Germany, the transition brought an
immediate increase in political freedom and
living standards, yet also a deep trough in
output and persistent unemployment.
I examine the reasons for the output trough
and the subsequent labour market difficulties,
analyse the impact of reunification on West
Germany and Europe, and draw lessons for
transition and economics generally.
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On 3 October 1990 the formerly Communist
German Democratic Republic joined the Federal
Republic of Germany, thereby reunifying Ger-
many and posing the challenge of introducing
markets to an economy with none. German
reunification was part of the dramatic demise of
Communism in Europe, an event as significant
for economic as for political reasons. For citizens
of the former German Democratic Republic
(henceforth East Germany), the transition
brought an immediate increase in both political
freedom and living standards, yet also a large rise
in economic uncertainty, manifested not least
through the sudden emergence of high unem-
ployment. Although markets and institutions
were successfully introduced, they have not led
to the rapid economic convergence of the two
parts of Germany for which some had hoped, and
unemployment has remained high. The enor-
mous costs of reunification have proved a burden
for West Germany, which prior to unification had
been the economic engine of Europe. The shock
of unification and the subsequent slow growth in
West Germany have in turn affected the rest of
Europe.

Historical and contemporary factors ought to
have ensured the best outcomes of any transition
economy. Before the Second World War, East
German GDP per capita was slightly above the
German average (Sinn and Sinn 1992), and both at
that time and under Communism East Germany
was richer than (other) eastern European coun-
tries. East Germany’s relatively small population —
20 per cent of unified Germany — made feasible
the large financial transfers from its rich cousin,
West Germany. East Germany has benefited from
West German institutions, know-how and invest-
ment. Yet the Czech Republic had a GDP per
capita only 13 per cent lower than that of East
Germany in 2004 (OECD 2005), and, if post-1999
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trends continue, the Czech Republic will converge
with West Germany before East Germany does.

In this article, I note the successful introduction
to East Germany of markets, institutions, democ-
racy and rule of law, and assess why the short-
term cost in terms of output and employment was
so high. I examine the reasons for the subsequent
labour market difficulties, analyse the impact of
reunification on West Germany and Europe, and
draw lessons for transition and economics
generally.

Chronology of Unification

The process culminating in the unification of Ger-
many was set in motion when the Hungarian
government began allowing East German citizens
to leave Hungary via Austria in May 1989. This
occurred against the backdrop of reforms in the
Soviet Union by President Michael Gorbachev.
By August, large numbers of East Germans were
reaching West Germany via Hungary, Czechoslo-
vakia and Poland, and in September anti-
government demonstrations began in East Ger-
man cities. On the night of 9 November 1989, a
combination of government weakness and confu-
sion led to a crowd being permitted to breach the
wall dividing Berlin. The ensuing mass migration
to the West removed the power of the East Ger-
man government to threaten its citizens: five per
cent of the eastern population emigrated in
1989-1990.

The East German government organized free
elections for March 1990. The victory of the
counterpart of the western Christian Democrat
Party was seen as a mandate for rapid
reunification. Monetary, economic and social
union occurred on 1 July 1990. Political union
followed on 3 October 1990. As East Germany
was formally joining the Federal Republic of
Germany, all western institutions were trans-
ferred, and only a small number were subject to
a transition period. The western systems of jus-
tice, regulation, industrial relations, banking,
education and social security and welfare were
all transplanted, to a large degree by experts from
the west.

German Reunification, Economics Of

Faced with the task of integrating a region with
decrepit infrastructure, outdated technology and
no capitalist experience, the West German gov-
ernment confronted a number of important deci-
sions in 1990. These included: the exchange rate
at which to effect monetary union; how to privat-
ize eastern firms; how to spend money in the east,
especially how to spend on consumption versus
investment (and infrastructure) and on capital ver-
sus labour, and the amounts and details of these
expenditures; and whether to raise the money
through taxes or debt. Important early decisions
by other actors included the decision of labour
unions to follow a high-wage strategy.

The financial implications of the government’s
decisions were colossal. From 1991 to 2003 the
west spent four to five per cent of its GDP yearly
on the east, including transfers within the social
welfare system (Ragnitz 2000, and updated num-
bers provided by Ragnitz to the author). This
spending represented more than 50 per cent of
eastern GDP in 1991, and stabilized at about
33 per cent in 1995.

Economic Progress of East Germany

Table 1 documents the evolution of various indi-
cators in east and west. Reunification precipitated
a disastrous collapse in real eastern GDP, with
falls of 15.6 per cent in 1990 and 22.7 per cent
in 1991, cumulating to a one-third decline. Mean-
while, West Germany experienced two boom
years with growth rates of over five per cent.
From 1992, East Germany experienced four
years of recovery followed by stagnation. Growth
in the west has also been lacklustre since 1992.
Labour productivity growth in the east was
very rapid through 1994, but has since been mod-
est, although higher than in the west. The eastern
capital stock, on the other hand, grew at almost six
per cent per year or more through 1998, and has
continued to grow faster than the western stock
since then. Emigration and a plunge in fertility
(a 54 per cent fall between 1988 and the 1994
trough) have caused the eastern population to
decline each year since unification. Meanwhile,
the western population grew quickly in 1990-2
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change in real GDP, productivity, capital and population,

Year GDP Productivity Capital stock Population
East West East West East West East West

1990 -15.6 5.7 - - - - -2.5 1.6
1991 -2.7 5.1 - - - - -1.5 1.2
1992 6.2 1.7 18.3 0.7 6.3 2.9 -0.7 1.2
1993 8.7 -2.6 11.0 -1.4 7.1 2.5 —-0.6 0.7
1994 8.1 1.4 6.3 2.0 7.4 2.1 —0.4 0.4
1995 3.5 1.4 2.1 1.5 7.4 2.0 -0.4 0.5
1996 1.6 0.6 2.6 0.7 6.8 1.8 -0.3 0.4
1997 0.5 1.5 1.9 1.4 6.5 1.7 -0.4 0.2
1998 0.2 2.3 0.1 0.9 5.8 1.7 -0.5 0.1
1999 1.8 2.1 1.4 0.7 4.9 1.9 -0.5 0.3
2000 1.2 3.1 1.7 0.8 4.3 2.0 -0.6 0.3
2001 -0.6 1.1 0.6 0.3 3.7 1.9 -0.6 0.4
2002 0.2 0.1 1.8 0.4 2.6 1.7 -0.7 0.4
2003 -0.3 0.1 0.9 0.9 - - -0.6 0.2
2004 1.3 1.6 1.0 1.2 - - -0.6 0.1

Sources: GDP, productivity, capital stock, population from 2

001: Statistische Amter des Bundes und der Linder. GDP

growth in 1990, 1991: Burda and Hunt (2001). Population until 2000: Statistisches Bundesamt.

Notes: Berlin is included in the eastern statistics, except for the

figures in boldface, where east and west Berlin are included

in eastern and western statistics respectively. West Berlin is about 13% of the population of the ‘greater east’. Productivity
is measured as GDP per worker. The change in the eastern population in 1989 was —2.5%.

with the arrival of East Germans and immigrants
from ex-Communist countries other than East
Germany.

Table 2 represents key indicators as the ratio of
east to west. Eastern GDP per capita improved
from 49 per cent of the western level in 1991 to
66 per cent in 1995, since when convergence has
stalled. Because many of the transfers from the
west have been to consumption, disposable
income per capita has reached a considerably
higher plateau, at 81-3 per cent. Capital per
worker has continued to converge gradually
where other measures have stalled, reaching
84 per cent of the western level in 2002. Compen-
sation per worker rose rapidly from 34 per cent in
1990 to 56 per cent in 1991 and 68 per cent in
1992, and then stabilized at 79 per cent in 1995.

Reunification might be considered a success in
terms of standard of living were it not for prob-
lems in the labour market. The left panel of Fig. 1
shows the share of the labour force registered as
unemployed soared to 20 per cent (from officially
zero at the start of 1990), while the western rate

has also ratcheted up to a higher level than in
1990. The lack of a search requirement for regis-
tering as unemployed means these rates are over-
stated by several percentage points. The eastern
rate is nevertheless very high, especially as some
of the many active labour market programme par-
ticipants would have been unemployed had they
not been in the programme. The German Socio-
Economic Panel data for the mid-1990s indicate
that 15 per cent of the eastern female population
and ten per cent of the male population were
unemployed (searching and available). The right
panel of Fig. 1 shows the plunge in the eastern
employment rate.

Splitting the east into its constituent states
changes the picture little. The unemployment
rates differ little across the six federal states of
East Germany. Furthermore, with the exception of
unified Berlin, the differences in GDP per capita
across the six eastern states are small compared
with the east—west gap. This may be seen in Fig. 2,
which plots real GDP per capita for Lower Saxony
(Niedersachsen), the poorest western state in



5250

German Reunification, Economics Of

German Reunification, Economics Of, Table 2 Measures of convergence — East-West ratios, 1990-2004

Year GDP Disposable income Capital Compensation
per capita per worker per hour per capita per worker per worker per hour

1990 - - - - - 34 -
1991 49 51 - 63 47 56 -
1992 53 60 - 67 54 68 -
1993 60 68 - 74 57 74 -
1994 64 70 - 77 59 77 -
1995 66 71 - 81 61 79 -
1996 67 72 - 83 64 80 -
1997 67 73 - 83 63 80 -
1998 66 72 67 82 72 81 74
1999 66 72 69 83 75 81 74
2000 66 73 68 82 79 81 75
2001 65 73 68 81 82 81 76
2002 66 74 71 82 84 82 76
2003 67 74 71 82 - 32 73
2004 67 74 - - - 82 -

Sources: Statistische Amter des Bundes und der Lénder; author’s calculations. For 1990, German Institute for Economic
Research, Berlin; data on GDP, employment and compensation in East Germany (without West Berlin) from 1989 to 1998

no longer available on the Institute’s website.

Notes: East as a percent of west. Berlin is included in the eastern statistics, except for the figures in boldface, where east
and west Berlin are included in eastern and western statistics respectively. 1990 figures are for the first quarter, seasonally
adjusted. Productivity is measured as GDP per worker or GDP per hour worked.
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2004, Saxony (Sachsen), the richest eastern state
in 2004, and Mecklenburg—Vorpommern, the
poorest eastern state in 2004.

Even the fastest-growing states of Sachsen and
Sachsen—Anhalt are growing considerably more

slowly than the Czech Republic, as may be seen
with the aid of Fig. 3. While East German employ-
ment languishes at 60 per cent of its 1989 level,
and real GDP has barely risen above its 1989
level, Czech GDP is 20 per cent above its 1990
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level, and, while Czech employment has not
recovered from liberalization, it fell much less
than East German employment.

Explaining the Initial Collapse of GDP
and Employment

All former Communist countries except China
experienced output declines following price liber-
alization, and many countries of the former Soviet
Union had larger and longer output falls than East
Germany. Roland (2000) examines why price lib-
eralization depressed output, emphasizing theo-
ries of disruption of supply chains and the need
to identify new business partners before investing.

The main other potential culprits for the GDP and
employment declines in East Germany are a
reduction in labour supply, substitution to western
products, the exchange rate chosen for monetary
union, the increase in wages, and the privatization
process.

Reduction in Labour Supply

Some of the output decline could have been
caused by the employment decline rather than
the reverse. Employment declined by 3.3 million
people from 1989 to 1992. The government paid
one million people to stop working by offering
early retirement onto the western pension benefits
implied by easterners’ years of work experience.
A further one million people emigrated to the west
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in 1989-91 (Hunt 2006, draws lessons from east-
ern emigration).

Among the prime-aged remaining in the east,
women experienced a particularly large employ-
ment decline, a fact often explained by the dis-
mantling of the Communist day-care system.
However, Hunt (2002) shows that the employ-
ment rate of women with small children fell by
no more than that of other women.

Substitution to Western Goods

Immediately upon monetary union, eastern shops
filled with western goods. Easterners wanted to
consume western products, and at this time ‘one
couldn’t sell an East German egg’ (personal com-
munication from eastern state politician; see also
Sinn and Sinn 1992). Economists agree that this
caused a sudden fall in demand for eastern goods,
and hence a fall in output.

Monetary Union Exchange Rate

For political reasons, the (western) government
decided to choose a one-to-one exchange rate
between the eastern Ostmarks and the western
Deutschmarks. Early studies, in particular, argued
that an overvalued exchange rate had made the
eastern products uncompetitive with western
products, leading to an output decline. With hind-
sight, it seems unlikely that the exchange rate was
an important contributor to the output decline, as
eastern prices and wages subsequently rose, rather
than falling to correct the real exchange rate.

Unions and the Wage Increase

Although it is possible that the rapid rise in wages
was the result of factor price equalization across
regions, there is a consensus that labour unions
were the driving force behind the rise. Unions
acquired great power at a time when employers
had little, and were not acting only in the interests
of eastern workers. Western unions established
themselves in the east in 1990, and were very
successful in recruiting new members. The new
eastern unions were led by westerners, who were
concerned with east—west equity and eastern wel-
fare but also with western wages and the per-
ceived threat to them of mass east-west
migration. The unions pushed for rapid wage
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convergence with the west, believing this was
just, would prevent mass migration, and would
enable eastern workers who were laid off to
receive higher unemployment benefits (these
being tied to the pre-layoff wage). At this time,
most firms had no owners, and the unions were
bargaining either with managers, who had no
incentive to resist wage increases, or even with
members of the western employers’ federations,
whose incentive was to prevent undercutting of
western prices by eastern firms.

Most economists believe this rapid rise in
wages represented a classic textbook wage floor
that reduced employment, led to high unemploy-
ment, and made East German firms unviable,
thereby leading to the output collapse (for exam-
ple, Akerlof et al. 1991; Sinn and Sinn 1992;
Sachverstiandigenrat 2004).

Privatization

Small, mostly service firms were privatized sepa-
rately from large industrial firms. As in eastern
European countries, this privatization was rapid
and successful, and was completed by March
1992 (Sinn and Sinn 1992). Large industrial
firms were privatized by a politically independent
body known as the Treuhandanstalt (THA). Its
initial portfolio was 8,500 previously state-
owned enterprises containing 44,000 plants and
45 per cent of the workforce (Carlin 1994).

The THA closed the unviable firms and plants,
reduced employment at the viable plants, and
sought buyers for the remaining core businesses.
The THA’s aim, at which it was successful, was to
match firms with western management expertise
in the same industry (Dyck 1997). Weighted by
employment, 74 per cent of sales were to West
German firms or families, six per cent were to
non-German firms, and only 20 per cent were to
eastern buyers. Privatization thus created subsid-
iaries of western companies (Carlin 1994). By
31 December 1994, the THA had finished its
privatization with net losses of DM 193 billion
(about 95 billion euros or 120 billion US dollars;
Brada 1996).

The THA destroyed many jobs in the short run,
with the aim of curtailing inefficient production
and promoting faster medium-run employment
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and output growth than would otherwise have
occurred. Most economists studying privatization
believe that the THA carried out its mandate well,
leaving a legacy of viable and well-run compa-
nies. However, Roland (2000) believes that the
employment reduction necessitated by the man-
date caused a depression in the short run and
retarded transition in the medium run.

Explaining the Persistent Labour Market
Problems

Even observers who did not expect faster GDP
convergence than has occurred are dismayed at
the state of the labour market. Most explanations
for the initial employment collapse apply to the
short run only. Even labour union power has been
severely weakened: while unions controlled
wages from 1990 to 1993, a subsequent employer
revolt allowed wages to be determined more
freely. The share of workers whose employer
belonged to an employer federation, which deter-
mines whether workers are paid the union wage,
declined from 76 per cent in 1993 to 45 per cent in
1998 and 29 per cent in 2003 (Brenke 2004).

Either the causes of the initial collapse have
had lasting effects — for example, perhaps it is hard
to reduce real wages in a low-inflation
environment — or there must be other explana-
tions. The leading one is the introduction of the
western social welfare system. Others are invest-
ment subsidies, the wholesale transfer of western
regulations, ineffectual active labour market pro-
grammes and impediments to the optimal alloca-
tion of resources across sectors.

Social Welfare and Wage Floors

Many economists (for example, von Hagen and
Strauch 1999) stress the disincentives of the social
welfare system as a cause of low employment in
East Germany. After a very brief transition period,
benefits were set at western levels, which in some
cases made them higher relative to wages than in
the west. This was the case in particular with
Sozialhilfe, or social assistance (welfare), and
with pensions. Unemployment insurance benefits
are a fraction of the previous wage, so, to the
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extent that unemployment insurance is a greater
problem than in the west, it is related to wages
being too high. A generous social safety net sets a
floor under wages, similar to a union wage,
though affecting labour supply rather than labour
demand.

The wage floor theory implies that wages at the
bottom of the distribution should have risen the
most, while employment of the least skilled
should have fallen the most. Employment rates
indeed fell more for the less skilled than the
skilled. However, wage growth for the skilled
was equal to or greater than that of the unskilled
(Burda and Hunt 2001). Furthermore, by 1999
wage inequality and the wage structure more gen-
erally were very similar to those in the west.
Patterns of unemployment duration were also
similar (Hunt 2004). These results are inconsistent
with the effect of a wage floor for the less skilled,
which appears to rule out the social welfare the-
ory. However, it is possible that a wage floor was
too simple a model for the effects of the unions,
who indeed appeared to aim to raise the wages of
all members.

Investment Subsidies

At least with hindsight, subsidizing capital
(investment) in the face of grave labour market
difficulties seems not obviously a good idea.
Indeed, the capital-labour ratio in manufacturing
is now higher in the east than the west
(Sachverstindigenrat 2004). Furthermore, many
have criticized the subsidies as being skewed
towards structures at the expense of equipment
(for example, Burda and Hunt 2001). Finally, the
subsidies were designed as tax breaks, and were
hence attractive only to profitable, that is,
established western, companies. The funds for
investment subsidies appear not to have been
spent optimally.

Active Labour Market Programmes

Easterners are well educated, and the return to
eastern schooling was not reduced by transition
(Krueger and Pischke 1995). The post-unification
fall in the return to experience indicated that the
human capital lacking was experience working in
capitalist firms. Off-the-job training and make-
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work jobs were therefore unlikely to be very help-
ful, despite the large number of participants: in
1994 there were 259,000 participants in public
training programmes and 280,000 participants in
jobs whose wage was paid by the government,
compared with 1,142,000 registered unemployed.

The best-documented effect of training pro-
grammes has been that of keeping participants
out of the labour force for the duration of the
sometimes long programmes (Lechner et al.
2007). Meanwhile, participants in public jobs
had no incentive to look for another job, as they
received 100 per cent of the union wage (90 per
cent from 1994 on). While some groups have
benefited from some public programmes, the
gains are unlikely to have justified the large
expenditures (Eichler and Lechner 2002,
(Lechner et al. 2007).

Sectoral Allocation

Various factors may have intervened to prevent an
optimal allocation of resources across sectors.
Brada (1996) observes that the THA requirement
that buyers continue operating the firm in the same
industry as before may have delayed sectoral
restructuring. Unions, bargaining at the industry
level, may have chosen the wrong wage structure
across sectors, reducing incentives for restructuring
(Burda and Hunt 2001; Hunt 2001). A further com-
plicating factor has been the boom and subsequent
bust of the construction industry. Many observers
believe the manufacturing sector is too small, at
15 per cent of employment in 2004 compared with
22 per cent in West Germany and 30 per cent in the
Czech Republic. Yet manufacturing in the United
States employed a smaller share of the workforce
than in East Germany in 2004, so East Germany
may simply have leapfrogged West Germany in
this regard.

Effect of Unification on the West

In the short term, reunification was a positive
aggregate demand shock for the west, leading to
the boom seen in Table 1. The leap in the demand
for capital for investment in the east, combined
with the reduction in the money supply to contain
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inflation, raised the interest rate. As the cost of
reunification became clear, the government was
forced to raise taxes, but debt rose from 41.8 per
cent of GDP in 1989 to 64.2 per cent in 2003. The
budget went from surplus in 1989 to a 3.1 per cent
deficit in 1991, and has been close to or above
three per cent since then.

It is unclear to what degree the western stagna-
tion that has followed the 1993 end of the boom can
be attributed to reunification. While exports have
recovered, domestic demand has remained weak
(Sachverstiandigenrat 2005). This could possibly
be the result of government debt leading consumers
to revise their wealth downwards, depressing con-
sumption and growth (Carlin and Soskice 2006).
The increase in western unemployment, seen in
Fig. 1, could be caused in part by increases in
payroll taxes to finance reunification. On the other
hand, Siebert (2005) emphasizes that before
reunification West Germany had already had prob-
lems with sluggish growth, rising unemployment,
and funding social security.

Posen (2005) considers that approximately 1.4
per cent of German GDP per year is paid in trans-
fers to the east that are for neither investment nor
infrastructure, nor part of the unified social wel-
fare system. He calculates the opportunity cost of
this money (that could have been invested and
received a return), the increase in interest pay-
ments on other debt (owing to a higher interest
rate caused by higher debt), and the deadweight
loss from increased taxes. He concludes that the
burden of these transfers is (at most) 0.7 per cent
of German GDP per year, a large sum.

Reunification has affected the West German
labour market through the weakening of labour
unions caused by the collapse of eastern unions.
The impact of eastern immigrants and commuters
is not known. The impact, if any, would have been
in addition to that of the concomitant and similarly
sized immigration of ethnic Germans from other
formerly Communist countries.

Effect of Unification on Europe

The rise in the German interest rate had important
consequences for Europe, as it led to a crisis in the
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European Exchange Rate Mechanism (ERM) that
preceded European Monetary Union. The higher
German interest rate meant that the Deutschmark
required a revaluation within the ERM, or, equiv-
alently, the devaluation of other ERM currencies.
France and other countries attempted to maintain
the existing exchange rates, fearful of a loss of
deflationary credibility. But in 1992 speculative
attacks forced several countries to devalue, while
the United Kingdom and Italy left the ERM.

The crisis was not all bad in the long run: for
the United Kingdom, which had joined the ERM
at an unsuitable exchange rate, leaving the ERM
proved to be an economic boon (Carlin and
Soskice 2006). However, Germany may have
entered monetary union at a rate that would
prove overvalued once the reunification shock to
interest rates had passed (Sinn 1999), thus requir-
ing a later depreciation. The difficulty of price and
wage adjustments within monetary union may
currently be preventing such a depreciation from
occurring, slowing German, and therefore Euro-
pean, growth (Carlin and Soskice 2006).

Lessons Learned

Because East Germany joined the well-
functioning and larger Federal Republic of Ger-
many, it could feasibly and credibly have an insti-
tutional ‘big bang’, immediately importing a
coherent set of institutions generally suitable for
the region. This provided confidence and famil-
iarity to western investors. The institution that
obviously made a poor transition was the indus-
trial relations system: because labour unions were
established before employer federations, labour
unions were initially unnaturally strong, possibly
with lasting consequences.

Some economists believe the social welfare
system made an equally poor transition; yet the
nature of reunification meant that there was polit-
ically no alternative to transferring the system
fairly rapidly. Siebert (2005) bemoans the transfer
of product regulation and taxation. Yet firms may
have complied with western constraints even had
they not been imposed on the east, either in the
expectation of their being imposed later or for fear
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of disgruntlement in their western works council.
For example, Volkswagen applied the western
prohibition on female night work to its eastern
plant although the east was exempt (Turner 1998).

The feasibility of an institutional big bang made
feasible an economic big bang. Price liberalization
and macro stabilization were flawless. The privat-
ization process was speedy and had many merits,
although it may have led to an excessive employ-
ment decline, and was too expensive for most
countries to countenance. However, Koreans
should note that even an unusual transition that
satisfies both the * Washington consensus’ econo-
mists, who emphasize speed of economic reform,
and the ¢ evolution-institutionalist’ economists,
who stress the necessity of establishing institutions
before economic reform, can leave in its wake a
difficult regional convergence problem.

For economists interested in unemployment,
East Germany is both a validation of textbook
models and a puzzle. Surely the collapse in
employment and output in 1990-2 must have
been strongly influenced by high union wages.
Yet, now that labour unions have much less influ-
ence and the wage structure is similar to that of the
west, why has unemployment remained so high?
Good education and high emigration are not
enough to control unemployment.

See Also

Privatization

Total Factor Productivity
Transition and Institutions
Unemployment
Unemployment Insurance
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Germany in the Euro Area Crisis

Daniela Schwarzer

Abstract

This article examines Germany’s move to
centre stage in the management of the sover-
eign debt crisis that has ravaged the euro area
since the beginning of 2010. The German
government has been influential in deciding
the pace and design of rescue packages, and
also in the ongoing reform of governance in
the euro area. Germany’s dominance can be
explained by its large contribution to the res-
cue packages, by its relative economic
strength and by the role of potential veto
players such as the German Parliament and
the German Constitutional Court. Germany’s
positions on crisis management and on gov-
ernance reform reflect its approach during the
Maastricht negotiations: to minimise risk-
sharing and joint liabilities so as to avoid
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moral hazard, to increase control and the cred-
ibility of rule-based coordination, to enable
European control of national policies, and to
strengthen the market mechanism to disci-
pline national policy choices.
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Introduction

Without actively seeking the role, Germany
became a key actor in the management of the
sovereign debt crisis in the euro area when
Greece succumbed to market pressure in early
2010. Thanks to its global competitiveness,
Germany displayed comparatively strong resil-
ience to the economic crisis. Due to its relative
size, it shoulders the largest single share (27%)
of the contributions and guarantees in the rescue
mechanisms set up since 2010. This contribu-
tion, combined with its singular position of
being a large AAA-rated country, enabled it to
influence the pace and instruments of crisis
management and to shape the subsequent eco-
nomic governance reforms in the euro area.

This article discusses Germany’s approaches
to and impact on the management of the sover-
eign debt crisis and its approach to governance
reform in the euro area. It highlights its under-
lying strategy, Germany’s preferences and the
determining factors behind them. It also investi-
gates the evolution of Germany’s power base
and argues that a reassessment of the role of
domestic veto players and structural develop-
ments in the EU have relativised the view that
Germany has become the hegemon in the mon-
etary union.
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Germany'’s Approach to Crisis
Management in 2010/2011

Germany’s initial reaction to the sovereign debt
crisis was one of prudence and caution, being
careful not to extend rapid and decisive aid to
fellow member states. This became particularly
obvious in its successful attempts to decelerate
the EU’s move towards a first rescue package for
Greece. In February 2010, the European Council
had promised to help member governments hav-
ing trouble refinancing their debt (European
Council 2010), but only followed through in
April 2010. In the eyes of many observers, Ger-
many was delaying the implementation of the
rescue package and provoked nervousness in the
financial markets. The German government, how-
ever, had no desire to actually let Greece fail,
given the fact that German banks were the largest
holders of Greek government bonds in 2010.

There are several reasons for the German reluc-
tance to provide loans more swiftly. A major con-
cern was to maintain pressure on the Greek
government to consolidate its budget and imple-
ment structural reforms. Strict conditionality was
attached to the loans at Germany’s insistence,
emphasising the need for both budgetary austerity
and structural adjustment in order to reduce moral
hazard. Although members of the German gov-
ernment initially argued for a euro-area-only solu-
tion to handle the liquidity problems, Chancellor
Merkel revised this position in March 2010, when
she declared in the German Parliament
(Bundestag) that loans to illiquid member states
would be granted in cooperation with the Interna-
tional Monetary Fund (IMF). Germany also
demanded that interest rates on credit given to
indebted countries should be high in order to
prevent ‘easy borrowing’, which could impede
the implementation of reforms. It further expected
compliance with the European rules for fiscal and
economic governance as a prerequisite for finan-
cial aid. Other governments (for instance
Germany’s closest partner, France) argued that
earlier and more encompassing rescue packages
would be crucial to reassure market participants
and break the vicious circle of a self-fulfilling
Crisis.
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These positions reveal divergent underlying
assumptions about the dynamics of financial cri-
ses (Dullien and Schwarzer 2011). Some govern-
ments adhered to the idea that financial crises, just
like currency crises, could become self-fulfilling
prophecies, if only a relevant number of market
actors believed there was a likelihood of a crisis;
other governments, including Germany’s, did not
seem to believe that there was a high risk of a
rapid crisis escalation, which would be detached
from economic fundamentals. Following this
logic, there was little need to counter market
expectations with financial aid mechanisms that
would potentially cover the worst-case
scenario — which could only be prevented if mar-
ket participants thought that there were sufficient
tools to achieve this. Therefore, the German gov-
ernment advocated a policy that was designed to
improve fiscal balances and real economic situa-
tions, while only setting up immediate rescue pro-
visions. Chancellor Angela Merkel consequently
only supported the creation of new rescue funds
when the crisis escalated to an unexpected degree
in May 2010. Given the particularly high expo-
sure of German banks to sovereign debt in Ireland,
Italy and Spain at the time, concerns grew in
Germany that, if the crisis spread to the two largest
Southern European member states, it could entail
heavy losses for the German financial sector.

Limiting Spill-Over Through Closer
Policy Coordination

In May 2010, the temporary rescue
mechanisms — the European Financial Stability
Facility (EFSF) and the European Financial
Stabilisation Mechanism (EFSM) — were agreed
(Council of the European Union 2010). In reac-
tion to Germany’s financial involvement, the Ger-
man debate concentrated on the question of how a
similar crisis could be prevented in the future.
Germany’s share in the financial rescue mecha-
nisms became politically linked to the quest for
substantial governance reforms. When convinc-
ing the Bundestag to ratify the rescue packages,
the government argued that it was working with
its European partners to fight the root causes of the

Germany in the Euro Area Crisis

crisis. At the core of this debate was how surveil-
lance and policy coordination in the EU could be
improved in order to retransform the euro area
into a monetary union which reflected the policy
and institutional preferences that Germany had
sought to enshrine in the Maastricht Treaty
(Dyson and Featherstone 1999, pp. 370f).

The consolidation pressure exerted on coun-
tries in crisis, coupled with the first German gov-
ernance reform proposals, clearly demonstrated
that the dominant interpretation was that of a fiscal
crisis with its root cause in the irresponsible fiscal
behaviour of governments. Finance Minister
Wolfgang Schéuble tabled a proposal for euro
area governance reforms on 21 May 2010
(Bundesfinanzministerium 2010) which included
stronger, rule-based fiscal policy coordination
involving nominal targets and automatic sanction-
ing mechanisms, and very little room for political
discretion, in order to prevent fiscal policies from
undermining monetary stability. In the subsequent
debate, proposals went as far as to withdraw vot-
ing rights from member states breaking the rules
of the Stability and Growth Pact. The idea of a
‘Super Commissioner’ who would directly con-
trol the member states’ performance and could
interfere with national budgets and hence limit
member states’ budgetary sovereignty was also
discussed. The German concern to improve pre-
ventative policy coordination is also reflected in a
further German invention, the Fiscal Compact.
This intergovernmental treaty was signed on
30 January 2012 by 25 member governments,
and obliges its signatories to adopt national fiscal
rules as a backup for European coordination
mechanisms in order to reduce the risk of budget-
ary problems and moral hazard in the member
states.

The Euro Plus Pact, concluded in March 2011,
reflects the concern to push other governments to
adopt measures that would increase competitive-
ness by prescribing a structural reform agenda for
the near-future (Council of the European Union
2011a). It partly advocates policies seen as having
contributed to Germany’s economic success over
the last decade and was hence very controversial
with member governments that were critical of
their emphasis on supply-sided reforms.
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Germany’s initiatives to push for economic con-
vergence in the euro area were backed by the
Federation of German Industry (BDI), which not
only underlined the importance of competitive
suppliers for Germany’s economic success, but
also tried to encounter any attempt to push for
policies that might lead to a reduction in German
price competitiveness.

As concern grew that solvency issues might
have to be tackled in the euro area, the German
Finance Minister advocated a sovereign default
procedure that could be part of a European Mon-
etary Fund (Schéuble 2010). The idea of creating
a legal framework and a mechanism for debt
restructuring also meant solving the question of
the no-bailout clause of Art. 125 in the Lisbon
Treaty. When negotiations on the European Sta-
bility Mechanism (ESM) advanced, the German
Finance Ministry argued that private sector
involvement should be institutionalised with it. It
even advocated at some point that this should
occur  quasi-automatically in  crises  of
liquidity — rather than solvency only. Market
unrest and resistance from the European Central
Bank (ECB) and other governments, however,
made German decision-makers reconsider this
position. The idea of a mechanism for sovereign
debt restructuring did not gain traction. But the
ESM Treaty, signed on 2 February 2012, did
oblige signatory states to include collective action
clauses in newly issued government bonds. Thus,
the first elements of a legal framework for debt
restructuring in the case of a sovereign default
were eventually introduced.

Changing Views on the Crisis

In 2011, the crisis escalated into a new phase.
Given unparalleled signals of panic in the mar-
kets, the debate re-emerged as to whether the euro
area needed a potentially unlimited crisis inter-
vention mechanism to stop expectation-driven cri-
ses of confidence. At the time, the idea of
introducing euro bonds as a remedy to the pre-
vailing crisis even gained some traction in Ger-
many, supported by the Green Party (Biindnis
90/Die Griinen), parts of the Social Democratic
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Party (SPD) and the Confederation of German
Trade Unions, but was at no point endorsed by
the governing CDU/CSU/FDP coalition.

On 21 July 2011, as a result of a grave deteri-
oration of the situation on the bond markets, the
euro area summit decided to expand the credit
volume and the instruments of the EFSF
(Council of the European Union 2011b). How-
ever, there was still no consensus to create a
potentially unlimited rescue mechanism. Several
governments, including the German one, opposed
a substantial increase of the EFSF for Spain and
Italy or the introduction of euro bonds, advocated
by other member states and partly backed by the
European Commission and prominent members
of the European Parliament. Rather, they accepted
that the ECB intervened heavily in the bond mar-
kets. This policy led to an unexpected rift between
the government and German central bankers.
While Chancellor Merkel and Finance Minister
Schéuble silently backed the increasing activities
of the ECB to stabilise sovereign debt in the euro
area, both the German chief economist of the
ECB, lJiirgen Stark, and Axel Weber, President
of the Bundesbank and a potential candidate for
the Presidency of the ECB, resigned from their
posts in protest in 2011.

A year later, in August 2012, after further deteri-
oration in the sovereign bond markets, the ECB
finally announced that it would be possible to inter-
vene in bond markets in unlimited volumes through
the Outright Monetary Transactions (OMT) pro-
gramme. While the OMT is part of the ECB’s mon-
etary policy measures to ensure the transmission of
monetary policy decisions, it de facto proved to be a
cure to the crisis in sovereign debt markets which
none of the measures that the euro area governments
agreed upon had been able to achieve.

From 2010, most of the attention had been on
developments in sovereign debt markets. In late
2012, however, the growing economic and polit-
ical risks and the social instability in member
states that were under particularly severe adapta-
tion pressure demanded increasing attention. New
discussions about adequate growth policies
evolved, mostly in Southern EU member states,
but also in Germany. The ‘austerity-first’
approach which had dominated the discourse
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since 2010 was still present. But a gradual re-think
of the approach towards Greece and other crisis
countries set in. The German opposition at the
time, consisting of the SPD, the Greens and the
Left party (Die Linke), which was strengthened
politically by the election of the Socialist candi-
date Francois Hollande as French President in
May 2012, caused a delay in the ratification of
the fiscal compact and the ESM in the Bundestag.
It requested German support for a new European
growth strategy and a European Financial Trans-
action Tax as a precondition for its approval.

Moreover, the strategy to deal with imbalances
in the euro area was being cautiously reconsidered.
So far, the German position had been that imbal-
ances in countries running an external deficit
should be corrected by improving competitiveness
and hence generating external growth. Germany
had come under pressure from fellow euro area
governments, the European Commission and the
IMF, which all pointed to Germany’s responsibility
in the euro area rebalancing process. While Ger-
many had advocated an asymmetric approach in
the negotiations leading to the creation of the new
instrument to coordinate national economic poli-
cies, the Macro-Economic Imbalance Procedure,
Finance Minister Schauble, in May 2012, con-
ceded in an interview that ‘it is fine if wages in
Germany currently rise faster than in other EU
countries. These wage increases also serve to
reduce the imbalances within Europe’ (Bryant
2012). However, any external policy measures or
advice that could be interpreted as undermining
German price competitiveness would either be
ignored or fought off immediately. The mainstream
view in Germany, widely shared by policy makers,
the business community and academics, was that
rebalancing should be achieved by improving the
competitiveness of the deficit countries, and, if at
all, a stronger domestic demand in surplus coun-
tries like Germany.

Normative Underpinnings of German
Preferences

Germany’s proposals for economic governance
reform in the course of the sovereign debt crisis
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were contiguous to German positions in the Maas-
tricht negotiations. Germany’s idea of the euro
area has always been one of a stability union in
which an independent, stability-oriented mone-
tary policy would be underpinned by sound fiscal
policies and economic policies designed to
enhance member states’ competitiveness. Policy
coordination should be rule-based and should pre-
vent negative spill-overs — rather than ensure the
provision of public goods such as growth or
employment. Although Germany, over the years,
had argued for stronger political integration, and
even a political union, the idea was not to intro-
duce political discretion at the euro area level, but
rather to strengthen the rules-based coordination
approach by enabling the European Commission
to interfere more strongly with national policies.
This view explains why Germany only hesitantly
accepted that a euro area summit — as suggested
by the French government — should meet regularly
and why it made a concerted effort to pre-define
the policy agenda of such a summit (e.g. by laying
down detailed policy objectives in the Euro
Plus Pact).

The German approach to the functioning of a
monetary union tended not to include solidarity or
mutual insurance mechanisms. If at all, fiscal sol-
idarity or mutual insurance mechanisms should
only exist to a degree that would not undermine
the responsibility of national governments to
engage in structural reforms and improve compet-
itiveness, but should rather encourage such mea-
sures. In 2013, the German government suggested
the introduction of a so-called “Convergence and
Competitiveness Instrument”, also tagged as
“Contractual Arrangements”, which combined
bilateral contracts in which governments would
commit themselves to the implementation of cer-
tain reforms, and in exchange would receive
financial support from a new instrument that still
needed to be created. This proposal met with great
resistance at the European Council in December
2013, with almost all governments opposing the
German initiative. Further discussion was post-
poned to October 2014. The widespread percep-
tion at the time was that Germany was seeking to
establish another mechanism by means of which
“the German model” could be imposed on others.
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Germany was also accused of not showing a suf-
ficient sense of solidarity with the crisis countries.
This points to different notions of solidarity pre-
vailing in the euro area at the time. German policy
makers would reject any claims that Germany
should accept stronger financial transfers — with-
out perceiving a lack of solidarity. For Germany,
solidarity is not predominantly interpreted as the
readiness to share risks and accept financial trans-
fers, but rather as respecting the rules that should
underpin sound public finances, competitiveness
and monetary stability, which the member states
have agreed upon. The bottom line of Germany’s
approach to crisis management and governance
reform was to limit risk-sharing and to make
member states liable for their own debts in the
future.

This German understanding of an ‘appropriate’
functioning of the euro area is often explained by
the strong influence of ordoliberalism, a German
mid-20th century variant of neoliberalism that
drove the creation of the post-Second World War
German social market economy. This school of
thought argues that central banks should be inde-
pendent and focused on the provision of monetary
stability, while governments should set the frame-
work for functioning markets and free
competition.

German views on the euro area and crisis man-
agement are also strongly influenced by the para-
digm of neo-classical economics, the school of
thought that currently dominates teaching and eco-
nomic research in Germany (see Dullien and
Guérot 2012, for an overview). It assumes that
(financial) markets set the prices of assets in an
adequate manner if they possess sufficient infor-
mation. Economies are assumed to adjust rapidly to
shocks, above all by supply-side reforms instead of
the demand-side measures postulated by Keynes-
ian scholars. If demand is not strong enough and
the employment situation is deteriorating, a reduc-
tion in price and wage levels is recommended to
improve competitiveness. In compliance with this
conviction, in 2003, the red—green coalition gov-
emment in Germany implemented ‘Agenda
2010’ — a package of structural reforms of the
German labour market and the social security sys-
tem. In retrospect, those reforms are widely
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considered as the precondition of Germany’s com-
petitiveness today and its resilience to the sover-
eign debt and economic crisis. Assuming that the
German experience can be copied, many German
economists and policymakers have argued that
similar structural reforms should be undertaken in
countries like Greece, Spain and France — implying
that growth and demand will return in the crisis-
stricken member states as a result of a successful
adaptation strategy.

It is the importance accorded to this supply-
side policy that has provoked conflicts between
Germany and its European partners. Whereas
German policy-makers tend to frame Agenda
2010 as a German success story, some European
partners perceive the German supply-side
reforms, which lowered the price level, slowed
down consumption and balanced economic activ-
ity towards exports, as ‘beggar thy neighbour’
policies. The ambitious structural reforms had a
negative impact on demand not only in Germany
but also in the countries closely linked to Ger-
many, such as France.

Domestic Politics

The German debate on crisis management was
more politicised than in most other member states,
partly due to the Bundestag’s strong involvement
in the decisions on the rescue measures and the
intense media coverage thereof. The postpone-
ment of a European Council meeting in October
2011 for three days — despite the intense pressure
of the crisis — in order to enable the Bundestag to
give the Chancellor a mandate, illustrates this new
assertiveness by the legislators (Alexander 2011).
The coalition government’s policies and rhetoric
were strongly shaped by parliamentarians’ antici-
pated reactions, potential inner-party conflicts and
the strong concern that a Eurosceptic party might
eventually take shape. While members of the
senior Christian Democrat coalition partner
CDU/CSU openly criticised the government’s cri-
sis management, the Free Democratic Party
(FDP) even attempted to stop the ESM through
a referendum within the party, but failed to meet
the necessary quorum.
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Parliamentarians were gravely concerned that
the rescue packages, and in particular the estab-
lishment of medium- and long-term rescue mech-
anisms, were compatible with the German
constitution. Related questions were whether the
Bundestag’s budgetary authority was challenged
and whether the risks entailed by Germany as the
largest guarantor were acceptable from a budget-
ary perspective. The sequence and pace of the
Bundestag’s involvement in crisis management
decisions became a substantial issue between the
government and the legislators. A number of par-
liamentarians took the matter to the Constitutional
Court — with the result that the role of the German
Bundestag was strengthened (see below). Parlia-
mentarians were further concerned as to whether
the packages were efficiently designed from an
economic perspective. The necessary and prefer-
able extent of financial solidarity in the common
currency area was also widely debated, asking
which adaptation efforts and governance reforms
would be necessary in exchange.

Due to the nature of the Bundestag’s concerns
and its new assertiveness, there were moments
when it had to be acknowledged that parliamen-
tarians might veto a crisis decision. The govern-
ment leveraged this potential veto player position
along with the threat of a constitutional complaint
to strengthen its bargaining position during Euro-
pean negotiations. However, Germany’s parlia-
mentary system, with efficient party structures
and parliamentary groups, makes effective dead-
lock situations unlikely and the German govern-
ment could rely on the support of pro-European
opposition members and moral persuasion with
regard to Germany’s responsibility in Europe to
get the majorities it needed. So, throughout the
crisis, the government did get parliamentary
approval of all crisis decisions.

Public Opinion and Political
Communication

The concerns about developments in the euro area
raised by parliamentarians and members of gov-
ernment reflected the considerable uncertainty as
to whether German voters would punish political
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parties for their readiness to accept financial obli-
gations that the rescue packages entailed. For
instance, the government’s reluctance to take ear-
lier decisions on a rescue package for Greece in
spring 2010 was partly related to the regional
elections in North Rhine Westphalia, the most
populous German state (Gatzke 2010). However,
euro area issues were hardly discussed during
regional election campaigns, one exception
being the election in Berlin on 18 September
2011, when the increasingly unpopular FDP
declared the federal state election to be a ‘plebi-
scite on the euro’ (Jungholt and Kensche 2011).
Eurosceptic campaigning strategies did not
improve electoral results in the regional elections
and political parties articulating far-reaching
demands for crisis management and a deepening
of the euro area like the SPD and the Greens were
not sanctioned by the voters for holding
pro-European positions.

Two years into the sovereign debt and banking
crises, German public opinion became critical of
rescue packages, but did not turn anti-European.
Even at the height of the crisis in 2011, 66% of
Germans still supported ‘a European economic and
monetary union with one single currency, the euro’
(European Commission 2011c). In a Eurobarometer
poll, 88% thought that it was in the German interest
to stabilise the euro area. In fact, greater integration
was supported in various policy areas (European
Commission 2011b). But the role of the euro during
the crisis was not seen as particularly positive: Less
than 40% of Germans thought that ‘the euro has
cushioned the effects of the economic crisis’
(European Commission 2011a).

While public opinion remained comparatively
stable, the German debate on the EU and the euro
has become more polarised than it used to be. The
more critical tones in the German debate until
2013 were not surprising, as the management of
the debt crisis was not as successful as expected.
Month after month, the government agreed to ever
more far-reaching measures which it had excluded
categorically only weeks before. The reform of
the EFSF is one example. Also, the impression
that the German government was taking on
greater risks and that the rescue credits would
not be paid back if recipient countries failed in
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their reforms and consolidation measures led to
growing scepticism.

In 2014, public opinion in Germany towards
the EU and the euro has recovered and stabilised
at a level above the EU average. According to poll
data from the Pew Research Center, 66% of
Germans are in ‘favour of the EU’ (six percentage
points more than in 2013) and 72% of Germans
support the euro. Besides, Germans have regained
trust in European integration as an economic
boost for Germany: a majority of 63% is con-
vinced that Germany has benefited from European
economic integration, 13 percentage points more
than in the year of economic crisis, 2009, when
only 50% shared this impression (Pew Research
Center 2014). Public opinion in Germany can thus
be characterised as broadly pro-European,
matching the still prevailing pro-European con-
sensus of the majority of German political elites.
Nevertheless, the debate has become more
polarised and the option of breaking up the mon-
etary union, a taboo subject for more than a
decade, has become part of it. The emergence of
the AfD (Alternative fiir Deutschland), an out-
rightly Eurosceptic party that reached a vote
share of 4.7% at the Bundestag elections in 2013
and 7% at the European elections in May 2014,
will contribute to an increasing polarisation of the
German debate on the European Union. German
political leaders will increasingly have to justify
Germany’s political, economic and financial self-
interest in further integration.

The Impact of the Constitutional Court

A major reason why the German government did
not adopt a more proactive policy was the widely
shared concern that rescue measures could be
ruled unconstitutional by the Federal Constitu-
tional Court. One argument was that a violation
of the no bailout clause by one of the rescue
packages would be problematic, as the German
Constitutional Court had ruled that the Maastricht
Treaty, which created the euro area, was in line
with the German Constitution precisely because it
contained that clause. Another argument, used by
the complainants against the rescue package for

5263

Greece and the EFSF, was that their right to prop-
erty and democratic legitimacy had been violated.
However, the Court so far has not stopped or
modified any of the crisis management measures.
In spring 2010, it refused the request of immediate
action against the first rescue package for
Greece because it did not see any evidence that
the federal government’s evaluation of the fiscal
and currency situation had been deficient
(Bundesverfassungsgericht 2010). On 7 September
2010, it also refused the constitutional complaint
against the EFSF. The Court did not see a violation
of the budgetary autonomy of the Bundestag and
judged that the euro bailout fund is constitutional as
long as the approval of parliament is given
(Bundesverfassungsgericht 2011a). Furthermore,
it did rule that the amount of the adopted grants
did not exceed the limit of budgetary charge in such
a way that budgetary autonomy had been
compromised (Bundesverfassungsgericht 2011b).

The Court’s decisions moreover led to a review
of the participation of the Bundestag in European
policymaking. For instance, the Court ruled the
law on the ‘committee of nine parliamentarians’
unconstitutional, which, for reasons of efficiency,
should be mandated to clear German approval for
the use of the new crisis instruments of the EFS-
F. After the Court’s decision on the Lisbon Treaty,
this was t