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Big Data and Privacy Fundamentals:

Toward a “Digital Skin”

David Manset

We may be witnessing the advent of the era of Big Data, but new
regulations, including the European Union’s General Data Protection
Regulation (GDPR) (European Commission 2012) and EU–US Privacy
Shield (European Commission 2016a) will, in the near future, greatly
impact the way sensitive data can be accessed, shared, and processed.1

This societal evolution will require health-care information systems to
make a giant leap toward empowering the “data subject”—you, me,
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1According to the European Commission, the GDPR will enable people to better control their
personal data while modernizing and unifying rules to create a “digital single market” that will
“make Europe fit for the digital age” (see: http://europa.eu/rapid/press-release_IP-15-6321_en.
htm, accessed October 3, 2016).

The EU–US Privacy Shield is a framework designed to “protect the fundamental rights of
anyone in the EU whose personal data is transferred to the United States.” It also “(brings) legal
clarity for businesses relying on transatlantic data transfers” (see: http://europa.eu/rapid/press-
release_IP-16-2461_en.htm, accessed October 3, 2016).

© The Author(s) 2017
L. Menvielle et al. (eds.), The Digitization of Healthcare,
DOI 10.1057/978-1-349-95173-4_14

241

http://europa.eu/rapid/press-release_IP-15-6321_en.htm
http://europa.eu/rapid/press-release_IP-15-6321_en.htm
http://europa.eu/rapid/press-release_IP-16-2461_en.htm
http://europa.eu/rapid/press-release_IP-16-2461_en.htm


everyone—when it comes to building and sharing an acceptable “quan-
tified self.”

This chapter explores the lessons learned in 20 international studies
regarding the processing of medical data and the associated legal and
technical implications. It concludes with a possible response to the (big)
data-protection dilemma in terms of the fundamental principles at stake,
and the potential technological paradigms that could support the devel-
opment of a fair(er) digital economy.

14.1 Introducing the Big Data Dilemma

Our society is undergoing a digital transformation. The health-care and
insurance sectors, which serve as foundational pillars for most national
systems of government, are moving from silo-based, complex and slow-
changing monopolistic and information systems to decoupled, rapidly
growing and heterogeneous data landscapes.

Facilitated access to health-care information systems, the reduced
cost of genome sequencing, and the unprecedented volume of con-
nected devices now flooding the market are among the many signs of
an emerging ubiquitous and interconnected society powered by Big
Data.

This globalization is leading us inexorably toward the question of our
“quantified self” (Picard and Wolf 2015). In other words: How much
personal data should be shared with “society”? What are the associated
risks and benefits? What is the actual value of our data, and who owns it?
What will this mean for concerned individuals, organizations, and
information systems? These are questions that must be pondered with
care and scrutinized in terms of good practices and applicable laws
(Leonard Kish and Eric Topol 2015).

In the next section, we explore Europe’s legal framework, the
issues associated with the use of sensitive data and the applicable
technologies and new paradigms, and conclude with a look at a set
of basic but foundational principles and technologies that enable
digital trust.

242 D. Manset



14.2 Europe’s Legal Framework

The legal framework of data protection in Europe builds on a complex
and historical regulatory background inscribed in a corpus of bodies,
laws, and charters. This is what the following privacy compass
(Fig. 14.1) illustrates. It features a 360-degree outlook, together with
some of the proposed scientific and technological approaches described
in this chapter.
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Fig. 14.1 The privacy compass references
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Fig. 14.1 (continued)

DPD = Data Protection Directive; e-PD = e-Privacy Directive; EU = European Union;
GDPR = General Data Protection Regulation; OECD = Organisation for Economic Co-
operation and Development; UDHR = Universal Declaration of Human Rights.
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Personal Data (Council of Europe 1981) recognizes privacy (i.e.,
respecting an individual’s “private and family life, his home and his
correspondence” [Article 8]) as a fundamental human right. The
European Charter of Fundamental Rights also defines the “respect
for private and family life” (Article 7) and adds the “protection of
personal data” (Article 8) (European Union 2000). These foundational
texts, together with the Organisation for Economic Co-operation and
Development (OECD) Guidelines on the Protection of Privacy and
Transborder Flows of Personal Data (OECD 2002), constitute a solid
“data protection corpus” on which the European directives noticeably
build.

Rightly emphasized by the European Union, addressing privacy and
regulatory obligations is not only a fundamental issue for the strength-
ening of individuals’ trust in the digital world, it is also an essential
element in the functioning of our democratic societies. In the USA, the
Health Insurance Portability and Accountability Act (HIPAA 2016)
has formalized a privacy rule. The European Commission did some-
thing similar with its Data Protection Directive (DPD) 95/46/EC
(European Commission 1995) and E-Privacy Directive 2002/58/EC
(EPD) (European Commission 2012).

More specifically, the DPD defines health data as a special category of
data to which a higher level of data protection applies. Ali Gholami (Ali
Gholami et al. 2014) identified a set of key principles from the DPD:

1. Lawfulness—all sensitive data processing must be conducted within
the regulatory framework of the present directive

2. Informed consent (of the sample or data subject)—constitutes the
main source of legitimacy for the processing of sensitive data

3. Purpose binding—ensures that personal data processing is performed
according to predetermined purposes

4. Data minimization—restricts the extra or unnecessary disclosure of
information to third parties, such as the platform itself in its role as
the “processor”

5. Data accuracy—describes the necessity to keep data accurate and
updated by the “controller”
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6. Transparency—entitles the data subjects to have information about
the processing of their data

7. Data security—proposes the implementation of technical measures to
provide legitimate access and organizational safeguards

8. Accountability—mandates internal and external auditing, and control
for various assurance reasons

Also important is that the DPD directive enables member states to
reuse data for which consent to release had previously been received.
According to Article 6(b), “further processing of data for historical,
statistical or scientific purposes shall not be considered as incompatible,
provided that Member States provide appropriate safeguards” (European
Union 1995). In medical research, safeguards usually consist of an
assessment by an ethical review board, which may substitute for the
consent of the subject after the risks and benefits of the proposed
research have been assessed. Nevertheless, the DPD gives no clear
definition about what “identifying information” actually is; thus, it left
decades of space for the development of a plethora of privacy-enhancing
technologies (Borking 2005) with different degrees of efficacy.

Twenty years later, the more binding GDPR (European Commission
2012) was finally promulgated in April 2016 at the European level. Over
the next two years, it will become directly applicable to all member states
and will not require national implementing legislation. Compared with
the DPD and EPD, the GDPR, by setting out a number of ad hoc
provisions, devotes more attention to the matter of health data and
scientific research.

Generally speaking, such legislation emphasizes “privacy by design”
and “privacy by default” approaches, thereby ensuring that confidenti-
ality is at the very heart of the design, development, and maintenance of
information systems. In other words, confidentiality is no longer con-
sidered a static and immutable property; rather, it becomes an evolving
condition over time and with associated risks.

More importantly, the GDPR introduces new rights for the data
subject to access, erase, or modify his/her data, or even to be digitally
“forgotten” altogether, with administrative and legal sanctions applying if
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these rights are violated. This important change was most certainly
inspired by the world’s first data protection law, the Data Protection Act
Datenschutzgesetz [Data Protection Act] 1970, which was adopted by the
State of Hesse, Germany, in October 1970.

Indeed, the most important factor in the subsequent development of
privacy laws was the so-called census judgment by the German Federal
Constitutional Court, which dealt with the question of informational
self-determination. That judgment was based on the idea of das allge-
meine persönlichkeitsrecht (general personality rights), which are
enshrined in paragraph 2(1) of that country’s constitution.

By recognizing the individual’s natural rights over his/her personal
data, the concept of informational self-determination makes a definitive
step toward empowering the data subject (Rappaport 1981).

It is the author’s belief that the combination of privacy by design,
privacy by default, and the fundamental concept of informational
self-determination establishes an unprecedented and powerful frame-
work in Europe for the individual’s empowerment in terms of the
future collection of his/her data, and the processing of sensitive data.
This framework has been further extended to the USA, thanks to the
EU–US Privacy Shield adopted on July 12, 2016 (European
Commission 2016a), thereby enabling Europeans to extend their
rights across the Atlantic.

14.3 Digital Trust, Networks,
and Technologies

Anticipating the complex needs of the GDPR regarding the protection
of sensitive data and other privacy matters, a premiere network of
hospitals and research centers was developed in the 2000s under the
EU’s Fifth Framework Programme’s (FP5) MammoGrid project
(Warren et al. 2007). Utilizing so-called grid computing (Foster et al.
2001), this network made it possible to share sensitive medical data
across renowned European centers that were pioneering breast cancer
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research. In doing so, some progress was achieved regarding the anon-
ymizing of medical information (such as DICOM2

file headers and
images and diagnostic reports), as well as the secure sharing, indexing,
cataloguing, and curating of data. This is what the outer layer of the
privacy compass (Fig. 14.1) reports on.

The Health-e-Child3 project builds on this idea and is even more
ambitious in scope (Skaburskas et al. 2008). It focuses on the development
of a distributed platform interconnecting several more centers and addres-
sing three major pathologies in pediatrics.

This has resulted in an interesting strategy that allows for the
sourcing and preparation of sensitive data from “the inside,” with
proper anonymization applied on site under the strict supervision of
data managers. These managers have the power to manage quality and
to quarantine or even stop the sharing of data at any time. The verified
data is then uploaded to a demilitarized zone (isolated) server4 storing
federated (non-centralized) content from the other connected centers.
By connecting to their routing systems (e.g., proprietary radiology
information systems [RIS], pharmacy information systems [PIS], and
picture archiving and communication systems [PACS] databases), this
architecture also makes it possible to penetrate local information
systems more deeply.

Today, a number of EU Seventh Framework Programme (FP7) pro-
jects further exploit and extend this initial network, with a total set of 15
centers feeding dedicated scientific data catalogues. These projects are:

• The Model-Driven European Paediatric Digital Repository
(European Commission 2016b)

2Digital Imaging and Communications in Medicine (DICOM) is the standard for handling,
storing, printing and transmitting medical imaging information.
3Health-e-Child is a European Commission project “aimed at developing a platform to integrate
information from traditional and emerging sources to support personalized and preventative
medicine as well as large-scale, data-based biomedical research and training” (see: http://cordis.
europa.eu/project/rcn/105287_en.html).
4 In computing, a demilitarized zone is a sub-network that separates an internal local area network
(LAN) from other untrusted networks (such as the Internet).
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• neuGRID, a web portal aimed at helping neuroscientists (Redolfi
et al. 2009)

• N4U (neuGRID for you) (Frisoni et al. 2011)
• CARDIOPROOF (see: www.cardioproof.eu/about/overview-on-the-

project)

Just as VISA developed a network of institutions accepting and supporting
their credit cards, the intent of these projects is to further extend the initial
network and keep feeding research platforms by providing access to more
data. In the next three years, the author, in collaboration with concerned
project partners, will therefore propagate this legacy network to give life to
MyHealthMyData, which is a sustainable blockchain-enabled transac-
tional platform. (A blockchain is a distributed database that maintains a
growing list of records called blocks.) MyHealthMyData will serve to “top
up” this privacy-preserving information system with full transparency and
traceability over time and distance.

14.4 How a Blockchain Could Help

A blockchain is the technology behind Bitcoin (Nakamoto 2008). It is a
cryptographic protocol that makes it possible to run a distributed, public,
and trustable “ledger” where digital-object transactions are signed with
the identities of the issuer and recipient, verified by a community of peers
and stored as incremental blocks in a shared database. The major benefit
of the blockchain is that it brings digital trust to a potentially untrustable
network.

Now, think of this ledger enabling (anonymous) consents and data
transactions deployed at a European scale. It would be browsable any-
time, anywhere, and by anyone, yet contain no sensitive information.
Imagine a place where individuals, research groups, pharmaceutical
companies, and health-care professionals could easily search for and
mobilize large volumes of data on demand, while ensuring clear patient
consent and privacy at all times—regardless of data complexity, data-
protection laws, or the patient’s geographic location.
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This is the author’s objective: To create this type of solid techno-
logical backbone, supporting the resilience of information systems,
and acting as an operational GDPR-compliant infrastructure where
data transactions are informed and controlled by informational self-
determination and privacy-by-design or privacy-by-default principles.
Such a foundational base will open new avenues to innovative (smart)
contracts (Watanabe et al. 2015) that incentivize data mobilization
under strict regulatory control, while facilitating dynamic consent
collection and data preparation.

Besides the advances the blockchain will bring to the development of
a transparent, traceable, distributed, and trustable “ledger of consent”
and its associated data transactions, it could also lead to experimentation
with a novel type of social business model involving the use of specific
protocols for exchanging value.

In effect, the result would be a new health-dedicated virtual currency
that assigns economic value to different types of health-care transactions.
Such state-of-the-art transitional money systems could “be used as crutches
to re-educate atrophied collective behaviour patterns” (Lietaer 2001). The
intent would be to investigate the potential use of shared economies and
open-value accounting in health care (Bauwens et Stiegler 2015).

14.5 Conclusion

Although it is a fantastic opportunity to learn about ourselves, this
wealth of suddenly accessible personal and sensitive data is a challenge
for societies, which need to come up with advanced governance models
that supplement their aggregate demand (AD) equation analyses with
applicable ethical, legal, societal, and economical guidelines.

Comparable to the effect that Leonardo da Vinci’s famous drawing of
the Vitruvian Man had on our understanding of the proportions of a
man’s body (Vitruvius 1983), we are at the beginning of a new form of
consciousness, a new source of knowledge that will provide humanity
with an unprecedented chance to improve, learn, and grow.

However, right now, as individuals, we are “digitally naked,”which is why
we need to develop a digital skin—armor to protect us from outside attacks.
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There is no doubt the Internet has greatly affected us all. Systemically
enshrining the principles of privacy by design, privacy by default, and
informational self-determination—using privacy-preserving technologies
and the blockchain—may, in the longer term, better protect data subjects
(i.e., you and me). And it may also direct society’s information systems
toward a fairer digital economy where “value” means more than money.
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