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1

International Business in the Context
of Emerging Markets

S. Raghunath and Elizabeth L. Rose

Introduction

While there is little agreement about the definition of “emerging mar-
kets”, and which nations are included in this category, there is no
doubt that emerging economies—however they are defined—are, col-
lectively, playing an increasingly important role in the global economy.
International trade had long been driven primarily by corporations
based in developed markets, but the past two decades have witnessed
substantial structural changes. Emerging markets are no longer solely
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“recipients” of international economic activity, but are now active par-
ticipants in worldwide commerce. Flows of high-value trade and foreign
direct investment (FDI), in both goods and services, are no longer pri-
marily north—north (i.e., between developed economies) or north—south
(i.e., from developed to developing countries), but are now increasingly
south—south and south—north. As multinational enterprises (MNEs)
from developed economies continue to trade with, and invest in, devel-
oping and emerging markets, in order to gain access to materials and
lower-cost factors of production, they are also tapping into the emerging
markets’ large customer bases and their burgeoning spending power. At
the same time, emerging-market MNEs (EMNEs) are expanding their
global reach, in terms of both trade and FDI.

As shown in Fig. 1.1, the values of exports from emerging/developing
and developed economies are currently quite close; in 2015, emerging
and developed economies accounted for 44.6 % and 52.2 %, respectively,

20
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Fig. 1.1 Exports from developing and developed economies

Data compiled from UNCTAD (2016)

Note that UNCTAD refers to “developing economies”, “transition econo-
mies”, and “least-developed countries”. We use the UNCTAD “developing”
classification to represent emerging markets.
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Fig. 1.2 Proportions of world exports from developing and developed
economies
Data compiled from UNCTAD (2016)

of the world’s exports (UNCTAD 2016). This near-parity is a recent phe-
nomenon, as illustrated in Fig. 1.2.

Of course, the nature of the export patterns varies considerably within
emerging markets. A comparison of the two key emerging economies of
India and China provides a clear example. As illustrated in Figs. 1.3 and
1.4, China’s exports comprise primarily tangible goods, with the value of
service exports only 9.2 % that of goods in 2015. In stark contrast, the
export of services plays a much more important role for India; the value
of India’s 2015 exports of services represented nearly half (48.4 %) of its
total exports of goods (UNCTAD 2016).

The emerging market story also involves FDI. Emerging economies
have long been recipients of inward FDI. Table 1.1 displays data per-
taining to inward FDI stocks in key developed and emerging markets.
Inward FDI to emerging markets remains strong; 55.5 % of the world’s
inward FDI in 2014 was directed at these markets (UNCTAD 2016). In
2014, China, Brazil, and India were all among the 10 highest recipients
of FDI (UNCTAD 2015).
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Table 1.1 Inward FDI stocks?

Region/country 1980 1990 2000 2010 2014
Europe® 336% 424% 314% 403 % 351 %
UK 9.0 % 93 % 6.4 % 5.6 % 6.8 %
France 45 % 4.7 % 2.6 % 32 % 3.0%
Germany 52% 103 % 3.8 % 3.7 % 3.0 %
Netherlands 3.5 % 33% 34 % 33% 2.7 %
USA 118% 246% 386% 17.5% 22.0%
Japan 0.5 % 0.4 % 0.7 % 1.1% 0.7 %
Emerging markets® 420% 232% 232% 31.1% 33.7%
Brazil 25 % 1.7 % 1.7 % 35% 3.1 %
Russia 0.0 % 0.0 % 0.4 % 25 % 1.5 %
India 0.1 % 0.1 % 0.2 % 1.0 % 1.0 %
China 0.2 % 0.9 % 2.7 % 3.0 % 4.4 %
South Africa 23 % 0.4 % 0.6 % 0.9 % 0.6 %
World IFDI stock? 7011.6  2197.8 7203.8 19607.4 24626.5

@ Compiled from UNCTAD (2016)

b This represents what UNCTAD refers to as “Developed Europe”

¢ This represents what UNCTAD refers to as “Developing economies”
4 Billions of US $

In the current global economy, emerging markets are not the only
recipients of FDI. Table 1.2 provides some historical perspective on
outward FDI; while outward FDI originated almost exclusively from
Europe early in the 20th century, emerging markets were the source of
19.6 % of the accumulated FDI in 2014 (Ramamurti 2012; UNCTAD
2016). This figure is clearly set to rise. FDI flows from emerging mar-
kets accounted for 34.6 % of the worldwide outward FDI in 2014, with
China and Russia the third- and sixth-largest source countries, respec-
tively (UNCTAD 2015).

There is both academic and practical value, and interest, in develop-
ing a deeper understanding of how business takes place in emerging
markets. In many regards, the traditional frameworks used in the inter-
national business literature fail to fully capture this phenomenon. The
present volume aims to provide insights into emerging-market business
environments, offering the perspectives of researchers who are deeply
embedded in one key emerging market: India. The 19 chapters are drawn
from papers presented at conferences and paper development workshops
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Table 1.2 Outward FDI stocks?

Region/country 1914 1969 1980 1990 2000 2010 2014
Europe” 93.0% | 43.2% 422% | 413% | 31.0% 38.7% 35.1%
UK. 50.0% | 16.2% 14.4% 102% | 12.7% 8.0% 6.4%
France n.a. 4.5% 5.3% 5.0% 5.7% 5.2%
Germany ]»43.0% n.a. 7.7% 13.7% 7.4% 7.2% 6.4%
Netherlands n.a. 9.5% 4.9% 4.2% 4.9% 4.0%
U.S.A 6.0% 55.0% 38.5% | 32.5% | 36.9% 23.6% 25.7%
Japan 0.0% 1.3% 3.5% 8.9% 3.8% 4.1% 4.8%
Emerging markets® 0.0% 0.0% 12.7% 6.2% | 10.2% 14.9% 19.6%
Brazil 6.9% 1.8% 0.7% 0.9% 1.3%
Russia 0.0% 0.0% 0.3% 1.8% 1.8%
India 0.0% 0.0% 0.0% 0.5% 0.5%
China 0.0% 0.2% 0.4% 1.6% 3.0%
South Africa 1.0% 0.7% 0.4% 0.4% 0.5%
World OFDI stock” n.a. n.a. 559.0 | 2,253.9 | 7,298.2 | 20,414.1 | 24,602.8
*Data for 1914 and 1969 are from Ramamurti (2012); data for other years are from
UNCTAD (2016).

® This represents what UNCTAD refers to as “Developed Europe”.
©This represents what UNCTAD refers to as “Developing economies”.
¢ Billions of US $

organized by the India Chapter of the Academy of International Business
(AIB-India). Reflecting the complex nature of India itself, the chapters
employ a variety of theoretical lenses to shed light on a wide range of
issues encountered by businesses operating in emerging markets, from
some of the world’s largest corporations to small, entrepreneurial firms.

The 19 chapters presented in this book attempt to generate a holistic
exposure to the work of the scholars from a range of different starting
points, building on institutionally informed perspectives on emerg-
ing markets. The volume presents a multidisciplinary research agenda,
encompassing contributions from a range of functional areas associated
with the broad field of international business. The chapters represent the
outcomes of research by scholars with deep-seated understanding of how
institutions affect firm-level outcomes, both at home and globally.

The book is organized into six sections. The first two pertain to key
aspects of strategy among emerging-market firms. The chapters in the
third section deal with exporting and entrepreneurship in the Indian
context. This is followed by three chapters that address aspects of finance
and technology. The fifth section has a more micro focus, with chapters
considering some of the challenging aspects of managing people in
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emerging-market firms. The final section offers insights into an issue of
great importance to Indian corporations—providing opportunities for
the economically disenfranchised.

International Strategy in the Emerging-Market
Context: The Big Picture

These first three chapters are literature-driven and conceptual studies that
address distinct aspects of governance and strategic management in the
emerging-market context.

In “Taking Stock of the Principal-Principal Agency Perspective:
A Review and the Way Ahead” (Chap. 2), Kshitij Awasthi discusses
the limitations of traditional agency theory in the context of corpo-
rate governance in emerging-market firms, in light of the specificity
of the institutional environment in which they operate, relative to
those of developed economies. These institutional distinctions mean
that potential conflicts of interest between controlling and minority
shareholders (“principal-principal agency”) are more salient than the
traditional focus on principal-agent conflict. Awasthi provides a com-
prehensive review of the literature on this issue, along with suggestions
for future research.

The theme of corporate governance continues in Chap. 3,
“Internationalization of Emerging-Market Firms: The Contingent Role
of Board Capability”, by Sandeep Sivakumar, Sreevas Sahasranamam,
and Elizabeth L. Rose. This conceptual work builds on a resource-
based perspective to argue that specific attributes of members of the
board of directors are critical for international performance among
EMNEs. In particular, a new measure of board capability is proposed,
which includes aspects of board members’ skills and backgrounds, and
the extent to which the board members interact with each other in the
conductof their governance of the firm. Sivakumar, Sahasranamam, and
Rose argue that board interaction is especially critical among EMNE:s,
offering the potential to increase the impact of internationalization on
firm performance.


http://dx.doi.org/10.1057/978-1-137-54468-1_2
http://dx.doi.org/10.1057/978-1-137-54468-1_3
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The last chapter in this section offers an overview of the extant work
on how firms compete with each other in multiple locations around the
world, and how these repeated interactions affect strategic options. In
“Research in Multipoint Competition: What Do We Know and Where
Are We Headed?” (Chap. 4), Rupanwita Dash sheds light on what we
understand, and what we do not, with respect to the increasingly impor-
tant issue—given rapid expansion of foreign operations—of how the
firm’s international strategy is influenced by this under-researched aspect
of strategic complexity, which can be especially challenging for EMNE:s.

Strategic Changes in Organizational Forms

The next section comprises four chapters, each of which addresses
emerging-market firms that are dealing with strategy-driven changes in
their organizational forms: joint ventures, strategic alliances, acquisitions,
and the spinning off of subsidiaries.

In “Internalization of IJVs and Institutions” (Chap. 5), Shailen
Kumar Dalbehera, S. Raghunath, R. Srinivasan, Murali Patibandla, and
V. Nagadevara employ an institutional perspective to address the issue
of which parent in an international joint venture (IJV) “wins”, in terms
of gaining ownership of the IJV when it is terminated. In this empiri-
cal paper, the authors find evidence that, upon termination, India-based
IJVs are more likely to be internalized by the Indian parent when the
IJV had been operating in a highly regulated industry. This finding offers
interesting potential for further study.

Another type of change in organizational form, the spinning off of a
subsidiary, is the situation addressed by Venkatesh Kambla in “Do Spin-
Offs Really Create Value? Evidence from India” (Chap. 6). In this empiri-
cal study of spin-offs from Indian parent firms, Venkatesh finds evidence
that this strategy offers, on average, long-term financial benefits for both
the parent and the newly created (spun-off) firm. It is interesting to note
that this finding is consistent with those of comparable studies of spin-
offs in Japan and the USA, despite the very different institutional envi-
ronments, systems of corporate governance, and motivations driving the
use of the spin-off strategy in these three national contexts.


http://dx.doi.org/10.1057/978-1-137-54468-1_4
http://dx.doi.org/10.1057/978-1-137-54468-1_5
http://dx.doi.org/10.1057/978-1-137-54468-1_6
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Acquisition is the change in organizational form considered in
Chap. 7. In “The Influence of Liabilities of Origin on EMNE Cross-
Border Acquisition Completion”, Shobhana Madhavan and Deepak
Gupta undertake an empirical study of how the liability of origin—
with respect to perceptions of capability and credibility—is related to
the probability that Indian MNEs are able to complete international
acquisitions. Madhavan and Gupta find that acquisition experience
matters, but that depth of experience (i.e., a larger number of success-
ful acquisitions) is more important than breadth (i.e., acquisitions in
a larger number of countries). These findings offer real potential for
further work in this under-studied area of inquiry.

Thomas Joseph and S. Raghunath focus on cross-border strategic alli-
ances in “International Strategic Alliances for Innovation in the Indian
Biotechnology Industry” (Chap. 8). Specifically, the focus is on small
firms that are seeking to learn from alliance partners, with the intent
of enhancing their own innovative capabilities. Joseph and Raghunath
develop two frameworks, based on firm-specific factors that may improve
the firm’s ability to internalize new skills and capabilities, and then recom-
bine them to generate innovation.

Entrepreneurship and Exporting

The third section consists of three chapters that deal with issues of export-
ing and entrepreneurship among firms in India.

Rapidly internationalizing firms are the focus of “Emerging-Market Born
Globals: The Influence of Product-Related Factors on Internationalization
Mode in the Indian Apparel Industry” (Chap. 9), by S. Raghunath and
Krishna Kumar Balaraman. Building on the knowledge-based interna-
tionalization process perspective, Raghunath and Balaraman find that the
seven case firms in the study have maintained their use of low-commit-
ment entry modes (e.g., producing in India and exporting), and identify
that the nature of the firms’ products are related to the choice of entry
mode and the nature (and extent) of their acquisition of knowledge per-
taining to their international customers.


http://dx.doi.org/10.1057/978-1-137-54468-1_7
http://dx.doi.org/10.1057/978-1-137-54468-1_8
http://dx.doi.org/10.1057/978-1-137-54468-1_9
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Pavan Soni also uses a qualitative approach, studying innovation
among entrepreneurs that operate in the informal economy, which is
generally associated with low pay, weak social protection, exploitation,
and few opportunities for moving out of poverty. Informal economies
play important roles in emerging markets, and India is widely viewed
as having the world’s largest informal economy. In “Innovation and
Entrepreneurship in the Informal Economy: Insights from the Ground
Zero” (Chap. 10), Soni aims to develop a deeper understanding of why
these entrepreneurs have opted to work within the informal economy,
the processes by which they innovate in their businesses, and the manner
in which they interact with the formal economy.

In Chap. 11, Satyanarayana Rentala, Byram Anand, and Majid
Shaban focus on the export performance, considering larger firms in two
key knowledge- and technology-intensive Indian industries. Their study,
entitled “Determinants of Export Performance: An Empirical Analysis
of the Indian Pharmaceutical and Automobile Industries”, analyzes the
determinants of export sales, providing deep insights into the interna-
tional activities undertaken by firms in two industries that generate con-
siderable export income for India.

Finance and Technology

The three chapters in this section address some of the quite technical
aspects of international business in the context of emerging markets.

In “FDIand Economic Growth Nexus for the Largest FDI Recipients in
Asian Emerging Economies: A Panel Co-integration Analysis” (Chap. 12),
Preeti Flora and Gaurav Agrawal report on a macro-level econometric
analysis that seeks to address the important—and unresolved—question
of whether or not inward FDI is associated with economic growth in
five developing and emerging nations in Asia: China, India, Malaysia,
Thailand, and Singapore. Using time-series analysis, Flora and Agrawal
identify differences in the nature of the relationship between inward FDI
and economic performance among these five countries.

The connectedness of global financial markets is a key attribute of
today’s business environment, and has the potential to exert particularly
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strong influence on emerging markets. This is the context explored in
“Global Financial Markets Integration: A Comparative Study between
Developed and Emerging Economies” (Chap. 13). In this study, Gaurav
Agrawal reports on macro-level econometric analysis of the degrees to
which stock market indices tend to vary similarly through time, with a
strong emphasis on the effects of the global financial crisis.

Chapter 14 reports on a qualitative investigation into the complex
world of patents and the protection of intellectual property, especially
in the context of emerging markets that tend to have weaker institu-
tions in this respect. In “Vicious Cross-licensing Strategy for Technology
Spread: Case Study of Samsung Electronics”, Baba Gnanakumar dis-
cusses strategies that technology-generating firms can employ, in order
to limit their exposure, with respect to protecting their investments in
innovative activities.

Managing People in Emerging-Market Firms

This section represents a shift from macro issues to people-related ones,
with chapters addressing topics that include employee engagement,
training, and commitment, along with leadership in different cultural
contexts.

In “Repatriates’ Organizational Commitment in the Indian
Information Technology (IT) Environment” (Chap. 15), Krishnaveni
Muthiah and B.R. Santosh address a problem of practical importance
to MNEs: the tendency of employees to leave the company soon after
returning from international assignments. This is a global issue, which
causes the firm to lose both its investment in the employee and the
potentially valuable tacit knowledge that the employee has gained as
an expatriate. It is arguably an especially salient issue in the Bangalore
IT cluster under study, given the relative ease of shifting to another
firm, absent the need to relocate or reconfigure one’s personal network.
Considering different aspects of organizational commitment, Muthiah
and Santosh find that affective commitment is particularly important,
and highlight the importance of effective repatriation processes that are
tailored to each company.


http://dx.doi.org/10.1057/978-1-137-54468-1_13
http://dx.doi.org/10.1057/978-1-137-54468-1_14
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Chapter 16 continues the theme of employees’ relationships with
their employers. In “Challenges in Employee Engagement in Emerging
Economies”, Arun Sacher and Ankur Lal use secondary data to develop a
review of the state of employee engagement, with a focus on the BRICS
(Brazil, Russia, India, China, and South Africa) nations. Finding clear
distinctions among the five countries, Sacher and Lal suggest the impor-
tance of understanding the underlying drivers of each environment’s insti-
tutional and cultural strengths and weaknesses, in terms of the potential
for increasing levels of employee engagement.

In “The Combined Use of Formal and Informal Ethics Training in
the Indian IT Companies” (Chap. 17), Pratima Verma and Siddharth
Mohapatra employ a mixed-methods research design to investigate
another aspect of organizational culture that pertains to corporate gover-
nance: the communication and implementation of ethical values within
firms in the Indian IT sector. Verma and Mohapatra conclude that a mix
of formal (e.g., lectures) and informal (e.g., ethics-related newsletters,
videos, and role-playing) training is particularly well-suited to commu-
nicating the importance of ethical behavior in this internationally active
industry that is so important to India’s economic well being.

“Leadership Excellence in Organizations in the Mekong Region: A
Comparative Study of Thailand, Cambodia, Lao, and Vietnam” (Chap. 18),
by Christopher Selvarajah and Denny Meyer, makes use of a cultural lens,
including the different religious perspectives that underpin value systems,
to investigate leadership in Southeast Asia. Extending the existing litera-
ture, Selvarajah and Meyer develop and estimate a culturally driven model
to understand the determinants of excellence in leadership across the five
countries in the Mekong region. The findings of this study offer contextu-
ally embedded guidance to firms seeking to enter these markets.

Doing Well or Doing Good? Two Views
of CSR in India

The final section of this volume presents two perspectives on an issue
of special pertinence to firms doing business in India—finding ways to
engage with, support, and provide opportunities to the vast numbers of
people living at the Base of the Pyramid (BoP).


http://dx.doi.org/10.1057/978-1-137-54468-1_16
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In “Mandated Corporate Social Responsibility (Mcsr): Implications in
Context of Legislation” (Chap. 19), Kajari Mukherjee discusses the benefits
and challenges associated with mandating, as opposed to encouraging, busi-
nesses to engage in corporate social responsibility (CSR) activities, focusing
on the Indian government’s 2013 legislation that requires large companies to
dedicate 2 % of their net profit to contribute to social good, such as reduc-
ing poverty and improving the environment. Mukherjee articulates some
of the important distinctions between the more typical approach, in which
financial support for CSR is a voluntary decision, and the Indian approach,
in which both the decision and the level of support are legislated.

The volume concludes with Chap. 20, “Connecting the Base of the
Pyramid to Global Markets Through E-commerce: A Case Study of BAIF
(India)”, by Raji Ajwani-Ramchandani. This case-based study describes how
linkages between foreign MNEs and local nongovernmental organizations
(NGO:s) offer the potential to generate outcomes that benefit both the MNEs
and the staggeringly large population of Indians living in BoP conditions.
Ajwani-Ramchandani discusses both successes and setbacks in the NGO’s
(BAIF’) efforts to establish a process that allows BoP farmers and produc-
ers to access global customers through e-commerce channels, and concludes
with a conceptual model that suggests how linkages between NGOs and
MNEs can enhance the firms’ abilities to access the BoP markets—as both
customers and suppliers—while providing opportunities for BoP producers
to access international customers for their output and increase their incomes.

Conclusion

As a whole, the chapters of this book attempt to convey a holistic
understanding of various aspects of doing business in the context of emerging
markets, particularly India, from a variety of starting points, linked by the
intent of building on institutionally informed perspectives. The result is a
multidisciplinary research agenda, encompassing insights from a range of
the functional areas associated with the broad field of international business.
We hope that this collection will stimulate new thinking and research,
drawing on the insights of scholars with deeply embedded understandings
of how institutional frameworks affect firm-level outcomes, both at home

and globally.
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Taking Stock of the Principal-Principal
Agency Perspective: A Review and the
Way Ahead

Kshitij Awasthi

Introduction

Governance has been one of the major issues faced by corporations ever
since the industrial revolution. In his book, 7he Wealth of Nations, Adam
Smith (1776) provided the first recognized instance of governance-related
discussion by expressing concern about examining the organizational and
public policy consequences of the separation of ownership and control in
large firms. However, it was the groundbreaking work of Berle and Means
(1932), addressing the concerns of Smith (1776) almost 150 years later,
which led to a theory of governance in modern enterprises that have both
widely dispersed ownership and separation of ownership and control.
They conceptualized that owners of modern corporations are different
from controllers (managers); this idea became the basis for a rich stream
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of research. Jensen and Meckling (1976: 311) proposed that the firm is
“a nexus of contracts” and that there is the divergence of interest between
principals (owners) and agents (managers). This divergence of interest
leads to what is known as “agency cost”. One of the principal objectives
of corporate governance is to minimize these agency costs, by creating
incentive systems to align the interests of agents (who are assumed to
be opportunistic and self-interested) with those of principals and/or by
providing proper monitoring mechanisms.

Principal-agent relations have been studied widely in a developed-
economy context in the corporate governance literature. Agency theory
has become one of the major theoretical perspectives used to under-
stand corporate governance, in general, and board structure, board func-
tions, and CEO compensation, in particular. However, in several other
economic contexts, particularly emerging economies, the institutional
structure leads to concentrated ownership, and a different kind of agency
conflicts—between majority (controlling) and minority shareholders
(Young, Peng, Ahlstrom, Bruton, & Jiang, 2008), usually termed as prin-
cipal-principal relations (Dharwadkar, George, & Brandes, 2000). The
past two decades of research on institutional theory have led to better
understanding of the impact of institutional environments, and the emer-
gence of the principal—principal governance model in studies set in emerg-
ing and transition economies. Young et al. (2008) provided the first major
conceptual overview of principal-principal research. However, the field
has witnessed considerable scholarship since then, and progress has been
made, particularly with respect to empirical testing of the previously laid
theoretical groundwork. This chapter builds on the conceptual overview
of Young et al. (2008), synthesizing significant developments in this sub-
field of corporate governance on both the theoretical and empirical fronts.
Another major focus area of the chapter is to provide directions for future
research, in order to continue to develop our understanding of corporate
governance in general, and the principal—principal issue in particular.

The remainder of the chapter is structured as follows. A comparison
of the traditional agency and principal—principal perspectives is followed
by an overview of institutional aspects of corporate governance in the
context of emerging economies and exposition of a conceptual stream
of research pertaining to the principal—principal model. The remaining
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section reviews recent developments in the empirical testing agency the-
ory in emerging markets, and the chapter concludes with discussion and
directions for future research.

Principal-Agent and Principal-Principal
Conflicts

Traditional agency relations involve the principal, the agent, and the con-
tractual relationship between them. The agency problem occurs because
of differences in the interests and risk-appetites of the principal and the
agent, and the difficulty associated with the monitoring of the agent’s
behavior by the principal (Eisenhardt, 1989). Agency theory is based on
the assumption that people are self-interested, risk-averse, and driven by
bounded rationality. This agency model has been applied widely both
in descriptive and normative studies of corporate governance. However,
researchers have recognized that this agency model, alone, does not cap-
ture the corporate governance practices across all institutional (La Porta,
Lopez-de-Silanes, & Shleifer, 1997, La Porta, Lopez-de-Silanes, Shleifer,
& Vishny, 1998) and national contexts (Aguilera & Jackson, 2003). The
traditional model of agency theory, or the principal-agent problem, is
applicable to developed economies, particularly in Anglo-American con-
texts that are characterized by relatively better enforcement of property
rights (Peng, 2003). Given that ownership and control are largely sepa-
rated in these legal environments, principal-agent conflicts are the pri-
mary focus of practice and research.

This model, however, does not necessarily reflect the agency relations
and corporate governance practice in other institutional contexts, as
those of emerging economies. The emerging-market institutional context
makes the enforcement of agency contracts difficult, due to weak for-
mal and informal institutions (North, 1990). To reduce agency costs in
such contexts, corporations tend to have more concentrated ownership
(Dharwadkar et al., 2000). This, to some extent, solves the traditional
agency issue. However, concentrated ownership, combined with an
absence of effective external governance mechanisms, is expected to result
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in more frequent conflicts between controlling shareholders and minor-
ity shareholders (Morck, Wolfenzon, & Yeung, 2005). Consideration
of the effect of institutional context on corporate governance led to the
principal—principal model, which focuses on the conflicts between dif-
ferent sets of principals within the firm (Young et al., 2008), particularly
on conflicts between controlling and minority shareholders (Dharwadkar
et al., 2000). Thus, principal—principal conflicts can be viewed as result-
ing from concentrated ownership, extensive family ownership and con-
trol, business group structures, and weak legal protection of minority

shareholders (Young et al., 2008).

Table 2.1 Comparison of traditional principal-agent model and principal-principal
models

Principal-agent agency model  Principal-principal agency model

Agency cost Due to divergence of interests Due to possibility of
between shareholders expropriation of minority
(principal) and managers shareholders by the controlling
(agent) shareholder group

Institutional Majorly developed countries Majorly emerging/transition

context economies

Assumptions Bounded rationality, Controlling shareholders
opportunism, self-interest, maximizing wealth even at the
maximizing agents cost of minority shareholders,

managers follow majority
owners' objectives

Reasons for Opportunism and self-interest  Expropriation of minority
conflict behavior by managers in shareholders by large
dispersed ownership shareholders and their

appointed managers due to
weak minority shareholder

protection
Concept of Homogeneous group Heterogeneous (controlling and
shareholders minority)
Largest Hardly visible, not too strong  State-owned enterprises, family
shareholders ownership, pyramid ownership
Role of boards Monitoring agents Negligible, facilitating majority
shareholder’s interest
Forms of Managerial entrenchment, Below market value asset
expropriation empire building, private transfers to controlling owner,
benefits to managers personal/private benefits of

large controlling shareholders
Liquidity of stocks Usually high Generally low
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Thus, it can be asserted that the principal-agent and principal—princi-
pal agency models have different antecedent institutional environments
and distinguishing between them should, therefore, be useful in analyz-
ing corporate governance issues in the applicable institutional contexts. It
is pertinent, then, to understand the fundamental differences in assump-
tions and application between these models, so as to have a clearer picture
of corporate governance practices in developed and emerging economies.
Table 2.1 provides a comparison between the two agency models on some
key dimensions of corporate governance.

Corporate Governance in Emerging Economies

The major difference between the two types of agency models (principal—
agent and principal—principal) comes from the underlying institutions in
which they are applicable. Institutions have two crucial constituents—
environment and arrangements (Davis & North, 1971). The institu-
tional environment refers to the background constraints or “rules of the
game” that guide individuals’ behaviors (North, 1990). These rules can
be both formal and explicit (e.g., constitutions, laws, property rights)
and informal and often implicit (e.g., social conventions, norms). The
institutional environment forms the framework in which human action
takes place. North (1990: 4) asserts that institutions “define and limit the
set of choices of individuals”. Institutional arrangements, on the other
hand, are specific guidelines that are also referred to as “governance struc-
tures”. Coase (1937, 1960) made the crucial connection among institu-
tions, transaction costs, and neoclassical theory. The neoclassical result of
efficient markets only eventuates when it is costless to transact; however
“when it is costly to transact, institutions matter” (North, 2006: 2). The
institutional context in general, and property rights in particular, are cru-
cial determinants of the efficiency of markets and of corporate gover-
nance practices which differ substantially between emerging/transition
economies and developed economies.

Emerging economies can be defined as “low-income, rapid-growth
countries using economic liberalization as their primary engine of

growth” (Hoskisson, Eden, Lau, & Wright, 2000: 249). These economies
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are further characterized by their attempt to transition toward market-
based mechanisms, rather than the traditional relation-based system, due
to internal need or external pressure (Peng, 2003). In other words, the
transition signifies the state when an emerging economy is in the process
of moving from a “relation-based” to a “rule-based” system (Peng, Lee
& Wang, 2005). However, this transition is generally not smooth; for-
mal rules may change overnight, but informal rules take time to change
(North, 1991), as a result of institutional stickiness that is also known as
“institutional rigidity” or “path dependence” (North, 1994).

The institutional differences between developed and emerging economies
come from formal rules (e.g., relatively weaker property rights/contract law,
ambiguous role of boards, less protection for minority shareholders), as well
as informal rules (e.g., prevalence of family-owned business, preferential
pricing for group companies). Even more pressing is the weak enforcement
of prevailing laws in emerging economies. This weak enforcement leads to
different types of conflicts within emerging-economy organizations. The
principal-agent conflict, as described by Jensen & Meckling (1976) and
others, may not, thus, account for conflicts typical in emerging economies.
Indeed, some researchers have noted that standard corporate governance
mechanisms have relatively little institutional support in emerging econo-
mies (Peng, 2004; Peng, Buck, T. & Filatotchev, 2003).

Thus, the institutional context in emerging economies lends itself to
a different type of agency issues, principal—principal conflicts, created by
concentrated ownership and control and inadequate institutional pro-
tection of minority shareholders. Emerging-economy contexts include
weak governance practices such as fewer publicly traded firms (La Porta
et al., 1997), information asymmetry and abuse (Morck, Yeung, & Yu,
2000), and expropriation of minority shareholders (Claessens, Djankov,
& Lang, 2000; Faccio, Lang, & Young, 2001). These arrangements lead
to lower levels of dividend payouts (La Porta, Lopez-de-Silanes, Shleifer,
& Vishny, 2000) and, ultimately, to lower firm valuations (Claessens,
Djankov, Fan, & Lang, 2002; La Porta, Lopez-de-Silanes, Shleifer, &
Vishny, 2002).

When an economy grows and moves toward a market-based system,
the transition may be in the best interest of the future prospects for
“threshold firms”, which are near the point of transition from a founder-
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based system to a professionally managed firm (Daily & Dalton, 1992).
However, due to ambiguity over the law, problems with implementation
and the potential for short-term disadvantage often lead owners to retain
control even during transition. Moreover, failure to make the transition
may worsen principal—principal conflicts (Young et al., 2008). This situa-
tion results in the continuance of informal institutions such as relational
ties, business groups, family business, and government contacts all play-
ing greater roles in shaping corporate governance (Peng & Heath, 1996;
Yeung, 2000).

In summary, it can be asserted that the corporate governance practices
in emerging economies often differ substantially from those in developed
economies (Backman, 1999; Peng, 2004). Hence, the corporate governance
in emerging economies leads to a different set of agency issues, specifically
principal—principal conflict, which is becoming a major area of interest
among corporate governance scholars studying emerging economies.

The State of Research in Principal-Principal
Conflicts

Research on the traditional agency model highlights several governance
mechanisms aimed at reducing conflict. These governance mechanisms
are both external (e.g., product market competition and the market for
corporate control) and internal (e.g., concentrated ownership, CEO
compensation, and the board of directors). The optimal combination of
these interdependent mechanisms (Jensen, 1993) leads to effective cor-
porate governance. However, the efficiency of such a mechanism varies
across institutional contexts; different countries have different efficiencies
pertaining to external and internal control mechanisms (La Porta et al.,
1997, 1998, 2002). The institutional setting in emerging economies calls
for a “different bundle of governance mechanisms since the corporate
governance conflicts often occur between two categories of principals—
controlling shareholders and minority shareholder” (Young et al., 2008;
199). Therefore, corporate governance research set in emerging econo-
mies needs to look at governance mechanisms that are different from
those employed in developed-economy contexts.
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The principal—principal conflict, though a relatively new topic of gov-
ernance research, has evolved in several directions. Key areas of investiga-
tion have been about the primary drivers of conflict (Young et al., 2008),
the effect of principal—principal problems on various life cycle stage of
firms (Zahra & Filatotchev, 2004), means of expropriation by dominant
shareholders (Faccio et al., 2001; Chang & Hong, 2000; Khanna &
Rivkin, 2001), and comparisons of empirical evidence of the two agency
models (Bruton, Filatotchev, Chahine, & Wright, 2010). These are dis-

cussed in more detail.

Primary Drivers of Conflict
Dominant Ownership

This aspect of principal-principal conflict has drawn considerable
research attention. First, considering reasons for concentrated ownership,
one stream of literature discusses that “threshold” firms—those in transi-
tion from founder to professional management—experience the need to
provide some private information to outsiders (Daily & Dalton, 1992),
something that had not been required under the previous governance
regimes. This disclosure of information requires that the founding fam-
ily place its trust (Zahra & Filatotchev, 2004) in a new set of profes-
sional managers. This trust may be particularly difficult to achieve in an
emerging economic environment (North, 1990). Moreover, institutions
that might facilitate such trust may be lacking in emerging economies,
which make crossing the threshold from dominant to dispersed owner-
ship more difficult (Young et al., 2008). The second issue cited com-
monly is the presence of both external and internal corporate governance
mechanisms. As discussed above, developed economies are more likely
to provide something close to an optimal bundle of mechanisms (Fama
& Jensen, 1983) to facilitate smooth corporate governance. Key exter-
nal governance mechanisms, such as product and labor markets, or mar-
kets for corporate control, are more mature in developed economies; in
contrast, the governance mechanisms in emerging economies may not
be efficient enough with respect to forcing managers to behave in the
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interest of shareholders (Djankov & Murrell, 2002). Similarly, internal
governance mechanisms (board structure and independence, monitor-
ing and control rights) in emerging economies are also weaker (Fama &
Jensen, 1983), meaning that firms are forced to rely on dominant owner-
ship to keep potential managerial opportunism in check (Dharwadkar
et al., 2000). The social antecedents of dominant ownership have also
been studied; Young et al. (2008), for example, identified three sets of
institutional antecedents of concentrated ownership: family businesses,
business groups, and state-owned enterprises (SOEs).

Family Businesses In emerging economies, controlling ownership is often
in the hands of a family (La Porta, Lopez-de-Silanes, & Shleifer, 1999).
This has both costs and benefits. On one hand, it reduces agency costs
by aligning ownership and control. Family ties assist firms in reducing
monitoring costs, which may lead to enhanced performance (Young
etal., 2008). On the other hand, family ownership and control may also
increase the possibility of expropriation of other minority shareholders by
family shareholders, negatively affecting the firm. Further, family owners
may not allocate resources efficiently, and may give preference to social
relations over efficiency. This inefficiency can be reflected in outcomes
such as the appointment of under-qualified family members to key posts
(Claessens et al., 2000), non-merit-based compensation, and inefficient
strategic decisions.

The net advantage or disadvantage of family control depends upon a
myriad of factors. Family firms tend to perform well in low-munificence
and complex, but highly dynamic, environments, while struggling in
converse scenario (Gedajlovic, Lubatkin, & Schulze, 2004; Young et al.,
2008).

Business Groups A business group is “a collection of legally independent
firms that are bound by economic (such as ownership, financial and com-
mercial) and social (such as family, kinship and friendship) ties” (Yiu,
Bruton, & Lu, 2005: 183). Usually, each of the member firms in a busi-
ness group is a distinct business entity, in legal terms (Young et al., 2008).
In many emerging economies, business groups and family businesses are
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coalesced; that is, various group companies are owned by different family
members. Though business groups are commonplace in many developed
economies, they are relatively more widespread in emerging economies
(Peng, Lee, & Wang, 2005; Yiu et al., 2005).

A business group structure may provide more advantage in emerging
economies (Chakrabarti, Singh, & Mahmood, 2007; Khanna & Palepu,
2000). Internal resource allocations among constituent firms become
particularly important in emerging economies, due to less developed
markets for critical resources such as capital. Often, emerging economies
lack a well-functioning external capital market. Even if the external capi-
tal market is fully functional, firms within a business group are some-
times denied external capital because they are not able to signal value
creation from specific projects, especially if group resources are tied up
with multiple ongoing projects (Myers & Majluf, 1984). The business
group’s internal capital market provides an alternative, and creates value
by efficiently allocating resources among member firms (Stein, 1997);
nonetheless, business groups also have to bear coordination and adminis-
tration costs (Claessens et al., 2002).

The business group also escalates the opportunity for expropriating
minority shareholders by inefficient and veiled resource transfers, thus
affecting minority shareholder interests in some member firms. For exam-
ple, to help a group firm, inputs from a sister firm may be bought at
higher-than-market prices, or output can be sold to a sister firm below
market price. Similarly, a group company can invest in projects of other
group firms, even if this is not fully economically desirable. This is argu-
ably more likely to happen when the control rights of the controlling
shareholders are greater than their cash flow rights, which can lead to
a practice known as “pyramiding” (Bertrand, Mehta, & Mullainathan,
2002; Claessens et al., 2002). For example, consider that Firm A has 50
% control over Firm B, which, in turn, has 50 % control over Firm C. In
this case, Firm A has a 25 % cash flow right in Firm C, but more like 50
% control right, given its ability to also act through Firm B. Under such
conditions, owners have the ability to divert resources from Firm C to
Firm A, so as to enjoy better cash rights. The literature on internal capital
markets suggests that business groups are prone to over-investment and
lobbying costs (Rajan, Servaes, & Zingales, 2000), thereby reducing value.
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In summary, principal—principal conflict is viewed as more likely to
surface in emerging markets, where business groups are known to give
preferential treatment to some member firms, over and above economic
and efficiency considerations.

State-Owned Enterprises In emerging economies, for social, political,
and historical reasons, many of the largest firms are controlled by the
state. For example, Xu and Wang (1999) note that, in China, about
two-thirds of the shares in publicly listed companies are owned by the
state, either directly or through other SOEs. Dharwadkar et al. (2000)
note the prevalence of SOEs in emerging economies, asserting that, even
post-privatization, the structure of several SOEs resembles their previ-
ous structures, at least in practice, due to rigidities associated with the
systematic involvement of insiders, including managers, employees, and
the state. This insider dominance in privatized firms risks the creation of
principal—principal agency issues (Dharwadkar et al., 2000).

Means of Expropriation by Controlling Shareholders

The mechanisms employed in the expropriation of minority shareholders
represent another area that has drawn attention of scholars in this field.
This stream of research looks at the methods or instruments by which
controlling shareholders fulfill their objectives at the cost of minor-
ity shareholders. Faccio et al. (2001), for example, found that control-
ling owners may put less than fully qualified family members, friends,
and associates in key positions, thereby reducing efhiciency that could
have been gained by selection of professional on an arm’s length basis.
Moreover, controlling shareholders may engage in the purchase of inputs
at higher-than-market price and/or the supply of output at lower-than-
market price, to firms that they own or with which they have some asso-
ciation (Chang & Hong, 2000; Khanna & Rivkin, 2001). Social and
political objectives may mean that the benefits of such preferential treat-
ment may accrue to firms owned by other family members, a sister con-
cern in the business group, or other SOEs. Backman (1999) also looked at
the possibility of engaging in suboptimal strategies that advance personal
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or family agendas (political/social, in many cases) at the expense of firm
performance, including excessive diversification and empire building.

Other Areas

Apart from those discussed above, some research has touched periph-
eral areas, such as the differential effect of principal—principal conflict
on firms at different life cycle stages. In an empirical study, Zahra and
Filatotchev (2004), for example, found that young entrepreneurial firms
are more likely than mature firms to face principal—principal agency
issues. Recently, researchers have also tried to disentangle the effects of
both agency-related conflicts—principal-agent and principal—princi-
pal—suggesting a multi-agency perspective (e.g. Bruton et al., 2010).

Principal-Principal Agency Costs and Firm Performance

Young et al. (2008) discuss three reasons why these costs may be higher in
emerging economies: (1) ambiguous institutional structures (North, 1990;
Peng, 2003) that can lead to higher costs of measuring contract terms,
(2) less effective boards of directors, due to the propensity of top manag-
ers to also be controlling shareholders (Dharwadkar et al., 2000), and (3)
decreased liquidity due to ownership concentration (Morck et al., 2005).
Additionally, as discussed at some length in the last section, some research-
ers have argued that principal—principal conflicts also affect organizational
performance by “corrupting firm strategy” (Young et al., 2008: 209).

The issues mentioned above may affect the cost of capital and cause
severe damage to firms’ sustainability. First, the cost of external capital
increases because minority shareholders, understanding expropriation
risks, may demand higher returns in the form of dividends (Gomes, 2000;
Lins, 2003). Second, cost of equity can rise, due to the under-pricing
of public offering resulting from the possibility of principal—principal
agency conflict (Gomes, 2000). As external financing becomes difficult
or costly, firms need to rely on internal financing, which may lower their
market capitalization, especially in emerging economies (La Porta et al.,

1998, 2002).
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In most of the scenarios, as discussed previously, minority sharehold-
ers risk being expropriated, and may be incentivized to exit the market.
A fundamental question here is why minority investors remain in the
market, despite the higher possibility of expropriation. In other words, in
principal—principal agency issues, how do controlling shareholders attract
minority shareholder investors? Young et al. (2008: 208) argue that, in
this case, the controlling shareholders may need to incur “bonding costs”
as a type of implicit guarantee against expropriation. These bonding costs
may take various forms, including developing “a reputation for treating
minority shareholders well” (Gomes, 2000: 616).

To summarize, principal—principal conflicts may undermine the firm’s
competitiveness and discourage investor participation, which, in turn,
increases the cost of capital through higher dividends and lower prices
for equity offerings. To save themselves from this long-term disadvan-
tage, firms facing this type of agency conflict probably need to either
transform themselves into professionally run organizations or attempt to
reduce agency costs by taking measures such as building a reputation for
engaging in fair practices.

Overview of Recent Empirical Studies
and Methodology

There seems to be broad consensus among corporate governance scholars
that traditional agency models alone can neither describe nor prescribe
corporate governance practices for firms in emerging economies. This is
a primary factor behind the prominence that principal—principal agency
models have gained for studying corporate governance practices in such
contexts. The development of this subfield has been rather rapid. From a
focus on theoretical development over the past two decades, it has started
to produce a flurry of empirical studies in recent years; see Table 2.2. The
areas addressed in the empirical research have been quite varied; some of
these are discussed briefly in the following paragraphs.

Type of Ownership As noted in the section on conceptual developments,
type of ownership has been a major area of empirical research in this
subfield. Ownership types considered to date have included family firms
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(Peng & Jiang, 2010; Jiang & Peng 2011; Filatotchev, Zhang, & Piesse,
2011), business groups (Bhaumik, Driffeld, & Pal, 2010), and SOEs (Su,
Xu, & Phan, 2008; Chen & Young, 2010).

Strategic Decisions and Industry Contexts Several studies link principal—
principal conflict to strategic decisions, investigating its effect on cross-
border mergers and acquisitions (Chen & Young, 2010), IPOs (Bruton
et al., 2010), the internationalization process (Lu, et al., 2009), outward
foreign direct investment (FDI) (Bhaumik et al., 2010), and performance
during crisis (Jiang & Peng, 2010). However, this research has tended not
to focus industry-specific contextualization; most studies have employed
mixed-industry data, apart from exceptions pertaining to the automo-
tive and pharmaceutical (Bhaumik et al., 2010) and insurance (Ward &
Filatotchev, 2010) industries.

National Contexts The extant literature in this subfield has focused strongly
on the Chinese context (Su et al., 2008; Chen & Young, 2010; Lu et al.,
2009; Hu, Tam, & Tan, 2009; Chen, Li, & Shapiro, 2011; Filatotchev
et al., 2011; Banchit, Locke, Abidin, & Wellalage, 2011; Shan, 2014) and
Association of South East Nations (ASEAN) countries (Peng & Jiang,
2010; Jiang & Peng, 2010, 2011; Banchit & Locke, 2011). However, other
national contexts have also been addressed, including India (Bhaumik
et al., 2010) and the BRIC (Brazil, Russia, India, and China) countries
(Estrin & Prevezer, 2011). Moreover, particularly interesting for the devel-
opment of the subfield have been the studies testing principal—principal
perspective in developed countries, including the UK (Ward & Filatotchev,
2010), France and the UK (Bruton et al., 2010), and 14 European coun-
tries (Renders & Gaeremynck, 2012); in addition, Banchit et al. (2011)
considered this issue in the context of Islamic banking. Evidence of prin-
cipal—principal conflict in developed economies (e.g., Ward & Filatotchev
2010) is particularly promising in terms of theory development.

Methodology

As evident from Table 2.2, most of the empirical research has concen-
trated on quantitative studies based on secondary financial market data.
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Although there have been some cross-sectional studies (e.g., Banchit &
Locke, 2011; Filatotchev et al., 2011), most of the studies have used
a panel data approach. As far as data analysis is concerned, Table 2.2
reflects a wide variety in the techniques used, including ordinary least
squares (e.g., Banchit & Locke, 2011; Peng & Jiang, 2010), two-stage
least squares (Filatotchev et al., 2011), logistic regression (Shan, 2014),
and simultaneous equation modeling (Hu et al., 2009).

Discussion and Future Research Direction

Based on the previous discussion, it can be seen that there has been a
considerable amount of conceptual development in the field of princi-
pal—principal agency. The broad areas of enquiry have been those per-
taining to institutional antecedents of principal—principal conflicts, the
modus-operandi of expropriation of minority shareholders, and solutions
to these problems. On the empirical front, the lack of consensus on con-
structs and measurement initially hindered hypothesis testing. However,
over the years, there has been noticeable surge in the number of empirical
studies involving use of different operationalizations of constructs. The
empirical studies in this relatively nascent field have been quite varied,
and these have shown enough evidence regarding the topic to give rise to
the expectation of future developments in the field.

Implications and Future Research Direction

This chapter has attempted to provide a conceptual overview of the devel-
opment of the subfield of principal-principal agency, with particular
emphasis on the empirical front. Though there have been fast-paced devel-
opments in the subfield, there is still much more to understand, both con-
ceptually and empirically. The evidence of principal—principal conflicts
in developed economies has opened the floodgates for future research
on corporate governance. This evidence provides not only an opportu-
nity to compare institutional context in corporate governance studies but
also shows a way forward for the multi-agency perspective to be used to
develop stronger explanation of corporate governance practices.
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While many studies addressing this perspective have focused either
on China or on ASEAN countries, there remains a clear opportunity to
extend our understanding of principal—principal conflicts in the context
of other emerging markets, particularly India. Further, studies addressing
specific industry contexts will enable researchers to control for industry-
wide differences in corporate governance practices in particular institu-
tional contexts, and allow for micro-understanding of the institutions
prevailing in such economies. Pertinent cases for developing deeper
insights might include more regulated industries, such as airlines and
petroleum/mining, along with less regulated industries, such as retail-
ing. More institutional-level classifications of economies, based on legal
system or property rights, including comparisons of civil law and com-
mon law contexts, will add nuanced understanding and build on the
developed versus emerging-economy dichotomization in the corporate
governance context. As an example, Bruton et al. (2010) compare two
developed countries—the UK and France—which have different legal
systems, and identify significant variation in the corporate governance
practices in these two countries.

On the other hand, it might be helpful to question even the micro-
foundations of principal—principal conflicts. For example, until now,
scholars have been considering “family” as a homogeneous unit in family-
run business. However, differences in interest among family members
within these firms are observed quite often in emerging economies; such
differences may lead to within-family agency issues. In the same vein,
studies that compare economies within more similar institutions (e.g.,
BRIC, which are considered emerging economies) on various dimensions
of corporate governance (e.g., family businesses, business group charac-
teristics, or the nature of SOEs) can further tease out distinctions and
enhance our understanding.

Similarly, more work is needed regarding the social embeddedness of
organizations, which may lead to institutional rigidity. For example, in
many emerging economies, for a family member to assume the business
leadership of the firm is a norm, and the appointment of a new leader
from outside of the family does not elicit a positive response from inves-
tors. Such norms are social phenomena and characteristics of the under-
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lying institution. Nonetheless, understanding and accounting for such
norms is important for researchers and practitioners alike.

In broad conceptual terms, more multi-agency studies are required
for theory development as well as for a better understanding of corpo-
rate governance practices. Development on this front can lead to a grand
theory of agency, which can potentially be generalized to a higher degree.
On the empirical front, longitudinal case studies of corporate governance
practices and their evolution, in both developed- and emerging-economy
contexts, will shed light on the evolutionary aspects of these issues.

Overall, apart from these potential areas of development, the princi-
pal—principal perspective also needs to address many questions moving
further afield. Examples include the role of managers in the principal—
principal setting, and the impact of basic tenets of decision-making
related to corporate finance (e.g., capital structure, financing, diversi-
fication). Even more challenging will be distinguishing between delib-
erate and specifications related to minority shareholder expropriation
from those that are based on strategic choice and that may cause harm
to both minority and controlling shareholders. Extending this further,
it will be interesting to understand more about whether preference
for social objectives, over purely economic objectives, by SOEs should
be considered as minority shareholder expropriation. Also, should
banking/financial institutions be considered equivalent to “minor-
ity shareholders” that are vulnerable to expropriation by controlling
shareholders in institutional settings characterized by weak property
rights regimes?

In summary, by addressing these issues, contributions can be made to
several fields, particularly institutional theory and corporate governance.
Such research offers the potential to extend agency theory, to increase its
predictive and explanatory power related to corporate governance across
institutions, while providing clearer understanding of institutions per se.
As institutions are central to both the principal—principal perspective and
institutional theory, a better understanding of institutions can address, to
some extent, the concern Williamson (2000: 595) expressed, noting that
“we are still very ignorant about institutions”.
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Internationalization of Emerging-
Market Firms: The Contingent Role
of Board Capability
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Introduction

Research on emerging-market firms has become a key focus in the inter-
national business literature in recent times (Khanna & Palepu, 1997,
2004; Mathews, 2006; Ramamurti, 2012). This surge in interest is driven
by macro environment changes, the liberalization and reduction of trade
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barriers, rapid international diversification, and increasing prominence of
emerging-market firms in many global industries (Gaur & Kumar, 2009;
Khanna & Palepu, 2004, 2006). According to recent reports, the outward
foreign direct investment from emerging and developing countries is esti-
mated to be $426 billion, a record percentage of the world’s total (World
Investment Report, 2013, p. 2). Internationalization by emerging-market
firms is associated with more risk, uncertainty, and complexity, relative
to firms from developed countries (Contractor, Kumar, & Kundu, 2007;
Khanna & Palepu, 1997; Khanna & Rivkin, 2001), which requires the
presence of board members who exhibit greater tolerance for risk, and who
possess the necessary skill sets, market knowledge, and experience to suc-
ceed in international markets (Chen, Ho, & Hsu, 2013). Though the lit-
erature on the internationalization—performance relationship is growing,
research on the role of board of directors in internationalization of emerg-
ing-market firms remains relatively scarce (Claessens & Yurtoglu, 2013;
Filatotchev, Isachenkova, & Mickiewicz, 2007; Herrmann & Datta, 2005;
Wright, Filatotchev, Hoskisson, & Peng, 2005). Macus (2008) noted that
the extant research pertaining to the board’s influence on performance has
focused more on content than on board processes. In an attempt to respond
to this research gap, we study the contingent role of the board’s capabilities
on the relationship between internationalization and performance among
emerging-market firms.

Macus (2008) combined content and process research, and argued
board interactions, board composition, and board structure to be relevant
factors when studying the influence of boards on performance. Macus
(2008) defined board capability as consisting of (i) board potential, which
represents the abilities of individual directors, including relevant experi-
ence, knowledge, and skills pertinent to carrying out the board’s various
tasks; and (ii) board interaction, which represents the relational dynamics
that bring an individual director’s problem-solving potential to bear on
particular tasks. According to Barroso, Villegas, and Pérez-Calero (2011),
board potential depends on five factors: level of academic achievement,
international background, industry-specific experience, experience as
CEO or general manager, and board tenure.

In an emerging-market context, internationalization is a particularly
risky decision because of the uncertain home environment in which
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firms operate (Contractor et al., 2007). For such risky decision choices,
there is long-standing evidence that group decision-making is preferable
(Marquis, 1962; Marquis & Reitz, 1969; Stoner, 1968). This makes it
important to look not only at the potential of the board, but also at the
interactions among the board members, which lead to group decision-
making. Therefore, we develop a conceptual model proposing the contin-
gent effect of these board capability variables on the relationship between
internationalization and performance for emerging-market firms.

The remainder of this chapter is structured as follows. In the next sec-
tion, we provide a literature review covering the internationalization—
performance relationship, along with contextual moderators of this
relationship, with specific focus on the role of board characteristics. We
also provide background into the internationalization of emerging-market
firms. In the subsequent section, we develop the propositions arguing the
contingent effect of board capability on the relationship between inter-
nationalization and performance in emerging-market firms. Finally, we
conclude the paper with suggested directions for future research.

Literature Review

According to Bausch and Krist (2007), after 30 years of research effort,
the nature of the relationship between internationalization and per-
formance remains inconclusive, and researchers have not yet reached
a consensus; this heterogeneity in empirical results has led to differing
views and conclusions. According to Gaur and Kumar (2009), the extant
research can be classified into three broad categories: (i) studies focusing
primarily on establishing the internationalization—performance relation-
ship without considering contextual or moderating factors, (ii) studies
focusing primarily on the influence of moderating factors on internation-
alization—performance relationship, and (iii) studies focusing primarily
on the internationalization—performance relationship in various institu-
tional, industrial, and cultural settings.

Baush and Kirist (2007) conducted a meta-analytical study on research
work published in leading international business journals spanning a 30-year
period, and concluded that the relationship between internationalization
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and performance is context-dependent. According to Hamel and Prahalad
(1996), the advent of new technologies, de-regulation of markets, global-
ization, and the thinning of national boundaries have all led to previously
unexpected competitors, and increased rivalry from global rivals. Many
studies have identified internationalization as a strategic response to these
developments, aimed at generating opportunities for firm growth (Hitt,
Hoskisson, & Ireland, 1994; Hitt, Hoskisson, & Kim, 1997). However,
the target countries for internationalization present several challenges, due
to differences in external environments. Pressures from the external envi-
ronment tend to propel strategic change, and several of the reviewed stud-
ies mention the role of the board of directors in triggering such changes

(Grinyer & McKiernan, 1990).

Effect of Board Characteristics

Deutsch (2005) noted that board’s role and influence on firm perfor-
mance has long been an important line of research. For example, many
proponents of resource dependency theory identify the firm’s board of
directors as an important mechanism through which the organization
responds to environmental uncertainties (e.g., Baysinger & Hoskisson,
1990; Boyd, 1990; Goodstein, Gautam, & Boeker, 1994; Pfeffer, 1972,
1973). Pearce and Zahra (1992) argued that input from the board will
be crucial in situations in which the firm’s executives have limited prior
information or experience regarding strategies and competitors in a new
market. Zahra and Pearce (1989, 1990) identified that boards of directors
influence the overall strategy of a firm by interlinking with stakeholders,
control, and strategy formulation. The findings from the extant research
lead to the conclusion that the nature and character of companies are
strongly affected by the effectiveness of their boards (Barroso, Villegas,
& Pérez-Calero, 2011). As noted earlier, the ongoing globalization and
rapid changes in the business landscape mean that a firm’s internation-
alization strategy is crucial. Under such circumstances, the effectiveness
of the board in making appropriate strategic decisions is a key element
in the development and sustainability of competitive advantage (Barney,

1991; Barroso et al., 2011). Sanders and Carpenter (1998) described
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the board of directors as a key mechanism by which a firm responds to
the complexities of a new market. Though the importance of a board
of directors that understands the logic and dynamics of foreign markets
has been discussed extensively in the literature, the board’s influence on
internationalization—performance relationship has found limited atten-
tion (Barroso et al., 2011; Herrmann & Datta, 2005; Luo, 2005). This
chapter attempts to address this gap by extending the extant literature
on board characteristics, and linking it to the internationalization and
performance of emerging-market firms.

As mentioned earlier, the board has three major roles to perform: con-
trol, service/collaboration, and provision of key resources (Johnson, Daily,
& Ellstrand, 1996; Zahra & Pearce, 1990). The extant corporate gov-
ernance and international business literatures have analyzed these three
roles independently, under various theoretical perspectives. The role of
the board as control mechanism is generally explored using agency theory
(e.g., Langevoort, 2001; Sundaramurthy & Lewis, 2003). The board of
directors’ service role has been investigated using the lens of stewardship
theory (e.g., Donaldson, 1990), and the resource dependency perspec-
tive informs the board’s role as a provider of resources, information, and
protection (e.g., Pfeffer, 1972, 1973; Pfeffer & Salancik, 2003). More
recently, arguments based on resource dependency theory have been fur-
ther extended, through contributions from the social network perspective
(e.g., Carpenter & Westphal, 2001; Westphal, 1999).

In a theoretical model, Hillman and Dalziel (2003) coined the term,
“board capital”, combining both the relational and the human capital
perspectives, and argued that, to be effective, the board needs motiva-
tion, as well as ability in the form of relevant experience, knowledge, and
skills. Forbes and Milliken (1999) brought a broader view of the board’s
influence by studying its human capital, conceptualizing the board as a
social system with idiosyncratic characteristics. In this framework, the
board’s effectiveness depends on psychosocial processes at every decision-
making step. This study is in contrast with other studies (e.g., Finkelstein
& Hambrick, 1996; Pettigrew, 2008) that treated boards as “black boxes”
and related board demography to company performance.

According to Kor and Sundaramurthy (2008), the resource-based view
(RBV) provides a theoretical perspective that is helpful in explaining how



48 S. Sivakumar et al.

the attributes that the directors bring to the firm are used, and provides
an explanation for how the board’s resources are integrated with the firm’s
internal processes. The RBV suggests that sustainable competitive advan-
tage results from the integration of resources in a unique way, which
is inimitable by competitors (e.g., Barney, 1991; Eisenhardt & Martin,
2000, Wernerfelt, 1984). In this perspective, the resources that the board
of directors brings can be considered as a part of the firm’s intangible
resource base and offer the potential to form the basis of sustainable
competitive advantage. According to Macus (2008), understanding the
board’s capability requires that relational dynamics be understood in
the broadest sense, including the dynamics among the directors, between
the directors and firm management, and between the directors and
external constituencies. Macus (2008) argued that board interactions
represent an enabling factor that allows the board to realize its problem-
solving potential and thus to contribute toward the firm’s performance.
It is worth noting that the idea that board interaction is a determinant of
its problem-solving potential is closely related to the concept of capability
in the RBV (Macus, 2008).

According to Barroso et al. (2011), the extant literature on board
influence on the internationalization—performance relationship can be
classified into two categories: the influence of the board’s demographic
characteristics on internationalization (e.g., Sanders & Carpenter, 1998;
Zahra, Neubaum, & Naldi, 2007), and the board’s effectiveness at work-
ing within an international context (e.g., Gabrielsson, 2007; Ward &
Feldman, 2008). However, few studies specify the role of board capability
or potential, which leaves room for detailed investigation into how the
board’s capability affects the relationship between internationalization
and performance (Contractor et al., 2007; Lu & Beamish, 20006).

Internationalization of Emerging-Market Firms

The internationalization patterns of emerging-market firms are generally
different from those of developed-market firms, due to many idiosyncratic
characteristics unique to emerging markets (Hoskisson, Kim, White,
& Tihanyi, 2004). Many of the prominent theoretical perspectives of
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internationalization, such as Dunning’s Eclectic Paradigm (Ownership—
Location—Internationalization) framework (Dunning, 2000), were
developed based on the activities of developed-market multinational
enterprises (MNEs). A key distinction is that developed-market firms
are likely to have enjoyed the opportunity of market share and broad
access to resources prior to their internationalization, whereas emerging-
market firms are more likely to have internationalized in order to
strengthen their position in both the home and foreign markets (Gaur
& Kumar, 2009; Ramamurti, 2012). Many studies report that insti-
tutional and other contextual factors make internationalization from
emerging markets quite different from that of developed markets (e.g.,
Mathews, 2006; Ramamurti, 2012). Firms from emerging markets are
often small, resource-deficient, have less experienced top-management,
and thus have greater need for both legitimacy and resources (Contractor
et al., 2007; Ramamurti, 2012). According to Ramamurti (2012), the
internationalization of developed-country MNEs is driven by the expec-
tation that internationalization will expand their firm-specific assets
(Rugman, 1981), whereas many emerging-market multinationals do
not have sustainable firm-specific assets, and thrive, instead, on compe-
tencies that they have developed in the home market.

As indicated earlier, different institutional, cultural, and industrial
settings in emerging markets act as drivers of internationalization.
Emerging-market firms often choose to internationalize in order to
overcome home-country disadvantages that are caused by institutional
voids and a lack of government support (Child & Rodrigues, 2005).
The domestic markets of many emerging-market firms are still charac-
terized by weak institutions and uncertainties that result from subopti-
mal institutional support for market-based transactions (Choi, Lee, &
Kim, 1999; Peng, 2003). The uncertainties associated with the home
market also act as drivers for the internationalization of emerging-
market firms. Sinha (2005) noted that emerging-market firms develop
unique competencies because of their experience of operating in a weak
institutional context, characterized by underdeveloped infrastructure to
facilitate distribution, and with serving demanding and price-sensitive
customers; these competencies are viewed as helping these firms to
internationalize.
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Development of Propositions

Internationalization-Performance Relationship
in Emerging-Market Firms

The extant literature has identified three stages of internationalization,
namely early, growth, and mature. The early stage is characterized by the
need to operate in an unfamiliar environment, with high costs associated
with learning, coordination, and set-up. The unfamiliar environment
increases transaction and learning costs, as the firm has to spend con-
siderable time to understand, acquire, and assimilate local knowledge,
culture, and market requirements (Gaur & Lu, 2007). Hitt et al. (1997)
reason that the lack of managerial expertise and experience further atten-
uates the cost of operation during the initial internationalization phase.
Legitimacy pressures also create major challenges for a typical emerging-
market firm, due to its weak country of origin when entering foreign
markets (Gaur & Lu, 2007).

Mathews (2006) argued that the very rapid internationalization of
emerging-market firms from the Asia-Pacific region was quite different
from their western, developed-market counterparts, and credited this accel-
erated internationalization to organizational and strategic innovations.
This rapid internationalization marked the transition of emerging-market
firms from the early stage to the growth stage (Khanna & Palepu, 2004,
2006), which is characterized by the flattening of the downward-sloping
curve between internationalization and performance posited in the early
stage, as the firm’s investment starts to accrue (Contractor et al., 2007).
Careful initial investment during the early stage of internationalization
pays off during the rapid geographic expansion of the growth stage. The
various benefits that accrue during the growth stage include the exploita-
tion of proprietary firm-specific assets developed during the early stage
(Buckley, 1988; Caves, 1996; Delios & Beamish, 2001), global econo-
mies of scale and scope (Caves, 1971; Hymer, 1976), accumulated
market power and knowledge (Kogut, 1985), and greater opportuni-
ties to exploit market imperfections (Caves, 1971). According to Gaur
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and Kumar (2009), emerging-market firms do not possess firm-specific
advantages comparable to those of their developed market counterparts.
This may prompt emerging-market firms to internationalize into other
emerging markets that have similar resource and institutional conditions,
which may lead to better resource utilization, relative to their developed-
market counterparts expanding into emerging markets. These scholars
further noted that when an emerging-market firm internationalizes into
a developed economy with better institutional infrastructure, the experi-
ence helps the firm to develop new capabilities and resources that may not
be possible in an emerging market.

Gradually, some of the incremental benefits that have accrued to the
internationalizing firms begin to fade away, due to the increased cost of
global operations and coordination costs of working between geogra-
phies; this marks the mature stage of internationalization (Contractor,
Kundu, & Hsu, 2003). The increased costs at the maturity stage
may be due to greater geographical scope (Grant, 1987), informa-
tional overload (Hitt et al., 1997), cultural and institutional diversity
(Ghoshal & Bartlett, 1990; Sundaram & Black, 1992), and escalated
monitoring problems due to rent-seeking behaviors of subsidiary man-
agers (Gaur, Delios, & Singh, 2007). However, according to Mathews
(20006), these costs may be of less concern for firms from emerging
markets at present. As they have tended to internationalize later, and
are more likely to find themselves in the early or growth stages, few
will find themselves “over-internationalized” to the point of affecting
the internationalization—performance relationship (Contractor et al.,
2007; Gaur & Kumar, 2009). On this basis, we focus on the early or
growth stage of internationalization, which we expect to be character-
ized by an initial downward slope in the relationship between interna-
tionalization and performance, followed by an upward slope, yielding
a U-shaped curve. Thus, we propose:

Proposition 1 The relationship between internationalization and perfor-
mance for emerging-market firms will be U-shaped, with a downward
slope during early phase followed by an upward slope during the growth
phase.
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Board Capability as a Moderator of the
Internationalization-Performance Relationship

As defined earlier, board capability is a combination of the board’s
potential and its interaction. Extant research suggests that the intangible
resources that directors bring, such as experience, skills, and expertise
(board potential), along with the relational dynamics (board interac-
tion), act as enablers for the board’s problem-solving potential (Kor &
Sundaramurthy, 2008; Macus, 2008). According to the RBV, the posses-
sion of resources that are valuable, rare, inimitable, and non-substitutable
provide the basis for developing capabilities that distinguish firms from
one another (Barney, 1991). It follows, then, that the board of directors
brings intangible resources to the firm that when integrated in unique
ways, contribute to superior firm performance. According to Barroso
etal. (2011), different boards bring various intangible resources, and the
heterogeneous distribution of these resources among firms, along with
the fact that resources vary in their level of criticality to particular firms,
means that board potential such as skills, experience, and expertise are
crucial elements of creating unique competitive advantage.

Board potential is the ability of the board members to contribute
towards the development of sustainable competitive advantage by vir-
tue of their personal and professional qualities. According to Pearce and
Zahra (1992), board composition and size will be crucial in situations in
which the firm’s executives have little prior information about, or experi-
ence with, strategies and competitors in a new market. In the initial phase
of internationalization, when emerging-market firms are expanding into
new and unfamiliar foreign environments, they incur substantial learning,
coordination and set-up costs that may, for some time, exceed the bene-
fits of internationalization (Contractor et al., 2007). Internationalization
is associated with considerable challenges and threats, and may expose
firms to organizational problems such as coordination difficulties, incen-
tive misalignment, and information asymmetry between subsidiaries
and headquarters, and increased monitoring costs (Hymer, 1976; Lu &
Beamish, 20006). In order to tackle the associated complexity, boards need
particular attributes and skill sets, to support effective decision-making in

the new environment (Pearce & Zahra, 1992). Westphal (1999) argued
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that industry-specific experience shapes directors’ thinking, frames of
reference, and perceptions, and is crucial to acquiring industry-specific
knowledge and skills that are essential for strategic decision-making.

George, Wiklund, and Zahra (2005) emphasized the role of board
interaction, noting that internationalization is a complex and costly
process that demands the participation and collaboration of the entire
top-management group, to investigate opportunities thoroughly, build
the infrastructure necessary for international expansion, and develop
and execute multiple strategies. In the emerging-market context, inter-
nationalization is a risky decision because of the uncertain environment
into which the firms enter and the limited resources they have at their
disposal (Contractor et al., 2007). The literature suggests that riskier
strategic choices are more likely to emerge from group decision-making,
rather than at the individual level (Marquis, 1962; Marquis & Reitz,
1969; Stoner, 1968). Hence, in emerging-market firms, the risky deci-
sion to pursue internationalization may be more likely to result from
board members’ group decision-making. Therefore, it is important to
look not only at the potential of individual board members, but also
at the interactions among the board members that lead to group-level
decisions. This emphasizes the importance of considering both board’s
potential and its interactions, in order to understand its influence on
the internationalization—performance relationship in emerging-market
firms. We suggest a model of this process, shown as Fig. 3.1, based on six
propositions described in the following sections.

Board Potential

As noted earlier, board potential is defined “as the ability of an individual
director such as relevant experience, knowledge and skills in carrying out
the various board’s tasks” (Barroso et al., 2011: 353). We develop propo-
sitions pertaining to each of the five elements of board potential (ten-
ure, top-management experience, industry-specific experience, academic
achievement, and international background), with respect to their effect
on the internationalization—performance relationship for emerging-
market firms in this section.
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Fig. 3.1 Proposed model
Board Tenure

The general assumption that a board member’s knowledge increases with
tenure leads to the expectation that longer tenure brings more value to the
firm (Chen, 2011). On the other hand, Barroso et al. (2011) extend the
RBV arguments of causal ambiguity, bounded rationality, and routines
from the context of managers to boards, to make the case for a negative
effect of board tenure. Barney (1991) argued that causal ambiguity pre-
cludes managers from fully understanding the link between firm resources
and competitive advantage. Causal ambiguity thus makes the imitation
of key intangible strategic resources very difficult for a competing firm
(Barney, 1991). Hence, extending the argument of RBV proponents, it
is suggested that long tenure may not increase board member’s knowl-
edge because they never fully understand their resources. In a similar vein,
Nelson and Winter (1982) suggested that bounded rationality limits man-
agers to previously learned patterns of actions called “routines”, which
are formed slowly, and are derived from past experiences. These routines
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may lead to problems of myopia, which tend to reinforce past behaviors
(Levinthal & March, 1993). Similarly, Golden and Zajac (2001) argued
that boards with long-serving members tend to be rigid and averse to
strategic change, making them reluctant to explore risky strategies such
as internationalization. Boone, Van Olffen, Van Witteloostuijn, and De
Brabander (2004) also argued that long tenures create a homosocial, less
diverse board, which has a negative impact on the quality of decision-
making. In a study carried out in the emerging-market context of Turkey,
Kaymak and Bektas (2008) noted that, because it can be difficult to hold
long-serving members of the board accountable for underperforming,
long board tenures can damage the quality of the board’s decisions.

These arguments suggest that long tenure among board members
has limited value as a strategic resource. Since the internationalization
of emerging-market firms is associated with uncertainty and complexity
(Contractor et al., 2007; Hoskisson et al., 2004), we propose that the
rigidity and routine decision-making associated with long-serving board
members has a negative moderating effect on the relationship between
internationalization and performance.

Proposition 2a Board members’ tenure negatively moderates the rela-
tionship between internationalization and performance for emerging-
market firms, such that high level of board member tenure is associated
with decreased performance attributable to internationalization.

Experience as CEO or General Manager

According to Rindova (1999), board members’” top-management (CEO
or general manager) experiences represent an important resource that
contributes to strategic problem-solving and decision-making skills.
From the RBV perspective, Barney (1991) argued that previous expe-
rience as CEO provides board members with the inimitable resource
of tacit knowledge, which can be uniquely integrated with intangible
resources, such as board members’ expertise, experience, and skills, to
create competitive advantage for the firm. Jaw and Lin (2009) noted that
company CEOs are influential members in a business environment, with
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the capability of developing long-lasting relationships among corporate
elites, which grants them access to a wide range of powerful individuals
and organizations. In an emerging-market context, Xie (2014) argued
that CEOs with less experience are likely to be risk-averse, preferring
lower risk strategies due to their limited knowledge, while those with
more experience enjoy greater power and play a key role in making
higher risk strategic decisions; this is due to experienced CEOs’ having
more tacit knowledge and enjoying greater autonomy and power, which
allows them to be more confident in leading firms to undertake resource-
intensive and high-risk strategies.

Thus, from an RBV perspective, previous top-management experience
provides board members with a broad range of strategic skills and network
resources; these are inimitable and rare, which can lead to the formation
of competitive advantage. During internationalization, the performance
of firms, especially those from emerging markets, depends on their abil-
ity to cope with complex and heterogeneous cultural, institutional, and
competitive environments (Ricks, Toyne, & Martinez, 1990). We argue
that board members’ prior experience as CEOs or general managers will
act as a rare and inimitable resource, and propose:

Proposition 2b Board members’ experience as CEOs or general man-
agers positively moderates the relationship between internationalization
and performance in emerging-market firms, such that high level of board
member experience is associated with increased performance attributable
to internationalization.

Industry-Specific Experience

The business environment faced by an internationalized firm is complex
and difficult in terms of decision-making (e.g., Prahalad, 1990; Zahra &
Pearce, 1990). According to Carpenter and Westphal (2001), the evalu-
ation of strategic decisions is often made on the basis of insights derived
from the firm’s current environment. Under these circumstances, direc-
tors’ industry-specific experience plays a crucial role with respect to the
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board’s ability to advise management on international strategic decisions.
Castanias and Helfat (2001) noted that such industry-specific experience
offers additional benefits, such as spotting emerging trends in an indus-
try, and improves the ability of the board to better appraise strategies
for growth. Similarly, Kor and Sundaramurthy (2008) noted that the
industry-specific experience of board members can yield goodwill and
connections with various industry participants, which can assist the firm
to acquire key resources for international growth. Hence, from the RBV
perspective, we propose that:

Proposition 2¢ Board members’ industry-specific experience positively
moderates the relationship between internationalization and perfor-
mance in emerging-market firms, such that high level of board mem-
ber industry-specific experience is associated with increased performance
attributable to internationalization.

International Backgrounds of Board Members

Zahra et al. (2007) argued that board members with relevant expe-
rience in international markets can play useful supporting roles in
decision-making processes regarding international opportunities, by
virtue of their networks and connections. Arguing from the RBV
perspective, Barney (1991) conceptualized such international back-
grounds as tacit knowledge, representing a valuable and inimitable
resource. Sambharya (1996) argued that heterogeneity of experience
and the presence of managers with foreign experience aids in the inter-
nationalization of firms. According to Barroso et al. (2011), directors
with international education backgrounds are likely to be more open-
minded toward various cultures and, in turn, improve the human capi-
tal of the firm; this also represents a valuable, and potentially rare,
resource. Since emerging-market firms traditionally have limited expo-
sure to operating in international markets (Elango & Pattnaik, 2007),
we propose that the presence of board members having such interna-
tional exposure will be beneficial:
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Proposition 2d Board members’ international backgrounds positively
moderate the relationship between internationalization and performance
in emerging-market firms, such that high level of board member interna-
tional background is associated with increased performance attributable
to internationalization.

Academic Achievement

Researchers have pointed out the importance of board members’ edu-
cation levels for the overall performance of the firm (e.g., Bennett &
Robson, 2004; Chen et al., 2013; Kirby, 1990). With education comes
additional skills and knowledge, and this increases the capacity for better
decision-making (Hsu, Chen, & Cheng, 2013). The academic achieve-
ment of board of directors facilitates greater participation in international
decisions, and more readiness to use external information (Crabtree &
Gomolka, 1991). Also, education is associated with stronger receptivity
to innovation and tolerance for ambiguity. When operating in unfamiliar
international markets, the education level of board members can thus
act as a valuable resource for dealing with ambiguous situations (Goll,
Brown Johnson, & Rasheed, 2007). Hence, consistent with the RBV, we
propose that:

Proposition 2e Board members’ level of academic achievement posi-
tively moderates the relationship between internationalization and
performance in emerging-market firms, such that high level of board
member academic achievement is associated with increased performance
attributable to internationalization.

Board Interactions

As discussed earlier, Macus (2008) argued that the notion of relational
dynamics informs an understanding of the board’s capabilities; this
includes the dynamics among the directors, between the directors and
firm management, and between the directors and external constituen-
cies. There are substantial risks for emerging-market firms, associated
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with making the internationalization decision, considering the uncer-
tain environment in which they operate (Contractor et al., 2007). For
such risky decision choices, scholars argue that group decision-making is
preferable (Marquis, 1962; Marquis & Reitz, 1969; Stoner, 1968). Such
group decisions are dependent on the relational dynamics between board
members, and consensus needs to be reached between them for taking
risky decisions. Forbes and Milliken (1999) argued that a board’s effec-
tiveness depends not only on its ability to perform its tasks, but also on
its ability to work together.

Building on this argument, we suggest that, along with the board’s
potential, its cohesiveness as a group is an important factor, as this
includes a consideration of the group’s psychosocial process in the con-
text of decision-making. As the challenges posed by an international
market require timely and effective decision-making, board cohesive-
ness should have a key role in attaining international performance.
However, Forbes and Milliken (1999) noted that high levels of cohe-
siveness may prove detrimental to the quality of decision-making,
as such boards may be distracted by personal exchanges and biases.
Mullen, Anthony, Salas, and Driskell (1994) identified cohesiveness
as an antecedent to group-think, which is a dysfunctional mode of
decision-making characterized by a lack of critical thinking and over-
emphasis on unanimity among members. However, they also argue
that cohesiveness will only result in group-think in the absence of
cognitive conflict among members. According to Janis (1982), cogni-
tive conflict in a group helps in preventing the emergence of group-
think by cultivating an environment characterized by task-oriented
focus and acceptance of multiple viewpoints. On this basis, we pro-
pose that moderate levels of interaction among board members are
likely to enhance the internationalization—performance relationship of
emerging-market firms.

Proposition 2f Board interaction has an inverted U-shaped moderating
effect on the relationship between internationalization and performance
in emerging-market firms, such that the strength of the relationship
increases for low-to-moderate levels of board interaction and decreases
for moderate-to-high levels.
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Conclusion

The internationalization of emerging-market firms is a relatively new phe-
nomenon, and it is associated with considerable risk, high levels of uncer-
tainty, and complexity (Contractor et al., 2007; Khanna & Palepu, 1997).
These characteristics demand a board of directors that exhibits a generous
tolerance for risk, and whose members possess the necessary skill sets, mar-
ket knowledge, and experience to succeed in international markets (Chen
et al., 2013). Though the literature on the internationalization—perfor-
mance relationship is increasing, research pertaining to board members’
roles in international diversification remains scarce (Herrmann & Datta,
2005; Claessens & Yurtoglu, 2013). We have built on the RBV perspective
to highlight the contingent role of the board’s capabilities on the inter-
nationalization—performance relationship for emerging-market firms. We
propose that board tenure will inhibit the positive effects of internation-
alization on performance, whereas board members’ top-level managerial
experiences, industry-specific experiences, international experiences, and
levels of academic achievement will enhance the positive effects of inter-
nationalization on performance. In addition, we argue that the nature of
the board’s interactions is crucial to decision-making pertaining to emerg-
ing-market firm internationalization, and propose that moderate levels of
board interaction will enhance the positive effects of internationalization
on performance. Future research is needed to explore the board interaction
dimension in detail, especially in the emerging-market context, under-
standing its effect on different strategic choices of the firms.
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Research in Multipoint Competition:
What Do We Know and Where Are
We Headed?

Rupanwita Dash

Introduction

Competition is a central element of strategy (Chen, 2009; Chen & Miller,
2012). Firms exist in competitive environment in which their strategic
choices are influenced by the actions and responses of other firms. Action
and reaction among firms in an industry create competitive dynamics
(Smith, Ferrier, & Ndofor, 2001). While research on competition often
implicitly assumes that it occurs within a single setting (Ketchen, Snow, &
Hoover, 2004), in reality, large firms compete with each other across differ-
ent markets. As firms expand their businesses into different markets, they
form multiple contact points for competition, creating competitive inter-
relationships among rivals. “Multipoint competition” refers to the situa-
tion in which firms compete with each other in multiple situations, with
respect to products, geographic regions, or market segments (Karnani &
Wernerfelt, 1985). As firms are increasingly diversified, in both geographic
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and product scope, multipoint (or multimarket) competition has emerged
as an important context and research stream.

As noted by Upson, Ketchen, Conelly, and Ranft (2012), research on
multipoint competition is often considered as a subset of the competitive
dynamics literature. The survey papers by Smith, Ferrier, and Ndofor
(2001), Ketchen et al. (2004), and Chen and Miller (2012) are focused
on competitive dynamics; review and discussion on multipoint competi-
tion comprise subsections of these papers. Jayachandran, Gimeno, and
Varadarajan (1999) provide a review focusing exclusively on multimarket
completion, from a marketing strategy perspective. This chapter builds
on the literature by mapping the breadth of current research on mul-
tipoint competition, with emphases on (1) distinguishing research on
multipoint competition from that of competitive dynamics, and (2) illu-
minating how multipoint competition affects corporate-level strategy in
the context of emerging-economy business groups, which offer a particu-
larly interesting research context.

Multimarket research is a relatively new, yet steadily developing,
stream with momentum gathered in the 1990s, as several studies estab-
lished the evidence of multimarket competition across different indus-
tries such as the global tire industry (Gimeno, 1994; Ito & Rose, 2002;
Rose & Ito, 2009); sets of related industries such as telephone and cable
(Parker & Réller, 1997); and, most prominently, in the industries char-
acterized by geographically distinct markets such as airlines, banks,
hotels, and supermarket chains (Gimeno, 1994, 1999; Gimeno & Woo,
1996, 1999; Baum & Korn, 1999; Haveman & Nonnemaker, 2000; Yu,
Subramaniam, & Cannella, 2009; Upson et al. 2012).

When two firms compete in a single-market setting with a single
product, both compete for market share and profitability in one “space”.
Rivalry, in such cases, entails price wars and/or product differentiation. If
these firms compete with each other across different geographic or prod-
uct markets, the scope of the rivalry increases with more, and more com-
plicated, contact between the firms. Competitive actions in one market
can be answered by retaliatory moves in other markets. This offers firms
flexibility, and more options, to strategize for their rivalry. For example,
firms can respond to rival’s actions in one market in the same or in dif-
ferent markets—markets in which the cost of retaliation is lower, the
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firm’s competitive capabilities are stronger, or the markets are of less stra-
tegic importance. Firms with more market commonality may compete
less aggressively with each other, “mutually forebear” (Edwards, 1955),
and even tacitly collude with each other. Past research has shown that
mutual forbearance can lead to higher profits (Barnett, Greve & Park,
1994; Piloff, 1999), higher prices (Feinberg, 1985; Evans & Kessides,
1994; Singal, 1996; Jans & Rosenbaum, 1997; Gimeno & Woo, 1996;
Parker & Roller, 1997; Fernandez & Marin, 1998; Gimeno, 1999), and
limited entry and exit among incumbent firms in interdependent mar-
kets (Barnett, 1993; Baum & Korn, 1996; Boeker, Goodstein, Stephan,
& Murmann, 1997; Baum & Korn, 1999; Haveman & Nonnemaker,
2000; Fuentelsaz & Gémez, 2006; Anand, Mesquita, & Vassolo, 2009).
Theoretically, multimarket contact offers the potential for more limited
rivalry, in terms of intensity, and collusive behavior. Thus, this concept is
important for both policymakers and managers, for better understanding
of firm behavior.

The rest of the chapter is organized into four sections. First, I dis-
cuss how multipoint competition originated and developed as a research
stream within the field of strategic management. Second, I discuss the
characteristics of multipoint competition with respect to firms, indus-
tries, and markets. Third, I review the processes and outcomes of compe-
tition in multimarket situations, including market entry and exit, mutual
forbearance, and multinational enterprise (MNE) rivalry. I conclude by
proposing future research directions, focusing on three areas: the extent
and implication of multipoint competition for business groups, linkages
between multipoint competition and corporate governance, and the role
played by the institutional environment in shaping rivalry within multi-
point competition.

Review Method

Research on multipoint competition shares close, and often blurred,
boundaries with competitive dynamics, interfirm rivalry, and oligopolistic
collusion. Thus, it is important to delineate these boundaries and clas-

sify papers accordingly. The review includes published articles and book
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chapters that focus explicitly on multimarket competition, and some
relevant articles from the competitive dynamics literature. Multipoint
and multimarket are often used interchangeably in the literature, and I
do not make any distinction between the two terms. The article search
was conducted in three steps: first, by identifying survey papers and the
articles mentioned therein; second, by searching articles from electronic
databases such as Ebsco and ProQuest, with appropriate keywords; and
third, from the citation lists generated by Harzing’s Publish or Perish
software. A cumulative list of all three of the search strategies produced
close to 200 articles. This initial search was further refined to include
only articles deemed relevant, after reading the abstracts. Following this,
a few more articles were added through reference checking. The articles
were then categorized by chronology, theories, emerging themes, and key
questions addressed.

Multipoint Competition: Historical Roots
and Subsequent Progress

Research on multipoint competition crosses the boundaries of industrial
organization (IO) economics, marketing strategy research, and inter-
national business. In this section, I briefly discuss about these shared
boundaries, and how the topic of multipoint competition has emerged as
a distinct research area and gained prominence.

The origin of multipoint competition is rooted in IO economics and
oligopoly theory. As firms compete simultaneously in multiple markets,
both their intensity of rivalry and motivation to cooperate are influenced
by the market interrelatedness. To that extent, multipoint competition
is an extension of oligopoly theory. IO economists (e.g., Bernheim &
Whinston, 1990; Edwards, 1955; Porter, 1980) argue that rivalry within
an industry shapes competition, and that firms facing each other in a web
of markets are likely to follow deterrence strategies as the advantage of a
move in one market can be offset by retaliation in another market (Baum
& Korn, 1999). Therefore, these firms are often less aggressive, even tac-
itly collusive. As Edwards (1955) notes,
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Firms that compete against each other in many markets, may hesitate to
fight vigorously because the prospects of local gain are not worth the risk
of general warfare. ... A prospect of advantage from vigorous competition
in one market may be weighed against the danger of retaliatory forays by
the competitor in other markets. (from Corwin Edwards™ testimony, cited
in Scherer, 1980: 340)

At this stage, the unit of analysis was still the industry-level variable, such
as one of Porter’s five forces, that is, intensity of rivalry, and collusion.
The seminal work by Karnani and Wernerfelt (1985) was one of the first
to bring firm-level action into focus. They clarified the concept of multi-
point competition as relevant to the strategy literature. The Karnani and
Wernerfelt model explained entry behavior, response behavior, and com-
petitive equilibriums (Smith & Wilson, 1995). Citing examples of mul-
tipoint competition from the US airline industry, the global tire industry,
and the competition between BIC and Gillette, the authors elucidate
four courses of actions that firms can take: (1) do nothing, (2) defend,
(3) counterattack, and (4) total war (Karnani & Wernerfelt, 1985: 92).
Doing nothing may signal weakness on the part of the firm, and may fur-
ther erode competitive position; hence, it is not really a viable option in
many cases. Defending involves a response in the same market, by price
cut or differentiation, whereas counterattack involves moves in another
market as a response to a rival’s action in the focal market. Defending
leads to a limited war equilibrium, where both firms settle into a mutu-
ally acceptable price level; counterattack leads to a mutual foothold
equilibrium, in which both firms accept each other’s presence in both
markets with certain tradeoffs. These last two are equilibrium conditions
that last until some change occurs in the market, the environment, or
firm characteristics.

The next seminal theoretical advance was made by Chen (1996), who
added a strategic dimension of “resource similarity” to the already estab-
lished marketing dimension of “market commonality”, and argued that
it is the integration of these two that decides the competitive dynamics.
According to Chen, firms may compete simultaneously in multiple mar-
kets, but may not pose equal threats to each other. While Karnani and
Wernerfelt (1985) elaborated on the action—reaction aspects of rivalry,
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Chen (1996) added one step in between, that is, the drivers of competi-
tive behavior in the form of awareness, motivation, and capability (the
AMC framework). Firms may want to engage in, or refrain from, certain
types and extents of rivalry in multimarket contacts; however, what they
can actually do is influenced by their awareness, motivation, and capa-
bility. Since managers have bounded rationality and unique thought
processes, the competitive asymmetry between two firms is much more
complex than mere market presence. Subsequently, Baum and Korn
(1999) posited a further micro-level analysis—the dyadic interaction
of action-response as the unit of analysis. They also argued that mul-
timarket contact leads to mutual forbearance in terms of market entry
and exit, but that the relationship is nonlinear, following an inverted
U-shape pattern.

Research in multipoint competition has developed along these key
themes: antecedents of multimarket contact (Korn & Baum, 1999),
mutual forbearance (Edwards, 1955; Baum & Korn, 1996; Gimeno &
Woo, 1996, 1999), foothold moves (Upson et al., 2012), implications for
market entry (Baum & Korn, 1999; Haveman & Nonnemaker, 2000;
Fuentelsaz & Gémez, 20006), implications for market exit (Boeker et al.,
1997), resource similarity (Chen, 1996; Young, Smith, Grimm, & Simon,
2000), resource diversion (McGrath, Chen, & MacMillan, 1998), CEO
tenure (Stephan, Murmann, Boeker, & Goodstein, 2003), links with
economics of scope (Baum & Korn, 1996; Gimeno & Woo, 1999), and
links with performance (Scott, 1982; Gimeno, 1994; Gimeno & Woo,
1999; Guedri & McGuire, 2011). Important development in this field
came from empirical studies across an array of industries and markets, as
presented in Table 4.1.

Major conceptual advances have come in the form of formal mod-
eling of collusion in multimarket settings (Bernheim & Whinston,
1990), entry strategies and entry deterrence (Van Wegberg & Van
Witteloostuijn, 1991), the awareness—motivation—capability frame-
work (Chen, 1996), and restructuring of competition and spheres of
influence by resource allocation and diversion (McGrath et al., 1998).
Firms competing under multimarket contact have the broader option
of choosing to retaliate across one or more markets, depending on cost
or feasibility and maximum potential to hurt the rival. The potential
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Table 4.1 Research on multipoint competition in various industries

Industry/context

Study

Airlines

Automobiles
Banks

Cement
Hotels
Hospitals

Insurance
Manufacturing

Newspaper
Software firms

Telephone and
cellular
Tires

Evans and Kessides (1994), Baum and Korn (1996, 1999),
Gimeno and Woo (1996, 1999), Gimeno (1999)

Yu, Canella, and Subramanian (2009), Yu and Canella (2007)

Heggestad and Rhoades (1978), Roadhes and Heggestad
(1985), Mester (1987), Pillof (1999), Barros (1999),
Haveman and Nonnemaker (2000)

Berger, Dick, Goldberg, and White (2007), Fuentelsaz and
Gomez (2006)

Jans and Rosembaum (1997)

Fernandez and Marin (1998)

Boeker et al. (1997), Baum et al. (2000), Stephan et al.
(2003)

Greve (2008), Li and Greenwood (2004)

Scott (1982, 1991), Feinberg (1985), Hughes and Oughton
(1993)

Fu (2003)

Young et al. (2000), Kang, Bayus, and Balasubramanian
(2010)

Barnett (1993), Parker and Réller (1997), Busse (2000)

Gimeno (1994), Ito and Rose (2002), Rose and Ito (2009)

profit resulting from obtaining an advantage in one market is weighed
against the threat and cost of retaliation in one or more different mar-
kets in which firms come in contact with each other. Thus, firms have
incentive to be more careful in such situations, with respect to engaging
in intense rivalry, which may lead them to compete less aggressively.
This mutual recognition of threat may lead firms to mutually forbear,
or even to cooperate.

In formal terms, mutual forbearance is “the ceding of control of one
product or geographic market to a competitor in exchange for that com-
petitor’s acquiescence in another market” (Golden & Ma, 2003: 479).
According to the mutual forbearance perspective, multimarket contact
should result in higher prices and higher profits. The empirical evidence
supports the outcomes of increased prices (Gimeno, 1999; Gimeno &
Woo, 1996; Parker & Roller, 1997), profits (Phillips & Mason, 1992),
and growth (Haveman & Nonnemaker, 2000). Table 4.2 lists some of the
key empirical papers and their findings.
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Table 4.2 Some key empirical studies

Study

Findings

Scott (1982)

Baum and Korn
(1996)

Gimeno and Woo
(1996)

McGrath, Chen, and
MacMillan (1998)

Baum and Korn
(1999)

Gimeno and Woo
(1999)

Stephan et al. (2003)

Fuentelsaz and
Gomez (2006)

Yu and Canella
(2007)

Multimarket contact alone leads to lower profits, but
when both contact and seller concentrations are high,
profit is also higher

Market domain overlap raised airlines’ rates of market
entry and exit, while multimarket contact lowered
them, especially in markets dominated by a single
airline

Multimarket contact reduces rivalry, but strategic
similarity between firms moderately increases its
intensity

Firms can try to shift a mutual forbearance-based
equilibrium by changing their position in one or more
markets, and can engage a competitor in one market
by shifting its resources from other market as a
diversion tactic

An inverted U-shaped relationship is found between
firms’ rates of entry into and exit from each other’s
markets and the level of multimarket contact in
competitor dyads. This curvilinear effect varies from
dyad to dyad, as a function of relative levels of
multimarket contact with competitors in other dyads
and relative sizes of competitors in a focal dyad

Firms with higher economies of scope increase their
multipoint contacts with similar firms. The resulting
multimarket competition (MMC) and the firms’
abilities to share resources influence efficiency, rivalry,
and profitability

Focusing on the role of managers, short-tenure CEOs
may opt for higher multimarket entry; for others,
tenure and the degree of MMC follow an inverted
U-shape

Both multimarket contact and strategic similarity are
important antecedents in the analysis of entry
decisions

When multinational enterprises (MNEs) are engaged in
rivalry in host country market, their speed of
response to an attack is influenced by resources,
government constraints, subsidiary control,
multimarket contact, and the strategic significance of
the market

(continued)
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Table 4.2 (continued)

Study Findings

Yu, Subramaniam, Though multimarket provides broader competitive
and Cannella options, for MNEs, these options are modified by
(2009) subsidiary ownership, home-host cultural distance, host

country regulatory restrictions on MNC activities, and
the presence of local competitors

Kang, Bayus, and Under multimarket contact, firms mutually forbear in
Balasubramanian terms of price and new product introductions. In case
(2010) of competitive attacks, firms can respond by

introducing new products, and may or may not alter
pricing decisions
Guedri and McGuire  For strategic groups with high mobility barriers,

(2011) multimarket competition has strong positive effect on
firm performance. As the barrier lessens, this effect
reduces, becoming negative for groups surrounded by
low mobility barriers

Jayachandran et al. (1999) were the first to synthesize the work on
multimarket contact and its implication for intensity of competition as
relevant to the marketing literature. Yu and Canella (2013) provide the
most recent review article on multimarket research. Also, scholarly work
summarizing the literature in the field of competitive dynamics touches
upon multipoint competition (see Table 4.3 for details). As research on
competitive dynamics gained prominence in the 1990s, its first con-
solidation within the field of strategic management was undertaken by
Smith, Ferrier, and Ndofor (2001). Their review was focused on empiri-
cal studies and had a sample of 30 published articles. They elucidated
the competitive relationships through a model consisting of the actor
(firm that takes a competitive action), the competitive action (type or
magnitude of the action), the responder (firm that reacts), the response
to the action, the industry context of the competitive activity, and the
associated performance outcomes. This was the first stock-taking attempt
in mapping the field of competitive dynamics and critiquing the theories,
samples, and methods. The study touched on multipoint competition as
an organizational characteristic that influences competitive actions.



Aijenrr aNIN
uol3esadood
104 DINIIN JO 9sn @3elaqiad
siabeuew
Jo dew |ejusw ‘spadse uoiubod
fieniwey
pue 93U1J93}3p UdaMIaq uolle|ay
uoiadwod
}22J1puUl pue 12341p Y1oq
Ul SWJl4 910W 1O d34Y} YHM S[9POIAN
duewJsojiad
Wiy 0} $)Ul| pue }deuod
annadwod ul swuly 3|diynA
S9A|ONAD pue sabiaws
uonadwod jutodinw Aym pue
MOy }o suolieiaidiaiul [eliabeuey
s|ana| |euoibal
pue ‘jeuoileu ‘Ayd ays 1e Aijeary
SINIAl Ul youne| 1onpoad maN
$9143UNOD SSOIdE JO S}ddJew
|euoifaJ SNOLIBA SSOJde [eALl
uanIb e yam sojweuhp aaiadwod
uoi}3adwod Hun-Idu|
s}lun ssauisnq
S} 4O JolneYS( dAIHIddWOd
3y} uo siapenbpeay a1elodiod
e Jo so13slaeIRYd d16a)eI)S
pue |euoiyeziuebio jo pedwy
¢uoiiadwod
|9n8]-91e40d10D Ul abebuad
0} $3210} |BUJDIXD JO S}UN SSaUISN(
SNOJJBA 9}BJIS9YDJI0 W) B SDSOP MOH

1oeU0d
19Jewi}nw Jo }nsal
e Se 9dueJleaqJoy [eninw
01 ped| 9dUSLIABP pue
Ayueljiwey—sassadoud om)

Jeaquoy Ajlenynw

Asy1 Aym pue usaym pue

JdIN $S3sse swl Moy
uo ydJeasas Aieujwifaid

swu

Aq 1xa pue A13us 1934w

ul 9|qelea Husbuuod e
se uonedwod iodn Ny

}domiau pue ‘Abo|odd
uone|ndod ‘Aieuoiynjond
‘leuolIN}Isul
se ydns sa1109y}
Mau Buisn 1oy syusawnbay
away)
yoes uiyum |eipuazod
2ininy pue sdeb yoieasay
pasn spoyiaw pue
‘sa|dwes ‘eyep jo anbnd
JJlomawe.y
DINV 343 Ul ydJeasal
solweulp aaedwod
JO MaInal anIsuayaudwo)

ABajesys bunaew

104 1PeIUOD 133Jew i} nw

Jo suonedidwi pue sa|gelien

193Jew }O s19449 Bulesspow ay3
‘adueleaqlo) [eninW 40 ssadoud ay |

sJ91sn|> |euoibas pue ‘sdnoub
169135 ‘uoiladwod iodinw
‘uonzadood ‘sbejuenpe
Janow-1s414 ‘asuodsal pue uolpe
SWEeaJ1s XIS Ul 94n3etall| solweulp
aniadwod ayy buiziuebio

syulodmain
J03de-0.0|W pue aA}RdWwod
-0Joew pue ‘saaldadsiad
193Jew pue ‘sanljiqeded
‘ssad04d pue juaiuod Abajeuys
Bupjul] yaomaweluy buizisayiuAs
e Olul 3JNn3eJsall| sOlweulp
aniadwod ayy buiziuebio

(6661)
uelelsepesep pue

‘ouswio ‘uelpueydeher

(7002) 19A00H

pue ‘mous ‘usydia)

(Z102) J31!IN pue uayd

SuOI1DalIp 24NNy palsabbng

suoIINQLIIUOD

sn>04

Jaded

yoieasal uiodiynw ui siaded Buyel-pois € ajqelr



4 Research in Multipoint Competition: What Do We Know... 79

What Is Multipoint Competition and How Is It Distinct
from Competitive Dynamics?

Since research on competitive interaction as well as multipoint competi-
tion among firms was rooted in the 1O view and game theoretic mod-
els, the focus until Karnani and Wernerfelt (1985) was, by and large,
on temporal action sequences and firms’ collusive behavior. Karnani and
Wernerfelt (1985) emphasized firm-to-firm interactions in multipoint
competition situations, thus shifting the focus from the industry to the
firm. Gimeno (1994) empirically tested the effects of multimarket con-
tact at the firm level, and Chen (1996) added momentum to this by
clarifying the IO economists’ idea of competitive dynamics from a tem-
poral consideration to an interactive process between the firms. Around
the same time, Baum and Korn (1996: 255) distinguished between the
notion of competition and rivalry:

In economic theory, for example, competition is a property of market
structure whose form is determined by market forces not subject to the
conscious control of individual firms. Similarly, in organizational ecology,
competition occurs as largely anonymous organizations vie for a limited
common pool of resources. These definitions of competition differ mark-
edly from the conceptions of rivalry.

Interfirm rivalry is the extent to which firms compete against each
other in a specific market through actions and reactions; it influences
their ability to gain and sustain competitive advantage (Dickson,
1992; Porter, 1980). The essence of rivalry, as argued by Caves
(1984), Scherer and Ross(1990), and Hannan and Freeman (1989),
is a striving by firms for potentially incompatible positions through
an interplay of action-response with respect to each other’s competi-
tive moves. Instead of treating competition as a property of markets,
industries, or populations, Baum and Korn (1996) argue for a more
relational view of competition, where firms try to attain competi-
tive advantage by taking actions that affect other firms, understanding
that firms’ market positions affect their strategic interactions. Thus,
the concept of interfirm rivalry emerged with clarity, with firms and
their interactions as the focus.
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Multiple point competition is closely related to, yet distinguished
from, interfirm rivalry (Chen & Miller, 2012). While rivalry is related
to relative market positions, multipoint competition is a special case of
rivalry, in which firms compete with each other across more than one
market. Karnani and Wernerfelt (1985: 87) define multipoint competi-
tion as “a situation where firms compete against each other simultane-
ously in several markets”. In their definition, multiple markets refer to
geographical markets, product markets, and even different segments of
the same product market. Thus, multipoint competition is a result of
increased product diversification, geographic market diversification, and
greater use of coordinated worldwide strategies by MNEs (Gimeno &
Woo, 1999).

Prior to Chen (1996), the intensity of rivalry was studied as an industry-
level variable (Porter, 1980). Chen (1996) linked rivalry intensity to the
market context in which competition takes place among the firms. This
linkage is important, as the intensity of rivalry is altered when firms are
engaged in multimarket competition, due to greater interdependencies
among the firms and increased the opportunities to compete and retaliate
across multiple markets (Jayachandran et al., 1999).

Both Firm and Industry Considerations Are Important

Though rivalry is a common aspect of virtually any industry, the dynam-
ics change when multiple markets are considered together. Porter’s (1980)
concept of “rivalry”” as one of the forces shaping competition is entrenched
at the industry level, and is concerned with the incumbent firms in a
single industry setting. Complementing this, van Witteloostuijn and van
Wegberg (1992) presented five key features that drive rivalry in multi-
market contact: (1) the focus of rivalry can be either entry or price; (2)
resource-economizing entry is important, since it diverts resources from
the home market and, if the opportunity cost of new entry is high, a firm
may choose to retaliate only in same market; (3) multimarket spillovers
(externalities between two or more markets) in the form of economies
of scale and scope, leveraging resources, and reputation; (4) one-sided
entries can result due to high entry costs or legal protection; reciprocal
entries are made to keep competition in check by forcing the attacker
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to divert resources and by maintaining a foothold; and (5) multimarket
collusion as a result of firms’ recognition of interdependence that leads to
reduction of rivalry.

It is clear that both industry- and firm-level variables influence the
degree and nature of multipoint competition. As Baum and Korn (1999:
252) argue,

Multimarket contact is not an aggregate property of industries, markets, or
firms; it is a property of the relationship between two firms. This relation-
ship is defined by the intersection of their (multi)market activities, which
is established through a dynamic interaction across markets and over time
and reflects their efforts to coordinate activities across all markets in which
they meet. Such coordination across markets and time is taken for granted
in theoretical accounts of multipoint competition and is the main theoreti-
cal basis for expecting mutual forbearance.

Multipoint competition is highly industry-specific. For example, some
industries have particularly high entry barriers, making retaliation by
entry difficult or even impossible. Similarly, industries that are charac-
terized by high consumer loyalty make the entry of a counter-attacker
very costly. Industries differ in terms of first-mover advantage and
economies of scale, which also influence the rationality of entry or
protecting one’s turf.

At the same time, firm-specific characteristics also determine the extent
of multipoint contact. If a certain market is the source of major sales vol-
ume, or is of strategic importance to a firm, especially a core business or
one with high economies of scope, the firm’s effort to protect it is likely
to be higher. Some managers are quicker to perceive rivals’ competing
moves, and thus react faster and more effectively. This is a very firm-
specific characteristic. Firms also differ in their capacity to respond, in
terms of experiences, resource slack, and risk propensity.

Multipoint Competition as a Corporate-Level Strategy

Entry into new markets and businesses (Haveman, 1993), as well as exit from
markets, shape the competitive landscape and are important corporate-level
decisions (Boeker et al., 1997). Firms’ entry and exit decisions determine
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their market portfolio and overall scope of competition. Multipoint con-
tact creates avenues for competition across products, geographic regions,
or market segments (Karnani and Wernerfelt, 1985); since multiple mar-
kets compete for a firm’s limited resources, the decisions on which markets
to compete in become important questions. On a similar note, Chen and
Miller (2012) posit that multimarket competition provides a theoretical
framework in which to investigate interfirm rivalry at the corporate level.

Future Research Directions

The literature on multimarket competition has developed along the lines
of competitive structure and behavior (Boeker et al., 1997; Fuentelsaz
& Goémez, 2006), and the impact of multimarket contact on different
market conditions (Gimeno, 1999). To date, there has been a strong
emphasis on the anti-competitive consequences of multimarket contacts
through changes in prices, profits, or market share. Given the advantages of
multimarket contact, it can be argued that firms would do well to actively
seek ways to develop and increase contact with their rivals. Therefore,
the drivers of multimarket contact, and why some firms are more intent
on creating multimarket contact than others, represent important ques-
tions for interfirm rivalry research. While the outcome of multimarket
competition is well-studied, the antecedents of multimarket contact are
still underexplored, with a few exceptions such as Korn and Baum (1999)
and Greve (2000, 2006). Investigating the firm-level strategic and organi-
zational aspects that shape this potentially anti-competitive behavior can
add interesting insights to the field of multimarket competition. Future
research can focus on two additional such firm-specific aspects: (1) mul-
timarket competition in multi-business firms or business groups, and (2)
corporate governance aspects such as the roles of board composition and
top management team dynamics in shaping multimarket competition.
The other conspicuous gap in the current literature is a relative lack of
studies pertaining to the emerging-economy context. Some of the excep-
tions are Hu and Kuang (2008), Zhang and Round (2009), and Zhang
(2011), pertaining to the Chinese airline industry. This is an especially
important research context, given that firms are becoming increasingly
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globalized and investigating emerging-economy settings, with their
distinct institutional environments, can offer important insights into
the robustness of the existing knowledge on multimarket competition.
Developing a framework for investigation, shown in Fig. 4.1, I discuss
these potential research issues in detail.

As noted by Chen and Miller (2012), the study of corporate-level
strategy and competition is becoming important, along with the growing
importance of diversified national, multimarket, and multinational firms.
In the Indian context, business groups are the most prominent form of
such multi-unit and multimarket firms that compete with each other
simultaneously in a variety of markets. Firms afhliated to business groups
tend to exhibit high degrees of strategic and capability relatedness, which
may result in market relatedness with other firms of the group. Business
groups, like multi-divisional firms, have internal capital markets; when
they engage in multipoint competition, resource diversion strategies can
lead to serious internal competition for resources. Issues of how resources
are allocated among units, where slack is used, and how internal dynamics
shape up all create interesting avenues for future research. Currently,
Kalnins (2004) is the only study on intra-organizational rivalry that tests
multimarket competition between franchises. Similar studies on group-
affiliated firms can show how rivalry pans out between divisions, and
under what conditions promoting divisional rivalry can benefit the head-
quarters or the firm as a whole.

Past research has shown that multimarket contact has implications for
entry and exit (Anand et al., 2009; Baum & Korn, 1996; Boeker et al.,
1997; Haveman & Nonnemaker, 2000); these are strategic decisions, as
they involve significant commitment of resources. The top management
team, the owners, and the board of directors play important roles in taking
and implementing such decisions (Amihud & Lev, 1999). Recent papers
in the area of competitive dynamics have tried to integrate corporate gover-
nance aspects with competitive actions (He & Mahoney, 2006; Connelly,
Tihanyi, Certo, & Hitt, 2010). Extending these studies by adding the
multimarket context can lead to the consideration of new questions related
to the role of the board, top management teams, and institutional inves-
tors in shaping competitive actions. The literature contains evidence that
the top management team size, composition, experience, education, and
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Fig. 4.1 Conceptual framework for future research

tenure influence the array of competitive actions taken, response type, and
speed (Hambrick & Mason, 1984; Smith et al., 1991; Hambrick, Cho, &
Chen, 1996; Ferrier, 2000; Stephan et al., 2003).

Another stream of work that can illuminate the macro context in
which multipoint competition takes place is additional study of institu-
tional environments, and their impact on the shaping of both competi-
tive behavior and strategic choices in emerging economies. Institutional
theory suggests that striving for legitimacy drives the choices of actions,
and that firms compete within given institutional norms. Over time, out
of an array of possible competitive actions, the ones that are legitimate
in that institutional context, and meet the socialization and pressure to
conform, become prominent and practiced. Some of the market entry,
exit, and pricing decisions can be results of firms’ seeking legitimacy, thus
moderating the effect of multimarket competition. On a parallel line,
Northian institutional theory argues that firms’ actions are constrained
and shaped by the policies, incentive structures, and enforcement mech-
anisms in the institutional environment. Different markets are charac-
terized by different institutional environments, thus creating limits to
the set of retaliating options otherwise created by multimarket contact.
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For example, countries such as India have policies regarding price regula-
tion of many drugs. When certain molecules or drugs are price-regulated
and others are not, such policies can influence firms’ competitive moves
and countermoves. This offers another promising area for future research.

Conclusion

Multimarket contact increases the firms’ familiarity with its competitors,
and improves managers’ abilities to guess rivals’ intentions, capabilities,
and moves. Thus, it enables firms to form strategies with a better under-
standing of competition. At the same time, it can also limit rivalry, due
to the potential of retaliation from competitors. In this light, multipoint
contacts can be seen to alter the competitive dynamics and firm-level
strategies and actions, relative to what they might have been in a single-
market context.

Multipoint competition has developed into a distinct branch of com-
petitive dynamics research, through the cross-fertilization of ideas from
IO economics, strategic management, and marketing strategy. With
momentum gained in the 1990s, scholarly publication in this branch
continues to flourish. However, an emphasis on micro-behavioral
aspects, with an outcome focus, has continued to dominate the field.
Future research will benefit from integrating some of the macro-contexts,
such as institutional environment, organizational dynamics of business
groups, and corporate governance considerations, into this important
line of research.
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Internalization of IJVs and Institutions

Shailen Kumar Dalbehera, S. Raghunath,
R. Srinivasan, Murali Patibandla, and V. Nagadevara

Introduction

Joint ventures (JVs) can be temporary organizational forms (Franko, 1971;
Peng & Shenkar, 2002; Serapio & Cascio, 1996). Upon termination, a JV
can be sold off by its present parent firms to a third party; one of the parent
firms can buy the remaining controlling shares from the other parent(s), or
the firm may be liquidated. In case of insolvency, or when both the parents
decide to exit the business because of changes in their corporate strategies,
they are likely to choose sell-off or liquidation. When only one of the firms
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considers the JV unfit for its current strategy, it may choose to terminate
the venture (Raghunath, 1998). In such cases, the other partner(s) may
choose to acquire the shares of the exiting partner or have a third-party firm
buy those shares and become a new partner in the JV.

When all of the parent firms are interested in continuing to do busi-
ness in the same sector as that of the JV, and not pursuing more market-
oriented (vs. hierarchy-oriented) mode choices, such as licensing, the
mode change choice should lead to a wholly owned subsidiary (WOS)
(Makino, Chan, Isobe, & Beamish, 2007). In such cases, the JV is a
good acquisition candidate for its parent firms, upon termination. With
full knowledge of its operations, the scope of due diligence required is
lower, and the JV may be more readily integrated into the partner firm,
as the JV’s culture is likely to have some imprint from that of its parent
firms. The JV can add immediately to resources of the parent acquir-
ing it, giving scale and/or scope advantages to the acquirer. At the same
time, the other (former) partners lose these advantages. While they can
make up for it by either acquiring another firm with similar operations or
undertaking a greenfield investment, these actions will incur additional
costs associated with search, due diligence, and integration, in case the
other partner(s) choose(s) to acquire another firm from the market. A
greenfield investment will require time to attain the scale of the JV. Such
transaction costs, however, may not be covered by the price at which
the selling partner(s) release(s) the JV stake(s) to the acquiring partner.
Hence, if a partner wishes to continue operating in the JV’s business seg-
ment, there is logic in their competing strongly with the other partner(s)
to acquire the JV. Because of these advantages, the JV should be a more
appealing acquisition target for the parent firms, rather than for others.
Moreover, the parent firms have deeper knowledge about the JV, rela-
tive to other firms in the market. Hence, the costs should be higher for
third-party firms, because of the increased costs associated with due dili-
gence and integration. Thus, JVs, upon termination, are highly likely to
be internalized by one of the parent firms (Steensma, Barden, Dhanaraj,
Lyles, & Tihanyi, 2008).

“Internalization” is an often-used term in the international business
literature (Dunning, 2003). As used in the context of internalization
theory, it discusses the boundaries of the firm’s decision making, building
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on transaction cost theory; intermediate products and services for which
markets are imperfect can be internalized, such that they are owned and
controlled within the firm. These theories are used to help identify mode
choice when firms internationalize. When discussing internalization in
the context of JVs, we use the term more generally, compared to the way
it is used in internalization theory. Consistent with Meschi (2009), we
use “JV internalization” to refer to the acquisition of the JV by a partner
firm, who turns it into a WOS.

This scenario is important for strategy scholars, as it provides a micro-
analytic view of competition and mode change. Several constructs,
derived from different theoretical perspectives, can be studied and tested
for how they relate to internalization at this level. To this, we add the
constraint that the JVs are international (i.e., firms from different home
countries partner to form the JV), and apply an institution-based view
(Peng, 2002; Peng, Sun, Pinkham, & Chen, 2009; Peng, Wang, & Jiang,
2008) to study how institutions shape the internalization. Regulative,
normative, and cultural-cognitive systems are considered the three pillars
of institutions (Scott, 2008b). The impacts of national culture, repre-
senting the third pillar, on mode choice, performance, and switching are
well-researched (Barkema & Vermeulen, 1997; Brouthers & Bamossy,
2006; Hennart & Zeng, 2002; Kogut & Singh, 1988; Pothukuchi,
Damanpour, Choi, Chen, & Park, 2002). Considering regulatory pil-
lar, the nature of governmental regulations, especially their complexity,
will be a major factor (Dikova & van Witteloostuijn, 2007). However,
public choice theory suggests that more regulations can breed corruption
(Djankov, La Porta, Lopez-De-Silanes, & Shleifer, 2002). Because cor-
ruption can be a strong norm to follow, it can act as an institution under
the normative pillar, and it serves to change the effectiveness of the regu-
lations (Weitzel & Berns, 2006). These institutional factors can create
friction in terms of one partner’s trying to acquire the JV, whereas they
may act as sources of competitive advantage for another. We study this
issue in this chapter, and try to find out how each aspect is likely to affect
whether foreign or local partners internalize the international JV (IJV).

India represents a good context for this study. Since liberalization in
1991, regulations have been reduced in many industries, and the JV is
no longer a government-mandated mode of entry in most industries.



98 S.K. Dalbehera et al.

We study India after a decade of liberalization, so that the firms of interest
are confident of a stable regulatory regime. Few scholars have considered
India for such research (Kozhikode & Li, 2012), with more choosing to
study China as a representative of developing or emerging economies.
However, unlike China’s communist capitalist economy, India has a dem-
ocratic capitalist economy, which gives it institutional environment that
is more prevalent in many other countries. Hence, the outcomes of this
study may offer enhanced generalizability.

Literature Review

Considerable research has been done on JVs (Beamish & Lupton, 2009;
Christoffersen, 2013). According to Parkhe (1993), most of the lit-
erature on IJVs has focused on the motives for IJV formation, partner
characteristics and selection, control and conflict, and IJV stability and
performance. When Parkhe (2006) reviewed the field again, the results
were very similar. Knowing that the termination rate of JVs is as high as
30-70 % in various samples (Buckley & Casson, 1988; Kogut, 1989;
Park & Russo, 1996), many researchers have studied JV termination,
aiming to understand causal factors (Ren, Gray, & Kim, 2009; Yan &
Zeng, 1999). Still, there have been very few studies exploring aspects
beyond the factors leading to JV termination. One understudied aspect is
the evolution/transformation of a JV into a WOS of one of the partners
(Hennart, Kim, & Zeng, 1998; Kogut, 1991; Reuer & Miller, 1997;
Steensma et al., 2008). Instead of branding JV termination as “failure”, it
can be considered as an option for growth and expansion (Kogut, 1991),
with acquisition of the JV by one partner treated as the exercise of such
an option (Barkema, Shenkar, Vermeulen, & Bell, 1997; Bleeke & Ernst,
1991; Dussauge, Garrette, & Mitchell, 2000; Gomes-Casseres, 1987;
Hennart et al., 1998).

Uncertainties increase the costs of maintaining the JV (White & Lui,
2005), which means that a partner may acquire it in order to reduce
transaction costs (Chi & Seth, 2009). Also, when the risk associated with
further investment is low, the cost of acquisition is lower than benefits
of the JV, and it is comparable to similar assets in the market; a partner
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firm may acquire the JV to completely appropriate the benefits rather
than sharing them (Folta & Miller, 2002; Kogut, 1991). Acquiring the
JV offers advantages over other acquisitions, because of the easier integra-
tion; effective integration is what enables acquisition success (Haspeslagh
& Jemison, 1991). Because termination of a JV through acquisition by
one of the parent firms means that the venture tips toward one side or
the other, we study the impact of the institutional environment to under-
stand to which side the venture is likely to lean. Therefore, we review the
literature on JV termination and internalization, followed by the litera-
ture on institutions and regulations. In addition, a brief history of the
institutional environment for firms in India is presented, to develop an
understanding of the context of the empirical study.

JV Termination and Internalization

Theorizing on inter-organizational relationships has been based on many
perspectives (Barringer & Harrison, 2000; Faulkner & De Rond, 2000).
One of the most prominently used perspectives in the JV literature has
been transaction cost economics (Tsang, 2000), which looks at JVs as
a hybrid form of organization, between market and WOS, on the basis
of the level of uncertainties prevalent (Williamson, 1991). Under the
transaction costs framework, as the uncertainty resulting from market
inefficiencies goes up, the preferred mode to organize the transaction
changes from market to a hybrid option, and then to a WOS. However,
another key theoretical perspective, based on real options, suggests that
a firm would do well to invest in a JV under such circumstances, and
wait for a better opportunity when the uncertainty is lower; that is,
under high uncertainty, limit risk by committing less, and increase
the investment when the risk is reduced (Ahsan & Musteen, 2011;
Chi & Seth, 2009). This apparent conflict between the real options
and transaction costs approaches is resolved with an understanding
of the distinction between the uncertainties being considered. In the
transaction cost approach, the uncertainty is viewed as endogenous, the
type of uncertainty that the firm can reduce with investment. In the real
options approach, the key uncertainty is exogenous, which cannot be
affected by a firm (Folta, 1998; Folta & Miller, 2002).
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Neither the transaction cost nor the real options perspective considers
aspects such as trust and reciprocity in relations. The transaction cost
view is based on an underlying assumption of opportunistic behavior.
Game theory, however, suggests that partners benefit in the presence of
mutual trust, which enriches relational capital. The typical use of transac-
tion cost theory does not account for repeated transactions, which can be
treated as an iterative prisoners’ dilemma; to understand that, in a one-
off game, one may act opportunistically but, in repeated games, benefits
are maintained by trust and reciprocity (Axelrod, 1984; Faulkner & De
Rond, 2000; Gulati, 1995). Moreover, from both the knowledge and
resource-based views, trust and reciprocity are required for the firms to
be able to share tacit resources, on top of the contract- mandated sharing
of explicit resources between partners (Osborn & Baughn, 1990). The
resource-based view suggests that, instead of considering cooperation as a
middle path, it can be viewed as a way to improve sustainable competitive
advantage by gaining from resource combination (Das & Teng, 2000b;
Kimber & Raghunath, 2001; Tsang, 2000). In fact, the relationship itself
can be considered as a resource that contributes to competitive advantage
(Madhok, 2000; Madhok & Tallman, 1998). The organization learning
perspective suggests that JV destabilization may be the result of one part-
ner’s having won the “learning race” and gained its desired level of knowl-
edge from the relationship (Hamel, 1991). Considering property rights,
the formation of the JV entailed partners’ each investing less than what
would have been required for complete ownership (Ramanathan, Seth,
& Thomas, 1997). Once the value that can be appropriated by acquiring
full ownership property rights exceeds their cost, for one partner, inter-
nalization is the logical strategy.

JV termination stems from instability. Research in this area has often
considered stability as representing performance (Parkhe, 1993; Ren
et al., 2009). Studies on termination have tended to focus on longevity,
specifically JV duration (Dussauge et al., 2000; Hennart et al., 1998).
Upon termination, JVs are necessarily either dissolved or acquired (Das &
Teng, 2000a; Park & Ungson, 1997). From studies related to JV termina-
tion, some prominent factors considered are bargaining power, commit-
ment, control, trust, justice, conflict, cooperation, cultural differences,
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goal congruity, external environment, and parent characteristics (Ren
etal., 2009; Yan & Zeng, 1999).

Yan and Gray (1994, p. 1480) define bargaining power as “a bargainer’s
ability to favorably change the bargaining set, to win accommodations
from the other party, and to influence the outcome of a negotiation”.
Firms engaging in JVs have different strategic objectives and strengths
(Harrigan & Newman, 1990). In an operational JV, partner firms depend
on each other’s resource contributions; if one partner contributes some
“irreplaceable” resource, this creates a strong dependency on the part of
the other partner(s), and the contributor of that key resource gains power
(Inkpen & Beamish, 1997; Yan & Gray, 1994). The factors influencing
the bargaining power of JV parents include government suasion, technol-
ogy, local knowledge and marketing skills, and the distribution of out-
puts and financial capital (Blodgett, 1991). Foreign partner bargaining
power may be curtailed by host country laws (Gomes-Casseres, 1990;
Nakamura, 2005; Patibandla, 2006; Puck, Holtbriigge, & Mohr, 2009).
Based on examples from Abegglen and Stalk (1985), Nakamura (2005)
suggested that the nature of changes in bargaining power, for local or
foreign parents, may provide insights into the eventual acquirer of the
JV. A firm will logically acquire the JV only if the associated integration,
negotiation, and switching costs are lower than for alternative firms in
the local market. When both of the parties do not share the interest in
terminating the JV, the initiator will have to bear heavier switching costs,
since the other partner is not ready to leave the partnership and hence is
motivated to demand more for its share (Chi, 2000; Chi & Seth, 2009;
Franko, 1971).

Puck et al. (2009) studied the factors behind the foreign partner’s
acquiring IJVs in China, using transaction cost theory (including the
knowledge perspective) and institutional theory and considering asset
specificity, external uncertainty, and cultural distance. Building on the
Steensma and Lyles (2000) consideration of JV stability, Steensma et al.,
(2008) used the social exchange and organization learning perspectives,
and identified power imbalance, learning from the foreign parent, and
conflict between parents as the main contributors to both JV’s turning
into WoSs and also to whether the WOS becomes foreign or local.



102 S.K. Dalbehera et al.
Institutions

Apart from the way people casually converse about institutions, scholars
in the field of sociology, economics, and political science use specific defi-
nitions. According to North (1990, p. 3), “Institutions are the rules of the
game in a society or, more formally, are the humanly devised constraints
that shape human interaction”. These rules can be either formal (e.g.,
regulations, laws, constitutions, property rights) or informal (e.g., cus-
toms, norms, traditions). According to Scott (2008a, p. 48) “Institutions
are comprised of regulative, normative and cultural-cognitive elements
that, together with associated activities and resources, provide stability
and meaning to social life”. According to Schotter (1981, p. 11) “A social
institution is a regularity in social behavior that is agreed to by all mem-
bers of society, specifies behavior in specific recurrent situations, and is
either self-policed or policed by some external authority”.

While many other scholars have provided defined institutions, most
definitions are in line with these three. The common notion underly-
ing the definitions is that they seck to make the behaviors of individuals
and organizations predictable (Crawford & Ostrom, 1995; Greif, 20006),
through formal rules or informal norms that groups of individuals or
organizations practice and expect others to follow. Enforcement may be
implicit, through the mechanisms of reputation, coordination, or control
of other social benefits, or there may be formal enforcement agencies.
According to Dowling and Pfeffer (1975, p. 122) “Organizations seek to
establish congruence between the social values associated with or implied
by their activities and the norms of acceptable behavior in the larger social
system of which they are a part”. That is, organizations try to follow the
appropriate institutions, which control the strategy domain, including
both strategies that can be used and the outcomes obtained using these
strategies. Thus, institutions also control organizational opportunities.

Choice based on minimizing transaction costs represents a fundamen-
tal tenet of neo-institutional economics. Building on the Coase (1937)
discussion of markets and hierarchies as alternate forms of governance,
Williamson (1991) argued that transaction costs can be used to guide
choices among firm-level “institutions of governance” (Williamson, 1991,
p- 269; Williamson, 1998, p. 75). Davis, North, and Smorodin (1971, p. 6)



5 Internalization of 1JVs and Institutions 103

defined an institutional environment as “The set of fundamental politi-
cal, social and legal ground rules that establishes the basis for production,
exchange and distribution”. Any change in the institutional environment
changes the comparative costs among the institutions of governance of mar-
kets, hierarchies, and hybrid modes (Williamson, 1991); this notion is key
in international business research, and represents the foundation of much of
the entry mode literature (Anderson & Gatignon, 1986; Brouthers, 2002;
Brouthers & Hennart, 2007; Chang & Rosenzweig, 2001; Contractor &
Kundu, 1998; Delios & Beamish, 1999; Delios & Henisz, 2003; Erramilli
& Rao, 1993; Luo, 2001; Makino & Neupert, 2000).

Regulation

The nature of the market incentivizes firm behavior. A competitive prod-
uct market pressures a firm to improve its efficiency and quality, while an
inefficient labor market may facilitate the use of poor practices pertain-
ing to employee safety. Similarly, without market pressure, firms may be
lax in terms of their impact on the environment. While a competitive
product market may improve the labor market over time, it may not
affect environment-related concerns. Society may thus demand that gov-
ernments use regulation to increase social welfare more rapidly, rather
than relying on slower acting market forces (Aghion, Algan, Cahuc, &
Shleifer, 2010; Mulligan & Shleifer, 2005). The state is also likely to set
regulations pertaining to monopoly, collusion, and anti-trust law, in
order to curtail unfair competitive practices (Posner, 1969). Along with
these examples of market failure, there can be other reasons to regulate
(Patibandla, 2013) with the aim of improving the nation’s resources.
For example, mandated domestic partnership arrangements for foreign
entrants may facilitate technology transfer to domestic firms and improve
the nation’s foreign exchange.

Institutional Environment for Firms in India

Immediately after independence, Indians had a sense of mistrust toward
businesses, especially foreign ones (Basu, 2004; Roy, 2002), especially
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in light of the fact that a foreign firm first came to India to trade and
then conquered it, which paved the way for the country to be colonized
(Dalrymple, 2015). The newly formed government favored a large bureau-
cracy to plan and control economic activities, rather than depending on
market mechanisms. A small number of business families were domi-
nant, and they captured the state (Bardhan, 1984; Patibandla, 2006),
gaining the bulk of the available licenses for various industries. Public
financial institutions provided loans, held equities without active mana-
gerial control, and also took over poorly performing units, covering the
loss. The anti-foreign business sentiment in India strengthened from the
1960s until the reforms in 1991 (Bardhan, 1984; Chari & Gupta, 2008).
In 1973, the Foreign Exchange Regulation Act was implemented, which
allowed the government to impose strict control over foreign exchange
and investments by foreign firms. Facing strong limitations, firms such as
Coca Cola and IBM left India. Domestic firms had protection from for-
eign competition, and the dynamics of local entrepreneurship were frail,
except for few pockets of the country (Patibandla, 2006). The business
groups created the alternative, to compensate for the resulting institu-
tional voids (Khanna & Palepu, 2005; Khanna & Rivkin, 2001).

These business groups opposed the advent of reforms relaxing regula-
tions governing foreign direct investment (FDI), arguing that they lacked
the technology to compete against foreign players and hence should be
protected. Chari and Gupta (2008) found that influence worked in favor
of domestic firms in many industries during liberalization, such that the
inward FDI allowed during 1991 was selective, and was successfully pre-
vented in highly concentrated industries. State-owned firms were partic-
ularly effective in this effort, and opposition parties argued against such
liberalization as a populist ploy (Bardhan, 2005).

Following the liberalization of 1991, the capitalist market mecha-
nism was at work in India. The liberalization was phased, with regula-
tions relaxed in different industries over time. Previously, regulations had
mandated the use of JVs to enter India in many industries (Contractor,
1990). With liberalization, the institutional environment changed, and
many foreign firms altered their operation modes. Industries in which
state-owned or traditional private firms were concentrated before liberal-
ization continued to be incumbent-dominated (Alfaro & Chari, 2009).
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In particular, post-reform, substantial changes appeared in the rising ser-
vice sector. Industries such as telecommunications and IT experienced
tremendous growth, and industries that had previously been unregulated
have grown especially rapidly. The growth of the service sector is attrib-
uted to the availability of high-quality tools, because of liberalization and
the expansion of the manufacturing sector (Dehejia & Panagariya, 2014).

India’s political environment affected the regulatory changes. The alter-
nating between political parties in power creates differences in patterns of
public expenditure (Gerring, Kingstone, Lange, & Sinha, 2011; Sdez &
Sinha, 2010). Obtaining buy-in from most parties, both supporting and
opposing, to get regulations passed is difficult, and even when parties are
convinced, the public may not be. This led to the defeat of last Bharatiya
Janata Party (BJP) government in 2004. The United Progressive Alliance
(UPA-I, the first term of the two consecutive terms for which they were
elected) government understood the mandate more clearly, and invested
in public expenditure accordingly. It also had pressure to do this from
its allies, the leftist parties (Bhattacharyya, 2013). Arguably, the correc-
tive steps taken led to winning a second term mandate for UPA, such
that Congress, the leading party in the alliance, no longer required the
left-wing support, and the policy formulations changed accordingly.
However, during this second term, their supporters also opposed the
reforms, fearing loss of support among their primary voter; this led to
the controversy around FDI in retail, where political parties like mem-
bers of the ruling alliance All India Trinamool Congress also opposed it
fiercely and even threatened to withdraw support for the government
(Bhattacharyya, 2013). UPA-II also appeared to lose focus on monitor-
ing, allowing rampant corruption to continue, including scams in the 2G
spectrum auction, coal block allocation, and the 2010 Commonwealth
Games. These issues contributed to the poor performance of Congress
and UPA in the 2014 national elections, allowing BJP to come back into
power as the single largest party.

Competitors in markets use their resources to beat their rivals (Lahiri,
Kedia, Raghunath, & Agrawal, 2009). Similarly, during exposés of cor-
ruption scam, it became clear that firms also used their political resources
toward these ends (Heston & Kumar, 2008). Differential regulations
applying to foreign and domestic competitors mean that local firms
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should be advantaged; it also seems that they may also have advantages in
terms of political influence.

Theory
Motivating Through New Institutional Economics

Calculated choices are based on cost-benefit analysis (Ghemawat, 1991;
Ghemawat & Costa, 1993). As (Milgrom & Roberts, 1990, p. 88) argued,
“capitalist economic institutions are organized so as to minimize the sum
of the costs of resources used in production and the costs of managing the
necessary transactions’. This explains the importance of transaction cost
economics in the international business literature (Williamson, 2010).
The work of Coase (1937) led to the establishment of the idea that the
firm is a mode of governance. This led to the transaction cost theory
pertaining to the boundary of the firm, which states that, if the costs of
transacting in the market are high, and can be reduced by internalizing
the transaction within a firm, then the firm should be the form for orga-
nizing the transaction.

This relates to raison détre of markets. Markets facilitate exchange at
lower cost by reducing the costs of search and information, and evolve
with economies of specialization (Patibandla, 2006; Smith, 1904). Larger
markets create uncertainty with regard to the enforcement of contracts,
and so most are regulated, such that contracts are honored (Patibandla,
20006). Still there are costs associated with transacting in a market,
including bargaining, contracting, policing, and enforcement (Dahlman,
1979). Sometimes, these costs can be reduced by bringing the transaction
into the firm. Moreover, entrepreneurs often prefer to exert more control
and absorb some risks, in order to invest in transaction-specific assets.

The costs of transacting are not always lower within a firm, and some
transactions should be carried out in the market (Coase, 1937, 1960).
Moreover, firms and markets are not the only two modes of economic
organization. There are many ways in which a transaction can be orga-
nized, including long-term contracts, JVs, alliances, franchising, and
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licensing. Modes of economic organization are chosen based on where
the transaction cost is expected to be the lowest (Williamson, 1989,
1991). This concept has also been applied to study the termination of JVs
(Makino et al., 2007; Park & Russo, 1996; Pearce, 1997). It is important
to note that the transaction costs that lead to mode change need not
be the same as those determining the mode chosen as outcome of the
change. This is reflected in the literature by two strands of research in this
area: one addressing IJV instability or termination and the other looking
at IJV acquisition (Puck et al., 2009; Steensma et al., 2008). We focus on
the latter in this chapter.

The transaction costs involved in acquiring the JV may differ for each
parent, which can affect which parent executes the acquisition. While
industry-level factors will be similar, differences exist at the firm level, in
terms of resources and capabilities. A key difference is associated with the
firm’s country of origin, and foreign and domestic firms will be affected
differently by institutions. The foreign firm will be less familiar with the
host country culture, and the regulations surrounding a foreign firm are
different from that of a local firm. Generally, foreign firms must abide
by both industry-level and foreign investment policies of the host coun-
tries, while local firms are affected only by the former. If corruption is
a norm in the host country and the foreign firm’s home country has
anti-corruption policies extending jurisdiction over foreign subsidiaries,
or the firm is from a country where corruption is not a pervasive norm,
then it will be at a disadvantage.

Impact of Regulations

Institutions are “constraints that shape human interaction” (North,
1990, p. 3), and “a constraint on one person is opportunity for another”
(Schmid, 2004, p. 1). Regulations about foreign investment and
operations are constraints that shape the behavior of the foreign firms in
a country, affecting their strategies.

Governments generally welcome FDI, in order to increase investment
and bring new resources and technologies into the country. However,
along with the benefits, FDI brings some potentially negative outcomes,
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such as harm to local firms that are unable to compete effectively against
the foreign players. Over time, this can lead to foreign firms’ becoming
extremely powerful, raising concerns about national security and sover-
eignty, leading governments to create restrictions in terms of FDI regu-
lations that include ownership restrictions such as the requirement to
have a local partner (Chen, Paik, & Park, 2010). In such a situation, the
foreign partner will be prevented from internalizing a JV, but will need to
either find another local partner or else go public. Such constraints bene-
fit the local partner. Even though the resources of the foreign firm may be
superior, the local partner has an advantage in terms of acquiring the JV.

Local laws that are complex and strongly regulatory encourage for-
eign firms to choose IJV as an entry mode (Yiu & Makino, 2002). In
highly regulated environments, the foreign partner is likely to prefer not
to change the JV into a WOS, and may seck another JV partner (Puck
et al., 2009), to maintain legitimacy and lower transaction costs associ-
ated with handling the regulatory environment (Xu & Shenkar, 2002).

Strongly nationalist sentiment among the public may affect the host
country government’s attitude toward regulation, giving it enhanced bar-
gaining power that the local partner can use to its advantage (Gomes-
Casseres, 1990; Yiu & Makino, 2002). As discussed earlier, regulatory
protection has long been available to Indian firms in many industries,
and nationalist sentiments regularly nudge the government to continue
this stance. During the liberalization of FDI, the most regulated indus-
tries were among the last to be opened to foreign competition (Chari
& Gupta, 2008). Even after almost 15 years of liberalization, the situa-
tion has not changed in many industries, especially those in which state-
owned enterprises and business groups dominated before the reforms;
this is despite the increased participation of foreign firms (Alfaro &
Chari, 2009). In terms of regulations and lobbying power, foreign firms
remain disadvantaged, giving them incentive to find other partners in the
event of the termination of a JV. Thus, we hypothesize:

Hypothesis 1 In industries with higher regulation, the likelihood of the
local partner’s acquiring the IJV upon termination is higher.
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Impact of International Trade Relationships

In 2012, India experienced a large scandal related to the distribution of
2G licenses. As a remedial step, the government canceled the licenses
of operators that had obtained their licenses in that distribution round.
Among those affected was a JV between a local company and Telenor, a
Norwegian company. Telenor took legal action, and also arranged for the
Norwegian I'T minister to come to India, and meet with Indian counter-
parts to negotiate.

We expect the home countries of foreign partners to help them to
negotiate in the host country, especially for firms in which the home
country has some ownership. Such negotiations are arguably more likely
to be effective work if the host country views itself as dependent, in terms
of trade, on the foreign firm’s home country, conferring stronger bargain-
ing power.

Hypothesis 2 If the host country is dependent on the home country of
the foreign partner in terms of trade relations, then the likelihood of the
foreign partner’s acquiring the IJV is higher.

Impact of Corruption

Corruption is generally viewed as having a negative impact on inward
FDI (Smarzynsk & Wei, 2002). It also affects the entry mode choices
of foreign firms (Uhlenbruck, Rodriguez, Doh, & Eden, 2006) and the
partnership criteria used for IJVs (Roy & Oliver, 2009). Institutional
theory supports the notion that a foreign firm can gain legitimacy by
partnering with a local firm (Chan & Makino, 2007), which will help the
foreign firm to gain the local knowledge necessary to, among other issues,
find alternatives to circumventing the constraints posed by corruption.
On the other hand, highly pervasive corruption may lead a foreign firm
to avoid equity partnerships, in order to reduce the bargaining power of
local partners (Uhlenbruck et al., 2006). Relatedly, Delios and Henisz
(2000) found that the equity ownership held by foreign firms is depen-

dent on expropriation hazards, both public and private.
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In highly regulated environments, political strategies assume greater
importance (Djankov et al., 2002). As the foreign partner has already
entered the host country through the IJV, it can be assumed to have some
understanding of the practices pertaining to corruption in that environ-
ment, and may not want to exit the country following the break-up. Still,
local firms have advantages, in terms of their networks with bureaucrats and
politicians (Hiatt & Park, 2013). More specifically, it is logical to assume
that foreign firms from countries with levels of corruption similar to India’s
will cope more easily and thus be more comfortable with internalizing the
JV. The difference in corruption level between the host and home countries
will affect the amount of expertise the foreign firm will have to gain with
respect to corruption in the host environment (Spencer & Gomez, 2011).
Faced with a large difference, the foreign firm may find it more unattractive
to deal with corruption (Cuervo-Cazurra, 20006), and opt to ally with a
local partner. For example, in the 2G spectrum auction scandal, the direct
participants in the act of corruption were local firms. Though the foreign
partners lost those licenses upon investigation and ruling by the court of
law, the risk of prosecution due to the corrupt actions was completely
assumed by the local partner. Based on this, we hypothesize:

Hypothesis 3 The higher the corruption levels in the host country, rela-
tive to the home country of the foreign partner, the greater the likelihood
of the local partner’s internalizing the IJV.

Methodology
Sample

Data for applicable IJVs in India were obtained from the Thomson SDC
(Securities Data Corporation) Platinum database, supplemented by
other sources such as the Thomson One banker and Prowess databases
and company websites. The JVs considered have at least one Indian par-
ent firm. JV data for the period of 2002 through 2012 were examined,
and yielded 174 JV acquisitions, of which 40 were fully domestic JVs.
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To avoid the confounding effect of the strategic exit of one partner’s
leading to acquisition of the JV by the other partner, we checked to see if
both of the parents had continued in the same industry in India, after the
acquisition, using registration details, company annual reports, and cor-
porate websites, along with news articles included in Lexis-Nexis. A lack
of evidence that a firm had continued its operation in the same industry
in India was taken as indicative of a strategic exit from the industry hav-
ing driven the acquisition of the IJV by the other partner; such cases were
not included in the analysis. Finally, in 62 of the 134 terminated IJVs,
both parents continued in the same industry in India after the acquisi-
tion. These 62 firms comprise our sample.

Of the 62 events in the sample, the Indian partner acquired the JV
upon termination in 23 cases. For these cases, we also verified that the
foreign partners did not have any foreign investment-related regulation
prohibiting them from acquiring the JV.

The dependent variable is binary, taking the value of 1 if the local
partner internalized the IJV upon termination, and 0 otherwise. As the
dependent variable is binary, we use conditional logistic regression, with
fixed effects for the year of IJV termination.

The explanatory variable used to test Hypothesis 1 is binary, with a
value of 1 for highly regulated industries and 0 for others, based on data
from Department of Industrial Policy and Promotion of the Government
of India. A similar classification is available for US firms, and is in wide
use (Grier, Munger, & Roberts, 1994; Hadani & Schuler, 2013). The cat-
egorization was done by creating an index that aggregated eight ordering
schemes: Pittman’s (1977) seminal work on classifying regulated indus-
tries in the USA, the Chakraborty and Nunnenkamp (2008) analysis of
FDI intensity in India, the Das (2003) results on effective rate of protec-
tion in the manufacturing sector in India, 7he Economist (2014) classifi-
cation for crony capitalism, trade policy data on restrictions on export/
import, the presence of an industry regulatory body, the presence of the
government as a major buyer or supplier, and whether industry belongs
to the natural resource or infrastructure sector. The cataloging was based
on two-digit NIC code, and the use of Indian data revealed several differ-
ences from the US coding,.
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For Hypotheses 2 and 3, country-level variables pertaining to India and
the home country of the foreign partner are included. The amount of trade
(as a percentage of total trade in India in the year of the internalization)
between the two countries, per UNCTAD, is used to test Hypothesis 2.
As this measure is a proportion, a logit transformation (/z(x/(1—x))) is used
before including it in the regression, for improved interpretation of the
results. For Hypothesis 3, the difference in corruption levels is measured
based on Transparency International’s corruption perception index.

Several control variables are included in the regression modeling. At
the inter-country relationship level, we control for diplomatic affinity of
nations (Voeten, Strezhnev, & Bailey, 2015), operationalized using an
index that shows the similarity in voting positions of two countries in
the United Nations General Assembly, reflecting diplomatic closeness.
Cultural distance is operationalized using data from the GLOBE study
(Waldman et al., 2006) and the approach of Kogut and Singh (1988).
Three cases involving foreign firms from countries for which GLOBE
data were not available were dropped from the sample. At the firm level,
we control for the India-specific experience of the foreign firm, based on
annual reports, company websites, news articles from Lexis-Nexis and
Google, and, if necessary, the registrar of companies website. We also
controlled for the owner business group (if any) of the Indian partner and
the group size, using a composite variable from the Centre for Monitoring
Indian Economy Pvt. Ltd. (CMIE) Prowess database. The owner groups
are classified by CMIE as private Indian standalone firms, government-
owned firms, top 50 business houses, large business houses (120 business
groups that are smaller than the top 50, in terms of revenue) and other
business houses. Data were unavailable for nine local firms, through the
Prowess database; these firms were dropped from the analysis. Two addi-
tional observations were dropped because of duplicate entries.

Results

The descriptive statistics of all the variables are provided in Table 5.1, and
the correlations between pairs of the non-categorical explanatory vari-
ables are provided in Table 5.2. Since there are some strong correlations
detected, we present the variance inflation factor (VIF) statistics for the
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Table 5.1 Descriptive statistics

Variable Mean  Std.Dev. Min Max
Acquirer 0.42 0.50 0 1
Experience of the foreign firm 23.50 29.50 3 150
Trade (logit transformation) —-3.47 1.54 —11.52 -1.86
CPI score difference 4.03 1.36 0 6.20
Affinity of Nations index -0.02 0.46 -0.64 0.81
Cultural distance (GLOBE) 1.77 0.78 0 3.79
Highly regulated industries 0.40 0.50 0 1
Owner groups
Top 50 business houses 0.40 0.505 0 1
Large business houses 0.15 0.36 0 1
Other business houses 0.29 0.46 0 1
Private (Indian) firms 0.12 0.32 0 1

Table 5.2 Correlations among non-categorical variables

Affinity of
Experience of  Trade (logit CPlscore  Nations
the foreign firm transformation) difference index
Trade (logit 0.09
transformation)
CPI score difference 0.10 0.26*
Affinity of Nations -0.11 —0.52%* 0.12
index
Cultural distance 0.02 0.06 0.58** 0.29*
(GLOBE)

*p<0.05, **p<0.01

explanatory variables in Table 5.3, which shows that there are no issues of
problem multicollinearity present in the model. The results of the regres-
sion modeling are presented in Table 5.4.

Among the control variables, the foreign firm’s experience in India is
found to add significant (p<0.10) explanatory power, suggesting that for-
eign firms with greater experience in India are more likely to concede
their shares in the IJV to the local parent. Hypothesis 1 finds support
from the finding that the likelihood of the local parent’s acquiring the
IJV is significantly (p<0.10) higher within highly regulated industries.
Hypotheses 2 and 3 are not supported, as the coefhcients associated with
the difference in corruption levels between India and the home country
of the foreign parent and the trade relationship.
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Table 5.3 VIF values

Variable VIF Tolerance R?
Experience of the foreign firm 1.10 0.91 0.09
Trade (logit transformation) 1.86 0.54 0.47
CPI score difference 1.57 0.64 0.37
Affinity of Nations index 1.74 0.57 0.43
Cultural distance (GLOBE) 1.49 0.67 0.33
Highly regulated industries 1.12 0.89 0.11
Owner groups 1.15 0.87 0.13
'Il'ab'let.5.4 Con(tiitionf'atlh DV: Partner internalizing the IJV
f(i)xgelzj Igf;zcgtge]fgl:):h\év;ear Experience of the foreign firm ((1)22;
of IV termination Trade (logit transformation) -0.86
(-1.23)
CPI score difference 0.20
(0.46)
Affinity of Nations index -2.73
(-1.60)
Cultural distance (GLOBE) 0.42
(0.56)
Highly regulated industries 1.45+
(1.70)
Large business houses 17.07
(0.01)
Other business houses 17.39
(0.01)
Private (Indian) 18.89
(0.01)
Top 50 business houses 17.01
(0.01)
Pseudo R? 0.36
AIC 48.90
BIC 68.02
Log-likelihood -14.45
7 16.02*

*p<0.10, n = 50, t statistics in parentheses
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Discussion

Studying impact of corruption on acquisitions made by foreign firms,
Weitzel and Berns (2006) argued that corruption reduces the premium
paid by reducing synergy. Meschi (2009) found that, with reduced cor-
ruption, foreign firms are more likely to try to internalize an IJV. However,
these findings were observed only when corruption was operationalized
using the Political Risk Services (PRS) International Country Risk Guide
corruption index, and not for the Transparency International ratings.

In this study, we add to the literature by shifting the focus to regulation
at the industry level in the IJV’s host country, while filtering out the situ-
ation in which a partner left the IJV willingly as part of change in corpo-
rate strategy by checking to see if the selling parent continued in the same
industry during the year after the dissolution of the IJV. While the differ-
ence in corruption levels between India and the foreign partner’s home
country did not offer significant explanatory power in our model, this
should not be interpreted as implying that corruption does not affect the
internalization decision. As the odds of an IJV in a highly regulated indus-
try being acquired by the local parent are significantly higher, we can infer
that corruption does play a role. According to the public choice perspec-
tive, higher regulation indicates higher scope for rent-seeking behavior
(Buchanan, 1980; Krueger, 1974; Mudambi, Navarra, & Delios, 2013;
Tollison, 1982; Tullock, 1967) and thus presents higher likelihood for
the public office to be captured for rent-seeking (Dal Bé, 2006; Stigler,
1971). Hence, we can expect that highly regulated industries in India are
more likely to be administered by public offices that are subject to cor-
rupt practices. In such a case, the local firm will have an advantage over
the foreign firm, being more familiar with the process of capturing these
offices. Third-party political and public affairs consultants can provide
such know-how to foreign firms, and might also offer their services to
complete the process of capture as an outsourcing solution, as was done
by Vaishnavi Communications in the case of the 2G spectrum auction
scam discussed above. Still, local firms can be expected to have longer
term and stronger ties with the politicians and bureaucrats at key public
offices. If the corruption in such offices is arbitrary (Lee, Oh, & Eden,
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2010; Rodriguez, Uhlenbruck, & Eden, 2005; Uhlenbruck et al., 2006),
then the third-party solutions may work for foreign firms. Otherwise, the
historical and strong relationships should be of more value to local firms.
Hence, our results provide a hint that highly regulated industries in India
might be corrupt and, if so, the corruption is not arbitrary in nature.

In the relatively small dataset used for this study, there are no firms
from countries with corruption scores lower than that of India, according
to Transparency International. In light of those scores, the above infer-
ence about the possibility of highly regulated industries in India’s being
corrupt seems plausible. However, the small dataset limited the scope to
estimate the impact of the difference in corruption levels between coun-
tries. Future work, using a larger sample with a variety of host countries
will be useful, and may allow effects of other country-level variables, such
as trade and diplomatic affinity between nations, to be investigated in
more depth.

Our model has addressed only the impact on competition between
foreign and local firms. As noted eatlier, the strength of political ties may
also affect competition, especially between local firms, and should be
studied in scenarios of such close competition for resources. For manag-
ers working in India, corporate political strategies are important. Our
results reinforce the notion that political strategies need to be fine-tuned,
according to the nature of the industry in which the firm operates. In less
regulated industries, the importance of political ties should be reduced.
Firms should always act with caution and proper due diligence.

Measuring the level of industry regulation can be complex. There are
multiple dimensions, such as ownership limitations, reporting require-
ments, and copyright protection strength, along which the level of reg-
ulation across industries differs. Our rather simplistic use of a binary
categorization to represent the industry’s level of regulation represents
a limitation of this study and gives scope for further research to create a
detailed index of regulation across industries and study its impact.

We have also made some strong assumptions regarding the limited
effectiveness of lobbying by foreign firms. In practice, the scenario may
be different. Foreign firms do have some room to lobby, based on the
technology they bring and the new jobs they create. However, following
Alfaro and Chari (2009), state-owned enterprises and traditional private
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firms still dominate industries in India. Hence, lobbying by foreign firms
can be expected to fall short in comparison to the efforts of the incum-
bents (Alfaro & Chari, 2009; , 2008). More direct studies that test this
assumption will be useful.

Broadly, this chapter has focused on the competition between foreign
and local firms. However, competition is looked at in chapter paper at the
micro level between only the foreign and local firm that were erstwhile
IJV partners, with respect to internalizing the IJV upon its termination.
In this way, we concentrate on competition upon mode change, and pro-
vide insights about the impact of the institutional environment on the
outcome of that competition.
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Do Spin-Offs Really Create Value?
Evidence from India

Venkatesh Kambla

Introduction

There is a common perspective in the academic and popular literature
that spin-offs tend to create value for shareholders (e.g., Cusatis, Miles,
& Woolridge, 1993; Desai & Jain, 1999; Sin & Ariff, 2006; Sudarsanam
& Qian, 2007; Veld & Veld-Merkoulova, 2009; Khedekar, 2013). This
view is based on evidence from a number of studies using data from
the USA and indicating that, on average, the announcement of a spin-
off is associated with positive abnormal stock returns. Moreover, based
on evidence from studies done on US firms (e.g., Cusatis et al., 1993;
Desai & Jain, 1999; McConnell, Ozbilgin, & Wahal, 2001) shares of
firms completing spin-offs appear to exhibit excess returns over periods
of up to three years following the restructure. However, studies using
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European data have not indicated the presence of significant abnormal
stock returns following spin-offs.

During the past 13 years, spin-offs have become more popular in
India. In recent times, there has been considerable “buzz” in the popular
press regarding spin-offs (e.g., Mampatta, 2014; Desai, 2015). The large
number of Indian spin-offs completed in recent years provides us with
an opportunity to examine whether the conclusion that spin-offs tend to
create value applies primarily to US firms, or whether this relationship is
more broadly applicable, including to emerging markets such as India.

In the academic literature, a spin-off has been defined as “when the
firm distributes all of the common stock it owns in a controlled subsidiary
to its existing shareholders, thereby creating a separate, publicly-traded
company” (Rosenfeld, 1984: 1437). In the management literature, spin-
offs are generally seen as the formation of new firms, wherein the newly
formed firm is totally separated from the parent organization, in terms
of control, risks, benefits, and management; sometimes, new economic
activity is also created around it by way of entering new markets or busi-
nesses. In other words, an existing division or business unit is separated
from the parent organization; the ownership and control are placed in the
hands of new owners; and the management, risk, and rewards are trans-
ferred from the erstwhile management to a new set of individuals. In a
way, we can thus view the spin-off as an activity wherein a large organiza-
tion is restructured and made leaner.

A number of studies of US firms find evidence of long-term superior
performance for both spin-offs and their parents (e.g., Cusatis et al., 1993;
Desai & Jain, 1999; Rovetta, 2006); parents and subsidiaries involved in
spin-off activity tend to outperform matched firms. An interesting ques-
tion that arises is whether spin-offs, in general, are really associated with
positive long-term excess returns or whether the US results are due to
the unique structure of its capital markets and related institutions, which
differ from other first world markets, as well as emerging markets such as
India. These differences in law, and its enforcement, make it very interest-
ing to study the long-term performance of non-US companies involved
in spin-off activity, especially in light of the different results between the
European and US contexts.
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In this paper we study Indian spin-offs. Spin-offs have only been in
regular use in India following the liberalization of the Indian economy in
1991. Post-liberalization, we witnessed a spurt in private-sector economic
activity across the economy, largely due to the fall of the “licence raj”.!
Most of the economy was de-regulated, barring a few sensitive sectors,
such as defense and a few other industries that were of national strategic
importance. These included arms and ammunition; atomic energy; coal;
mineral oil; mining of iron ore, manganese ore, gold, silver, copper, lead,
zinc, and atomic minerals; and railways. At present only a few of these
categories remain reserved for the public sector: atomic energy and min-
ing of atomic minerals and mineral sand, and railways. Post-liberalization,
individuals and business groups/houses—both large and small—began
to engage in new businesses and industries. Simultaneously, a large num-
ber of multinational enterprises entered the Indian market, seeking to
exploit opportunities to tap into a potentially huge market of nearly a
billion people.

Rapid changes took place in the country’s economic structure, and
local players were forced to adapt to the increased competition, with
both local and foreign players jostling for a share in the pie of the great
Indian market. The competition and influx of new players, combined
with hitherto-unopened sectors of the economy, created considerable
uncertainty for businesses, who found it challenging to adapt to India’s
changing economic and business landscape. These external forces forced
firms to rethink on their strategies for surviving and flourishing, and for
maintaining their positions in their respective business. One strategy
adopted by some players, in evolving a structure for their businesses, was
the divestment of subsidiaries and divisions by way of spinning them off
into standalone firms, or even selling certain businesses to consolidate
their own positions. In the period from 2000 to 2005, 40 spin-offs took

"'The “license raj” is a term used to describe the regulation of the private sector in India between
1947 and the early 1990s. In India, at that time, one needed the approval of numerous agencies in
order to legally set up a business. Manufacturing, in particular, was heavily regulated. The licence
raj was the result of a mixed economy that used a government planning commission established
after India’s independence. It was largely successful in the 1950s and after, but eventually led to low
rates of growth and investment. India began to liberalize its economy in the 1980s, ending the
licence raj (Farlex Financial Dictionary, 2012).
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place. From 2006, the volume of spin-offs increased rapidly; the period
from January 2006 to March 2012 witnessed no fewer than 95 spin-offs.

In this study, we have examined all of the spin-offs that took place
between January 2000 and March 2012 and that were undertaken by
firms listed on the Indian stock market and the resulting spun-off firm
was also listed on the Indian stock market. We employed the BHAR (buy
and hold abnormal return) measure to calculate the abnormal returns
due to spin-off activity. The results in this chapter support the view that,
on average, spin-offs create value, as they are associated with positive
abnormal returns over the long term. This is in line with US studies.

The remainder of this chapter is organized as follows. In the follow-
ing section, we discuss factors that explain the wealth effect from spin-
offs. Data description and methodology are included in the next section,
which is followed by the empirical results. The chapter is concluded with
a summary of the results.

Factors that Explain the Wealth Effects
from Spin-Offs

Firms that are spun-off enjoy greater discretion, when compared to inter-
nal business units, as they cease to be bound by the corporate structure
of the parent firm (Hambrick & Strucker, 1999). Due to the spin-off
process, the firm becomes free to adopt a financial structure viewed as
best suited for its business, and has the opportunity to raise capital by
way of an equity or debt issue, or to retire debt. This freedom, of course,
comes along with a risk that it could face financial and organizational
difficulties, as the parent company is no longer able to support it during
times of crisis.

Firms engaged in the spin-off process tend to believe that it will
improve the performance of the parent’s stock, as investors should be
able to perceive value more clearly post-separation (Krishnaswami &
Subramaniam, 1999). This is due to the reduction in information asym-
metry in the market about the firm’s various divisions, with respect to
issues of efficiency and profitability. In particular, spin-offs that occur as
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a result of focus-increasing strategy by the parent have been observed to
improve the parent’s stock market performance (Desai & Jain, 1999).
Diversified firms may try to improve their investment efficiency by spin-
ning off specific divisions; Ahn and Denis (2004) indicated that, post
spin-off, there tends to be a significant change in investment policy, and
investment inefficiencies are reduced. In a meta-analysis of empirical evi-
dence on value creation through spin-offs, Veld and Veld-Merkoulova
(2009) observed that spin-offs involving assets outside the parent firm’s
core business are generally viewed as value-increasing by the market, but
the same does not apply to the spin-off of core assets.

Highly diversified conglomerates may be hampered in realizing the
full benefits of diversification, due to the overrun of diversification costs,
relative to benefits (e.g., Prahalad & Bettis, 1986). In such cases, firms
may benefit from spinning off particular divisions, especially those oper-
ating in technology-intensive sectors or those that require swift decision-
making capabilities to make them more flexible and competitive in the
market (Ito, 1995). (Ahn and Walker (2007) noted that diversified firms
with a strong corporate governance structure are more likely to use spin-
offs when the costs of diversification exceed the benefits.) When the stra-
tegic path of a division or subsidiary becomes too divergent from that of
the parent, a spin-off may be a useful result (Chemmanur & Yan, 2004).
This process also gives spin-offs certain advantages over new entrants,
including operational and innovative competencies developed through
prior experience when attached to the parent firm, and managerial expe-
rience gained prior to being spun-off (Tubke, 2004).

Excessive layers of corporate governance can result in disconnects
between the goals of the management of the subdivision or business unit
and those of the shareholders (Green, 1988). In addition, lack of trans-
parency can lead to a misalignment between incentive structures and
shareholders’ goals. When a division is spun-off, its management has the
opportunity to become closer to the owners, due to the removal of corpo-
rate layers, allowing the goals of the two groups to become more synchro-
nized and the incentive structure to be more aligned with the operational
goals of the owners (Krishnaswami & Subramaniam, 1999). Veld and
Veld-Merkoulova (2004) reported that it is likely that, after spin-off,



134 V. Kambla

information asymmetry is reduced, which could lead to a decrease in the
undervaluation of the share value of the parent company.

Hite and Owers (1983) found that spin-offs that constituted a sub-
stantial portion of the parent firm tend to be more successful, in terms
of announcement date returns. Spin-offs having larger size are generally
more stable in their market position, which, in turn, increases the market
expectations of a larger benefit from restructuring (Tubke, 2004).

As pointed out by Ito and Rose (1994) and Rose and Ito (2005),
Japanese firms have a very different approach toward spin-offs, not
seeing spin-offs as an approach to parceling off a problem division
(unlike the typical US situation). Rather, Japanese firms use spin-offs
as a method of diversification and value creation, to enhance the sur-
vival of the business group as a whole. Unlike the typical approach in
the USA, Japanese parent firms withhold shares in the spin-off, rather
than transferring all the stock to shareholders. This enables the parent
to retain a tie, like an umbilical cord, with the spun-off subsidiary.
Ito (1995) argued that Japanese firms use the spin-off as an organiza-
tional arrangement that is suitable to survival, and offers an alterna-
tive way of diversification.

We see a similar phenomenon in India, whose business environment,
somewhat similar to Japan’s, is dominated by business groups. Also most
firms are family-owned, and the firms seem to be reluctant to fully let go
of their hold on the spun-off subsidiary and, as such, the parent firms
tend to retain their shares in the spun-off subsidiary. Therefore, it is of
interest to understand more about the implications of executing the
spin-off strategy in India, as related to the parent, the subsidiary, and
the business group as a whole. Prima facie, it seems that, unlike in the
USA, spin-offs may not be used as a mechanism to offload loss-making
divisions/arms/subsidiaries, but more as either a reorganization of assets
(e.g., when there is a split in the family) or to realize the true value of the
organization as a whole (value discovery by way of listing the subsidiaries
on the stock market). Are Indian firms actually able to extract value by
way of spin-offs and thereby create wealth for their shareholders, by way
of abnormal returns?
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Data Description and Methodology
Data Description

We analyze the population of Indian spin-offs listed on the Indian stock
markets. The data cover the period from January 2000 to March 2012,
with announcement dates obtained from the Capital Line database. Table
6.1 reports the annual distribution of the announcements to spin-off a
part of the company.

The original population consisted of 173 Indian spin-offs announce-
ments. A number of spin-off announcements had to be eliminated from
the study: 17 because the parent firms reversed the decision to spin-off a
part of the firm, 13 because as the parent firms were traded quite infre-
quently after the spin-off, and eight because the parent firms delisted
within a year of the spin-off. Thus, we were left with a sample of 135
firms that had completed the spin-off process.

Methodology

There is a wealth of literature on the calculation of long-term abnormal
returns. In this literature, a number of methods are proposed, most of

Table 6.1 Observations

Number of Number of
by announcement year Year spin-offs parent firms
2000 5 5
2001 10 9
2002 4 4
2003 6 6
2004 7 6
2005 8 8
2006 17 15
2007 16 12
2008 13 12
2009 10 9
2010 24 22
2011 13 11
2012 2 2

Total 135 121
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which suffer from limitations that are statistical in nature (Fama, 1998;
Lyon, Barber, & Tsai, 1999; Brav, Geczy, & Gompers, 2000). We employ
one of the most commonly accepted methodologies, the matching firm
approach of Barber and Lyon (1997). In this approach, we identify a
matching firm, based on the size of the company and its market-to-book
ratio. First, we divide all of the listed companies in India into deciles,
based on size, operationalized as the market value of equity. In the decile
that includes the sample firm, we identify five companies that are clos-
est to the focal firm, in terms of the market-to-book ratio. The closest
matching firm is identified as the first matching firm, the second closest
matching firm is identified as the second matching firm, and so on, to the
fifth matching firm. The equity share return for the sample firm is then
compared to the return on the matching firm. If the first matching firm
disappears from consideration for some reason (e.g., dissolution), we use
the second matching firm from that point in the analysis; if the second
firm also disappears, we continue with the third matching firm, and so
on. The application of this method only allows for the comparison of
means, via the use of independent sample #tests for the means.

Results

Table 6.2 shows the mean annualized returns both of parent companies
and the spin-offs in the period after the spin-off. We are investigating if
there is any statistical difference between the mean annualized returns
from spin-off firms and those of a matching firm based on similarity in
the two firms’ market-to-book ratios.

Loughran and Ritter (2000) stated that equal-weighted returns are rele-
vant, from the point of view of an investor who wants to predict the abnor-
mal returns associated with a random event. Fama (1998) argued that
value-weighted returns should be studied, because they more accurately
capture the total wealth effects that are experienced by investors. We
choose to undertake analysis of equal-weighted returns, on the basis that
we want to test whether a random spin-off is likely to be associated with
superior long-term performance. If we were to use value-weighted returns,
then the results due to a firm whose relative value is very large would
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Table 6'_2 Long term Mean (in %)  t-statistic
returns in excess of

matching firm return

Panel A: All parent firms

To to To+6 1.3 0.86
Toto To+12 6.4 0.98
Ty to To+24 17.2 2.15**
Ty to Ty+36 18.7 2.27%*
Panel B: All subsidiaries

To to Ty+6 0.7 1.12
Ty to Tp+12 3.7 1.79*
T, to To+24 8.3 2.17%*
T, to To+36 11.3 2.32*%*

* p<0.10, ** p<0.05

have a bearing on the outcome of the results. In Table 6.2, the abnormal
returns are estimated as the difference between the company returns and
the returns on a matching firm.

In Panel A of Table 6.2, the results for the parent companies are pre-
sented. The mean annualized returns are significantly (p<0.05) positive
only for the periods of 24 and 36 months after the spin-off. In Panel B,
we present the results for spin-offs. The mean annualized returns are posi-
tive for the periods of 12 (p<0.10), 24 (p<0.05), and 36 (p<0.05) months
post-spin-off. Thus, we identify positive abnormal returns for the periods
of 24 and 36 months after the spin-off activity for both parent and spin-
offs, along with 12 months for the spun-off firms. This could imply that
firms that might have diversified excessively, yielding negative synergies
due to misalignment of resources and the dilution of core competencies
due to size. Spinning off a subsidiary might help in unlocking value by
creating looser connections with assets or units that are not part of the
core business of the firm.

Summary and Conclusions

In their study of US spin-off firms, Krishnaswami and Subramaniam
(1999) quoted prior research and argued that the primary reasons for spin-
off, as cited in the literature, are improvement in focus and the elimina-
tion of negative synergies. They also noted that practitioners indicate that
the main motivation for spin-offs is information-related. However, they
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argued that, if the reasons for spin-off activities were solely improvement
in focus and the removal of negative synergies, then any mode of divesti-
ture could be undertaken. The authors suggested that firms might under-
take spin-offs when they expect the possibility of value being unlocked
by reducing information asymmetry. Khedekar (2013) noted that there
is evidence that conglomerates in India have undertaken restructuring
when they perceive they have become bloated, taking actions such as
spinning off or demerging loss-making divisions to bolster the parent’s
stock that has been weighed down by the diversion of resources.

Daley, Mehrotra, and Sivakumar (1997) argued that cross-industry
spin-offs create more value than own-industry spin-offs. Managerial skills
may be particularly well-suited to the firm’s core business, but not non-
core businesses. In this situation, freeing managers and owners from these
non-core activities may improve their efficiency and, thereby, the perfor-
mance of the parent firm.

At any given point in time, managers have an in-built limit to the
extent of diversity they can manage efficiently, with respect to mind-set,
concept of a particular business, and the administrative techniques that
have yielded success in the past. It can be difficult for the top manage-
ment to adapt and manage host of challenges across various industries. In
this regard, it may make more sense to spin-off a business unit that is dis-
tant from the core operations of the business (Prahalad & Bettis, 1986).

The creation of spin-offs can be consistent with the objective of the
firm, as it is a real challenge for any organization to sustain growth and
remain at the top of the game for a long time. When the firm finds it
difficult to maintain the leadership position in its industry, it becomes
necessary to pursue an alternative approach that makes it possible for the
firm to realign itself to achieve its objectives. Also, if the top management
of the firm feels that a division/subsidiary will be more suited as a sepa-
rate entity for various reasons (such as new market exploration, or new
product development, or exploration of a new business), yet wants to
retain some relationship so the primary owners are benefited in terms of
wealth maximization, a spin-off represents a valid alternative.

This chapter has addressed the wealth effects in Indian capital markets,
for spin-offs, studying medium and long-term performance for a sample
of 135 Indian spin-offs announced from January 2000 to March 2012.
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We find evidence of a positive long-term wealth effect associated with the
use of the spin-off strategy. This is in line with prior results from the USA
and Japan, but unlike results from studies undertaken using European
data. The returns for both the parents and the spun-off subsidiaries, when
compared to the return for a matching firm, are both economically and
statistically significant at 24 and 36 months post-event. It is surprising to
see this result, when the corporate governance system of India is different
from that of the USA. Differences in corporate governance between the
countries can be measured by means of the index of La Porta, Lopez-de-
Silanes, Shleifer, and Vishny (1998), which is one of the measures that
indicates that shareholders of companies in India are less protected than
shareholders in the USA. However, the results do not look all that sur-
prising when we compare the Indian firms to their Japanese counterparts,
as the promoters of Indian firms also hold stakes in the firms that they
spin-off from the parent firm. Our findings suggest that market reaction
to a spin-off announcement transcends differences in corporate gover-
nance systems. These results pose a few questions for further research,
especially with respect to the question of why firms use the spin-off strat-
egy. What is the motivation for the Indian firms to undertake spin-offs?
Is it discarding of problematic divisions, as observed in US firms, or is it a
case of group survival strategy, like that noted in studies of Japanese firms

by Ito and Rose (1994) and Rose and Ito (2005).
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The Influence of Liabilities of Origin
on EMNE Cross-Border Acquisition
Completion

Shobhana Madhavan and Deepak Gupta

Introduction

A recent, and an increasingly salient, trend in the global business land-
scape has been the rapid rise in outward foreign direct investment (FDI)
by multinationals from emerging economies such as India and China.
The percentage of total world outward FDI from emerging economies
grew from just 5 % in 1990 to a substantive 34 % in 2014 (UNCTAD,
2015). Emerging-market multinational enterprises (EMNEs) have been
following trajectories different from those predicted by dominant theo-
retical perspectives on internationalization. One of these differences is a
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preference for high-commitment entry modes, such as acquisitions in
heterogeneous geographies; this is contrary to the path of incremental
internationalization predicted by the Uppsala model (Johanson &
Vahlne, 1977). In fact, the cross-border acquisition (CBA) has been rec-
ognized as one of the key entry modes for emerging-economy firms, with
the value of these acquisitions growing from US$9.5 billion in 1990 to
US$152 billion in 2014, accounting for a record-high share of 38 % of
the total M&A activity across the globe (UNCTAD, 2015). Scholars have
theorized that EMNEs undertake acquisitions in order to obtain strate-
gic assets, such as cutting-edge technology, or global brands, in order
to compensate for lack of these conventional firm-specific advantages
(Luo & Tung, 2007; Mathews, 2006; Contractor, 2013). Acquisitions
may also be used as a means to overcome liabilities of origin, such as
underdeveloped institutions in the home country, inadequate managerial
capabilities, and the lack of global reputation (Child & Rodrigues, 2005;
Bonaglia, Goldstein, & Mathews, 2007; Madhok & Keyhani, 2012).
However, a question that has yet to be asked, and the focus of this study,
is that, while CBAs may help EMNE:s traverse the reputation barrier and
gain global capabilities, to what extent do these liabilities of origin influ-
ence acquisition completion?

This question becomes interesting in light of reports that some EMNE
acquisitions are not delivering the anticipated synergies (Karnani, 2012).
Further, the abandonment rate of acquisitions is fairly high among
EMNEs, with one estimate at 53 % for Chinese firms and 33 % for
Indian firms, for CBAs made between 2000 and 2008 (Sun, Peng, Ren,
& Yan, 2012). The reasons behind these low deal completion rates are
not yet clear. Most studies on deal completion have focused on the
influence of factors such as target firm performance, quality of the bid,
ownership, deal structure, bid premiums, and size, and have generally
involved MNEs from advanced economies (e.g., Holl & Kyriazis, 1996;
King, Dalton, Daily, & Covin, 2004). In fact, there has been surpris-
ingly little research on the factors influencing EMNE deal completion.
In one of the few studies on this topic, Zhang, Zhou, and Ebbers (2011)
investigated the influence of institutional quality, type of target industry,
and firm type on deal completion among Chinese firms, and found that
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deals involving targets in sensitive industries or located in countries with
lower institutional quality had a lower likelihood of deal completion. In
addition, if the acquiring firm was a Chinese state-owned enterprise, then
the likelihood of success was also lower than for private companies.

Understanding the factors that influence deal completion is impor-
tant, as the failure to complete acquisitions is associated with substantial
costs, both financial and in terms of managerial opportunity (Dikova,
Sahib, & van Witteloostuijn, 2010). Furthermore, failed attempts can
also lead to long-term psychological costs, as managers may feel discour-
aged from attempting subsequent acquisitions (Thomas, Eden, Hitt, &
Miller, 2007). Semadeni, Fraser & Lee, (2008) found that CEOs who fail
to close M&A deals may face stigmas in their careers.

This study becomes particularly important, given both the increas-
ing participation of EMNEs in cross-border M&A activity and the high
failure rate of acquisitions, even among multinationals from advanced
economies (AMNE:s). The failure rate of AMNEs has been reported as
anywhere in the range of 40-75 % (Cartwright & Schoenberg, 2006;
Marks & Mirvis, 2011; Sirower, 1997). Given that AMNEs have been
shown to have such a low success rate in acquisitions, even without fac-
ing origin-linked liabilities, our contention is that EMNEs will face even
greater challenges in their CBAs. In other words, the success of the delib-
erate strategic choice of CBAs as a means of overcoming EMNEs’ liabili-
ties of origin may itself be impacted by these liabilities.

The Liabilities of Origin

The term “liabilities of origin” was first used by Bartlett and Ghoshal
(2000), to describe the cognitive liabilities of over- and under-confidence
faced by EMNE managers in their efforts to go global. Ramachandran
and Pant (2010) further investigated the concept of liabilities of ori-
gin (LOR), and identified three factors leading to LOR: underdevel-
oped institutions, the absence of organizational global experience, and
the negative stereotypes that prevail for products and institutions from
emerging markets. While the influence of origin-linked factors, such as
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underdeveloped institutions and a lack of firm-specific advantages, on
the internationalization of firms from developing countries was investi-
gated in the early literature on EMNEs (e.g., Lall, 1982; Lecraw, 1977),
these disadvantages were not looked at in the context of acquisitions. This
is logical, given that cross-border M&A activity by EMNEs was very lim-
ited prior to 2000. The empirical research on the liabilities of origin has
so far been limited, and has focused mainly on the issue of legitimization
strategies used by EMNESs in response to the LOR that they face when
internationalizing (Pant & Ramachandran, 2012; Bangara, Freeman, &
Schroder, 2012; Klossek, Linke, & Nippa, 2012). Little is known about
the impact of LOR on EMNE acquisition completion. It is our premise
that the CBA experience of EMNE: is likely to be different from that of
their advanced-economy counterparts, largely because of their LOR. In
addition to the disadvantages caused by underdeveloped institutions and
limited global experience, EMNES’ lack of legitimacy and status may also
impact acquisition completion. The role of status becomes particularly
interesting when EMNESs take over firms in developed countries, as it
helps us to investigate a hitherto-unexplored paradox, namely, what hap-
pens when the traditional hierarchical positions of acquirer and target
firms are reversed? In other words, what happens when the acquiring
firm has a lower status than the target firm, because of its origin in an
emerging economy? In the M&A literature, the lower status or relative
standing of target firm managers has been shown to create conflicts and
cause executive departures, adversely impacting performance (Hambrick
& Cannella, 1993). Relative status could thus play an important role in
influencing the success of an acquisition.

The rest of the chapter is structured as follows. We draw upon theo-
retical insights from the literature on institutions, organizational learn-
ing, and organizational status to build our conceptual model. We then
develop hypothesis relating to the influence of the different dimensions
of LOR on the CBA process. This is followed by a description of the
methodology. We detail the results of this analysis and its implications,
and conclude with a discussion on the limitations of our study and direc-
tions for future research.
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Theory and Hypotheses
The Advantages and Disadvantages of MNEs

Dominant theoretical perspectives on international business, such as
Dunning’s Eclectic Paradigm, or OLI framework (e.g., Dunning, 1988),
have focused on MNEs ownership-specific, location-specific, and
internalization-specific advantages that pertain to internationalization.
Rugman and Verbeke (2003) posited that EMNE:s internationalize to
expand on their firm-specific advantages (FSAs), which they define as
unique capabilities proprietary to an organization, such as technology,
managerial, and marketing skills. Scholars have proposed that, while
EMNEs may not possess conventional FSAs, they possess other advan-
tages, such as resilience, frugality, embeddedness within family businesses
and conglomerates, a large and technically competent workforce, and
tolerance for ambiguity (e.g., Guillen & Garcia-Canal, 2009; Rugman &
Li, 2007; Contractor, 2013).

There have been attempts to extend or adapt existing international-
ization theories to improve their relevance to EMNEs. For example, in
the linkage, leverage, and learning model, Mathews (2006) presented an
adaptation of Dunning’s OLI framework, suggesting that MNEs from
Asia are able to expand internationally by accessing resources through
linkages to external firms, leveraging these resources, and subsequently
engaging in a process of learning from repeated application of linkage
and leverage. While the importance of EMNE-specific advantages cannot
be denied, it is our contention that, in spite of these advantages, EMNE
liabilities of origin could still lead to constraints in their internationaliza-
tion. These liabilities of origin are faced by EMNE:s, in addition to the
liability of foreignness that is faced by all foreign firms. The liability of
foreignness is defined as the additional costs an MNE operating in a mar-
ket overseas incurs that a local firm would not (Zaheer, 1995), and has
been widely investigated in the IB literature; see Denk, Kaufmann, and
Roesch (2012) for a review.
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Liabilities of Origin Versus the Liability
of Foreignness

Theoretical perspectives on the disadvantages faced by MNEs in their
host countries can be traced back to Stephen Hymer’s classical study,
which stated that firms faced additional costs when doing business
abroad (Hymer, 1976), including relative production costs; the costs of
managing operations at a distance; and the costs of managing negotia-
tions, monitoring, and dispute resolution with different stakeholders.
Additional costs include discrimination hazards faced if the host coun-
try governments favor local firms, and unfamiliarity hazards that can
be attributed to lack of knowledge of the local market (Eden & Miller,
2001). Zaheer (1995), building on this concept, included the cost of
multinationality—the cost of managing operations at a distance—as a
liability of foreignness (LOF), and excluded the relative production costs
in the definition of LOE. While EMNE:s, like all other MNEs, face LOF
in their foreign operations, they may also face LOR.

The concepts of LOR and LOF are distinct. First, LOR pertains to
disadvantages borne by MNEs in host countries because of “where they
are from”, that is, their specific nationality, while LOF relates to the dis-
advantages borne by MNEs in host countries as a result of “where they
are not from” (i.e., not local) (Ramachandran & Pant, 2010: 25). The
liability of foreignness is a relative term, pertaining to the additional cost
incurred by a foreign firm, compared to local firms. Second, home coun-
try influence is explicitly excluded in the measurement of LOF (Mezias,
2002), while it is this very influence that gives rise to LOR, which is
linked to the country of origin. In the marketing field, one of the most
widely researched concepts is the country-of-origin (COO) effect, or the
influence of the national origin of a product or service on the purchase
decision (Peterson & Jolibert, 1995), with developing countries often
found to suffer from a negative country image. The focus of the COO lit-
erature has traditionally been on consumer products and services, rather
than the origin-linked disadvantages faced by firms from emerging econ-
omies. The concept of liability of origin is thus distinct from both the
liability of foreignness and the country of origin.
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Theoretical Underpinnings

The literature on the liabilities of origin has drawn on institutional theory
(e.g., North, 1990; Scott, 1995) and organizational learning theory (e.g.,
Levitt & March, 1988; Fiol & Lyles, 1985), to explain the sources of
these liabilities. Institutions can be defined as the “the rules of the game
in a society or, more formally, as the humanly devised constraints that
shape human interactions” (North, 1990: 3). Scott defined institutions
in terms of regulatory, normative, and cognitive pillars that provide sta-
bility and meaning to social behavior (Scott, 1995). The regulatory pil-
lar relates to the laws and regulations in a society, the normative pillar
defines what people “should or should not do” (Eden & Miller, 2004:
201), and the cognitive pillar affects the ways in which people interpret
stimuli from the environment and what people “can or cannot do” (Eden
& Miller, 2004: 201). In developing countries, the regulatory pillar con-
tributes to the LOR because rules, laws, and sanctions are often under-
developed. The normative and cognitive pillars contribute to the LOR,
as the EMNE’s home country’s normative and cognitive pillars may be
perceived as conflicting with the corresponding pillars in the host coun-
try, especially when the institutional distance between the two countries
is large (Xu & Shenkar, 2002; Liou, Rose, & Ellstrand, 2012). These per-
ceptions may lead to negative stereotypes of EMNEs, making it difficult
for them to gain organizational legitimacy.

Organizational legitimacy has been defined as the “congruence
between the social values associated with or implied by organizational
activities and the norms of acceptable behavior in the larger social system”
(Dowling & Pfeffer, 1975: 122). In order to gain organizational legiti-
macy, in addition to following rules and regulations in the host country,
firms may need to adapt the cognitive structures, normative values, and
ways of doing things that are typical in the host country. Even if EMNEs
are able to overcome resource constraints and institutional voids, gaining
legitimacy has been shown to be extremely challenging (Bangara et al.,
2012; Pant & Ramachandran, 2012). Legitimacy can enhance cred-
ibility and the firm’s chance of survival, because local players are more
likely to support and supply resources to organizations that appear to be
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desirable and trustworthy (Suchman, 1995; Kostova & Zaheer, 1999).
EMNE: are able to build legitimacy and overcome LOR through strate-
gies such as alliances with international firms from advanced economies,
acquiring global brands, locating their headquarters in western nations,
and acquiring international certifications (Bonaglia et al., 2007; Pant &
Ramachandran, 2012).

In addition to legitimacy, status may play an important role in
EMNE acquisitions. Status has been defined as the “prestige accorded
actors because of their social positions” (Jensen & Roy, 2008: 495) or
the “socially constructed, inter-subjectively agreed-upon and accepted
ordering or ranking of individuals, groups, organizations, or activities in
a social system” (Washington & Zajac, 2005: 284). Even though status
and legitimacy are complementary, they are distinct (Bitektine, 2011).
While legitimacy denotes a level of acceptability, status (while imply-
ing acceptability) is concerned with prestige. Empirical research has
shown that associating with a lower status firm may lead to a loss of
status, while associating with a higher status firm may improve status
(Podolny & Phillips, 1996; Jensen & Roy, 2008). Transaction costs have
been found to be lower for high-status actors than for low-status actors
(Podolny & Phillips, 1996). An important ramification of status for the
current study is that low status of organizations has been associated with
discrimination in the selection of business partners or participation in
events (Washington & Zajac, 2005; Jensen, 2008). This has been cor-
roborated by studies in the international human resource management
literature, which found that job candidates tend to show a preference
for advanced-economy MNEs to EMNEs as future employers (Alkire,
2014; Thite, 2012; Tung, 2007). The extant literature thus suggests that
EMNE: are likely to face problems in getting a higher status target firm
(e.g., an AMNE) to accept them as an acquirer.

The Role of Organizational Learning

In addition to institutional voids, lack of legitimacy, and low status,
another liability of origin is the EMNE’s lack of global experience.
Understanding the processes of organizational learning (Levitt & March,
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1988; Fiol & Lyles, 1985) becomes critical to understand this liability.
Organizational learning has been defined as the development of knowl-
edge based on past firm behavior and applying these insights and asso-
ciations to future actions (Fiol & Lyles, 1985). According to this theory,
learning is a dynamic process, as firms are constantly learning, building,
and adapting routines and processes to apply in future experiences (Levitt
& March, 1988). Acquisitions can provide firms with quick access to
knowledge and resources, and help them to learn new routines and rep-
ertoires (Morosini, et al., 1998; Barkema & Schijven, 2008). CBAs have
been recognized as important tools of learning, and provide access to
potentially valuable embedded knowledge and capabilities (Vermeulen
& Barkema, 2001). However, learning from acquisitions is not straight-
forward. Acquisitions are often made for different reasons and may be
irregular; each acquisition is unique. Relatively inexperienced acquir-
ers may generalize acquisition experience inappropriately to dissimilar
acquisitions (Haleblian & Finkelstein, 1999; Hayward, 2002). It has
been shown that a certain level of context specificity is necessary to foster
learning, and firms do not learn from every acquisition (Vermeulen &
Barkema, 2001). In the context of EMNE acquisitions, this theoretical
insight will be used to investigate whether experience in the same country
(a similar context) plays a more important role than breadth, or a range
of geographical experience. These theoretical inputs help to design the
conceptual model described in the next section.

Conceptual Model

The extant literature has described different types of liabilities of origin
Bartlett and Ghoshal (2000) focused on psychological liabilities faced by
EMNE managers, namely, a liability of under-confidence in their global
capabilities and the converse liability of over-confidence caused by lack
of exposure. Ramachandran and Pant (2010) classified LOR along three
dimensions: (i) underdeveloped institutional intermediaries in the home
country, (ii) discrimination in the host country, and (iii) organizational
weaknesses. Developing on this work, Madhok and Keyhani (2012) clas-
sified what they termed “liability of emergingness” into two types, one
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caused by factors external to the firm (“institutional deficit”), and the
other caused by factors internal to the firm (“managerial and capability
deficit”), leading to a “legitimacy and credibility” deficit. The classifi-
cations of Ramachandran and Pant (2010) and Madhok and Keyhani
(2012) are essentially similar, as they include liabilities relating to orga-
nizational weaknesses, institutional voids, and credibility. While these
scholars described different aspects of LOR, they did not undertake
empirical testing of the influence of LOR.

Careful analysis of the extant literature reveals that EMNE liabilities
seem to be caused both by an actuallack of capabilities and by a perception
of a lack of capabilities. In our model, we term the actual lack of liability
as “capability liability”. This capability liability can be attributed to the
EMNE’s lack of global experience, which may result in inadequate rou-
tines and processes for handling the complex process of CBAs. Further,
this lack of experience may result in a low level of confidence among
EMNE managers during negotiations and post-acquisition integration.
The firm’s capability can also be limited by institutional voids, such as
inadequate financial and investment freedom, and related bureaucratic
hurdles. We term the second category of liabilities, or the perception of
lack of capability, as “credibility liability”. The credibility liability can be
attributed to both a lack of legitimacy and a low status. Even if an EMNE
is familiar, and its structure and processes are acceptable and hence
legitimate, it may still be considered lower in status than an MNE from
advanced economy. AMNEs may enjoy a higher status in the business
world than EMNE:s because of superior brand image, more advanced
technology, and their international strategic presence and stature (Sethi
& Judge, 2009; Smith & Meiksins, 1995). Based on this categorization,
we build our conceptual model as shown in Fig. 7.1.

We now explore the influence of these two categories of liabilities on
acquisition completion. The steps in acquisition completion include the
search for the strategic partner, negotiations, integration planning, and
closing the deal (DePamphilis, 2013). After selecting a suitable target, the
due diligence, or review of the target firm’s records and facilities, often
takes place through the negotiation phase. In addition to agreeing on the
purchase price, negotiations involve deciding on the form of payment,
tax and accounting considerations, and legal details. Integration plan-
ning involves deciding how operational, functional, and socio-cultural
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Common Language

Capability
Liability l

Global inexperience
Bureaucratic
constraints

Acquisition
Completion

Credibility Liability
Lack of Legitimacy
Low Status

Fig. 7.1 Conceptual model for the influence of liabilities of origin on EMNE
cross-border acquisition completion

integration will be structured and implemented (Shrivastava, 1986). After
these stages, if both parties are satisfied, the acquisition is completed.
The final stage includes obtaining approvals from regulatory authorities,
shareholders and other stakeholders with whom the target firm has exist-
ing contracts (DePamphilis, 2013). Thus, acquisition completion is a
very complex process, involving multiple stages and several stakeholders

Capability Liability and Acquisition Completion
First Experience in a Nation

Organizations learn from direct experience and develop processes, rou-
tines, and frameworks from the interpretation of that experience (Levitt
& March, 1988). Firms have been found to benefit from previous acqui-
sition experience in a country (e.g., Barkema, Bell, & Pennings, 1996).
Cross-border investments often involve complicated negotiations that
may last for several months, and even years, between multiple stake-
holders. In order to be successful in these negotiations, the managers
involved have to understand the rules of the “negotiating game”, such
as determining the key players and decision-makers (Sebenius, 2002).
Another skill required during this phase is cross-cultural competence and
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team management (Brett, Friedman, & Behfar, 2009). EMNE managers
may not be internationally savvy, and may lack the capabilities required
for handling these processes. The effect of inexperience is likely to be
exacerbated when the EMNE acquires a firm for the very first time in
a particular nation; because of the lack of familiarity with laws, regula-
tion, practices, and national culture, the EMNE will be something of a
“stranger in a strange land”. EMNE managers may not know fully what
financial, legal, and other resources are required for deal completion in
the new setting. On this basis, we hypothesize:

Hypothesis 1 The likelihood that the cross-border acquisition deal will
be completed is lower when it represents the firm’s first acquisition expe-
rience in the target nation.

The Influence of Language

The negotiation process is facilitated if the two parties share a com-
mon language. The use of interpreters and translators can hamper and
lengthen the process, and lead to miscommunication (e.g., Sebenius,
2002). Language barriers can especially delay due diligence processes.
A common language has been found to lower transaction costs and
facilitate doing business in unfamiliar markets (e.g., Doh, Bunyaratavej,
& Hahn, 2009). For example, the lack of English-speaking capability
among Chinese CEOs has been found to be a major barrier to their suc-
cess in the USA (Peng, 2012). Deal completion also involves extensive
documentation, requiring language skills. Thus, the lack of a common
language is likely to further accentuate the capability liability, while a
common working language is expected to mitigate the influence of this

liability. We, therefore, propose the following hypothesis:

Hypothesis 2 A common working language moderates the relationship
between the first time experience in a target nation and the likelihood
that the cross-border acquisition deal will be completed, such that the
negative relationship becomes weaker if the partners’ home nations share
a common working language.
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Prior Acquisition Experience

Organizational learning theory suggests that there will be transfer of
prior acquisition experience to a subsequent acquisition (Barkema &
Schijven, 2008). The literature indicates that it is not just the number of
acquisitions that affect organizational learning positively, but also their
breadth and whether the context of the previous experience is related
to the current acquisition experience (Haleblian & Finkelstein, 1999).
Organizations with prior acquisition experience are more likely to be able
to manage the targeting process effectively, which, in turn, will facilitate
acquisition completion (Larsson & Finkelstein, 1999). This suggests the
following hypothesis:

Hypothesis 3 There is a positive relationship between prior successful
cross-border acquisition experience and the likelihood that the cross-
border acquisition deal will be completed.

Geographic Acquisition Experience

Acquisition experience has been shown to be of greater value in related
contexts (Haleblian & Finkelstein, 1999). Specificity of experience helps
a firm to transfer knowledge and make appropriate changes to organiza-
tional processes and routines (Barkema & Schijven, 2008). When acqui-
sitions are heterogeneous, it is more difficult to apply learning to the new
settings (Hayward, 2002). If firms have previously acquired targets in a
particular country, they are more likely to be familiar with both the legal
requirements and host country stakeholders; learning may not necessar-
ily occur from experiences in dissimilar countries (Barkema et al., 1996),
and firms may not be able to apply more general knowledge about new
cultures in different settings (Nadolska & Barkema, 2007). On this basis,
we suggest the following hypothesis:

Hypothesis4 There is a negative relationship between the number of coun-
tries (other than the focal country) in which a firm has made acquisitions
and the likelihood that the cross-border acquisition deal will be completed.
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Bureaucratic Constraints

Institutions affect organizational success (Scott, 1995), and regulatory
quality can influence acquisition. The rules of the cross-border M&A
game, such as antitrust laws and governing regulations, are extremely
complex (Dikova et al., 2010). EMNEs may find it easier to complete
an acquisition in a country in which laws and regulations are transpar-
ent and consistent, and where legal enforcement of acquirer interests is
assured. Location choices of acquisitions by Chinese and Indian firms
have been found to be related to regulatory quality except in the mining
sector (De Beule & Duanmu, 2012). The likelihood of deal completion
for Chinese firms shows evidence of being positively related to the host
country’s institutional quality (Zhang, et al., 2011). This suggests the fol-
lowing hypothesis:

Hypothesis 5 There is a positive relationship between regulatory quality
in the target host nation and the likelihood that the cross-border acquisi-
tion deal will be completed.

Credibility Liability and Acquisition Completion

Status Differences

Status is a multilevel concept that can operate at the level of the indi-
vidual, the firm, and the nation. In M&A:s, status conflicts at the indi-
vidual level, between managers of the target and acquirer firm, have been
shown to lead to executive departures (Hambrick, 1993). At the organi-
zational level, status has been found to influence the choice of partners,
transaction costs, negotiation outcomes, and access to resources (Sauder,
Lynn, & Podolny, 2012). At the national level, status can be measured on
the basis of economic, political, cultural, geographical, and other factors
(Shimbori, Ikeda, Ishida, & Kondd, 1963).

A negative country image contributes to the low status of developing
nations. Country image has been measured along several dimensions,
including standard of living, level of education, and cultural and political
similarity (Parameswaran & Pisharodi, 1994; Pereira, Hsu, & Kundu,
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2005). Social status is used as a criterion for selecting partners, and high-
status actors have been shown to experience a drop in status if they col-
laborate with low-status actors (Jensen & Roy, 2008; Sauder et al., 2012;
Washington & Zajac, 2005). High-status actors tend to have more favor-
able outcomes in negotiations (Ball & Eckel, 1996). Further, status sig-
nals matter more under conditions of uncertainty, such as cross-border
ventures, increasing the reluctance of firms to enter into relationships
with those who are lower in status (Podolny & Phillips, 1996). EMNEs,
therefore, are less likely to be the preferred partner because of their low
status, and also likely to be at a disadvantage during the negotiations
process, delaying acquisition completion. Collectively, these arguments

suggest the following hypothesis:

Hypothesis 6 There is a negative relationship between the status differ-
ence between the M&A firms’ home nations and the likelihood that the
cross-border acquisition deal will be completed.

Legitimacy of Public Sector Firms

Firms operating in the public sector are likely to be less acceptable
or legitimate when they attempt to acquire foreign firms. The lack
of transparency in their accounting practices, excessive bureaucracy,
and possible cronyism with respect to the appointment of top officials
are some of the factors that make these firms less credible in foreign
countries. They are often perceived as being inefficient and vulner-
able to political interference, leading to a lack of socio-political legiti-
macy. (Zhang et al., 2011). Further, public sector firms often operate
in industries that are critical to the economy, such as oil and mining
Acquisitions in the mining and petroleum sector by EMNEs have been
blocked by host country governments in advanced economies, because
of issues of national security (De Beule & Duanmu, 2012). Public sec-
tor firms are thus more likely to suffer from a lack of legitimacy and
face hurdles in their acquisition completion, leading to the following
hypothesis:
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Hypothesis 7 The likelihood of cross-border deal completion is lower
when the acquirer is a public sector firm.

EMNEs can undertake strategic efforts to increase their credibility
in the target firm’s home nation. For example, they may register their
headquarters in an advanced economy, signaling that they are capable
of adhering to stringent regulations (Bangara et al., 2012). They may
hire the services of global branding firms, or develop strategic alliances
with high-status firms before undertaking acquisitions (Bonaglia et al.,
2007). Indian IT firms have been undertaking legitimacy-building mea-
sures in the USA through various strategies, including listing on US stock
exchanges and appointing members of the Indian diaspora to senior man-
agement positions, to assist in the development of trust with potential
clients. They have also formed associations such as National Association
of Software and Service Companies, and obtained prestigious US cer-
tifications such as the Capability Maturity Model and ISO 9001 (Pant
& Ramachandran, 2012). Such strategic legitimacy-building efforts are
likely to make the EMNE firm more known and acceptable in target
nations, leading to the following hypothesis:

Hypothesis 8 Strategic legitimacy-building efforts by an industry
increase the likelihood that cross-border acquisition deals will be com-
pleted in that sector.

Methodology
Data and Sample

The current study uses a sample of CBAs made by Indian MNEs between
1999 and 2013. Developing countries in Asia have been very active in
CBAs since 2000 (UNCTAD, 2014), and Indian MNEs have stood out
for both the range of sectors in which they invest and their success with
acquisitions in advanced economies. Indian MNEs have been acquiring
companies in the primary, manufacturing, and service sectors (Kumar,
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2008; Ray & Gubbi, 2009), and approximately 70 % of the acquisi-
tions made by Indian MNEs have been in advanced economies (Pradhan,
2007). These acquisitions have been made in spite of the image of a coun-
try that is not business-friendly, as indicated by India’s very low rank of
142 (among 189 countries) in the 2014 World Bank Group’s “Ease of
Doing Business” assessment. Thus, selecting MNEs from India for this
study, with their diverse range of cross-border ventures in varied geo-
graphic locations in spite of a poor country image, is expected to provide
rich insights on the influence of LOR on cross-border M&A.

The data are derived from the Thomson Reuters SDC Platinum
Database, which has been used widely in the cross-border M&A academic
literature (e.g., Contractor, Lahiri, Elango, & Kundu, 2014; Dikova
et al., 2010; Sun et al., 2012). The current study focuses on publicly
announced acquisitions made by Indian MNEs between 1999 and 2013.
We chose the year 1999 because the number and value of CBAs made by
Indian MNEs before 1999 were not substantive. This can be attributed
to the regulatory restrictions on foreign exchange in place at that time.
In 1999, with the introduction of the Foreign Exchange Management
Act, external trade and payments were facilitated. Companies were then
permitted to invest up to 100 % of their global depository receipts in
CBAs (Gopinath, 2007). These supportive policy changes resulted in the
value of CBAs by Indian MNEs crossing US$ 1 billion for the first time
in 2001.

Given the hypotheses and the focus of the analysis on credibility and
capability liabilities faced by EMNE:s, the selection of the sample took
the following criteria into account. First, since the unit of analysis is a
firm, acquisitions by individuals were eliminated. Second, we excluded
the category of “investor groups”, as our unit of analysis is the EMNE,
and investor groups are often formed of diverse groups and individuals,
often of different nationalities. We excluded instances of round-tripping
and those in which the acquirer and the target firm were from the same
parent company. We also eliminated subsidiaries of foreign MNE:s, as our
focus was on Indian MNEs. After eliminating firms that did not match
our selection criteria, we have a sample of 1864 acquisitions undertaken
during the period of interest, 67 % of which were completed.
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Measures

Our dependent variable is “closing the deal”. This variable takes the value
of 1 if the deal is recorded as being completed in the Thomson Database,
as indicated by the variable “Date Effective”.

Credibility liability is measured by two related, but different, concepts:
legitimacy and status. We test our proposition by focusing on the dif-
ference in legitimacy between firms in the Indian IT and related indus-
tries and firms in other sectors. The IT and related sectors from India
have gained global legitimacy at a slow, but steady, pace since the late
1990s, through measures such as off-shoring and listing on international
stock exchanges. It was only after 2000, when Indian IT firms helped
to tide over the global Y2K crisis, that they started to gain a taken-for-
granted cognitive legitimacy (Pant & Ramachandran, 2012; Dossani &
Kenney, 2006). Pant and Ramachandran (2012) posited that the Indian
software industry attained a legitimacy threshold by the year 2004, based
on inputs from senior executives in Indian software firms and a detailed
analysis of reports by US technology analysts. To test our hypothesis, we
compare the number of deals closed by Indian MNEs from the IT and
related sectors with the number of deals closed by Indian MNEs from
all other sectors. This is operationalized as a variable (AcquirorITLegit)
that took the value 1 if the three-digit SIC code for the acquirer firm was
either 737 or 738, and if the year of acquisition was 2005 or later. We
specifically test for the success of acquisition completion post-2004, after
Indian IT firms attained a necessary threshold of global legitimacy.

We have operationalized the role played by organizational learning in miti-
gating the impact of liability of origin in three different ways. We measure the
depth of organizational learning in terms of the number of successful CBAs
made by the acquiring firm prior to the focal acquisition (NumberAcqSucc),
and the breadth of prior acquisition in terms of the number of countries,
other than the focal country, in which the acquiring firm has had acquisition
experience (GlobalExp). We also test for the impact of the relative absence
of familiarity with a country’s institutions and practices the first time an
acquiring firm ventures into any country (CountryFirstTime). This liability
is expected to be mitigated by the presence of a common language (in this

case, English) for doing business (English).
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We argue that the poor standard of living in India contributes
to the low status of Indian MNEs. To measure status, we use the
UNDP’s Human Development Indices (HDI). HDI is a composite
measure that takes health, education, and income into account. We
operationalize the relative status difference in terms of the ratio of the
HDI scores for the acquired firm’s home country to that of India for
the year in which the acquisition took place; specifically, the dummy
variable HDIStatus takes the value of 1 if the relative HDI ratio is
in the top quartile of its distribution, representing countries whose
living standards are substantially higher than those of India. Ideally,
status should be measured at the organizational level. In the extant
literature, organizational status has commonly been estimated at the
industry-nation level (e.g., Washington & Zajac, 2005; Jensen & Roy,
2008). Hence, selecting a measure for status that would hold across
industries in different target countries proved a challenge. The variable
PublicSector captures the relatively lower legitimacy of public sector
enterprises from emerging markets such as India, given the experi-
enced vulnerability of these public enterprises to political pressures
and compulsions. Finally, we capture the mitigating impact (when
present) of the relatively stronger institutions of regulatory gover-
nance in the country of the acquired firm through the corresponding
Quality of Governance variable from the World Bank(QOG_RQE),
and expect a positive relationship between QOG_RQE and the likeli-
hood of deal completion.

We consider two control variables in our analysis: CashOnly and
Related2. We expect deals involving only cash payments to have a higher
probability of completion, given that deals involving stock payments
can lead to delays in completion, as they are more complex due to the
varying prices stocks; this can lead to renegotiations and delays in clos-
ing the deal (Dikova et al., 2010). The Related2 variable takes the value
of 1 if the acquiring and acquired firms come from the same industry—
operationalized as having the same two-digit SIC code. Acquisitions in
a related industry are more likely to add to skills and expertise, and this
experience in related industries may help to reduce the time required for
closing the deal
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Results

The dependent variable for our analysis is Deal Completion. While our
sample covers 1864 CBAs by Indian firms during 1999-2013, many of
the firms made multiple acquisitions over this period, with the mean
number of acquisitions in the sample being 2.8. Table 7.1 describes the
variables used in the analysis, Table 7.2 presents the summary statistics
for the variables, and Table 7.3 presents the pair-wise correlations.

Given the binary nature of the dependent variable, we estimate three
separate logit models. In Model 1, we include only the constant term, the
year dummies, and our control variables. In Model 2, we add the capa-
bility liability-related explanatory variables, and in Model 3, we further
add the credibility liability-related variables for the fully specified model.
Table 7.4 presents details of the three analytic models.

The Wald y?* values for all three models are significant, indicating that
each model has at least one variable that has significant explanatory power
with respect to the probability of deal completion. The log-likelihoods for
the three models indicate significant increases in the explanatory powers
as we add the explanatory variables to the models, with the fully specified
model having the best goodness of fit.

In line with our expectations, NumAcqSucc—our measure for the
depth of the acquiring firm’s acquisition experience—has a positive
and significant relationship with the likelihood of deal completion in
Models 2 and 3. Similarly, GlobalExp—our measure for the breadth of
the acquiring firm’s acquisition experience—offers significant explana-
tory power; as hypothesized, this relationship is negative, such that an
increase in the number of countries (other than the focal country) in
which the acquiring firm had attempted acquisitions is associated with
a lower probability of deal completion. Taken together, these two results
suggest that the impact of prior acquisition experience on the probability
of completion of the current acquisition works in two important—and
opposing—ways; depth helps and breadth hurts, marginal to the other
variables in the model.

We had also posited that the probability of completion would be
lower if the acquiring firm was entering a country for the first time
(CountryFirstTime), but that this effect would be moderated by language
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Table 7.2 Summary statistics

Variable Obs Mean Std. Dev. Min  Max
CashOnly 1864 0.14 0.35 0 1
Related 1852 0.61 0.49 0 1
Number of successful Acgns 1864 1.1 1.91 0 15
CountryFirstTime 1864 0.76 0.43 0 1
English 1864 0.61 0.49 0 1
GlobalExp 1864 1.02 1.76 0 12
QOG_RQE 1849 1.10 0.80 -2.08 2.16
AcquiroriT2004 1864 0.19 0.39 0 1
HDIStatus 1864 0.50 0.50 0 1
PublicSector 1864 0.06 0.25 0 1

commonalities (English) between the two countries; these hypoth-
esized relationships are not supported by the data. The absence of the
hypothesized negative impact of relative inexperience with the focal
country was surprising, and merits further investigation. One possible
explanation is that, while this was the first time the firm was acquiring
in the focal country, it may have already been familiar with the country
owing to earlier internationalization efforts, such as an earlier joint ven-
ture or subsidiary.

The results were in line with our expectations about the positive impact
of the quality of regulatory governance (QOG_RQE) in the acquired
firm’s country (our capability argument), as well as the impact of the
acquiring firm’s belonging to the public sector (PublicSector) in India
(our credibility argument).

Finally, the analysis also underscored the impact of the deal structure
and industry relatedness on deal completion, with both of the control
variables (CashOnly and Related2) offering significant explanatory power
in the fully specified model.

Discussion

Our study makes several contributions to the literature on EMNE inter-
nationalization. We have integrated the existing frameworks on the
disadvantages faced by EMNE and categorized these liabilities along
two dimensions: capability liability, or the actual deficit of managerial
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Table 7.4 Acquisition completion results

Model 1 Model 2 Model 3
Controls Capability Capability and
Variables only liabilities credibility liabilities
Constant 0.362 0.168 0.388
(0.386) (0.472) (0.483)
CashOnly 0.507** 0.436** 0.395**
(0.156) (0.161) (0.162)
Related2 0.142 0.165 0.188*
(0.103) (0.106) (0.110)
NumAcqgSucc 0.221** 0.161**
(0.048) (0.048)
CountryFirstTime 0.056 —0.006
(0.236) (0.241)
CountryFirstTime*English 0.148 0.149
(0.241) (0.248)
English -0.261 -0.192
(0.254) (0.263)
GlobalExp —0.321** —0.230**
(0.049) (0.051)
QOG_RQE 0.289** 0.211**
(0.072) (0.092)
AcquiroriT2004 —0.084
(0.144)
HDIStatus -0.119
(0.167)
PublicSector —1.584**
(.257)
Cases 1852 1837 1837
Log likelihood —1155.04 -1101.94 —1080.04
Wald y 2 0.00 0.00 0.00

** p<0.01, * p<0.05

resources and capabilities, and credibility liability, or the lack of status
and legitimacy. We extend the literature on M&A deal completion by
building a conceptual model reflecting the influence of the liabilities of
origin on deal completion. Existing studies on EMNE disadvantages have
focused on financial performance in EMNE-driven cross-border M&As,
rather than the processes. We adopt a novel approach by analyzing the
influence of LOR on acquisition completion; this influence has not been
considered in earlier work. Specifically, we introduce variables pertaining
to legitimacy and status, along with both the depth and breadth of global

experience, into the model.
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Many of our hypotheses were supported by our analysis of the cross-
border acquisitions done by Indian firms during 1999-2013. Our analy-
sis showed that prior acquisition experience has the potential to mitigate
the liability of origin, but that the learning may not necessarily be trans-
ferable across countries. What also stood out in our results was the rela-
tive lack of impact of credibility-linked liability. We suspect that this was
probably more a matter of an absence of evidence, reflecting the nature
of the variables we used to operationalize the construct, rather than an
evidence of absence of the hypothesized effects themselves.

Limitations and Further Research

In the current study, status has been measured at the country level. In fur-
ther research, a measure for status at the firm level could be generated and
tested. The impact of status differences on post-integration could then
be investigated. A high-status difference has been found to lead to def-
erential behavior by the lower status firm, and to fewer conflicts during
post-acquisition (Cowen, 2012). This may be investigated empirically in
the context of acquisitions by EMNEs. The current measure of capability
liability can be made richer by testing additional firm-level proxies, such
as R&D and marketing capabilities; investments in R&D and marketing
have previously been found to relate positively to internationalization.
The current study has relied on secondary data for its analysis. Case
studies and in-depth interviews could add invaluable insights. However,
the fact that M&A processes are highly confidential, given their impact
on share prices, employment, and industry structure, makes access to rich
process data very challenging. Further, acquisitions are sometimes under-
taken because of managerial hubris (Roll, 1986) or national pride (Hope,
Thomas, & Vyas, 2011), and top managers are understandably reluctant
to share unfavorable information about their strategies. Another factor is
that Indian MNEs, like other EMNEs, are based in environments that
may lack transparency. Since companies cannot rely on the institutional
environment to protect their systems, they may rely more on protecting
themselves by not openly sharing information. Thus, even while we rec-
ognize that this study would be enriched by primary data, we found that
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even if managers were willing to discuss sensitive issues relating to M&As
off the record, they were reluctant to have the information made public,
in spite of assurances of confidentiality.

Acquisition completion is just one of the steps in the M&A process.
Further research could explore the influence of LOR on other stages. The
current study has focused only on Indian MNE acquisitions. Future work
could compare the influence of LOR across different emerging econo-
mies. The concept of LOR, we believe, is not relevant to M&As alone,
but can also contribute to understanding the dynamics associated with
other cross-border ventures, such as strategic alliances and joint ventures.
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International Strategic Alliances
for Innovation in the Indian
Biotechnology Industry

Thomas Joseph and S. Raghunath

Introduction

Innovation is increasingly crucial for firms to cope with rapid changes
in technology, preferences of customers, increasing competition, short-
ening product life cycles, and growing product complexity. Innovations
have in fact become the key to survival and growth (Tidd, Bessant, &
Pavitt, 2001; Eiriz, Vasco, Faria, & Barboza, 2013). Owing to the limi-
tations of internal knowledge resources, firms are moving beyond their
own resources and seeking to acquire ideas from others (David & Foray,
2003). Collaboration and alliances have become popular as firms seek to
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achieve higher returns on R&D as well as operations (Hagedoorn, 2002).
Alliances provide access to complementary skills and capabilities (Teece,
1986; Ahuja, 2000) and also bring economies of scale and scope.

While a great deal of work has been done on internal R&D innova-
tions (Inkpen, 2002; Narula, 2004; Narula & Zanfei, 2005; Vega Jurado
& Gracia, 2008), little has been done to understand the innovations in
business models through alliances. This chapter focuses on those firms
with an intent to build new business models by appropriating skills, tech-
nology, and other strategic capabilities from partners and to create a sus-
tainable business model through such alliances.

In the emerging biotechnology industry, innovation is the key to sur-
vival and growth (Baum, Calabrese, & Silverman, 2000). We have specifi-
cally chosen to look at the Indian biotechnology industry for the first part
of this research to study how business model innovations happen and how
innovations happen in the biotechnology industry (Palnitkar, 2005).

Considering the importance given to the subject of innovation in
recent journal articles and popular magazines (e.g., Ruef, 2002; Stuart,
2000; Vasco, Faria, & Barbosa, 2013), a study to understand alliances
designed for future innovations is timely and relevant. Our belief is that
the alliance and innovation constructs and their interrelationship will
prove helpful and relevant for practicing managers.

In the biotechnology industry, survival depends directly on the capac-
ity to innovate (Powell, Koput, Smith-Doerr, & Owen-Smith, 1999). In
fact, almost all firms in this sector target innovation as a natural process.
However, small firms have limited resources for technology and knowl-
edge development (Damanpour, 1991). Now the growing trend among
biotech firms in general is a move to acquire intellectual assets from exter-
nal sources (Bowonder, Racherla, Mastakar, & Krishnan, 2005; Walker,
Kogut, & Shan, 1997). In a survey of biotechnology firms, gaining access
to a partners R&D facilities and expertise was cited as one of the main
motives behind strategic alliance formation (Forrest & Martin, 1992).
Since the resources needed for innovation are so expensive and extensive,
alliances have actually become the norm within the biotechnology indus-
try (George, 2002).

In the Indian context, there have been studies on the R&D,
knowledge base, market sales, commercialization, and alliance of

bio-pharmaceutical firms (Ghosh, 2004; Ramani, 2002; Sandhya &
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Visalakshi, 2000; Visalakshi & Sandhya, 1997). Also, using industry-
specific databases, the structure of biotechnology firms in general has
been analyzed in terms of the parameters of size, activity profile, prod-
uct portfolio, R&D patterns, and alliances, among others. These studies
did not specifically focus on the aspect of “alliances for innovation” in
India and hence this study addresses a significant gap in literature. In the
second part of the chapter, we focus on the success and sustainability of
these strategic alliances.

Research Question

The notion of alliances as a vehicle for learning is present in a large stream
of literature, including a significant body of conceptual and empirical
work (Kale, Singh, & Perlmutter, 2000). Alliances may even generate knowl-
edge that can be used by parent firms to enhance innovations in strategic
and operational areas unrelated to the alliance activities (Khanna, Gulati, &
Nohria, 1998). This type of knowledge is referred to as alliance knowledge.

We assume that organizational learning is both a function of access to
knowledge and the capabilities for using and building on such knowledge
(Powell, Koput, & Smith-Doerr, 1996). We also adopt the view that alli-
ances are mixed-motive structural forms. As Inkpen (2002) suggests, in
order to learn through an alliance, a firm must have access to partner
knowledge and must work closely with its partner. Therefore, both col-
laborative processes and firm-specific factors must be understood. Our
research seeks to determine the different factors which may optimize
learning and hence innovation. As Inkpen (2002) commented on alli-
ance learning research, “Now that there is a solid base of antecedents
research, the next step is theoretical and empirical work that integrates
the diverse perspectives and establishes some causal links across the vari-
ables”. A deeper understanding of such causal links could allow firms
to systematically structure and manage alliances that are optimized for
learning and innovation.

This chapter attempts to identify the firm-specific factors which optimize
the internalization of new skills and capabilities and increase the possibility of
recombining these skills and capabilities to generate the innovation required
for competitive advantage.
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Methodology

The population of the current study consists of biotechnology firms in
India and their alliances. The selection of organizations that fall into the
category of biotechnology firms is as per the definition of the Department
of Biotechnology, New Delhi. The list of the biotechnology firms for sur-
vey and further investigation has been primarily derived from the latest
Directory of Biotechnology Industries and Institutions in India brought out
by Biotech Consortium India Ltd (BCIL), Department of Biotechnology,
New Delhi. The Directory contains alphabetically arranged list of bio-
technology firms in India along with their brief profile. The profile con-
tains details about the firm’s operational sector, state, establishment year,
products developed, alliances, and so on. Then companies profiled with
alliances in the directory were contacted to understand whether they were
having alliances as per the definition and scope mentioned in Chap. 2 of
the directory. Those who confirmed that they are having such alliances
were targeted as the possible data point.

The list of companies used for sampling accounted for more than 70 %
of the biotechnology revenues in the year 2005-2006. The number of
alliances according to the BCIL directory itself is more than 200. More
than 50 % of the total alliances in this industry consist of the sampled
companies. The surveyed sample consists of seven out of top ten com-
panies by revenue and four out of top five companies by alliances. This
sample was representative of the population of Indian biotechnology
industry.

Quantitative data were collected and subjected to analysis. After testing
the hypotheses, the samples used in the quantitative survey were scrutinized
further to find those that best matched the context targeted by our research
question. Five companies were selected, and the top management repre-
sentative who was highly knowledgeable about the firm’s alliances was then
approached for a detailed interview. Following these five interviews, the most
appropriate case was selected for a final round of interviews. This company
had many alliances, but the interviews investigated one specific alliance that
was extremely relevant to our research question. Triangulation of the facts was
carried out by means of a separate interview with that firm’s Chairman and
Managing Director (CMD). These interviews provided supportive evidence
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for the research hypothesis as well as significant insights to explain the results

from the quantitative survey method.

Sample Description

Table 8.1 About the survey

Total number of firm-alliances
Total number of firms

Number of firm-alliances with more than 5

years in existence

Number of firm-alliances with less than 5
years in existence

Lowest level of employees interviewed

Total number of senior management
participated

Total number of middle management
personnel as Alliance Heads

Number of top management personnel
participated

Number of bio-pharma samples

Number of bio-agri companies

Number of bio-services companies

50
21
26

24

Middle management and
Alliance Head

19

4

27

27

3
20

Interviews

Table 8.2 Interviews

Minimum level of the interviewee  General Manager & Alliance Head

Total number of interviews 6
conducted

Total number of companies 5

Highest level of interviewee CMD

Minimum time for interview 38 minutes

Maximum time taken for interview 2 hours 15 minutes
Place of interviews Interviewee's office

Data Collection

Data were collected through a single observer key informant response
(Sethuraman, Anderson, & Narus, 1988). A key informant is a person
(or group of persons) who has unique skills or professional background
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Table 8.3 Advantages and disadvantages of using key informants

Advantages Disadvantages
Information concerning causes, Time required to select and get
reasons, and/or best approaches commitment may be substantial
from an “insider” point of view
Advice/feedback increases Relationship between evaluator
credibility of study and informants may influence
type of data obtained
Pipeline to pivotal groups Informants may interject own
biases and impressions
May have side benefit to solidify May result in disagreements
relationships between evaluators, clients, among individuals leading to
participants, and other stakeholders frustration/conflicts

related to the issue/intervention being evaluated, is knowledgeable about
the project participants, or has access to other information of interest to
the evaluator. A key informant can also be someone who captures the
essence of what the participants say and do. Key informants can help the
evaluation team better understand the issue being evaluated, as well as
the project participants, their background, behavior, attitude, and any
language or ethnic considerations. They can offer expertise beyond the
evaluation team. They are also very useful for assisting with the evalua-
tion of curricula and other educational materials. Key informants were
surveyed individually for this research. The advantages and disadvantages
of using key informants are outlined in Table 8.3 above.

This study used responses from only one side of the collaborative
arrangement. Given that the CEO or the Alliance Head is the final arbi-
ter of the resource allocation in this situation, we focused on responses
from the CEO or the Alliance Head.

Findings
Growth Potential/Opportunities

In the cases studied, the alliance managers were of the opinion that imme-
diate opportunity creates a strong impetus for learning from the partner. If
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opportunity is visible, firms enter into an alliance to shorten learning time.
Even when a firm commitment for alliance agreement is possible, firms do
not take the initiative until opportunities are quite visible (Sarkar, Echambadi,
& Harrison, 2001). One Managing Director described how a competitor sat
on a licensing agreement for a year and canceled the deal without recogniz-
ing the future opportunity. Later the competitor’s Managing Director regret-
ted his lack of vision. The ability to recognize the urgency of opportunities
seems to be a function of domain knowledge and expertise.

Technological Competence and Learning Capacity

High levels of technological competence and learning capacity (Cohen &
Levinthal, 1990) were identified as important by many CEOs. The non-
availability of highly qualified human resources thus poses a problem to
the Indian biotechnology industry. One of the general managers pointed
out that “if the level of technological competence between the two parties
is very high, then the knowledge transfer is quite low”. A higher level of
technological competence fosters the internalization of knowledge and
skills with less effort.

Risk-Taking Ability

The ability to take risk is one of the major moderators in the context of
learning for innovation (Simonin, 1999). If the opportunity is clearly
visible, any decision-maker can make a rational choice. But when oppor-
tunities are not so evident, the risk taker may eventually become a win-
ner. The problem with a risk-taking attitude, as pointed out by one of the
alliance managers, is the chance of losing the partner’s trust over intellec-
tual property issues if the technology is not so easy to protect from being
copied. The partner may view with suspicion the other firm’s risk-taking
initiative to learn. This may lead to lesser sharing of partner knowledge.
“Once the IP issues are amicably settled and the agreement is reached,
the partners may share knowledge quite easily”, said one of the Managing
Directors. So this moderating factor can have nonlinear type of relation-
ship with learning for innovation.
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Organizing Cost

When the organizing cost, which consists of time and other resources,
exceeds the initial target, top management’s attention would be diverted
to cost control initiatives. This has an adverse effect on learning intent.
As attention gets diverted, the internalization initiative takes a back seat.
This was noted during interviews by several top management representa-
tives. But knowing how to measure the cost of organizing alliance comes
through experience, as one alliance manager pointed out. So keeping a
tab on this issue becomes extremely difficult.

Structure and Propensity for Change

Burns and Stalker (1961) defined organic and mechanistic structures
and their relation with innovation explored. The organic structures,
having characteristics of flexibility, fluidity, and informality, were
associated with a firm’s plan for making innovations (Guimera, Uzzi,
Spirro, & Amaral, 2005). The mechanistic structure was associated
with innovation through external means. But here the question was
how the structure of the alliance would impact the individual firm’s
learning for innovation.

Several insights were gleaned from our research. First, an alliance
may go through different kinds of structures over the course of its life
cycle. The IP-related uncertainty necessitates having a formal, rigid,
and stable structure during the initial years of the alliance. Once IP
issues are discussed and settled, then an organic structure becomes a
possibility. A top management representative suggested the possibility
of having an S-curve relationship between organicity of structure and
internalization of knowledge. However, all the interviews stressed the
need for an organic structure with certain activities such as recombi-
nation of knowledge to create further ideas. However, according to
the top management experts interviewed, generating an application-
oriented solution again required a formal, stable structure within the
firm.
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The Intensity of the Exchange: Communication

The intensity of knowledge exchange is an important factor in the inno-
vation process that needs to be separately understood and measured.
With the evolution of information technology, firms can now have a
mechanistic structure and yet manage through open and informal com-
munication. “The importance of open communication is very high when
you have an idea which gives an ‘Aha!” feeling”, opined one of the alliance
heads. The informal exchange is also important considering the fact that
many ideas evolving in an innovation process may be not worth putting
into formal channels. “But it gives a lot of satisfaction to the scientists”,
noted another CEO. Many indicated the necessity of having a very for-
mal network to ensure smooth and reliable information dissemination.
So the importance of maintaining an open, informal communication
channel along with a formal mechanism nurtures the innovation process
when this route is chosen.

Internalization and Reduction in Dependence

Internalization and dependency reduction emerged as the dominant fac-
tors leading to innovation when the strategic intent was to learn through
an alliance.

Firm-specific factors that affected internalization were (a) learning
capacity, (b) technological competence, and (c) the ability to take risk.
The interviews highlighted the necessity of a high learning capacity for
the whole team and a high technological competence for at least a few in
the alliance team from the learning firm’s side to attain a high degree of
internalization.

Governance Cost

The governance cost and its relation with internalization, was well estab-
lished. Most of the interviewees asserted that governing cost was a good
indicator of how successfully the intended outcomes had been achieved.
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When the governing cost was higher than expected or planned, top man-
agement’s attention was diverted to cost control measures and learning
took a back seat. This result was therefore pertinent to planning and exe-
cuting the alliance for learning.

Yet, very few companies systematically organize their alliances. This is
first a failure to rigorously organize and measure the given firm’s activities
and performance related to the alliance. Second, companies often fail to
recognize performance patterns across their alliance portfolios—patterns
concerning particular deal structures, types of partners, or functional
tasks. A failure to spot and fix recurring problems can be costly. Finally,
only a few senior management teams know whether the alliance portfolio
as a whole really supports corporate strategy.

Inkpen (1996) noted that the cost of knowledge creation is an impor-
tant issue when we aim to learn through alliances. The decision to initi-
ate knowledge creation efforts should be balanced by the cost. In many
cases, early estimates are exceeded because the partners fail to consider the
expenses of coordinating their activities or the value of senior manage-
ment’s time. As the organizing cost of an alliance increases, the attention
of alliance managers shifts to controlling those costs instead of learning
for innovation (Inkpen & Ross, 2001).

When the alliance mechanism stabilizes with respect to financial and
relational matters, it releases more time and effort to learning from the
other partner.

The study revealed that structural organicity has a positive effect on
internalizing knowledge. Organicity has long been associated with inno-
vation (Burns & Stalker, 1961; Damanpour, 1991). It has generally been
expected that the flexible, fluid organic structure would be better suited
to innovations.

The revolution in information technology and its possible use in the
innovation through alliance mechanism was another area targeted by the
study. The qualitative study revealed the importance of having an open
communication channel to support a free flow of ideas across the alli-
ance while keeping the option of a formal mechanism to ensure smooth
flow of certain information. The availability of suppliers and customers
and the possible worth of the targeted innovation had a bearing on the
internalization process, as revealed by top management representatives.
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The horizon can be varied according to the vision of the top management
representatives who pursue this innovation path.

Strategic Intent and Choice of Governance Form

From our study, it was understood that strategic intent was closely related
to the choice of governance form. If both internalization and depen-
dency reduction were essential parts of the objectives, a joint venture
was not found to be optimal form. One Managing Director observed, “if
the partner had a mechanism to generate innovations, taking over that
firm could kill the innovation process”. She compared the situation with
that of killing the golden goose. If sharing of knowledge and generating
innovation was acceptable to both the partners, a joint venture could be
considered ideal. If the strategic intent was to learn about a particular
platform so that the target firm would generate its own innovations inter-
nally, a contractual relation could have been more appropriate.

Conclusion

The success of an alliance meant for innovation was found to be a function
of the variables discussed above. From the factor analysis of those vari-
ables, two factors emerged. We have called these factors the “Capability to
Explore” and the “Opportunity to Exploit”. The “Capability to Explore”
was determined by learning capacity, technological competence, and risk-
taking ability. The “Opportunity to Exploit” is determined by growth
potential and governing cost. Loading these factors into a 2x2 matrix
(shown in Fig. 8.1) offers different factor combinations and a practi-
cal understanding of how the “alliances for innovation” strategy can be
operationalized.

The qualitative research further led to spillover results. Many interview-
ees linked the relationship between alliance success and the partners’ com-
plementary strategic intents. They also mentioned the role of operational
compatibility between partners. We have structured these dimensions
into the framework given in Fig. 8.2. When partners exhibit high strate-
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gic complementarity and operational compatibility, it leads to a successful
alliance (Masanell & Yofhie, 2005; Microsoft and HP Alliance, n.d.). At
the other end of the spectrum, operational incompatibility and conflict-
ing strategic intent would lead to unsuccessful alliance and its eventual
termination. When complementary intentions are high and operational
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compatibility is low, firms continue the relationship for long-term benefits.
However, these alliances could have operational issues and disputes. When
complementary intent is absent, firms exhibit opportunistic behavior.
Our study has some limitations. First, in our study, we have collected
the data concerning perspectives of the partner who gets into the alliance
with innovation intent. However, it would have been valuable if we could
get the perspectives of the other partner as well. But gathering such infor-
mation was extremely challenging with many partners originating from
different countries. Second, because there are only a limited number of
firm-alliances, the results may not be generalizable. Third, the context
chosen was the Indian Biotechnology Industry. So the results may be
applicable to choose similar contexts and not to others. The effect of life
cycle stage of alliance can be explored through a longitudinal study.
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Emerging-Market Born Globals:
The Influence of Product-Related Factors
on Internationalization Mode
in the Indian Apparel Industry

S. Raghunath and Krishna Kumar Balaraman

Introduction

The internationalization of emerging-market firms is an area of increas-
ing interest to researchers, as more of the emerging economies become
active players in international trade and the global economy (Gaur &
Kumar, 2010). In keeping with the trend of increasing internationaliza-
tion of emerging markets, the Indian economy has been rapidly interna-
tionalizing for the past few decades, and this has led to the rise of born
global firms in various industries. Studies indicate that there is a growing
trend of new ventures going global at, or near, startup (e.g., Oviatt &
McDougall, 1994; Shrader, Oviatt & McDougall, 2000), having a strong
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international vision right from inception (Oviatt & McDougall, 1997),
and focusing on meeting the demands of markets that are inherently
international (Oviatt & McDougall, 1997). The study of born global
companies, which internationalize rapidly, almost from inception, has
been of interest for the past several decades (e.g., Johanson & Vahlne,
2009; Knight, Madsen & Servais, 2004; Rialp, Rialp & Knight, 2005;
Persinger, Civi & Vostina, 2007; Melén & Nordman, 2009; Kim, Basu,
Naidu & Cavusgil, 2011). While there are many studies on the initial
internationalization approach of born globals, there seems to be limited
research on the continued internationalization of these companies (Melén
& Nordman, 2009). Further, the influence of product-related factors on
the choice of internationalization modes, especially for emerging-market
born globals, has not been heavily researched. We have investigated the
internationalization modes of Indian-born global organizations in the
apparel industry, to provide a better understanding of product life-cycle
influences on choices related to internationalization.

In the Indian context, there are some studies on internationalization
and born globals (e.g., Elango & Pattnaik, 2007; Verma, 2011; Kim,
Basu, Naidu & Cavusgil, 2011). However, there are very few in-depth
studies on the internationalization modes of born globals from India
(Kim et al., 2011; Varma, 2011). This chapter addresses that gap by
studying born globals in the Indian apparel industry. The longitudinal
study attempts to understand the rationale behind the internationaliza-
tion modes used by these organizations, and the product-related influ-
ence on the choices made by these organizations in the process of their
internationalization efforts.

Johanson and Vahlne (1977) suggested that internationalization is the
product of a series of incremental decisions. The same authors revisited
the Uppsala model (Johanson & Vahlne, 2009) and revised the original
model to incorporate the network view of internationalization. They
proposed that insidership in relevant network(s) is necessary for success-
ful internationalization, and that relationships offer the potential for
learning and for building trust and commitment, both of which are pre-
conditions for internationalization. Johanson and Vahlne (2009) further
emphasized that such learning develops within relationships between
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partners (e.g., suppliers and customers) that are located in different
countries. This is especially visible in international new ventures, where
the founders often have prior knowledge and contacts with potential
customers located in different geographies. In new ventures that expe-
rience accelerated internationalization, such as born global firms, the
entrepreneurs’ networks, and prior knowledge of international markets,
including meeting new customer demands, are understood to influence
the commitment level of the entry mode selected (Shrader, Ovaitt &
McDougall, 2000). The continuing internationalization by born glo-
bals, which Melén and Nordman (2009) categorized as low, incremen-
tal, and high commitment, can thus be viewed as contingent on the
development of knowledge regarding customer needs and preferences.
Kim et al. (2011) studied how born globals” customer (market) orienta-
tion leads to innovativeness through technological capability associated
with customer relationship management and marketing orientation.
While studies (e.g., Freeman, Deligonul & Cavusgil, 2013; Yu, Gilbert
& Opviatt, 2011) have indicated that acceptance of a firm by foreign
customers is essential for successful internationalization, there is a gap
in the literature, in terms of understanding product-related factors in
context of the knowledge-based perspective on the internationalization
process. The Indian apparel industry, which is one of the country’s most
globalized industries, offers an interesting context to study, in order to
address this gap.

The chapter is based on data collected through questionnaires and
interviews with born globals in the Indian textile industry, aimed at
understanding the internationalization modes adopted by these firms.
Our results should provide insights into the internationalization pro-
cesses of born globals from other emerging economies with business con-
ditions that are comparable to those in India. In addition, there are other
sectors in India, such as computer software, jewelery, and leather, which
also have substantial numbers of born globals.

The chapter begins with a theoretical framework, followed by discus-
sions of results of previous research, the research methodology, and the
case data study and analysis, and ends with concluding remarks, a discus-
sion of the limitations, and suggestions for future research.
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Theoretical Framework

Johanson and Vahlne (1977) proposed that the internationalization pro-
cess of a company depends on its gradual acquisition of foreign market
knowledge, and that this can be accomplished by increasing involvement
of the firm in foreign markets via extension of its operations in these mar-
kets. The same authors revisited the model (Johanson & Vahlne, 1977),
and suggested that the current business environment is to be viewed as
a web of relationships, and that outsidership, in relation to a particular
network, is a root of uncertainty, on the basis that new knowledge is
developed in the context of relationships. Therefore, in this new vision of
internationalization, insidership in relevant networks is an essential crite-
rion for successful internationalization.

The international entrepreneurship literature (e.g., Johanson & Vahlne,
2009; Melén & Nordman, 2009) suggests that born globals are flexible
in the internationalization modes that they use, and readily adapting the
modes to the needs of individual market and clients. This flexibility is
probably especially important for born globals from emerging markets.
Persinger, Civi, and Vostina (2007) addressed the born global entrepre-
neur within the context of an emerging market, and proposed that entre-
preneurs with high need for achievement in the global arena are likely to
start globally oriented firms. Further, they argued that entrepreneurs with
a strong global orientation are more likely to be founders of a born global
firm, and concluded that born global entrepreneurs from emerging econ-
omies must possess the necessary characteristics to become successful in
the turbulent and risky business environment of emerging economies.

Rialp, Rialp, and Knight (2005) studied the phenomenon of early
internationalization and suggested that some important factors leading
to early internationalization include, among others, managerial global
vision from inception; a high degree of previous international experience
among managers; and a niche-focused, proactive international strategy
in geographically spread lead markets around the world, from the very
beginning of the firm’s existence. Thus, an entrepreneurial mind-set is
necessary to establish a born global and then to expand using various
internationalizing modes.
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Integrating these two perspectives, Melén and Nordman (2009) pre-
sented a theoretical model dividing born globals into three groups: low
committers, incremental committers, and high committers. Low com-
mitters rely on low-commitment internationalization modes, such as
exporting, to begin and then continue their internationalization pro-
cesses. Incremental committers begin their internationalization using
low-commitment modes, but increase their commitment, at least in
some markets, as their internationalization continues. High committers
begin internationalization using a variety of internationalization modes,
with different levels of commitment, and are flexible during their contin-
ued internationalization. See Melén and Nordman (2009) for a graphical
representation.

A firm’s choice, with respect to high, incremental, or low-commitment
modes is also related to its ego network: direct ties, indirect ties, and
structural holes (Ahuja, 2000; Burt, 2000, 2004). While direct ties may
be more beneficial, indirect ties help with extending the reach of the
focal player in the network, thus improving access to information. The
choice of a particular internationalization mode will be influenced by the
context of the network in which a firm operates. A born global’s inter-
national market entry mode choice is shaped by its formal and informal
network relationships (e.g., Coviello & Munro, 1997). Xiao and Tsui
(2007), studying the effect of structural holes in organizations with high-
and low-commitment cultures, found that in high-commitment cultures,
which emphasize mutual investment among people, organizations are
characterized by a great deal of trust, with strong norms of cooperation
between employer and employees. Born global firms, which tend to be
entrepreneurial and close-knit, arguably have a strong need to replicate
this culture in their foreign offices, in order to operate efficiently. In the
absence of this ability, such organizations may prefer to rely on their
networks, consisting of direct and indirect ties, to create an expanded
network and then employ a low-commitment strategy for internation-
alization. This strategy is especially well-suited for born globals in the
textile industry born globals, as the dynamics of product life-cycle force
these firms to rely heavily on their networks for guidance pertaining to
products and markets.
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The key product development challenges in the textile industry (May-
Plumlee & Little, 1998) revolve around improving cost effectiveness,
shortening the product development life-cycle, and improving market
receptiveness of new products. The important performance measures
for apparel products are the customer acceptance measures of sales (Sell-
through—how the product is selling on the retail floor, Longevity—
whether a product has a longer life-cycle extending across many sales
seasons or not, and Growth—how much increase in sales the product
has experienced) and the financial measure of retail profitability (Jang,
Dickerson & Hawley, 2005). In this industry, the product portfolio com-
plexity benefits are often outweighed by increasing costs (Fernhaber &
Patel, 2012), which has an effect on the choices facing apparel manufac-
turers, especially their willingness to create an extensive product portfolio
for seasonal and short life-cycle products. Lee and Makhija (2009) stud-
ied how two internationalization approaches (international investments
through foreign direct investment, and export-related investment, such
as investing in export-related infrastructure to respond to demands in
international markets) help companies to adapt quickly to such rapid and
important changes in their environment. The complexity of the product
life-cycle needs to be taken into account when deciding on what interna-
tionalization methods to adopt, especially in the apparel industry.

Research Methodology

This study is qualitative in nature, focusing on companies that fit the most
common definitions of born globals from the literature (e.g., Knight &
Cavusgil, 2004; Melén & Nordman, 2009). The CMIE Prowess database
was used to identify companies fitting the criteria of being less than 20
years old, with at least 25 % of revenue from international operations, and
internationalized within the first three years after startup, from the textile
industry in India, which was chosen as it had more firms that could be
defined as born globals (Knight & Cavusgil, 2004). The apparel industry
also lent itself to a thorough analysis of the product life-cycle’s influence
on internationalization modes, especially given the strong seasonality of
the product, along with the long ideation-to-productization cycle, relative
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to the product selling period. The database was supplemented by the
researchers’ own industry contacts for identifying born globals. A total
of eight firms responded to the survey, through e-mail and/or interviews.
Seven of these firms were younger than 20 years. One of the firms was
dropped from the study as it had been operating for too many years. All
of the participating firms confirmed that they had obtained at least 25 %
of their revenues from foreign customers within three years of beginning
their operations. In fact, all of them had almost their complete revenue
coming from foreign customers and markets, right from the beginning,.

Cross-Case Study and Analysis

Cross-case methodology allows for systematic studying of multiple cases,
to allow for a more intensive examination of issues and the exploration
of a wider range of issues across a number of cases (Lee & Chavis, 2012).
Cross-case analysis also allows for comparisons of commonalities and con-
trasts across the various firms (Khan & VanWynsberghe, 2008). Further,
the use of multiple data sources enhances the ability to reveal converging
and diverging patterns, to increase confidence in interpretation, and to
tell the story of how and why change transpired (Lee & Chavis, 2012).
Case studies typically combine data collection methods such as archives,
interviews, questionnaires, and observations to yield evidence that ana-
lyzed may be qualitative (e.g., words), quantitative (e.g., numbers), or
both (Eisenhardt, 1989).

The cross-case analysis methodology was used to study the seven case
studies of born global firms in the Indian apparel industry’s criteria. The
three categories of low, intermediate, and high committers, as described
by Melén and Nordman (2009), were used to group the cases for the
cross-case analysis.

Data Collection

The data collection was based on a questionnaire guided by Melén
and Nordman (2009), which was created to assist in categorizing the
respondents based on three categories of internationalization. The firms
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identified were sent e-mails containing the questionnaire. Further, indus-
try contacts and insiders were contacted to help in the collection of data
through interviews and/or completing the survey form electronically.
Some identified respondents were also contacted by telephone to collect
the data. One of the identified firms was visited in an effort to collect the
data. Approximately 40 firms were identified from the CMIE database
as being appropriate for data collection, and e-mails were sent to 24 of
them for which e-mail addresses were available in the database. Further,
industry contacts in the southern part of India (Chennai, Tirupur, Karur,
Coimbatore, Bangalore, etc.) were contacted and asked to assist with the
data collection. Eventually, data were collected from eight firms, of which
seven were selected for analysis. Some of the firms were recontacted, to
seek clarification and affirm the understanding.

The Case Companies

Descriptions of the internationalization efforts of the seven case compa-
nies are given in the following paragraphs. Analysis of the approaches to
international markets suggests many commonalities across the firms, and
also suggests a subtle divergence in the approach to future strategies. The
profile of the firms is given in Table 9.1.

Company A exports cotton-fabric home textiles, and has been obtain-
ing its revenue from foreign markets right from inception. The company
deals primarily with the USA and France. The initial contact with an
international customer is usually made by the final buyers’ Indian agent.
E-mail and telephone are the preferred modes for placing orders. The firm
is not known to the end-user customer. The main difficulty encountered
in developing foreign customer knowledge is in knowing about the tastes
and design pattern preferences of foreign customers. The main obstacle
encountered during the company’s internationalization efforts has been
price. No help is sought by Company A from anyone in foreign markets
(e.g., agents), with respect to selling its products. The key motivations for
internationalization are to increase profitability and the customer base.
The firm maintains contact with its customers through bilateral office vis-
its. The buyers provide their own designs and patterns, which Company
A manufactures as per the requirements.
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Table 9.1 The sample firms

Foreign market

Number of entries since
interviews/e-mail foundation (regions

Company Business area Founded response of the world)

A Cotton home 1995 1 USA, France
textiles

B T-shirts, knitwear, 2006 2 Europe
hosiery products

C Garments for men 2008 1 Denmark, Spain,
and children France, Italy,

Netherlands

D High-fashion 1995 2 France
children’s
products

E Cotton yarn 1995 1 Brazil, USA, Canada,
suitable for Portugal, Turkey,
knitting and Bangladesh, China,
weaving Sri Lanka, Egypt

F Apparel for men 2000 1 USA, ltaly, France, EU

countries

G Shirts and 1999 1 Americas and Europe

garments

Company B manufactures tee shirts, knitwear, and hosiery prod-
ucts. It exports primarily to Europe, through the purchasing offices of
the final buyer, and ships directly to customers. The orders are taken
through e-mail and telephone. The firm considers the retailers in Europe
to be the end customer, and Company B and the retailers are known to
each other. Although some direct exporting takes place, the firm does not
exert effort on direct exports and marketing, citing a lack of trust and
the economic downturn in Europe. Moreover, Company B prefers to go
through purchasing offices with “known faces”. Customers are obtained
through purchasing agents. Most of the buyers have buying offices and
Company B establishes contacts with these offices. As the firm builds to
specification, customer preferences are clear, as the buyers have done the
necessary research prior to the start of manufacturing. Some of the obsta-
cles that Company B faces in dealing with internationalization are related
to competition, the reliability of purchasers, and supplier relationships.
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The company mentioned that technical details such as fabric quality and
the lack of complete technical specifications are handled on the basis of
trust, based on the foreign buyer’s specification. Discrepancies in under-
standing result in producing mismatched goods, leading to payment
issues and cancelation by foreign buyers at the last minute, citing issues
of quality and timeliness, and resulting in their relocation to Bangladesh
or other nations. Even genuine buyers return goods, citing lack of sales,
which is very problematic for the firm. Company B maintains contact
with purchasing agents and ensures quality, value for money, and timeli-
ness, and working to maintain truly meaningful relationships.

Company C mainly deals with garments for men and children, such
as tee shirts and pajamas. They received their first order through a fair in
Paris. A family member is based in Europe, and speaks local languages,
such as French and Spanish, allowing him to meet and sign up custom-
ers. The company takes its orders through e-mail. Since its customers
are knowledgeable in the complete end-to-end process, it is not neces-
sary for Company C to educate them. This makes it easier to develop a
customer base, focusing mainly on the product and commercial details.
The main challenge to the firm’s internationalization efforts is competi-
tion. Increasing profitability and the customer base is the main aim in the
firm’s internationalization process, and management hopes to introduce
the company’s own brand sometime in the future. It also considers for-
eign customers to be more genuine, in terms of payment and acceptance
of the final product. Currently, Company C hires designers in its target
markets, to make sure that it produces clothing that is in line with cur-
rent tastes and trends. As Company C designs its own products through
designers, samples are used in discussions with buyers and representa-
tives. As the business is expanding, Company C plans to hire local repre-
sentatives in Europe in a year or two.

Company D produces high-fashion children’s products, dealing mainly
with major stores in Europe. The firm establishes its initial contact with
global customers through fairs, websites, and its liaison office in India.
The orders are taken via e-mail, telephone, and directly through local rep-
resentatives. Company D makes products as per the buyer’s requirements;
hence, customers do not require any training on usage of the products. The
major effort toward smooth internationalization is based on maintaining
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and improving quality to ensure customer satisfaction. The company also
has a major focus on producing garments as per current and future fash-
ion. Growing the organization by increasing the customer base is a major
reason for Company D’s internationalization efforts. Also, regulations,
locally and in foreign markets, encourage internationalization efforts.
Regular follow-up and communication with customers is undertaken, and
fairs and exhibitions are used to gain knowledge of foreign markets and
trends. Company D is planning to increase its resource commitment to
internationalization, due to encouraging feedback from buyers.

Company E produces cotton suitable for knitting and weaving. Its inter-
national market extends to countries across the Americas, Asia, Europe,
and Australia. The initial customer contact is made through agents and
at international exhibitions and seminars. The ordering is done through
e-mail, telephone, distributors, and representatives. As the international
business is conducted through agents and distributors, Company E is not
known to the end users. Therefore, acquiring knowledge about the end
users’ product quality requirements is a challenge. Highly volatile cur-
rency value fluctuation and the credit worthiness of customers and their
bankers pose obstacles in the firm’s internationalization efforts. Company
E relies on its agents to obtain repeat orders throughout the year, along
with the sourcing of new customers at regular intervals. As part of its
future internationalization efforts, Company E wants to develop direct
relationships with end users, and to produce the final products to meet
the customers’ specific requirements. The firm’s key rationales for inter-
nationalization include increasing the customer base, generating higher
profitability, and growing the organization. The absence of a local mar-
ket for its product also encourages the seeking of international markets.
Company E gains foreign market knowledge through industry contacts,
agents, and global market watch through active Internet-based research,
and uses follow-up for repeat orders as a channel for gauging customer
satisfaction levels. While the firm recruits local staff in foreign locations
to assist with marketing, all products are made to order, based on specifi-
cations stipulated by specific customers.

Company F manufactures apparel for men, catering mainly to the US
and European markets. They establish their contacts with international
customers through face-to-face meetings and presentations that include
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the sharing of samples. The orders are taken primarily over e-mail, and
samples are verified prior to bulk production. A key challenge that the
company encounters in developing knowledge about foreign customers is
in identifying the market and its needs. Constant innovation is required
to stay competitive and relevant, especially in the garment industry, due
to constantly changing tastes, trends, and fashion; this pertains to a range
of aspects, including color, embellishments, fabric, and production. The
major obstacles associated with internationalization efforts come in terms
of costing and pricing, especially due to competition from countries such
as Sri Lanka, Cambodia, Pakistan, and Bangladesh. In addition, customer
parameters pertaining to quality, including the use of non-toxic materi-
als, are very strict. Company F works with importers in foreign countries,
such as wholesale distributors, to sell its products. Its approach to inter-
nationalization is to integrate vertically and become a one-stop shop for
its international customers, catering to all needs, including fabric, design,
accessories, and garments, with everything done in-house. Increasing the
customer base and profitability are the main drivers for Company F’s
internationalization efforts. It keeps in touch with its customers by con-
stantly traveling overseas, making presentations, and updating customers
with new developments. The firm gains knowledge about markets and
trends by attending fairs, fashion exhibitions, and shows. Company F
has consistently increased the resource commitment made to its inter-
nationalization efforts, by assuming that about 25 % of its customers
will churn every year and that the firm needs to find new customers to
compensate for those customer losses and increase turnover; the firm’s
managers clearly feel the need to plan and invest, constantly, to support
the firm’s growth goals.

Company G mainly operates in the USA and Europe, dealing with
shirts and garments. The orders are taken mainly through e-mail and
the firm is not known to end users. Identifying markets and their needs,
in terms of requirements and trends, represents a major difficulty with
respect to developing knowledge about foreign customers. Company
G finds that attending fairs and talking to distributors help it to gain
foreign market knowledge and details regarding trends. The major chal-
lenges to the firm’s internationalization pertain to costs and competition
from firms in other countries, along with maintaining quality according
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to customer expectations. Company G works with distributors and
importers in other markets to sell its products. The firm’s primary moti-
vations for seeking international markets are increasing its customer base

and improving profitability.

Low Committers

Low committers are firms that begin their internationalization using low-
commitment modes (e.g., exporting), and continue to do so. Analysis of
the seven cases suggests that all of these firms can be characterized as low
committers, which may be typical born globals in the apparel and textile
industry in India.

Company A’s low-commitment approach to internationalization is
demonstrated by its focus on increasing profitability through relying on
agents, and reducing risk in the absence of market information by utiliz-
ing the agents and their customer bases. The firm relies on indirect ties
to increase its reach, and to compensate for the structural holes in its
ability to connect with the end customer by working with agents, who
perform a brokering function. Further, the product life-cycle dynamics
are handled by taking designs and patterns from the buyers themselves,
thus filling the information void in their product market knowledge.

Company B, arelatively new entrant, seems to prefer alow-commitment
internationalization strategy due to trust issues, derived from returns
of goods to the company and the shifting of production to other low-
cost production locations. To deal with these challenges, the firm uses
purchasing agents to improve its ability to reach to the end customers. At
the same time, the purchasing agents, who play a brokering role, are able
to fill the gaps in Company B’s network by providing access to reliable
buyers and helping to reduce the incidence of opportunism (Hill, 1990;
Crook, Combs, Ketchen Jr. & Aguinis, 2013; Weber & Mayer, 2014).

Company C, also a recent entrant, designs its own garments and
approaches buyers directly. The company relies on direct ties to mar-
ket its products and uses foreign market-based designers to create new
offerings. The firm’s current low-commitment strategy is driven by its
focus on increasing both profitability and the size of its customer base.
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To improve its ability to reach customers, the firm plans to hire represen-
tatives, which would enable it to continue its low-commitment strategy
through the use of indirect ties. The gap in Company C’s organizational
capability with respect to understanding end-user product preferences is
bridged by the designers. Company C wants to distribute its own brand,
and is thinking of increasing its commitment level by hiring more direct
representatives in foreign markets (Gaur & Kumar, 2010; Kumar, Gaur
& Pattnaik, 2012).

Company D, a seasoned firm, has a strong network of direct ties with
merchandising managers and producing in accordance with customer
requirements. The firm’s low-commitment strategy is driven by its strong
relationship with buyers, and its focus is on increasing its customer base
and using fairs to increase its direct ties.

Company E operates over a particularly large geographic area, and
relies on its indirect ties with agents to reach the end customer. The need
to increase the customer base drives the firm’s reliance on agents; these
indirect ties enhance Company E’s access to relevant information regard-
ing customers and products. The low-commitment international strategy
has worked for the firm, and has helped it to concentrate on increasing
profitability and its customer base (Knight & Cavugil, 2004; Zhou, Wu
& Lou, 2007; Hashai, 2011).

Company F uses direct ties with end buyers, and designs its own
products (Yu, Gilbert & Oviatt, 2011; Jones & Coviello, 2005; Hashai
& Almor, 2004). This firm’s commitment level of internationalization,
while still categorized as low, is relatively higher, due its emphasis on
direct ties and increasing the customer base. It makes up for gaps in its
network by undertaking frequent travel to meet customers and attend
trade events and shows. The relatively higher commitment strategy is also
reflected in its investment to create samples, in order to engage customers
directly, and in its constant attempts to acquire new customers in order
to make up for lost ones.

Company G produces customers designs and follows a low-
commitment internationalization strategy. It uses indirect ties in foreign
markets, in the form of distributors and importers, to widen its network.
The indirect ties are further expanded by attending trade fairs. This suits
the company’s focus on profitability and on increasing its customer base.
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From the analysis of the various cases, it emerges that these firms are
using low-commitment internationalization strategies that rely on indi-
rect ties, to focus on increasing their customer bases and their profitabil-
ity. Engaging with purchasing agents and distributors in foreign markets,
who act as brokering agents, also helps the firms in securing repeat busi-
ness, effectively independent of the end customer.

The case firms’ internationalization modes are summarized in Table 9.2.

Discussion

Our analysis of born globals in the Indian apparel industry indicates
that these organizations aim to be global players although they employ
low-commitment strategies for their continued internationalization. The
most commonly stated reasons for internationalization are to increase
profitability and the customer base. The main challenge in these firms’
international efforts comes from cost and price points, in addition to the

Table 9.2 The sample firms’ main international modes

International Exports via
sales/marketing independent Establishment of
methods used/ representatives,  Establishment of local
being used distributors, local sales manufacturing
Direct agents, strategic subsidiariesin  subsidiaries in
export alliances, joint foreign market(s) foreign market(s)
Company since  ventures since since since
A 1999 1998 1995 (in India) No
B 2006 2006 No No
C 2008 2008 2009; just an No
address office
in Europe
D 1995  Using liaison office No No
of buyers based
in India
E 1997 1997 No No
F 2000 2000 Have brand in  No
Italy, hence

office is Europe
G 1999 1999 No No
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competition from firms in other producer nations. Maintenance of qual-
ity is an area of strong focus for all seven of the born globals, as part of
their continuing internationalization efforts. The firms are comfortable
operating with purchasing representatives, and use meetings, along with
presentations showing samples, to make their sales pitches to various buy-
ers, including potential distributors. A key goal of some of the born global
firms in the study is to launch their own brands as part of their continued
internationalization, rather than establishing manufacturing units out-
side of India. This is aimed at increasing margins, as the born globals in
the Indian apparel industry are under pressure, due to raising operational
costs and competition from other, lower cost, producer countries. The
2005 changes in Multi-Fiber Agreement (Watchravesringkan, Karpova,
Hodges & Copeland, 2010), in which the World Trade Organization
members committed themselves to removing country-based textile quo-
tas by January 1, 2005, to integrate the textile sector fully into the General
Agreement on Tariffs and Trade rule, acted as a game changer for many
earlier born globals, with respect to maintaining their market shares and
remaining competitive. While all of these challenges remain, the firms in
the study are making increasing investments toward their internation-
alization efforts, reflecting the managers’ entrepreneurial natures. The
ability to “think big”, in terms of wanting to create their own brands, is
indicative of the ability of these organizations to develop creative ways
to thrive and prosper in competitive conditions. At the same time, it is
interesting to consider why all seven of these born globals display a “low
committers” approach to internationalization. One possible explanation
can be found in the product development cycle and new product devel-
opment dynamics of the apparel industry.

As May-Plumlee and Little (1998) indicated, apparel manufacturing
firms need to focus on improved market responsiveness in a demand-
activated, customer-driven, and competitive retail business environment.
The apparel product development process forces the firms to concentrate
on improving the cost effectiveness of their processes by streamlining and
shortening the product development cycle, and improving market recep-
tiveness through the addition of custom-fit products, while developing
new products close to the selling season. These Indian apparel-industry



9 Emerging-Market Born Globals: The Influence... 209

born globals depend heavily on fairs and exhibitions, and inputs from
distributors and representatives, to understand customer preferences.

Further, apparel-industry products are developed in seasonal lines,
rather than as individual products, and the product life-cycle is relatively
short (Jang, Dickerson & Hawley, 2005). Typically the cycle from prod-
uct research and design to the final customer purchase takes one year. At
the same time, several lines of new products must be produced annually.
As a result, while one product line is being developed, the previous line
may be in production, and a third line may be selling at retail sales. As
the products are largely seasonal, the merchandising calendar is used to
schedule processes. This leads to a situation in which the sales data for
the previous season’s line are incomplete, and so decisions must be made
on new products without benefit of data regarding consumer acceptance
of the previous year’s products. There are also further system constraints,
such as vendor reliability, raw material availability, and achieving the tar-
get price point (May-Plumlee & Little, 1998).

The inherent uncertainties of economic conditions, the need to con-
stantly understand consumer preferences, and the quick turnaround
times required are the key reasons behind the Indian apparel-industry
born globals’ continued use of low-commitment strategies in approach-
ing international markets. The managers’ shared view is that their invest-
ments are better spent in trying to increase the customer base and raise
profitability, by engaging distributors and in preparing sales samples as
per the recommendation of the end customers.

There is strong evidence that organizational apparel buyers place
emphasis on price, quality, flexibility, and responsiveness when assess-
ing vendors (Thaver & Wilcock, 2006). As on-time delivery and achiev-
ing quality standards are key to success in the apparel business, these
Indian-born globals concentrate on these criteria, aiming to increase their
international business. Launching their own brands would require them
to invest more in understanding international customers, and their sea-
sonal preferences, by having direct contact with the end users. This may
entail hiring designers and market research professionals in the foreign
markets, and not relying solely on distributors and local buyers. Because
customer acceptance measures are most important for gauging the suc-
cess of apparel products (Jang, Dickerson & Hawley, 2005), at this stage,
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the Indian-born global apparel firms seem to be comfortable following
the low-committer strategies of operating through distributors, and buy-
ers/importers from large stores and foreign brands.

In this study, we have investigated Indian-born global firms in the
apparel industry, and attempted to explain their consistent use of low-
commitment internationalization strategies based on the dynamic nature
of product development in this industry. This study has been based on
responses from firms based mostly in South India. It would be worth-
while for future research to see if the findings are consistent in other parts
of India, as well as in other emerging economies. Future work might
also study the product development challenges of Indian-born globals
in the apparel industry, along with the steps the apparel born globals
need to take toward internationalization in terms of their ambitions to
introduce their own brands in foreign markets. Our study highlights the
challenges faced by emerging-market born globals in their international-
ization efforts, and emphasizes the need for ongoing research in this area.
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Innovation and Entrepreneurship
in the Informal Economy: Insights
from the Ground Zero

Pavan Soni

Employment in the informal economy is frequently related to low-
paying jobs, chronic poverty, weak social protection, sweatshop environ-
ments, labor exploitation, low productivity, and limited opportunities to
move up the economic ladder. The informal economy has for long been
understood as a ‘problemy’, and researchers have advocated for various
measures to overcome this issue. The International Labor Organization
(ILO) impresses upon quality employment and decent jobs to solve the
problem of informal economy, whereas the World Bank deems function-
ing labor markets and institutional reforms as a panacea.

However, it is getting apparent that many people in developing and
developed countries voluntarily opt out of the formal setup to be self-
employed in the informal economy. A large part of the informal econ-
omy today happens on an own-account basis, and has graduated from
‘exploitative sweatshops’ to a ‘hidden enterprise culture’. Though the
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interest in studying informal economy has grown in the recent years,
and a considerable ground is covered on investigating the entrepreneurs
within, not much has been said about their innovations. India, the world’s
largest informal economy by size, houses more than a few million entre-
preneurs and offers a very fertile ground to study the innovations these
entrepreneurs bring to thrive in such setups. Innovation in the informal
economy becomes all the more important to achieve competitive differ-
entiation, and there do not exist sufficient institutional mechanisms to
protect the property rights of the players, and transaction costs are very
high owing to non-existence economic intermediaries.

The chapter attempts to investigate the phenomenon of innovation
amid the entrepreneurs operating in the informal economy. Situated in
an urban setup, in the city of Bangalore, the paper delves into the prac-
tices of two highly innovative self-employed street vendors. The intent is
to study the motives, strategies, innovations, and philosophies adopted
by such entrepreneurs. Based upon in-depth interviews, this working
paper proposes four key insights. First, these entrepreneurs started by
being necessity-driven, but once they got the taste of doing business,
they became opportunity-driven and remained in the informal economy.
Second, they developed and adopted simple heuristics to make their pric-
ing and inventory management decisions, considering their negligible
educational level and limited apprenticeship avenues. Third, the entre-
preneurs exercised market innovations in identifying the right locality
and offerings to do business with, and by saturating the carrying capac-
ity of their respective markets, thus managing to keep competitors at
bay. Last, artful tactics and innovations were observed in the way these
informal entrepreneurs managed their relation with the formal economy,
especially with the police and regulators.

The paper has five sections. The first section offers an overview of the
existing state of research on the informal economy, including characteris-
tics and schools depicting the phenomenon. The second section delves into
research on entrepreneurship in the informal economy and presents the
critical debates and insights. The third section builds the case for the need
to study entrepreneurship in the informal sector in India, with a focus on
understanding innovation practices. The fourth section details the study,
and the fifth section shares the interim findings. The profile sketches of the

two entrepreneurs considered in the chapter are in the appendix.
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The Nature of Informal Economy

For long, economists did not consider the informal economy worthy of
studying. It was not until Hart (1973) documented the economic activities
in the low-income groups in Ghana that the economists and sociologists
took notice of the phenomenon that exists at the margins of the formal
economy. In another influential work, Portes, A., Castells, M., and Benton,
L.A. (1989) depicted the various informal sectors that exist outside the
regulatory ambit. Informal sectors exist in different forms and across devel-
oping and developed economies. The ILO defines informal economy as:

All economic activities by workers and economic units that are—in law or prac-
tice—not covered or insufficiently covered by formal arrangements. Their activi-
ties are not included in the law, which means that they are operating outside the
Jformal reach of the law; or they are not covered in practice, which means that—
although they are operating within the formal scope of the law, the law is not
applied or not enforced; or the law discourages compliance because it is inap-
propriate, burdensome or imposes excessive costs. (Trebilcock, 2005: 2)

Researchers have highlighted different dimensions of the informal
economy. For instance, De Soto (1993) bases informal economy on the
strength of or even complete absence of property rights; Swaminathan
(1991) characterizes such economies by lack of regulation and state rec-
ognition, which Trebilcock (2005) argues to be rooted in poor governance.
Regarding the people engaged in such economies, Williams (2008) iden-
tifies them to be mostly working on full or partial off-the-books man-
ner, while Maloney (2004) deems them as voluntary micro-entrepreneurs,
owners of small firms.

There are predominantly five schools of thoughts explaining the phe-
nomenon of informal economy:

— Dualist view: It bases the rise of the informal sector to the popula-
tion growth and urban migration in emerging economies, and the
inability of the formal economy to absorb the surplus of unskilled
and uneducated labor (Hart, 1973; Trebilcock, 2005). According to
this school, as economies develop, their formal economy would
absorb all of the informal activities.
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— Structuralist view: It proposes that the informal economy exists to
support the formal economy by offering low-cost, specialized jobs, and
hence they both are tied in a capitalistic system. Most of the informal
sector hence supports the formal sector through subcontracting, pro-
viding flexible labor, and specialized skills (Piore and Sabel 1984).

— Legalistic view: This view argues that informal economy stems
from excessive complexity and cost associated with registration of
formal economic activities, and high taxation on small entrepre-
neurs (De Soto, 1993). Here people chose to voluntarily exit formal
economy, and thereby signal a widespread resistance to overregula-
tion (Williams & Nadin, 2010; Maloney, 2004).

— Post-structural view: It highlights the entrepreneurship pursued
social and redistributive reasons, rather than purely financial gains
(Williams & Nadin, 2010).

— Colonial view: Under this approach, the informal economy is
maintained by the restrictions imposed by the settled-colonial dom-
ination, such that the dominated state is cut-off from the formal
mainstream economy for the immediate gains of settlers, as in the
case of Israeli settlement in Palestine (Awwad, 2012).

Against the belief of the dualist theorists that the informal economy
will slowly disappear as economies world over develop, informal econo-
mies are anything but shirking in developing and developed countries
(Swaminathan, 1991; Cross, 2000). This increase in the share of informal
activities can be attributed to a shift of many formal sectors to informal
ones, recessionary pressures on the formal economy, an absolute increase
in the volume of informal activities, and changing demographic dividend
(Jutting, Parlevliet, & Xenogiani, 2008).

While estimating the size of the informal economy, ILO classifies the
people engaged in the informal sector into two categories: those employed
in the informal sector and actual informal employment, where jobs in the
informal sector and informal employment refer to different aspects of

informality. Accordingly:

Employment in the informal economy is an enterprise-based concept and covers
persons working in units that have ‘informal’ characteristics about, e.g., the
legal status, registration, size, the registration of the employees, their bookkeeping
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practices, etc. Informal employment is a job-based concept and encompasses
those persons whose principal jobs lack basic social or legal protections or
employment benefits and may be found in the formal sector, informal sector or
households. Almost all individuals employed in the informal sector are in casual
employment. However, not all those in informal employment belong to the
informal sector: there may be people working ousside of the informal sector (i.e.,
either in the formal sector or households producing for own final use) that have
casual employment. (ILO, 2012)

Based on the study of 47 medium- and low-income countries, the
report highlights that in all except two countries, the number of persons
employed in the informal sector exceeds that in informal employment
outside the informal sector, suggesting that the bulk of casual work is
concentrated in jobs in the informal sector (ILO, 2012). In India, there
were 185 million persons with casual employment in 2010-2011, rep-
resenting 83.6 percent of the non-agriculture employment. Of this, 35
million were females, and 150 million were males; and the 83.6 percent
of informal employment primarily constituted of persons employed in
the informal sector (68.8 percent). China, on the other hand, had only
32.6 percent of its workforce engaged in informal employment.

Further, one must appreciate that formality and informality in an econ-
omy exist more as a continuum rather than as binary states (Trebilcock,
2005). In a survey of the participation of workers in the formal and infor-
mal economy in Bangladesh, China, Ethiopia, and Indian state of Gujarat,
the finding was that Gujarat had the highest share of people working in
completely informal setup or mix of formal and informal, as compared
to any other context (Jitting et al., 2008). India appears as not only the
world’s largest informal economy but also home to a significant number
of entrepreneurs operating in this space. We now move to one of the
interesting phenomena in the informal sector—entrepreneurship.

Entrepreneurship in the Informal Economy

Swaminathan (1991) deems that three forms of employment exist in
the informal sector: self-employment, family labor, and hired labor, where
the hired labor could further be of a casual or stable type. In a more
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encompassing definition, the ILO classifies employment in the informal
sector into four segments: wages and salaried workers, employers or entre-
preneurs, own-account workers, and contributing family workers (Jlitting
et al., 2008). In another report, Williams and Nadin (2010) offer a dis-
tinction between entrepreneurs trading in the informal economy versus
those participating in the criminal economy that engages drug-dealers,
human traffickers, kidnappers, and extortionists, among others. Clearly,
the interest of this study is in observing the activities of se/f-employed or
owner—manager—entrepreneurs operating legal businesses, albeit unregulated.

For the purpose of this chapter, we adopt the definition of entrepre-
neurs in the informal economy offered by Williams and Nadin as:

those engaged in the paid production and sales of goods and services that are
legitimate in all respects besides the fact that they are unregistered by, or hidden
[from the state for tax and benefits purposes. (2010: 363)

The informal sector offers a fascinating setting to study entrepreneur-
ship. Identifying the entrepreneurial potential provided by the informal
economy, the ILO states that such an economy provides opportunities
for workers to display real business acumen, creativity, dynamism, and
innovation (Trebilcock, 2005). Gerxhani (2004) justifies the choice of
entrepreneurs to operate in the informal sector stating that such a setup
offers them more autonomy, flexibility, and freedom, and helps exhibit
their creativity.

Entrepreneurship in the informal economy can have many sources.
Stebbins (1982) identifies informal enterprise in the form of people pur-
suing serious leisure, which can take the shape of amateurism, hobbyist
pursuit, or career volunteering. In a study of self-employed workers of
New York City’s East Village neighborhood, Snyder (2003) explicates
three routes to the informal sector: constricted opportunity in the formal
sector, individual economic motivations, and individual identity motiva-
tions. Informal setups could also be spin-offs from formal employment
(Williams, 2008; Maloney, 2004). Entrepreneurial activities in the infor-
mal economy are studied from multiple perspectives. Some of the per-
spectives are given below.
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State of Country’s Economic Development

A state’s economic development affects the employment opportunities
available for labor to participate in, and it is shaped further by the strength
of its institutions. One of the critical determinants of entrepreneurial
activities is the availability of funds and labor. With underdeveloped or
inefficient intermediaries in the underdeveloped economies, formal entre-
preneurial activities are rendered costly (Krishnan, 2010). Hence, entre-
preneurs in underdeveloped or developing economies resort to informal
means of gathering funds, labor, and market access (Maloney, 2004).

In a study of entrepreneurial activities in Russia, Ukraine, and England,
Williams (2008) identified that in these three countries, 100 percent, 90
percent, and 77 percent of entrepreneurs operate in informal economies,
respectively. Interestingly, even in developed countries, such as England,
one in five entrepreneurs operates on an entirely informal basis, with
other entrepreneurs having varying levels of regulatory control. The study
also shows that a significant portion of informal entrepreneurs is clus-
tered around the lowest and the highest income quartiles, contrary to the
view that informal economy mostly engages people from lower income
groups.

Gender-Based Participation in Informal
Entrepreneurial Activities

Gender has a very significant influence on the opportunities and situ-
ations that lead to involvement in the informal economy. Women are
overrepresented in the informal sector as they have fewer avenues avail-
able for the formal setup (Maloney, 2004). Marital status has a huge
bearing on participation in the formal economy. Further, women with
young children are more likely to be engaged in entrepreneurial activities
in informal setup than single ones (Jiitting et al., 2008).

Williams and Gurtoo (2011) identify the critical insights that current
research on the participation of women in the informal economy offers.
First, female entrepreneurs in informal economy operate at a very low
level of organization and scale and have little or no access to institutional
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credit. Second, they lack formal space for operations and have to protect
themselves from harassment by local authorities, apart from facing severe
occupational hazards associated with improper working conditions.
Third, their work often does not constitute a separate legal entity, indepen-
dent of the household, even though most transactions are market-based.
Lastly, they are subjected to severe mobility constraint owing to other
household responsibilities.

Perpetuity in the Informal Economy or Graduation
to Formal Economy

Entrepreneurs may participate in the informal sector as a stepping stone
to get enrolled into the formal economy, and many others may continue
with the informal setup (Williams & Nadin, 2010). In a study of work-
ers in the informal sectors in Latin America, Maloney (2004) identifies
voluntary micro-entrepreneurship activities where such entrepreneurs
preferred informal sector over the formal sectors and did not treat it as a
stepping stone. For instance, in Mexico, over 60 percent of entrepreneurs
in the informal sector left their previous jobs and entered the industry
voluntarily. Such entrepreneurs devise informal mechanisms anchored in
their social networks and immediate neighborhood for managing risks.
Further, entrepreneurs chose to operate in areas where they could maxi-
mize their utilities and have a comparative advantage over others or against
participating in the formal sector (Jiitting et al., 2008). Hence, the dualist
perspective, which advocates that people would treat the informal econ-
omy as a stepping stone to participate in the formal economy, has not met
with strong empirical support, especially in rapidly developing economies.

Opportunity-Driven or Necessity-Driven
Entrepreneurship

In a global study of entrepreneurial activities, Bosma and Levie (2010)
classify entrepreneurship based on individual as opportunity-driven or
necessity-driven. The opportunity-driven or ‘pushed’ enterprise refers to
those endeavors born out of choice to exploit a business opportunity
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while necessity-driven or ‘pulled’ entrepreneurship involves options
where work is either limited or unsatisfactory. This 2009 study of Global
Entrepreneurship Monitor depicts that the ratio of opportunity-driven to
necessity-driven business owners is higher in high-income countries than
in middle-income countries (Bosma and Levie, 2010). However, in a study
of households engaged in off-the-books basis activities in English locali-
ties, Williams (2007) identifies that the ratio of opportunity-driven to
necessity-driven business owners is no different from that observed in for-
mal economic setup or legitimate entrepreneurship. In fact, a large share
of entrepreneurs in the informal economy tends to be opportunity-driven
rather than being pushed by the circumstances. This finding goes against
the ‘marginality thesis’ which offers that the informal economy ‘forces’
people to take up self-employment primarily due to lack of opportunities.

Education level and age also have implications on participating in the
informal sectors as entrepreneurs or self-employed. Jiitting et al. (2008)
observe that people with a moderate level of education are more likely to
be self-employed in the informal economy than those with none or very
high education levels. Similarly, middle-aged and older individuals are
more likely to be entrepreneurs in the informal setup, as younger people
would have better opportunities in the formal sector or as waged workers.

Entrepreneurship in India’s Informal Economy

India houses arguably one of the world’s largest informal economies.
With over 185 million people employed in various informal jobs outside
of the agriculture sector (ILO, 2012), the segment plays a vital role in the
country’s growth. Amit Mitra, the Secretary General of the Federation of
Indian Chambers of Commerce and Industry, attributes India’s growth
story to its over 45 million entrepreneurs operating in the informal econ-
omy (The Economist, 2010). On another account, Dasgupta and Singh
(2005) opine that for India to meet its above 6 percent gross domestic
product growth trajectory over next few years, more jobs and work have
to be found in the informal sector for a large number of people. This
infers creation of more employment in the services sector, and generation
of greater entrepreneurial opportunities in the informal economy.
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The informal economy in India is studied from various perspectives in
recent years. In a very early work, Breman (1996) studied the activities
in the informal and semi-formal sectors in the state of Gujarat in India,
focusing on employment patterns. In a study of self-help groups of women
in the micro-credit industry, Hill (2001) highlighted the importance of
mutual recognition in activating worker identity, and work-life balance
in achieving economic development. Carr and Chen (2001) depicted the
impact globalization has on workers in the informal economy of India.
Harris-White and Sinha (2007) studied the effects of trade liberalization
on employment in the informal sector in India and the resulting social
disparity, taking the instance of garments and rice processing industries.
More recently, Athique (2008) took up the case of India’s moviemaking
industry as an informal setup in depicting the entire value chain of activi-
ties and the way various agents interact across the formal and informal
sectors.

Contrasting with studies on overall informal economy, little research
has delved into entrepreneurship in the informal sectors in India.

In a study to assess the impact of India’s post-liberalization economic
policies on entrepreneurs in the informal sectors, Gurtoo (2009) con-
ducted a survey of 1255 workers engaged in the various informal sectors
in India. Her findings were that the income of micro-enterprise own-
ers (in the informal sector) was twice that of informal sector workers;
informal entrepreneurs were happy to work in their professions and did
not consider lack of alternatives as the drivers of their participation in
the informal economy; and that they have limited access to formal wel-
fare schemes. Equipped with the insight that entrepreneurship in India’s
informal sector is not predominantly necessity-driven, Gurtoo proposes
a framework that could enable to unearth the hidden entrepreneurial
culture existing in informal sectors of India. In another study on women
entrepreneurs in the informal sectors located in the tier-land tier-2 cit-
ies of India, Williams and Gurtoo (2011) highlight the role of ‘enzre-
preneurial ecosystem’ in entrepreneurial ventures. Such networks help
the focal entrepreneurs exert socio-cultural influence to perform a busi-
ness, in the absence of economic influence that is available to the formal
entrepreneurs.



10 Innovation and Entrepreneurship in the Informal Economy:... 225

In another set of studies, researchers have documented the improvisa-
tion abilities of people at the grassroots level in bringing about product
and process innovations. Called as jugaad, a Hindi word for improvisa-
tion, such products and processes are good-enough remedies of immedi-
ate problems that people face. While there is an application of creativity,
these outcomes cannot be deemed as truly innovative, as they often lack
scalability and reliability (Krishnan, 2010). In a significant effort, the
Honey Bee Network, as a part of the National Innovation Foundation
in India, engages in documenting local knowledge, inventions, innova-
tions, and improvisations carried out by people in the informal economy
(Gupta, 20006).

Notwithstanding the efforts like those of the Honey Bee Network, and
researchers studying women entrepreneurship and those of people on the
margins of the formal economy, I observe a significant opportunity to
explore creativity and innovation among entrepreneurs in the informal
sector. Most of the research on creativity and innovation in the context
of entrepreneurship has been set up in the formal sector (Carland, Hoy,
Boulton, & Carland, 1984); hence, such an effort could also inform the
global audience.

One could argue that creativity and innovation are much more
required in the informal sector than in the formal. The very fact that
the entrepreneur in the informal economy does not have the economic
means to influence various stakeholders, she has to be far more ingenious.
In a country like India where institutions, both hard and soft, are not
adequately developed (The Economist, 2010), ingenuity could make the
difference between survival and death while operating in the informal
economy. Contextualize this with the fact that most participants in the
informal sector come from lower strata of the economy, are not ade-
quately educated, and have very few means of finances. Creativity and
innovation become all the more vital under such circumstances.

Having argued for the existing gap in the literature of entrepreneur-
ship in the informal economy, we now look at some attempts to study
innovation and creativity among entrepreneurs in some of the informal
sectors of India.
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The Study

In one of the epic works in the field of entrepreneurship, Schumpeter
(1934) emphasized on entrepreneur as the ‘agent of economic change,
and placed innovation at the heart of the enterprise. He proposed that
growth comes from ‘new combinations of material and energy’ performed
by entrepreneurs, and not by the accumulation of capital. The entrepre-
neur ‘commercializes a new good or a new method of production, opens a
new market or discovers a new source of supply, or carries out a new organi-
zation of industry’ (1934: 68). It is through the act of ‘creative destruction’
that the economic equilibrium gets disturbed, and a new order gets cre-
ated (Schumpeter, 1942).

Schumpeter placed the entrepreneurs in question squarely in the for-
mal economy, and hence elegantly identified the types of innovations
that the entrepreneur can bring about. But in an informal setup, there are
several constraints imposed on the entrepreneur and the range of innova-
tion activities get impacted consequently. For instance, the entrepreneur
may not be able to bring about innovations that impact the industry
structure, as Schumpeter would desire.

In an attempt to look at the innovative activities of an entrepreneur
beyond Schumpeter’s conceptualization, Manimala (1992) conducts a
grounded study on entrepreneurs spanning formal and informal sectors
in India. Manimala identifies ten types of innovations that such entrepre-
neurs usually engage in (1991: 7).

— Market/Marketing innovation : his involves discovering a rela-
tively new market, employing new market strategies to tap an unad-
dressed market, and erecting entry barriers for competitors.

— Product innovation : This comprises mainly of making modifications
in the existing products and introduction of locally new products.

— Process innovation: Common methods in this category include modi-
[fication of existing processes to circumvent patent protection, making
use of locally available labor and resources to product cheaper alterna-
tives of existing products, and bringing improvements in quality.

— R&D management innovation: Though rare, such an approach calls
for devising novel ways of managing the R&D efforts without having
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Jformal departments, mostly by leveraging entrepreneurs informal
networks.

— Supply/Supply-source innovation : Faced with a shortage of supply
or lack of demand in the market, such engagements mostly involve ver-
tical integration or partnership commitments.

— Personnel innovation : These innovations focus on building a con-
tinuous stream of trained personnel under situations where labor quan-
tity and quality isnt adequate, and labor laws are weak or even
inexistent.

— Financial innovation : Such innovations mostly involve mobilizing
Sfunds from outside rather than managing them internally. Some of the
approaches are through chit-funds, micro-credits, and convertible
debentures.

— Cultural innovation : In ensuring that the enterprise in its budding
state works as a collective whole, entrepreneurs pay attention to institu-
tionalizing a culture and a way of thinking. In the absence of legitimacy
and other resources, such a culture creation calls for ingenuity.

— Structural innovation : Akin to the business model innovation, such
a dimension looks at the way the enterprise is structured and the trad-
eoffs the entrepreneur exercises. This could involve subcontracting
engagement, flexible working hours, or working-from-home kind of set-
ups, among others.

— Government relations innovation : An often ignored feature, yet
very necessary in the informal structure is the approach to managing the
relationship with authorities and regulatory bodies.

Manimala observes that ‘successful entrepreneurs are innovative in some
areas, during some phases (of their entrepreneurial journey), and at least in
some degrees (1992: 18).

The present study documents the innovation and creativity aspects of
selective entrepreneurs in the informal economy in India. Here we adopt
the definition of creativity as ‘the process of developing and expressing novel
ideas that are likely to be useful , and innovation as ‘the embodiment, com-
bination, and synthesis of knowledge in novel, relevant, valued new prod-
ucts, processes or services (Leonard & Swap, 1999). Since creativity is
hard to observe unless manifested in some form of innovation, for the
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purpose of this paper, we focus on the innovative outcomes of entrepre-
neurs engagement, instead of the creativity of the entrepreneur per se.
With over 80 percent of India’s non-agriculture employment absorbed
in the informal economy, most of which is self-employment, studying
the phenomenon of innovation remains a humongous task. The paper
adopts some strict boundary conditions to identify the subjects of the
study. These are:

— The entrepreneur must have remained in the informal economy
for over a five-year period. The intent is to understand the reasons
for which the entrepreneur has stayed in the informal sector. It
must, however, be observed that illegal and black-market activities
are kept strictly outside the purview of the study.

— There must be at least one significant innovation introduced by
the entrepreneur in the market. While every entrepreneur engages
with one of the ten kinds of innovations to varying degrees
(Manimala, 1992), the subjects considered for this study must have
excelled significantly in one or more of innovative dimensions as
compared to the market in which they operate. Being first to the
market is a useful heuristics to identify such subjects.

— The entrepreneur must be actively involved in the day-to-day
operation of the enterprise. Entrepreneurs in the informal econ-
omy can take the form of serial-entrepreneurs or those managing a
portfolio of business, or just providing funds to other entrepreneurs.
While these are certainly legitimate and interesting cases to study,
the present investigation focuses on those actively managing their
enterprise, and by that token, would mostly be the owner-managers
of their setup.

Identifying entrepreneurs meeting these criteria, especially with high lev-
els of demonstrated innovation, is a rather tall task. The current study has
managed to identify two such entrepreneurs based out of the Koramangala
area of Bangalore. A cosmopolitan located in South Bangalore, Koramangala
houses around a million people and is spread over an area of 1800 acres.'

! Gathered from multiple sources, including local newspaper supplements.
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The identification happened through frequent visits to the area, references
from friends and colleagues, and articles from the local newspapers.

The Tentative Findings

The project involves carrying out in-depth interviews with innova-
tive entrepreneurs sustaining in the informal economy. So far, two
entrepreneurs are identified and interviewed. The interview duration
was 120 minutes and 90 minutes respectively, and this happened in
two sittings. Appendices 1 and 2 provide the profile sketch of the two
entrepreneurs. Here are the tentative insights gathered so far from this
ongoing study.

— Graduation from mnecessity-driven to opportunity-driven
entrepreneurship: Both of our cases talk about entrepreneurs
from the marginalized sections of the society. Md. Fayaz is from
the Muslim community, which was marginalized during the
1970s when he started his journey, and Amri Devi is an immi-
grant from Rajasthan. Though their start would be deemed as
necessity-driven, much in line with the prediction of Bosma and
Levie (2010), they soon graduated to opportunity-driven entre-
preneurship. For instance, well aware of the diseconomies and
risks involved in the business of selling high-value dry fruit items
on the street side, Fayaz continues enjoying his business. His risk
appetite keeps his competitors at bay.

— Heuristics-driven decision making: Busenitz and Barney (1997)
identify development and exercising of heuristics as a definitive fea-
ture of an entrepreneur. In our cases also, both Md. Fayaz and Amri
Devi adopted simple pricing heuristics to run their businesses
single-handedly. This is noticeable, especially in the backdrop of
their absolute absence of any formal education or apprenticeship
opportunity. Further, both the cases lacked any formal means of
competitive benchmarking or availability of substitutes to arrive at
appropriate pricing strategies. Md. Fayaz aimed at maintaining a
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margin of 8 percent on dried fruits, while Amri Devi eyed for noth-
ing less than INR 50 for a hand-made product. Anything above was
welcome. Similar heuristics were adopted to manage the inventory
levels, for in case of Md. Fayaz, the inventory carrying costs are very
high. These simple rules reduced their cognitive load and let them
‘enjoy’ the endeavor.

The knack of discovering new markets: In his study of entrepre-
neurs in India, Manimala (1992) identified market/marketing
innovation as the most common of all types of innovations exer-
cised. In the two cases that we studied, there were extensive efforts
laid in identifying the right market and the locations to do business
in. Md. Fayaz recognized early on that Koramangala is upmarket,
people are more cosmopolites, and would want to spend on buying
dried fruits for health and hedonic reasons. He situated his shop at
a major traffic junction on the 100 Ft. Road in Koramangala, and
kept large glass jars displaying his products. Similarly, Amri Devi
identified the need for hand-made decorative items for household
and set her shop next to the busy Forum Mall. By doing so, they
saturated the carrying capacity of the market and hence dissuaded
competitive entry.

The art of managing government relations: Another essential
aspect Manimala (1992) identified of entrepreneurs, especially in
emerging economies, is their innovation in managing relationships
with authorities and regulators. Since our entrepreneurs operate in
completely informal setup, they have to ward off misappropriation
of their hard-earned money. For instance, Mr. Fayaz kept it very
clear from the outset that he would not pay any money to police or
any local mafia. However, he would be okay to feed them his dried
fruits once in a while. In fact, he deems feeding them would earn
their loyalty and blessings from his Maalik. The case of Amri Devi is
even more important in the way she managed to get a reasonably
good house, with free electricity and water supply in the Koramangala
locality, where a similar house would have cost her anywhere above

INR 6000 per month as rents. We call this as the art of managing
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relations, as the entrepreneurs highlight the adoption of socio-cul-
tural pulls, instead of economic mechanisms to play in the informal
economy, as also depicted by Williams and Gurtoo (2011).

As we identify more entrepreneurs who have brought about remark-
able innovations while continuing with the informal economy, we would
gather more insights onto our working paper journey.

Conclusion

The paper was an attempt to look at the creativity and innovation dimen-
sions of the entrepreneurs operating in the informal economy. The infor-
mal economy, whether it is in developing nations or developed ones,
offers a fascinating setup to study entrepreneurial activities. India alone
has seen its share of studies on entrepreneurs in the informal economy.
However, the study identifies that not much focus has gone into studying
the innovations that such setups espouse among entrepreneurs. Hence,
the paper studies a set of entrepreneurs who have stayed in the informal
economy for a long time, have introduced significant innovations and are
still actively managing their enterprise.

Based on the little investigation, the insights gathered suggest that
though the genesis of entrepreneurship could be necessity-driven,
entrepreneurs may shift to opportunity-driven, once they experi-
ence success, and build a taste of doing business. Secondly, in spite
of no formal education, or maybe because of it, such entrepreneurs
rely heavily on simple rules of thumb for pricing decisions and run-
ning their business mindlessly. Regarding innovation, the two entre-
preneurs demonstrate remarkable abilities in identifying the right
markets and localities to serve and set up their business in, and in
developing a beneficiary relation with the regulators in the formal
economy. This remains a working paper, and would attempt to gather
more cases to deepen and broaden the investigation on innovation
and creativity in the informal sector.
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Appendix 1

Mohammad Fayaz is a street vendor selling high-quality dried fruits in the
5th Block locality of Koramangala. Aged 51, Fayaz has been a self-employed
agent in the informal economy for past 40 years. His first experience of
entrepreneurship was at a tender age of 10, when he used to sell bananas
in the Malleswaram area of Bangalore. Middle among his other four broth-
ers, Fayaz was pushed into entrepreneurship by his circumstances at an
early age. Since then, he graduated to selling fruits in the Yeshwantpur and
Malleswaram areas, and for the past 10 years, he has setup this dried fruits
shop in Koramangala.

He, along with his wife, mostly attends to the shop. The business is essen-
tially sourcing dried fruits, like almond, walnut, figs, dates, raisins, apricots,
peaches sources from New Delhi, and other items like spices and cashew
nuts bought from interior and coastal parts of Karnataka and Goa. Almost
all trade happens on off-the-book basis, and all contracts are verbal.

His customers range from homemakers, to college goers, office goers,
and even auto drivers. Fayaz estimates that at any given time, he carries an
inventory of about INR 150,000 at his shop. He sells commodities worth INR
8000 on an average on the weekday and averages around INR 12,000 on
weekends. He maintains a 10 percent profit margin on dry fruits and almost
18 to 20 percent margin on spices. Of every 100 customers that visit his
shop, ten make a purchase. That makes an average earning of INR 800 on a
normal day and INR 1200 on a good day.

Our entrepreneur deems that not only in Koramangala, but also any-
where in Karnataka that such a shop exists! He reasons this aversion of
people getting into this business and low competition to the high risk the
business involves. Typically, businessmen would prefer dealing with low-
value, high-turnover items, as compared to selling dried fruits on the street
side. According to Fayaz, an investment of over INR 200,000 for returns of
INR 1000 per day keeps most of his competition at bay, but for him, he
enjoys this business.

He keeps his condiments in large glass jars where customers could see the
quality for their satisfaction and occasionally taste dried fruits before mak-
ing a purchase. He deems this strategy to work out, as people prefer buying
dried fruits in open as against in packets where the quality might be sus-
pected. That places him at an advantage as against formal shops selling
packaged dried fruits. High entry cost and value of item is his entry barrier
for competitors. He however took loan from one of his friends 10 years
back to get into this line of business.

Fayaz has none employed to attend to the shop; however, he appoints a
night watchmen who looks after the carts during night, and is paid INR 100
per day. In terms of informal arrangement with the local authorities and
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police, the entrepreneur does not pay any protection charges, but instead
feeds the police officer with his dried fruits once in a while, if they ask for
some favors. He keeps the shop closed on Friday, and on other days oper-
ates between 9 AM and 9 PM with regular lunch breaks, when her wife
attends to the shop.

Fayaz is a very straightforward person and has a very strong faith in God
and destiny. He believes that God, he calls him ‘Maalik’, has asked him to do
this business, and with His kindness he makes a living. On his philosophies,
he believes that his duty is to serve the customers with the best possible
product and not get upset if the customer does not buy or does not return.
His strategy of inducing repeat purchase is to delight the customer with
good quality product. With strictly no bargaining, he however may choose
to tender a little extra 10 grams while selling to a customer he deems needy.

On his expansion plans, Fayaz looks very satisfied with his current setup,
and ‘enjoys’ his work. He has not expanded in the last 10 years, and does
not plan to do so, for he thinks expansion would bring along headache and
he may not enjoy what he is doing.

Carts carrying over INR 150,000 of goods left on a regular Friday off
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Engaging a customer on a Saturday noon

Appendix 2

Amri Devi, aged 50, is a handicrafts maker with a roadside shop opposite
Forum Mall in Koramangala. A mother of six, Amri migrated from Pali dis-
trict of Rajasthan some 40 years back in search of better livelihood. She
started her business in Koramangala even before the time the locality
existed. Most of her time was spent on the roadside, rearing a large family
and enabling her kids to attend school, which they managed to.

Amri's shop has handicraft items, wooden items, terracotta vases, and
clay products. Except for the terracotta vases, which she sources from a
vendor based in interiors of Andhra Pradesh, all other items are made at
her home. Amri employs her nephew in the mould making process, and she
herself does the painting of the produce. For instance, she displays a two
feet tall statue of Lord Krishna. The approach is that she buys good-looking
statues from a shop, creates mould from it, and then starts making replicas
to be sold at a lower cost. Such statues would be sold at INR 500 on a nor-
mal day. Terracotta vases could fetch her anywhere between INR 300 to INR
500, on a cost of INR 150, whereas the smaller clay items could get her a
margin of INR 50 on an INR 150 product. Of the 100 customers that stop by
her shop, 5 make a purchase. This makes her daily earning to be around INR
500, at sales of INR 1200. But since most of her items are made by her fam-
ily, the margins are rather okay for sustenance.
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As for her finances, she does not have a bank account, and mostly deals
with the supplier of terracotta vases and other products in an informal man-
ner. Whatever money is left after meeting the household expenses, she spends
that money sourcing newer products to be displayed at her boutique.

She was allegedly the very first vendor selling such items in this locality,
and pretty much remained so, till about recently. The most interesting part
of Amri’s entrepreneurial journey is her struggle in getting a place for her
family of eight. In last several years, her family has been displaced at least a
dozen times. Every time she had to go to the local police station, and plea
for the future of her children. She finally managed to convince the local
authorities and police to let her run her roadside boutique. Listening to her
struggles would fill your eyes, but she looks thrilled about what she is
doing, and is proud of her journey so far.

Her struggles with the local administration have made her earn a house,
with free electricity and water connection. This small setup measuring 20 x
20 feet accommodates her family of 10 now, and just outside is her shop.

As for the future plans, Amri is confident of sustaining her current setup,
as now her kids are well placed to take care of themselves, she has a place
to stay with her husband and sons, and she likes the business. She says that
the current setup keeps her busy meaningfully, keeps her with her family
and grandchildren, and that is how she wants to lead her life. Not planning
too much into the future, Amri rests a lot of hope on God, and is neither
too eager to grow nor too upset with her current state of affairs.

Roadside display of clay items, show pieces, and vases
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Coloring the bought out terracotta vases
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Determinants of Export Performance:
An Empirical Analysis of the Indian
Pharmaceutical and Automobile
Industries

Satyanarayana Rentala, Byram Anand,
and Majid Shaban

Introduction

The past few decades have witnessed a remarkable increase in the world-
wide internationalization of businesses. Competition in many markets
has intensified, across a wide variety of industries. The formation of vari-
ous trade agreements and liberalized trade policies, involving both devel-
oping and developed countries, has led to an increase in global trade
volumes. Meanwhile, the integration of world markets and multilat-
eral trade activities among various countries has resulted in an expan-
sion of international trade, which is now valued at US $18.3 trillion
(World Trade Organization, 2011).

In the recent past, international trade was dominated by developed
economies such as the USA, Germany, Japan, and the UK. Though

these countries still account for large export shares, many developing
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economies, including China, have achieved substantial gains in market
share. As seen from the data in Table 11.1, China has taken over as the
leader in world trade, followed by the USA, Germany, Japan, and the
Netherlands. India is ranked 19th; the top 19 countries contribute over
68 % of world trade.

Analysis of Indias export trade statistics, as shown in Table 11.2,
reveals that Indian exports are valued at US $3.05 trillion. The five lead-
ing partner regions for India’s export trade are the European Union (EU),
United Arab Emirates, the USA, China, and Singapore, which together
account for nearly 52 % of Indian export trade value. As per World Trade
Organization data, India is ranked 19th among all the exporting coun-
tries and 12th in importing.

Table 11.1 World trade statistics—2011

Country Value in US $ millions % share
China 1,898,381 10.40
USA 1,480,432 8.1
Germany 1,472,281 8.07
Japan 822,564 4.51
Netherlands 661,015 3.62
France 596,068 3.27
Korea, Republic of 555,214 3.04
Italy 523,183 2.87
Russian Federation 522,013 2.86
Belgium 476,660 2.61
UK 473,191 2.59
Hong Kong 455,650 2.50
Canada 452,444 2.48
Singapore 409,503 2.24
Kingdom of Saudi Arabia 364,736 2.00
Mexico 349,569 1.91
Spain 308,700 1.69
Taipei, Chinese 308,257 1.69
India 304,585 1.67
Share of Top 19 Countries 12,434,445 68.12
Total 18,255,000 100

Source: Compiled from WTO Statistics, 2011
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Table 11.2 India’s export trade statistics—2011

Leading export partner Value in (US $ millions)
European Union (27) 54,611

United Arab Emirates 37,369

USA 32,919

China 16,718

Singapore 15,628

Total leading partners’ exports 157,244

Total exports—India 304,585

Leading partner share in exports 51.6

Source: Compiled from WTO Statistics, 2011

With the liberalization of the Indian economy after 1991, the coun-
try’s pharmaceutical and automobile industries are well-placed to tap
export marketing opportunities, not only in developed economies such
as the USA and EU, but also in many other emerging economies across
the world. The Indian pharmaceutical industry stands a great chance of
exploiting export marketing prospects, due to increased use of generic and
low-priced branded generic formulations in both developed and develop-
ing economies. The other opportunity presenting itself is the result of
many patented drugs going off-patent in the near future, offering a boost
to the export scenario of Indian pharmaceutical products in a variety of
markets. Indian automobile companies are also presented with opportu-
nities, due to growth in demand for automobile brands in both domes-
tic and export markets. With the entry of many foreign multinational
automobile brands into India and the accompanying establishment of
manufacturing facilities, the growth prospects for the Indian automobile
components manufacturing industry have increased tremendously.

This chapter explores the determinants of export performance in the
context of the Indian pharmaceutical and automobile industries. Among
many determinants of export performance examined in various earlier
studies, firm-level characteristics, specifically sales values, export sales,
profitability, and research and development (R&D) expenditures, are
considered. We analyze the association of exports with the other variables
using multiple regression analysis, building on the existing literature.
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Industry Overviews
The Indian Pharmaceutical Industry

India is one of the fastest growing pharmaceutical markets in the world, and
has established itself as a global manufacturing and research hub for this
industry. A large raw material base and the availability of a skilled workforce
offer competitive advantage to Indian pharmaceutical firms. The Indian phar-
maceutical industry was estimated to be worth US $21.5 billion in 2009-10
and was expected to touch US $40 billion by 2015. Globally, India ranks 3rd
in terms of volume of production and 14th in terms of value.

In addition to strong international performance, the domestic market
was expected to grow from US $13 billion in 2009-10 to US $20 bil-
lion by 2015. The domestic pharmaceutical sector is witnessing strong
growth due to higher penetration rates in tier-II and tier-III cities and
greater focus on the largely untapped rural market. Improvements in
healthcare delivery and increased healthcare insurance have further accel-
erated domestic market growth. In recent years, the industry has been
witnessing a strong wave of modernization and technological upgrad-
ing. This has resulted in a shift from manufacturing tablets and capsules
to high value, specialty products like injection formulations and novel
drug delivery systems, vertical integration and horizontal consolidation
of production processes, development of supply chain management, and
improvements in productivity.

The Indian pharmaceutical market is expected to grow at a compound
annual growth rate (CAGR) of 14-17 % between 2012 and 2016. India
is now among the top five pharmaceutical emerging markets, along with
China, Brazil, Russia, and Venezuela. On the back of increasing sales of
generic medicines, continued growth in chronic therapies, and greater
penetration in rural markets, the domestic pharmaceutical market was
expected to register a strong double-digit growth of 13—14 % in 2013.
The year 2012 closed with a growth of 12 %, according to data from the
research firm IMS Health (IMS IMS Health, 2012).

India’s exports of drugs, pharmaceutical, and fine chemicals grew by
27 % to Rs. 60,000 crore (US $11.19 billion) for the year ended March
2012, according to data compiled by Pharmaceutical Exports Council
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Table 11.3 India’s pharmaceutical export trends

Pharmaceutical net

Year Pharmaceutical exports exports
US $ billions US $ billions
2008 4.9 4.1
2009 4.9 3.9
2010 6.0 5.1
2011 7.0 6.1
2012 8.0 7.0
2013 F 9.8 8.6
2014 F 12.0 10.7
2015 F 14.7 13.3
2016 F 18.2 16.5

Source: Compiled from BMI, Aranca; “F" = Forecast

of India (Pharmaceutical Exports Council of India (Pharmexcil), 2012).
The Ministry of Commerce proposed an ambitious strategic plan to dou-
ble pharmaceutical exports from US $10.4 billion in 2009-10 to US $25
billion by 2013-14. The Government also planned a “Pharma India”
brand promotion action plan, spanning a three-year period, to give an
impetus to generic exports.

As seen in Table 11.3, India’s pharmaceutical exports are forecasted to
continue to increase sharply, yielding a large trade surplus for this indus-
try in India.

The Indian Automobile and Components Industry

The Indian automotive components industry is expected to reach a
turnover worth US $113 billion by 2020-21, from US $43.4 billion
in 2011-12, according to an Automotive Component Manufacturers’
Association (ACMA) report. The exports from the industry are expected
to grow at a CAGR of 17 % during 2012-21 (ACMA, 2011). As can
be observed from Table 11.4, two-wheelers and passenger vehicles have
shown the highest growth among various vehicle categories. Table 11.5
shows considerable growth in both total sales and exports during the

second half of the 2000s.
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Table 11.4 Export Trends for individual vehicle categories (in 2000s)

Category 2003-04 2004-05 2005-062006—07 2007-08 2008-09 2009-10 CAGR

Passenger 129.3 166.4 175.6 1985 218.4 335.7 446.1 22.9
vehicles
Commercial 17.4 29.9 40.6 49.5 59.0 42.6 45.0 171
vehicles

Three- 68.1 66.8 76.9 1439 141.2 148.1 173.3 16.8
wheelers
Two- 265.1 366.4 513.2 619.6 819.7 1004.2 1140.2 27.5
wheelers

Source: Compiled from http://www.siamindia.com/scripts/export-trend.aspx

Table 11.5 Export trends for Indian auto-components industry

Annual sales Exports
Year (US $ billions) (US $ billions)
2004-05 8.7 1.7
2005-06 12 2.5
2006-07 15 2.7
2007-08 18 3.5
2008-09 19 3.8
2009-10 22 43

Source: Compiled from http://www.ibef.org/industry/autocomponents.aspx and
“Indian Auto Component Industry—an Overview"”, Auto-Component
Manufacturers Association of India (2011), www.acmainfo.com

Indian Pharmaceutical and Automobile Exports

Table 11.6 presents India’s export trends: total, pharmaceutical, and
automobile. All three have demonstrated gradual increases during the
period 1990-2011. Total Indian exports crossed the US $1 trillion mark
in 2005 and reached US $3 trillion in 2011. Indian pharmaceutical
exports increased from US $1.6 billion to US $70 billion during the
same period, and the automobile exports increased from US $0.2 billion
to US $36.2 billion. The calculated CAGR values during the 22-year
period from 1990 until 2011 were 13.7 %, 18.8 %, and 25.9 %, for total
Indian exports, pharmaceutical exports, and automobile exports, respec-
tively. Thus, the two focal sectors for this study have grown at higher rates
than the overall export scenario in India.


http://www.siamindia.com/scripts/export-trend.aspx
http://www.ibef.org/industry/autocomponents.aspx
http://www.acmainfo.com/
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Table 11.6 India’s export trade statistics—pharmaceuticals and automobiles

Automobile
Pharmaceutical exports exports
Total exports (Packed medicines) (passenger cars)
Year US $ billion US $ billions US $ billions
1990 179.4 1.6 0.2
1991 179.0 3.2 0.7
1992 207.1 2.8 0.8
1993 222.4 3.1 0.9
1994 263.3 3.7 1.4
1995 317.0 4.9 1.8
1996 334.7 5.2 2.4
1997 347.9 5.9 2.1
1998 332.1 5.5 1.3
1999 369.2 6.3 0.9
2000 423.6 6.6 1.0
2001 438.8 7.6 0.9
2002 501.0 9.5 1.5
2003 593.6 11.8 4.2
2004 759.0 14.7 7.3
2005 1003.5 20.1 9.5
2006 1212.0 245 10.4
2007 1459.0 30.8 12.8
2008 1818.6 41.3 22.2
2009 1767.7 39.7 29.4
2010 2204.1 51.5 45.1
2011 3014.8 70.0 36.2
CAGR 13.7 18.8 25.9

Source: Compiled from OECD Data (1990-2011) http://stats.oecd.org

Literature Review

Cooper and Kleinschmidt (1985) studied the impact of export strategy
on export sales performance. It was observed that export performance has
been traditionally measured by a single variable, namely export sales as a
percent of total corporate sales, called export intensity. Cavusgil and Zou
(1994) studied the marketing strategy—performance relationship with
respect to export ventures. A comprehensive set of potential determi-
nants of export market performance was considered and concluded that
export marketing strategy, firm’s international competence, and manage-
rial commitment are the key determinants of export performance.


http://stats.oecd.org/
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Katsikeas and Morgan (1994) studied the differences in perceptions
of export problems based on firm size and export market experience. It
was noted that there is some consensus that larger firms possess more
resources and achieve higher levels of economies of scale. Katsikeas,
Deng, and Wortzel (1997) studied the perceived export success factors
of small and medium-sized Canadian firms. The study concluded that
a firm’s successful export activity is associated with respect to different
exporter categories in terms of degree of internationalization, company
size, and product type.

Hoang (1998) studied the relationships between firm characteristics,
international marketing strategies, and export performance of firms.
Firm characteristics, in this study, were referred to as the demographics of
a firm. It was reported that among the variables that characterize a firm,
firm size has received the maximum attention. Francis and Collins-Dodd
(2000) studied the impact of firm’s export orientation on the export
performance with respect to high-tech small and medium enterprises.
The study concluded that export intensity, export sales, export intensity
growth, and export gross margin profitability had a significant relation-
ship with export performance.

Leonidou, Katsikeas, and Samiee (2002) investigated the marketing
strategy determinants of export performance through a meta-analysis
study. It was concluded that, in general, there appears to be a strong
association between export marketing strategy and export performance
measures. Sousa (2004) presented an evaluation of empirical research
in literature regarding export performance measurement. The literature
review reported the studies that used the size of the firm as a variable,
most focused on the export performance of small- to medium-sized firms.

Calantone, Kim, Schmidt, and Cavusgil (2006) reported the results of a
cross-country (USA, Korea, and Japan) study on the influence of internal
and external firm factors on international product adaptation strategy and
export performance. It was concluded that the greater the export dependence
of a firm, the greater is the product adaptation strategy. Diamantopoulos
and Kakkos (2007) developed an assessment performance measurement
framework to understand firm’s export performance. A performance mea-
surement matrix was designed using various variables like export sales lev-
els, export market share, export sales intensity, export sales growth, change
in export market share, and change in export sales intensity.



11 Determinants of Export Performance: An Empirical Analysis... 249

Saranga (2007) studied the relationships between R&D expenditure
and export performance of Indian pharmaceutical companies. The study
reported that low R&D expenditures resulted in low export perfor-
mance. The study studied the interrelationships between variables like
profit margins, total sales (firm size), export sales, and R&D investments.
Banerji (2012) studied the export trends of Indian pharmaceutical and
automobile industries. Co-relation between auto-component exports and
automobile exports, and R&D expenditures and pharmaceutical exports
was also studied. The study concluded that there is a strong association
between R&D expenditure and filing of new patents.

Serra, Pointon, and Abdou (2012) studied the various factors influ-
encing the propensity to export among UK and Portuguese textile firms.
The fundamental research questions revolved around finding the demo-
graphic characteristics of the firm that are associated with stronger export
propensity. The study concluded that there is a strong association between
demographic characteristics and export performance.

Research Gap

Literature review of the previous studies indicates that demographic char-
acteristics of a firm had a significant impact on export performance of
firms. Many of the studies were conducted mainly in the context of USA
and European countries, though some studies were done on companies
in Asia (Korea and Japan). Very few studies have been reported in the
context of emerging economies, especially with reference to India. Hence
this study attempts to examine the determinants of export performance in
Indian context. Due to their knowledge and technology-intensive nature,
the study focuses on pharmaceutical and automobiles industries in India.

Objectives of the Study

The broad objectives of this study are to understand the various determi-
nants of export performance, to analyze the export performance of Indian
pharmaceutical and automobile companies, and to understand the inter-
relationships between various demographic variables. The variables con-
sidered are firm size, export sales, profit-after-tax, and R&D expenditure.
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Methodology
Data and Sample Selection

The list of BSE-500 index companies is considered for analysis using
PROWESS—a Centre for Monitoring Indian Economy database. All the
index companies have been categorized into various industries. It is observed
that 37 companies belong to the healthcare industry and 23 companies
belong to the automobile industry (including auto-components manu-
facturing companies). Among the companies belonging to the healthcare
industry, only those companies engaged in pharmaceutical product exports
have been considered and this resulted in elimination of two companies
from the list of 37 companies since they belong to the hospital industry.
From the remaining list of companies, all the multinational pharmaceutical
companies have been excluded from the analysis since this study is limited
only to the analysis of export performance of Indian pharmaceutical com-
panies. A final sample of 23 companies is considered for the analysis, taking
the data availability into consideration. Similarly, from the list of 23 com-
panies, the final sample size considered for the automobile industry is 17.

Variable Selection

Analysis is undertaken using total sales, export sales (Cooper &
Kleinschmidt, 1985; Hoang, 1998; Katsikeas, Deng, & Wortzel, 1997;
Saranga, 2007; Banerji, 2012), R&D expenditure (Saranga, 2007;
Banerji, 2012), and profit-after-tax (Saranga, 2007) for the five-year
period starting from 2007 to 2008 through 2011-12.

Data have been analyzed using descriptive statistics and CAGR. In
addition, two regression models have been separately framed for the
study of pharmaceutical and automobile industries.

Analysis and Discussion

It can be seen from Table 11.7 that, with two exceptions (Glenmark
Pharmaceuticals and Orchid Pharmaceuticals), the sample companies



11 Determinants of Export Performance: An Empirical Analysis... 251

Table 11.7 Pharmaceutical industry—CAGR (2007-08 to 2011-12)

Company Exp. Sales  PAT R&D

Aurobindo Pharma Ltd. 21.6 16.1 26.6 9.0
Biocon Ltd. 8.7 146 -125 21.2
Cadila Healthcare Ltd. 32.8 10.6 29.2 27.6
Cipla Ltd. 15.1 13.3 12.5 10.6
Claris Lifesciences Ltd. 15.5 43 -2.0 -294
Dabur India Ltd. 15.5 15.6 10.0 39.0
Divi's Laboratories Ltd. 13.7 15.5 11.5 14.1
Dr. Reddy’s Laboratories Ltd. 21.0 17.0 17.7 17.1
Elder Pharmaceuticals Ltd. 47 15.1 4.8 14.5
F D C Ltd. 21.0 7.8 19.2 15.5
Glenmark Pharmaceuticals Ltd. -5.5 3.8 -9.1 10.7
Ipca Laboratories Ltd. 27.2 20.8 18.7 46.8
J B Chemicals & Pharmaceuticals Ltd. 1.0 3.7 87.8 22.1
Jubilant Life Sciences Ltd. 12.2 55 -10.6 18.0
Natco Pharma Ltd. 17.8 16.5 11.6 11.1
Orchid Chemicals & Pharmaceuticals Ltd. -4.3 8.8 1.1 9.4
Piramal Enterprises Ltd. 95 -12.7 -18.9 60.8
Ranbaxy Laboratories Ltd. 211 20.3 22.7 2.3
Strides Arcolab Ltd. 13.8 16.1  165.2 -16.3
Sun Pharmaceutical Ltd. 16.1 0.5 17.5 8.7
Torrent Pharmaceuticals Ltd. 35.9 20.1 18.9 7.6
Unichem Laboratories Ltd. 19.3 8.0 1.5 16.5
Wockhardt Ltd. 35.1 22.3 -3.7 5.9
Total Industry 17.2 126 -5.0 13.4

have shown a very healthy export growth rate, with 10 growing faster
than the industry growth of 17.2 % in terms of export sales. When we
consider the size of the firms in terms of the sales values, only one com-
pany (Piramal Enterprises) has shown a negative growth rate. This can
be attributed to the fact that during the period considered for the analy-
sis, the pharmaceutical formulations business of Piramal Enterprises was
bought out by Abbot India Limited.

In total, 13 companies have shown a higher growth rate in sales than
the industry growth rate of 12.6 %. When we consider the profit-after-
tax variable, the industry has de-grown by 5 %. This is due to the fact
that large corporations like Ranbaxy Labs, Aurobindo Pharma, Dabur,
and so on have undergone financial restructuring due to their mergers/
acquisitions by multinational pharmaceutical companies. All the compa-
nies except two (Claris Life Sciences and Strides Arco Labs) have shown
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a growth in the R&D expenditure over the five-year period. In general
it can be observed that all the pharmaceutical companies have increased
their R&D expenditures to increase their domestic and export sales.

Based on the data presented in Table 11.8, it can be observed that all
the automobile and auto-components companies have shown a healthy
growth in exports except one company (Eicher Motors). Six companies
have posted an export growth rate higher than the industry average rate
0f 22.5 %. All the companies except Eicher Motors have shown a healthy
growth rates in sales. Four companies have grown at a higher rate than the
industry growth rate of 17.6 %. When we consider the profit-after-tax
variable, except Tata Motors and Maruti Suzuki, all the other companies
have posted a positive growth rate. This could be due to large investments
in R&D expenditure by Tata Motors and Maruti Suzuki. As can be seen
from the R&D expenditure data, excepting Eicher Motors and Amara
Raja Batteries, most of the other firms have invested considerably in the
R&D during the period considered for the study.

Export intensity is an important variable in the demographic profile of
the companies when we analyze the export performance. It can be seen
from Table 11.9 that almost all the companies in the pharmaceutical

Table 11.8 Automobile industry—CAGR (2007-08 to 2011-12)

Company Exp. Sales PAT R&D

Ashok Leyland Ltd. 19.7 11.4 4.8 24.2
Bajaj Auto Ltd. 33.2 20.2 41.2 12.7
Eicher Motors Ltd. -28.2 -26.4 18.6 -28.5
Escorts Ltd. 8.7 18.6 55.6 28.4
Hero Motocorp Ltd. 25.3 19.5 25.2 26.0
Mahindra & Mahindra Ltd. 221 27.5 271 24.5
Maruti Suzuki India Ltd. 49.4 16.5 -1.4 55.3
TV S Motor Co. Ltd. 36.2 20.4 66.8 14.0
Tata Motors Ltd. 7.2 16.2 -11.5 77.4
Amara Raja Batteries Ltd. 30.5 17.5 22.9 -43
Bharat Forge Ltd. 16.2 13.0 7.3 43
Bosch Ltd. 11.3 15.7 16.5 17.4
Exide Industries Ltd. 8.0 11.9 16.5 13.7
F A G Bearings India Ltd. 15.0 17.8 22.0 18.9
Motherson Sumi Systems Ltd. 18.2 26.3 25.4 53.2
Sundram Fasteners Ltd. 17.2 14.2 12.8 42.6
Wabco India Ltd. 66.5 15.6 21.7 0.9

Total Industry 225 17.6 14.6 38.4
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Table 11.9 Export intensity—pharmaceutical industry

Company 2007-08 2008-09 2009-10 2010-11 2011-12
Aurobindo Pharma Ltd. 55.6 60.5 62.9 63.8 66.8
Biocon Ltd. 52.8 49.3 40.5 32.8 42.6
Cadila Healthcare Ltd. 24.8 36.1 48.9 51.3 51.6
Cipla Ltd. 48.9 51.7 51.1 52.5 52.2
Claris Lifesciences Ltd. 27.8 35.5 46.2 47.5 41.9
Dabur India Ltd. 4.4 4.5 4.3 4.0 4.4
Divi's Laboratories Ltd. 91.9 91.7 88.5 88.9 86.4
Dr. Reddy’s Laboratories Ltd. 62.5 63.8 61.7 63.5 71.4
Elder Pharmaceuticals Ltd. 4.1 2.3 2.5 2.7 2.8
F D C Ltd. 7.5 8.5 8.8 9.4 11.8
Glenmark Pharmaceuticals Ltd. 48.1 23.7 25.6 24.7 33.1
Ipca Laboratories Ltd. 46.1 49.1 48.2 50.9 56.7
J B Chem. & Pharma. Ltd. 55.2 64.2 60.9 60.3 49.6
Jubilant Life Sciences Ltd. 38.8 42.2 43.3 49.7 49.7
Natco Pharma Ltd. 39.1 38.1 30.8 36.8 40.8
Orchid Chem. & Pharma. Ltd. 80.7 77.5 77.6 43.2 48.4
Piramal Enterprises Ltd. 22.7 23.8 13.6 51.8 56.0
Ranbaxy Laboratories Ltd. 68.8 67.5 59.6 62.0 70.6
Strides Arcolab Ltd. 77.6 74.9 69.6 62.1 71.6
Sun Pharmaceutical Inds. Ltd. 33.2 28.7 449 447 59.0
Torrent Pharmaceuticals Ltd. 22.2 27.8 30.7 32.9 36.4
Unichem Laboratories Ltd. 18.6 20.6 17.8 18.9 27.7
Wockhardt Ltd. 31.7 36.0 36.6 38.4 471
Industry Total 45.1 46.2 45.5 48.1 53.0

industry are highly dependent on export sales which determines their firm
size. It can be seen that the average export intensity of all the sample firms
considered for the study is 53 %, which indicates that growth in exports
is a critical determinant to the overall sales performance of all the firms.
In comparison to the pharmaceutical industry, the average export
intensity of all the automobile and auto-components firms considered for
the study is only 10 %. This indicates that there is scope for the automo-
bile firms to expand into foreign markets, thereby increasing their export
intensity. With the future potential of the global automobile markets
coupled with the potential for exports of auto-components, the automo-
bile industry can be expected to increase its export intensity in the near
future. As can be seen from Table 11.10, Bajaj Auto, Bharat Forge, and
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Table 11.10 Export intensity—automobile industry

Company 2007-08 2008-09 2009-10 2010-11 2011-12
Ashok Leyland Ltd. 8.2 12.6 7.5 8.9 11.0
Bajaj Auto Ltd. 20.9 27.5 26.2 25.7 315
Eicher Motors Ltd. 6.7 6.7 7.4 71 6.1
Escorts Ltd. 5.0 71 2.3 6.6 3.5
Hero Motocorp Ltd. 1.9 1.7 1.9 2.1 2.3
Mahindra & Mahindra Ltd. 6.1 4.3 3.5 4.1 5.1
Maruti Suzuki India Ltd. 3.5 6.4 14.1 8.6 9.4
TV S Motor Co. Ltd. 8.8 12.7 11.2 12.6 14.4
Tata Motors Ltd. 8.5 8.2 5.0 6.6 6.1
Amara Raja Batteries Ltd. 2.9 2.8 3.1 43 4.5
Bharat Forge Ltd. 40.1 46.6 36.2 39.0 44.9
Bosch Ltd. 13.9 13.3 11.5 11.8 12.0
Exide Industries Ltd. 3.8 2.8 2.4 2.8 3.3
F A G Bearings India Ltd. 12.4 13.5 6.4 8.9 11.2
Motherson Sumi Systems Ltd. 16.0 15.6 11.2 8.4 12.3
Sundram Fasteners Ltd. 25.3 31.2 23.4 24.6 28.1
Wabco India Ltd. 2.9 6.8 8.2 11.5 12.5
Industry Total 8.5 9.5 9.1 9.0 10.0

Table 11.11 Descriptive statistics

Mean Standard deviation Minimum Maximum
Pharmaceutical industry
Exports 9491.7 10644.6 144.5 54114.8
Sales 19773.6 16106.2 2379.0 76671.7
PAT 3854.5 12763.7 -30517.3 128969.12
R&D 1001.5 1325.2 7.5 6221.0
Automobile industry
Exports 9155.5 12374.3 186.3 64506.2
Sales 98433.0 124624.7 4114.2 591991.7
PAT 6991.2 8529.9 118.7 33397.3
R&D 870.7 1955.3 2.1 13711.6

3This abnormally high value is due to the profit reporting by Piramal Enterprises after
the sell-out of its pharmaceutical formulations business to Abbot Laboratories

Sundaram Fasteners have recorded an export intensity of more than 20 %
as against an industry average of 10 %.

Tables 11.11 and 11.12 present the descriptive statistics and regres-
sion results for both the pharmaceutical and automobile industries. The
results for the pharmaceutical industry reveal that export sales are sig-
nificantly and positively associated with both total sales and R&D, but
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Table 11.12 Regression results

Coefficients t-stats p-values
Pharmaceutical industry
Intercept —1445.89 -2.48 0.014
Sales 0.41 11.12 0.000
PAT -0.02 -0.85 0.398
R&D 2.91 6.50 0.000
Adjusted R? 0.88
Automobile industry
Intercept —1288.46 1.08 0.283
Sales 0.03 1.73 0.087
PAT 0.62 3.21 0.002
R&D 0.40 0.50 0.617
Adjusted R? 0.55

not with profit after tax, after controlling for the other variables. In con-
trast, in the case of the automobile industry, the key driver of export sales
appears to profit after tax, with marginal contribution from total sales
and no significant contribution from R&D expenditures.

Conclusions

The increasing tendency toward a global economy and the severities of
trade deficits are being experienced by many developing countries, such
as India. In this scenario, firm characteristics and performance in export
markets provide real potential for research. The findings of such stud-
ies can be of importance to both public- and private-sector administra-
tors concerned with future export development and success. The present
study is an attempt to examine the determinants of export performance
of two key industries in India: pharmaceuticals and automobiles.

The findings of this study corroborate the findings of the previous
studies, which report quite different results in different contexts. The
results of this study can be used to further explore non-demographic
variables that may affect export performance. Researchers may want to
investigate the impact of R&D expenditure on the number of patents
obtained by pharmaceutical and automobile companies, and explore the
managerial and other organizational characteristics that affect firm-level
export performance.
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Finance and Technology
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FDI and Economic Growth Nexus
for the Largest FDI Recipients in Asian
Emerging Economies: A Panel
Co-integration Analysis

Preeti Flora and Gaurav Agrawal

Introduction

Foreign direct investment (FDI) inflows and outflows have substantial
impact on the world economy, and are important for both developed and
developing countries (e.g., Temiz & Gokmen, 2014). Foreign investments
are generally assumed to have positive impacts on a country’s economy, and
to be among the principal factors supporting accelerated economic growth
(Okamoto & Sjoholm, 2005). In the literature, among the most-cited rea-
sons for Asia’s strong economic growth in the recent era has been the inflow
of FDI into the region. This inward FDI has also proven to be an effec-
tive means through which Asian countries are integrated with rest of the
world (and vice-versa) (Vadlamannati, Tamazian, & Irala, 2009). Today,
most countries are inclined to attract FDI, due to the expected favorable
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effects on income generation from capital inflows, advanced technology,
management skills, and market know-how. In developing countries, such
as China and India, the attraction of foreign capital is considered to be a
necessary means for economic growth (Choong & Lam, 2010; Kurtishi-
Kastrati, 2013). It is widely recognized that FDI provides economic ben-
efits to recipient countries by providing capital, foreign exchange, and
technology, and by increasing both competition and access to foreign mar-
kets (e.g., Romer, 1993; World Bank, 1999; Crespo & Fontoura, 2007).
Studies on the nexus of FDI and economic growth over the years
have generally focused on two approaches: the production function
approach (e.g., Harms & Ursprung, 2004; Lipesy, 2000) and the time
series approach (e.g., Pradhan, 2009; Nair-Reichert & Weinhold,
2001; Bahmani-Oskooee & Niroomand, 1999). This study focuses
on the time series approach for investigating the relationship between
inward FDI and economic growth. Figure 12.1 provides a brief insight
into some of the key studies conducted exploring the FDI-economic
growth nexus. It is worth noting that, to date, the empirical evidence
regarding this relationship is mixed and inconclusive, and varies by
the economies (in case of panel data) and the time periods considered

(Flora & Agrawal, 2014).

Foreign direct

Economic growth investment (FDI)
\4
Positive Inconclusive Negative

De Mello (1999), Nair-Reichert & Ericsson & Irandoust | Saltz (1992), Bende- Nabende
Weinhold (2001), Campos & (2001), Carkovic & et al. (2000), Alfaro (2003),
Kinoshita (2002), Alfaro et al. (2004),| Levine (2002, 2005), | Mencinger (2003), Darrat et al.
Basu et al. (2003), Zhang (2001), Hermes| (2005), Ang (2009), Alfaro
Lensink & Morrissey (2006), & Lensink (2003) etal. (2010), Wang & Wong
Ljunwal & Li (2007), Alguacil et al. (2011)
(2011), Anwar & Cooray (2012),
Roy & Mandal (2012), Gursoy &
Kalyoncu (2012)

Fig. 12.1 Empirical literature on FDI and economic growth nexus
(Source: Compiled from Flora and Agrawal (2014))
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Thus, the main objective of this study is to empirically investigate the
relationship between FDI and economic growth in the group of Asian
emerging or developing economies that have been receiving the highest FDI
inflows. The study contributes to the existing literature on the nexus of FDI
and economic growth by investigating a set of economies that are making
strong contributions toward Asia’s economic growth and development, by
attracting huge amount of foreign investments during the last few decades.

Literature Review

The relationship between FDI and economic growth has motivated
extensive empirical literature, focusing on both developed and devel-
oping countries. Studies conducted by Blomstrom, Lipsey, and Zejan
(1992) and Borensztein, De Gregorio, and Lee (1998) found that FDI
is positively related to a nation’s economic growth. An economy with a
positive and consistent growth over a period of years is more likely to
attract investors, as compared to a slower growing or stagnant economy.
Studies on the relationship between economic growth and capital forma-
tion have found that gross domestic investment influences a country’s
economic growth. Coe, Helpman, and Hoffmaister (1997) identified a
positive association between FDI and economic growth, but suggested
that host countries that have attained some level of development are
more capable of reaping the benefits of higher productivity. Furthermore,
Lui, Chow, and Li (2006) found evidence that higher economic growth
attracts more FDI inflows. Khondoker (2007) investigated the relation-
ship between FDI and economic growth, and indicated that developing
countries can attract more FDI if they have higher economic growth rates
and more investment-friendly policies. Another study, by Ljugwall and Li
(2007), evaluated the relationship between FDI and economic growth,
considering the role of the financial sector in China, and found a strongly
significant positive relationship between FDI and economic growth; this
result is similar to the findings of Hermes and Lensink (2003), Alfaro,
Chanda, Kalemli-Ozcan, and Sayek (2004), and Krogstrup and Matar
(2005). Liu, Burridge, and Sinclair (2002) tested for evidence of a long-
run relationship among economic growth, FDI, and trade in China,
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using a co-integration methodology for the time period from 1981 to
1997, and found evidence of a bidirectional causal relationship among
the variables. Hence, one can observe strong evidence of a bidirectional
relationship between FDI inflows and economic growth rate.

However, there also exist contradictory theoretical perspectives, which
predict FDI in the presence of pre-existing trade, price, financial, and
other distortions will hurt resource allocation and, in turn, slow growth
(e.g., Boyd & Smith, 1992; Zhang, 2001; Carkovic & Levine, 2005).
Carkovic and Levine (2002) investigated the relationship between FDI
and economic growth for sample of 72 countries, and concluded that FDI
does not exert any independent influence on economic growth for either
developed or developing countries. Nonnemberg and Mendonca (2004)
found that strong GDP growth can induce FDI inflow, but that FDI does
not necessarily induce economic growth. The authors used China as an
example to demonstrate this point. China is obviously one of the world’s
largest developing economies, with among the highest rates of growth;
this, in turn, ensures that China is also one of the largest recipients of
FDI. Analyzing 39 Sub-Saharan African countries, Seetanah and Khadaroo
(2007) found that, though the contribution of FDI is small when com-
pared to other growth factors, it not only contributes to, but also follows
from, economic growth. However, Duasa (2007) observed no causality
between FDI and economic growth in Malaysia, but suggested that FDI
does contribute to the stability of growth. In another study, Wang and
Wong (2011) emphasized the distinction between cross-border mergers
and acquisitions, which involve buying existing entities, and greenfield
investments that entail starting up a new entity, and noted that these two
forms of FDI are likely to have different effects on economic growth.

Hence, the extant literature provides evidence that the relationship
between FDI and economic growth is nuanced and far from straight-
forward (Vu & Noy, 2009; Li & Liu, 2005), varying across economies
and the time period considered for conducting the analysis. This chap-
ter investigates the FDI-economic growth nexus in five key develop-
ing economies in Asia, using a time series approach. The methodology
adopted for conducting this study follows the work done by Pradhan
(2009) for testing the FDI-led growth hypothesis in ASEAN-5 econo-
mies, in which the empirical evidence was based on analysis at both panel
and individual country level.
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Methodology
Selection of Countries

Table 12.1 presents the total amount of FDI received by these five economies
during the time frame under consideration, while Fig. 12.2 presents some
regional comparisons. It is evident that countries in the Asian region receive
substantial inward FDI, and that the East Asian region, dominated by
China, has a major contribution to the overall regional FDI inflows. Thus,
the Asian region represents an interesting context for this analysis. The
countries selected for the study were identified on the basis of UNCTAD
yearly World Investment Reporr (UNCTAD, 2011), which divides the Asian
region into four parts: East (seven countries), West (13 countries), South
(nine countries), and South East (12 countries).

The five countries selected were those that had received largest FDI
inflows during the 1985-2011 period. China, the largest recipient in
the East Asian region, was included, as was India, from the South Asian
region. Three countries from the South East Asian region—Singapore,
Thailand, and Malaysia—were also included. (While Saudi Arabia was
the largest FDI recipient in the West Asian region, it was not included in
the sample, in order to maintain the focus on the East, South, and South
East regions, more traditionally viewed as “Asia”.)

Table 12.1 Countries receiving highest FDI inflows in Asia

FDI inflows (1985-2011)

Region Country (in US'$)
East Asia China? 1,228,669
China, Hong Kong SAR 647,570
Korea 101,037
South Asia India? 228,910
Pakistan 31,704
Southeast Asia Singapore? 432,623
Thailand? 120,020
Malaysia? 115,208
Indonesia 85,375

Source: Authors' calculation, based on UNCTAD Statistical Database
aCountries selected for analysis
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Fig. 12.2 FDI inflows in major regions
(Source: Compiled from UNCTAD, 2011)

Data

The study consists of a balanced panel of five countries (China,
India, Malaysia, Singapore, and Thailand) over the period of 26 years
(1985-2011). Two variables have been used for conducting the empirical
investigation: annual inward foreign direct investment flows and Gross
Domestic Product as the indicator for economic growth. The data used
in the study are collected from the UNCTAD and World Bank statistical
databases, and the analyses of stationarity, causality, and co-integration
have been undertaken with the help of Eviews 7.0.

Econometric Approach

In order to investigate a long-run relationship between these variables,
the first step involves checking the order of integration by applying unit
root tests. A data series is said to be stationary if its mean and variance
are constant over time, and the value of the covariance between two time
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periods depends only on the lag between the two time periods and not on
the actual time at which the covariance is computed. Here, for the indi-
vidual series, the Augmented Dickey Fuller (ADF) test (Dickey & Fuller,
1981) is used; for the panel data, the Levin—Lin—Chu (LLC) (Levin, Lin,
& Chu, 2002) and Im—Pesaran—Shin (IPS) (Im, Pesaran, & Shin, 2003)
tests are employed. The IPS test is considered to be one of the most pow-
erful unit root tests. It is based on the heterogeneity of the autoregressive
parameters, and is widely employed in the literature.

Next, the Pedroni and Johansen tests for co-integration are employed
for the panel data and the individual level analyses, respectively. The
Johansen test is a procedure for testing for co-integration between time
series. This test has a number of desirable properties, including the fact
that all test variables are treated as endogenous (Johansen & Juselius,
1990). The panel co-integration technique addresses this issue by allow-
ing the pooling of information regarding common long-run relationships
between a set of variables from individual members of a panel. Pedroni
(1999) refers to seven different statistics for testing unit roots in the
residuals of the postulated long-run relationship. Of these, the first four
are referred to as “panel co-integration statistics”, while the last three are
known as “group mean panel co-integration statistics”. In the presence
of a co-integrating relation, the residuals are expected to be stationary.
A positive value for the first statistic and large negative values for the
remaining six statistics allow rejection of the null hypothesis.

Finally, the study investigates the causal relationship between FDI
and economic growth, both at individual level, using pair-wise Granger
causality analysis, and at panel level, using the VEC Granger causality/
block exogeneity Wald test.

Results of the Analysis

Unit root testing of time series data is an important step to be undertaken
ahead of the analyses of co-integration and causality, in order to ensure
that the necessary conditions for the inference are satisfied. The results
of the unit root testing are presented in Table 12.2, with panels (a) and
(b) showing the results at the levels of the individual country and the full
panel, respectively.
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Table 12.2 Unit root test results (a) Individual sample (ADF Test), (b) Panel unit
root test (summary)

FDI GDP |
First First Order of
Level difference Level difference integration
(a)
China 1.98 -5.57* 421 -5.34* 1(1)
India -0.75 -5.07* 0.79 -4.55* 1(1)
Malaysia -1.85 -7.80* 0.51 -6.33* 1(1)
Thailand -1.95 -7.39% -0.59 -4.36* 1(1)
Singapore 0.07 -8.85* -0.06 -4.15* 1(1)
(b)
Levin, Lin & Chu -2.15 -6.83* 3.60 -3.78* 1(1)
Im, Pesaran & Shin 0.29 -6.75* 4,79 -3.68* 1(1)
W-stat
Note: FDI foreign direct investment, GDP economic growth (gross domestic
product)
*p < 0.01

The ADF test has been applied to individual series, while LLC and
IPS tests have been used for the panel of five countries (China, India,
Indonesia, Thailand, and Malaysia). The results of these tests indicate that
all of the time series variables used in the study have unit roots, indicat-
ing a lack of stationarity. The test statistics cannot lead to rejection of the
null hypothesis of non-stationarity, at 1 % level of significance. However,
they are stationary at the first difference level, as the null hypothesis of
non-stationarity is rejected at 5 % level of significance. Because it can be
inferred that the series is non-stationary but its first difference is station-
ary, the process is called “integrated of order 17, or simply “I(1)”.

After confirming the existence of unit roots for all the data series
considered for the study, the next step involves checking the possibility
of the existence of a long-run relationship between FDI and economic
growth. Here, we employ co-integration tests, at both the individual and
the panel levels. Johansen’s maximum likelihood co-integration test is
applied for each country’s data, whereas Pedroni’s panel co-integration
test is used for the five-country panel data. Table 12.3 reports the results
of the co-integration tests, which indicate the presence of co-integration
between economic growth and FDI in the panel of five Asian economies
selected for the study. Analysis at the individual country level, though,
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Table 12.3 Co-integration test results

(a): Johansen's co-integration test results
(Testing conducted for individual country-level data, in order to investigate
the long-run relationship between FDI and GDP in these economies)

Countries Null Trace statistics Max. eigenvalue
hypothesis statistics
Statistics p -value Statistics p -value
China None 9.26 0.34 9.09 0.28
At most one 0.17 0.68 0.17 0.68
India None 30.2 0.00 30.19 0.00
At most one 0.06 0.81 0.06 0.81
Malaysia None 21.8 0.00 21.59 0.00
At most one 0.2 0.65 0.2 0.65
Thailand None 5.67 0.73 5.28 0.71
At most one 0.4 0.53 0.4 0.53
Singapore None 27.62 0.00 27.45 0.00
At most one 0.17 0.68 0.17 0.68

(b): Pedroni’s panel co-integration test results
(Testing conducted for group/panel-level data of all five countries, in order to
investigate the long-run relationship between FDI and GDP)

Statistics p -value
Panel v-Statistic 1.95 0.02
Panel rho-Statistic -3.47 0.00
Panel PP-Statistic -2.60 0.00
Panel ADF-Statistic -2.60 0.00
Group rho-Statistic -1.59 0.03
Group PP-Statistic -2.65 0.00
Group ADF-Statistic -2.65 0.00

suggests that this result may be driven by the economies of China and
Thailand, given the finding of no significant co-integration between FDI
and economic growth for India, Malaysia, and Singapore.

These results suggest that there is a possibility of a causal relationship
between FDI and economic growth in this set of five economies between
1986 and 2011. The finding of no significant co-integration between the two
variables in the India, Malaysia, and Singapore does not necessarily mean the
absence of causality, or any other relationship, in the short run. For countries
whose economic growth and FDI do not move together in the long run (i.e.,
co-integration), it is important to remember that these two variables may still
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Table 12.4 Causality test results

(a): Pair-wise Granger causality analysis
(To investigate the causal relationship between GDP and FDI for individual
countries)

Country Null hypothesis F-statistic p-value
China GDP does not 2.34 0.12
Granger Cause FDI
FDI does not 4.56 0.02
Granger Cause GDP
India GDP does not 31.62 0.00
Granger Cause FDI
FDI does not 7.70 0.00
Granger Cause GDP
Malaysia GDP does not 6.78 0.00
Granger Cause FDI
FDI does not 5.91 0.01
Granger Cause GDP
Singapore GDP does not 15.31 0.00
Granger Cause FDI
FDI does not 7.09 0.00
Granger Cause GDP
Thailand GDP does not 0.58 0.57
Granger Cause FDI
FDI does not 0.31 0.73

Granger Cause GDP

(b): VEC Granger causality/block exogeneity Wald tests
(To investigate the causal relationship between GDP and FDI for the panel
data of five countries)

GDP FDI
Dependent Chi-sq p-value Chi-sq p-value
variable statistic statistic
FDI 27.89 0.00 - -
GDP - - 24.52 0.00

(c): Summary of Granger causality results

Country Granger causality relationships
Individual pair-wise Granger causality
China FDI——GDP
India FDl«——>GDP
Malaysia FDl«——GDP
Singapore FDl«—>GDP
Thailand FDI GDP
VEC Granger causality
All FDl«——GDP

GDP gross domestic product, FDI foreign direct investment
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affect each other in the short run. To investigate this, we test for Granger cau-
sality, which is based on a specific definition of a causal relationship in time
series data, using an error correction model (ECM) where we have found
evidence of co-integration, and simple Granger causality where no signifi-
cant co-integration has been identified, to understand the direction of any
causality between FDI and economic growth in our sample. The use of the
ECM allows for detection of both short- and long-run causal relationships.

Table 12.4 presents causality analysis results, at both individual and
panel levels. The results at individual country level provide strong evidence
of bidirectional Granger causality between FDI and economic growth in
India, Malaysia, and Singapore between 1986 and 2011, which suggests
the presence of a feedback mechanism between these two variables. These
results drive the panel-level finding of bidirectional Granger causality.
Evidence of unidirectional Granger causality is observed for the Chinese
data, while the Thai data offer no evidence of a causal relationship.

Conclusion

The study investigates a key, but understudied, research area in inter-
national business: the FDI-economic growth nexus. Using annual data
from 1985 to 2011 for Asian economies that are recipients of high FDI
inflows in the recent past, we employ econometric time series method-
ologies to assess univariate- and panel-level co-integration and Granger
causality. The findings suggest that inward FDI and economic growth
share long-run relationships, or rather are integrated in the long run,
at the group (panel) level, based on Pedroni’s panel co-integration test
results. However, analyzing the data from the individual economies,
using Johansen’s co-integration test, provides some more nuanced results.
Similarly, assessment of Granger causality at the panel level provides
evidence of bidirectional causality between FDI and economic growth,
suggesting that increased FDI can help in inducing economic growth
and development, and vice-versa. Despite the limitations associated
with this analysis, including a limited sample size, the observed relation-
ships between inward FDI and economic growth suggest that there may
be real benefits for emerging and transition economy governments to
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enact policies that will serve to attract higher levels of foreign invest-
ment, as this may assist in more general economic growth.
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Global Financial Markets Integration:
A Comparative Study Between
Developed and Emerging Economies

Gaurav Agrawal

Introduction

Co-integration of global financial markets has turned out to be an
appealing research issue after global financial crisis of 2007-2008.
Co-integration of global financial markets is a frequently researched phe-
nomenon in the finance and economics literature. Most of the existing
research work in market co-integration commonly used time series tech-
niques to find out short-run and long-run relation among different finan-
cial time series. In 2007-2008, the world had seen drastic changes in the
financial status of various economies. These drastic changes have been
reflected due to the occurrence of various series of events starting with
real estate bubble in the USA in 2007, Lehman brothers’ bankruptcy in
2008, and many other such events consecutively. These series of events
resulted in a sharp drop in international trade, rising unemployment,
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and depreciating commodity prices. Markets across the world, which
were going through bull phases, gradually began to fall down. Almost
all indices have shown a negative performance during 2007-2008. It is a
well-established fact that the performance of all the world stock markets
is directly responsible for a significant amount of the world’s economic
condition. In general stock market growth is a leading indicator that the
state of an economy is flourishing, while declining trends indicate eco-
nomic slowdown. Since stock markets are primarily based on investors’
confidence, the impact of such events becomes a prime factor which can-
not be undermined while determining their performance. While stock
markets reveal the economic state of the respective nations, their impact
has been growing tremendously across national boundaries with the
advent of globalization and liberalization, thereby making the co-inte-
gration among markets across the world imperative. Thus, this increased
interdependency among markets has led to a global impact of the above
events, causing Global Financial Crisis (GFC). Thus, this stock market
co-integration plays a major role, especially during these times of crises.
The concept of stock market integration focuses on the idea that econo-
mies can integrate among themselves through the use of the marketplace.
Though this integration has given vast diversification for the investors, it
has also introduced the factor of risk, due to which any major event is
presumed to have a global impact. It is during a crisis in the financial mar-
kets that the importance of integration is highlighted. While there might
be different factors which could affect economies worldwide, integra-
tion among these economies considerably amplifies the impact that they
could possibly create. Thus, we see that integration among economies
has its own pros and cons depending on the situation. Considering the
pivotal role that stock market integration plays in the world of markets,
this chapter attempts to study co-integration among different economies
and how the degree of co-integration varies in times of global events.
This could provide an insight as to how different markets react to global
crisis nowadays and might be helpful in providing scope for further work
in what could be done to mitigate the undesirable effects of integration.
The integration among economies has been found to vary from time to
time and also the extent or degree to which integration exists fluctuates.
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Hence, it becomes important for us to select the time during which we
plan to conduct the study. This chapter analyzes whether the patterns of
global market integration have changed because of the financial crisis of
2007-2008. Our data set consists of ten market indices from three major
continents around the world considering three phases during the period
0f2005-2011.

Literature Review

Several studies from all around the world were conducted at different
times to study the co-integration between different countries. Some of
them are: Yang, Kolari and Min (2003) studied the degree to which the
five stock markets in the original ASEAN countries (ASEAN-5) are cor-
related as a way to assess the feasibility of ASEAN stock market integra-
tion and the implications for portfolio investors using the time series
technique of co-integration to extract a long-run relation. The empirical
results suggest that the ASEAN-5 stock markets are co-integrated and
are thus not completely segmented by national borders. Ng (2002)
applied Johansen’s approach to five Asian economies (Indonesia,
Malaysia, Philippines, Singapore, and Thailand) for the pre-Asian crisis
period between 1988 and 1997 and did not find a co-integration rela-
tionship. Kaltenhaeuser (2003) within a two-step GARCH framework
explored the linkages between equity returns of ten sectors in the euro
area, the USA and Japan, respectively. Using daily data from the period
between January 1986 and October 2002, it has been found that during
the late 1990s, price innovations in European equities (both aggregate
returns and sector returns) have doubled or tripled their impact on other
stock markets and that sectors have become more heterogeneous in each
of the three currency areas. Reid and Plummer (2003) examined long-
run relationships and short-run dynamic causal linkages among the US,
Japanese, and ten Asian emerging stock markets, with particular atten-
tion to the 1997-1998 Asian Financial Crisis. Comparative analyses of
pre-crisis, crisis, and post-crisis periods are conducted to comprehen-
sively evaluate how stock market integration is affected by financial
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crises. The results for the case of Asia show that both long-run co-
integration relationships and short-run causal linkages among these
markets were strengthened during the crisis and that these markets have
generally been more integrated after the crisis than before the crisis. An
important implication in their findings is that the degree of integration
among countries tends to change over time, especially around periods
marked by financial crises. Veraros, Kasimati, and Dawson (2004),
through an event study methodology, studied the effect of the nomina-
tion of Athens as the hosting city for the Olympics of 2004 on the stock
exchanges of Greece (winner) and Italy (loser). This study reveals a sig-
nificantly positive effect on the Athens Stock Exchange as a whole, as
well as on infrastructure-related industries. No significant effect was
identified on the Milan Stock Exchange. Hon, Strauss, and Yong (2004)
using stock prices from 25 economies, tested whether the terrorist attack
in the USA on September 11, 2001, resulted in a contagion—an increase
in correlation across global financial markets. They modeled the intrinsic
heteroscedasticity. The results indicate that international stock markets,
particularly in Europe, responded more closely to US stock market
shocks in the three to six months after the crisis than before and suggest
that the benefits of international diversification in times of crisis are sub-
stantially diminished. Marashdeh (2005) studied financial integration
among four emerging stock markets in the Middle East and North
African (MENA) region and examined the integration between these
markets and developed markets represented by the USA, UK, and
Germany. It utilized the newly proposed autoregressive distributed lag
approach to co-integration. The results show evidence of the existence of
integration among stock markets in the MENA region, but not between
the MENA markets and developed markets. Bertrand and Michel (2005)
in their paper proposed the related index of market shocks. Hayo and
Kutan (2005) analyzed the impact of news, oil prices, and international
financial market developments on daily returns on Russian bond and
stock markets. They also tested the degree of integration of Russian
financial markets into the world markets. Thomas and Brian (2007)
studied capital market integration in MENA countries and its implica-
tions for international portfolio investment allocation. Starting with
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four co-integration methodologies, they significantly rejected the
hypothesis of a stable, long-run bivariate relationship between each of
these markets and the European Monetary Union, the USA, and a
regional benchmark. Finally, after adjusting the integration levels by
relative market capitalization, Israel and Turkey are found to be the most
promising markets in the region, followed by Egypt, Jordan, and
Morocco while Tunisia and Lebanon seem to be lagging behind. They
applied this measure on the French and the American stock markets to
put large market events into perspective. Egert and Kocenda (2007) ana-
lyzed the movements among three stock markets in Central and Eastern
Europe and, in addition, interdependence that may exist between
Western Europe and Central and Eastern European stock markets. No
robust co-integration relationship was found for any of the stock index
pairs or for any of the extended specifications. Mukherjee and Mishra
(2007) studied the International Stock Market Integration and the
determinants of the integration with respect to the Indian Stock Market
and the other World Equity markets. The sample size was of 16 years
from July 1990 to December 2005. They found the existence of co-
integration between India and the other 22 countries and used pooled
regression model to find the determinants of the co-integration.
Mukherjee and Mishra (2008) studied the return and volatility spillover
among Indian stock market with that of 12 other developed and emerg-
ing Asian countries over a period from November 1997 to April 2008.
The result found was that apart from different degrees of correlations,
both in terms of return and squared return series, among Indian stock
market with that of other Asian countries, the contemporaneous intra-
day return spillover among India and almost all the sample countries are
found to be positively significant and bidirectional. Raj and Dal (2008)
used Johansen Test over a period of 1993-2008: Phase I; April 1993—
March 2003 and Phase II; April 2003—March 2008. The VECM and the
Johansen co-integration test are used to find the co-integration and the
study says the Indian stock market provides higher returns as compared
to the other regional and world stock markets. The study also says that
there is a differential impact on the Indian stock market both in long run
and in short run. Bardhan, Edelstein, and Tsang (2008) used a set of
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multifactor models for annual data for 946 firms from 16 countries over
the sample period, 1995-2002 and estimated the impact of a country’s
economic openness on returns of publicly traded real estate firms, con-
trolling for the effects of global capital markets, domestic macroeco-
nomic conditions and firm-specific variables. They found that a country’s
real estate security excess (risk-adjusted) returns are negatively related to
its openness. Lim, Brooks, and Kim (2008) investigated the effects of the
1997 financial crisis on the efficiency of eight Asian stock markets on a
country-by-country basis; the results of the study demonstrate that the
crisis adversely affected the efficiency of most of the Asian stock markets,
with Hong Kong being the hardest hit, followed by the Philippines,
Malaysia, Singapore, Thailand, and Korea. However, most of these mar-
kets recovered in the post-crisis period in terms of improved market effi-
ciency. Awokuse, Chopra, and Bessler (2009) showed evidence that the
number of co-integrating vectors increases in the post-crisis period
among 11 Asian economies. Rim and Setaputra (2010) analyzed dynam-
ics of inter-market relationships between financial markets in the USA
and ASEAN-5 countries by using daily MSCI returns for a period of
1992-2006. Their findings concluded that, the US influence remained
strong in ASEAN markets for this period; the integration between the
US and ASEAN markets and among ASEAN markets had not increased,
also there was no interaction between ASEAN markets. Results of their
research work suggest that ASEAN markets were not strongly integrated;
there still exist many diversification benefits to be exploited in this
region, and investors need to consider investing in these small, open,
and developing markets to take advantage of diversification benefits. In
a recent study conducted Shiok, Sheue, and Chong (2012) examined the
existence of long-run co-integration relationship for Malaysian stock
and bond market indices in the period surrounding the Asian financial
crisis based on the Breitung rank test and Johansen co-integration test.
The above literature review indicates that most of the study done so far
had been only to investigate the existence of co-integration for a longer
or shorter period between major stock markets. This chapter makes an
attempt to compare the co-integration patterns both for longer and
shorter time period by considering four different phases around the
global financial crisis.
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Data

The study of co-integration of stock markets is essential because it is a
direct consequence of globalization and it has important implications for
investors. The data used for analysis are collected from Yahoo finance for
stock indices of various stock markets all over the world (www.yahoofi-
nance.com). In order to find the co-integration between the markets, ten
major indices have been selected in order to cover all the major economic
continents and major markets in the corresponding continents. In the
economic world, Europe, USA, and Asia play leading roles having large
trading volumes and bigger stock markets. Thus, this study is concen-
trated mainly on the stock market indices of major continents. In this
study, CAC (French Stock Exchange) and FTSE (share index of 100 UK
companies listed on London stock Exchange) from Europe have been
included. In Asia, BSE (India), NIKKEI (Japan), Shanghai Composite
(China), and HSI (China) have been included since they are the major
market exchanges in Asia and list large number of companies in their
corresponding countries. In a similar fashion for USA, high volume trad-
ers like NASDAQ), NYSE, and major exchanges like S&P (index of 60
largest countries on Toronto Stock market exchange, Canada), DJIA
which trade high volumes as well as include many major companies in
the USA have been considered for the study. The data used for analysis
are selected around the GFC from 2005 to 2011. Three different phases
around the GFC were taken by considering the period from August 1,
2005 to February 28, 2007 (Phase I), August 1, 2007 to February 27,
2009 (Phase II), and August 3, 2009 to July 5, 2011 (Phase III). These
three phases were selected in order to find whether GFC has changed the
level or pattern of co-integration among the various markets considered
for the study. Phase I is taken in order to evaluate the pre-crisis scenario,
Phase II considers the starting and peak of the GFC and Phase III data
are during the recovery after GFC. Table 13.1 shows the various stock
indices that have been included in the present study. The stock prices
used are the average closing price of the particular index. Prices of vari-
ous indices are matched by calendar date and it is assumed that timing
differences do not add any value in the trading sessions by considering
real trading time for various stock markets under study.
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Table 13.1 Stock markets and indices

Symbol in Yahoo

Number Country = Name Index Finance

1 India Bombay SENSEX BSE 30 ABSESN

2 France Euronext Paris CAC40 AFCHI

3 USA Dow Jones DJIA ADJI

4 UK London Stock FTSE 100 AFTSE
Exchange

5 China Hong Kong Exchange  HSI/HKSE AHSI

6 USA American Stock NASDAQ AXIC
Exchange

7 Japan Tokyo Stock Exchange NIKKEI 225  AN225

8 USA New York Stock NYSE ANYA
Exchange

USA S&P 500 S&P 500 AGSPC
10 China Shanghai Composite ~ SSEC 000001.SS
Methodology

This study considers closing prices of all indices. Instead of original clos-
ing prices, natural logarithmic values of these prices have been considered
for easy computation and interpretation. The methods applied under
study are: JB test to check normal distribution, pair-wise correlation
among the indices, unit root tests like Augmented Dickey—Fuller (ADF)
Test and Phillips-Perron (PP) Test to check stationarity, and Johansen
co-integration test for finding out the long-run relationship among the
various indices. The findings of stationary, correlation, and co-integration
tests have been computed with the help of Eviews 7.0.

Normality Test

The Jarque-Bera (JB) test is used to test whether closing values of stock mar-
ket indices considered follow the normal probability distribution. The JB
test of normality is an asymptotic or large-sample test. This test computes
the skewness and kurtosis measures and uses the following test statistic:

IB=n|$*16+(K-3)" /24 |
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where, n=sample size, S=skewness coeflicient, and K=kurtosis
coefhicient. For a normally distributed variable, S=0 and K= 3. Therefore,
the JB test of normality is a test of the joint hypothesis that S and K are
0 and 3, respectively.

Correlation

Correlation analysis helps in measuring the strength or degree of linear
association between two variables. The correlation coefficient measures
this strength of linear association. Mathematically, given any two X val-
ues, X; and X the correlation between any two disturbances #, and #; is
determined by calculating their covariance.

cov(ui,uj | X, ,Xj):E{[ul. —E(ui)]lXi{[uj —E(uj)]lXj}

p= cov(Xi,Xj ) / sqrt(var(Xl. ) * var(Xj)

where 7 and j are for two different observations, cov denotes covariance,
var denotes variance, sqrt refers to square root and p denotes correlation
coethicient. The two observations are said to be serially correlated if the
covariance calculated is not zero, else they are said to be not correlated.
If the coeflicient is positive then they are said to be positively correlated,
else negatively correlated.

Unit Root Tests

A data series is said to be stationary if its mean and variance are con-
stant (non-changing) over time and the value of covariance between
two time periods depends only on the distance or lag between the
two time periods and not on the actual time at which the covariance
is computed. Two unit root tests have been applied to test whether a
series is stationary or not. Stationarity condition has been tested using

ADF and PP tests.
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Augmented Dickey—Fuller Test

An ADF test is a version of the Dickey—Fuller test for a larger and more
complicated set of time series models. This test is conducted by augment-
ing the preceding values of the dependent variable. ADF test consists of
estimating the following regression:

AYt: o +Gy 1101 Ay t-1te e, + SpAy t-p+€t

where a is a constant, # is the coefficient on a general time and p is the
lag order of the auto regressive process, and €, is a pure noise error. The
number of lagged difference terms to include is often determined empiri-
cally, the idea being to include enough terms so that the error terms are
serially uncorrelated.

Phillips-Perron (PP-Test)

An important assumption of the Dickey—Fuller test is that the error terms
are independently and identically distributed. The ADF test adjusts the
Dickey—Fuller test to take care of possible serial correlation in the error
terms by adding the lagged difference terms of the regressand. In this test,
non-parametric statistical methods are used to take care of the serial cor-
relation in the error terms without adding lagged difference terms.

AYl=a+i‘1Yl-1+€1

where a is a constant, # is the coeflicient on a general time, and €, is a
pure noise error.

Co-integration Test

Over a long run, the relationship between one or more variables is deter-
mined by the term co-integration. When two or more series, integrated
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of order 1, after forming a linear combination exhibit stationarity, then
they are said to be co-integrated. This co-integration can be tested by
forming a regression equation or with the help of vector auto regres-
sion (VAR). Johansen test is used for testing this co-integration using
VAR. Mathematically, co-integration can be shown as:

Y= Ut o Xot s Xst o + WXy + Wy

where #, (residual of the combination) should be 7(0), if the variables/
series Y, X, ..., X}, are co-integrated but it will be non-stationary if they
are not.

Johansen Co-integration Test

Johansen test is a procedure for testing co-integration of several time
series. This test does not require all variables to be in the same order
of integration, and hence this test is much more convenient than the
Engle—Granger test for unit roots which is based on the Dickey—Fuller
test. Johansen’s test has a number of desirable properties, including the
fact that all test variables are treated as endogenous variables. This test is
based on VAR model, mathematically shown as below:

Y=Y+t Yot Yu,t ..., + Y + oy

In order to use the Johansen test, the VAR above needs to be turned
into a vector error correction model of the form:

AY, =I1Y,  + DAY + DAY, 4. AT AY o Fu

t

where [1=(Z(=1ton)ti)—Iland [T =(Z (j=1to1)0j)—1I

where [ and I are long-run coefficient matrices.
There are two test statistics for co-integration under Johansen approach.
They are: Trace Statistic and Maximum Eigen Value Statistic.
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Trace Statistic

Null Hypothesis: Number of co-integrating vectors is less than or equal
to 7 against an alternative of more than 7

Mrace(r) = -T Z (i=r+1 to g) In(1-1"%)

where 7 is the number of co-integrating vectors under the null hypoth-
esis. A’; is the estimated value for the 7th ordered eigen value.

Maximum Eigen Value Statistic

Null Hypothesis: Number of co-integrating vectors is 7 against an alter-
native of 7+ 1.

hnas(r,r+1) = T In(1-1%1)

Analysis

Table 13.1 gives the list of ten indices considered for the study.
Figures 13.1, 13.2, and 13.3 give the graphical plot representation of the
closing price values and corresponding dates of the ten indices. Bull and
Bear phases can easily be identified looking at the graphs. The descrip-
tive statistics (Table 13.2) of four time periods considered show the val-
ues of skewness, kurtosis, and JB test results; it could be concluded that
the closing price values of all the indices in all the three phases are not
normally distributed. Pair-wise correlations of all the indices in the four
phases are shown in Table 13.3. The values are displayed in a matrix
form. These values denote that there exists high degree of correlation
between the indices during first two phases of the data; however, it is
observed that during the third phase (i.e., the recovery period) few indi-
ces, namely NIKKEI, Shanghai Stock Exchange composite (SSEC), and
HIS, showed different correlation pattern with other indices. This leads
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to the conclusion that these financial markets were interdependent on
each other during the bull (Phase I) and bear phase (Phase II). It can also
be seen that China’s SSEC shows the weakest correlation almost with
all other indices in Phase II and Phase III, thus giving a picture that
it is not well correlated with markets when they are going down. It is
observed that the Indian stock market was well correlated with France,
the USA, and other major stock markets in the world during Phase I and
Phase II. The study is further extended for long-run relationship, with the
help of tests for co-integration. Each series is to be tested for stationar-
ity before performing co-integration tests. Thus, unit root tests namely
ADF and PP tests were conducted for checking the stationarity of the
data. Tables 13.4 and 13.5 show the findings of ADF test and PP test
respectively, performed on these indices. The main hypothesis for these
stationarity tests is: the series is non-stationary. Observing the values at
level 0, all the statistic values are lesser in magnitude than the critical
values in both the phases. Thus, our hypothesis that the series is non-
stationary couldn’t be rejected. At level-1, all the values are much more
negative compared to critical values at all levels of confidence; thus the
hypothesis can be rejected, leading to the conclusion that all the indices
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Table 13.3 Correlation matrices

293

BSE CAC DJIA FTSE  HSI NASDAQ  NIKKEI NYSE S_PO1
Phase |
BSE 1.00
CAC 0.98 1.00
DJIA 0.94 0.94 1.00
FTSE 0.96 0.98 0.91 1.00
HSI 0.92 0.92 0.96 0.88 1.00
NASDAQ 0.74 0.79 0.82 0.77 0.73 1.00
NIKKEI 0.86 0.87 0.75 0.88 0.68 0.71 1.00
NYSE 0.97 0.98 0.98 0.96 0.96 0.81 0.82 1.00
S&P 0.92 094 0.99 0.91 0.95 0.89 0.77 0.98 1.00
SSEC 0.87 0.86 0.92 0.82 0.95 0.62 0.63 0.91 0.88
Phase Il
BSE 1.00
CAC 0.94 1.00
DJIA 0.94 0.99 1.00
FTSE 0.95 0.98 0.98 1.00
HSI 0.97 0.96 0.96 0.97 1.00
NASDAQ 0.94 0.97 0.98 0.97 0.96 1.00
NIKKEI 0.91 0.98 0.98 0.97 0.95 0.98 1.00
NYSE 0.95 0.98 0.99 0.98 0.97 0.99 0.98 1.00
S&P 0.94 0.98 1.00 0.98 0.97 0.99 0.98 1.00 1.00
SSEC 0.87 0.90 0.86 0.89 0.87 0.83 0.86 0.85 0.86
Phase IlI
BSE 1.00
CAC 0.42 1.00
DJIA 0.67 0.73 1.00
FTSE 0.75 0.81 0.94 1.00
HSI 0.73 0.73 0.76 0.81 1.00
NASDAQ 0.70 0.72 0.98 0.95 0.76 1.00
NIKKEI -0.29 0.38 -0.04 0.07 -0.04 0.03 1.00
NYSE 0.62 0.83 0.98 0.94 0.82 0.97 0.07 1.00
S&P 0.64 0.77 0.99 094 0.77 0.99 0.04 0.99 1.00
SSEC -0.21 0.42 -0.03 0.05 0.27 -0.06 0.43 0.1 0.01
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Table 13.4 ADF test results

Phase | Phase Il Phase Il

ADF ADF ADF ADF ADF ADF
statistic  statistic  statistic  statistic statistic  statistic

Levels 1st diff. Levels 1st diff. Levels 1st diff.

BSE -1.40 -8.09 0.00 -10.17 -2.44 -10.30
CAC -0.99 -9.46 0.29 -10.23 -3.02 -10.84
DIJIA -0.78 -9.01 0.94 -10.00 -1.20 -10.03
FTSE -1.60 -8.09 -0.11 -9.65 -2.25 -9.52
HSI -0.41 -8.67 0.09 -9.50 -2.17 -9.83
NASDAQ -1.16 -8.82 0.42 -9.90 -1.25 -9.56
NIKKEI -2.60 -8.62 -0.03 -9.56 -2.73 -11.23
NYSE -0.79 -8.89 0.88 -9.95 -1.42 -10.16
S&P -0.67 -9.09 0.92 -10.11 -1.27 -9.88
SSEC 0.53 -7.35 -0.49 -8.28 -2.85 -9.94

Critical values: =-2.57 for p<0.10, -2.87 for p<0.05, -3.45 for p<0.01

Table 13.5 PP statistics for stationarity

Phase | Phase Il Phase Il

PP PP PP PP PP
statistic  statistic statistic  statistic statistic PP statistic

Levels 1st diff. Levels 1st diff. Levels 1st diff.

BSE -1.48 -17.56 -0.11 -18.29 -2.02 -21.06
CAC -1.07 -21.82 0.33 -22.54 -3.23 -22.25
DJIA -0.74 -19.98 0.81 -23.95 -1.21 -22.74
FTSE -1.63 -21.98 -0.15 -21.70 -2.42 -22.28
HIS -0.40 -19.20 -0.09 -21.37 -2.18 -22.48
NASDAQ -1.29 -18.87 0.30 -23.32 -1.22 -21.85
NIKKEI -2.31 -20.24 -0.14 -21.33 -2.86 -22.01
NYSE -0.81 -19.56 0.76 -23.00 -1.48 -22.79
S&P -0.76 -20.26 0.77 -24.05 -1.34 -22.82
SSEC 0.79 -18.36 —-0.39 -20.18 -2.82 -21.53

Critical values: =-2.57 for p<0.10, -2.87 for p<0.05, -3.45 for p<0.01

are stationary at level 1 in both the phases, statistically determined by
both the unit root tests. Hence, all the indices are integrated of order 1.
Now we proceed further to co-integration test. Johansen test for co-inte-
gration was used to find the co-movement between various indices dur-
ing the four phases of data considered. Table 13.6 shows the results of
Johansen test which can be interpreted as follows:
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As explained in methodology, Johansen co-integration test uses two
different approaches in conducting and testing co-integration. By observ-
ing the trace statistic value from Table 13.6, in Phase I, the statistic
value is greater than the critical value at both 5% and 1% confidence
level under number of co-integrating equations equal to at most one,
thus rejecting null hypothesis and accepting that there exists more than
one co-integrating vector. Looking at the values under at most two co-
integrating equations, the statistic value is greater than the critical value
at 5% confidence level and less than the critical value at 1% confidence
level, the hypothesis is rejected at 5% level and accepted at 1% level.
This indicates that there exist three co-integrating equations among all
the indices in Phase I at 5% level and two co-integrating equations at
1% level. In the same table (Table 13.5), observing the values of Max.
Eigen Value statistic, the statistic value is less than the critical value at
both 5% and 1% confidence levels under number of co-integrating
equations equal to none, thus the null hypothesis is accepted. Hence,
Max-Eigenvalue test indicates no co-integration at both 5% and 1% lev-
els. Trace statistics value observed from Table 13.6 in Phase II shows the
statistics value is greater than the critical value at both 5% and 1% con-
fidence level, under number of co-integrating equations equal to none,
hence rejecting the null hypothesis and accepting that there exists one
co-integrating equation at both 5% and 1 % level. The null hypothesis is
accepted for number of co-integrating equations equal to at most one, as
the trace statistics value is less than the critical value at both 5% and 1%
confidence level. Now, considering the Max-Eigenvalue statistics, it is
found that the statistics value is greater than the critical value at both 5 %
and 1% confidence level under number of co-integrating equations equal
to none; the hypothesis is rejected and indicates the presence of co-inte-
grating vector. Looking at the values under at most one co-integrating
equation, the statistic values are less as compared to critical value at 1%
level but greater compared to the value at 5% confidence level; we reject
the null hypothesis at 5% level and accept at 1% confidence level. This
indicates the presence of two co-integrating equations at 5% confidence
level and one co-integrating equation at 1% level. By observing the trace
statistics value from Table 13.6 in Phase 111, it is found that the statistic
value is greater than the critical value at both 5% and 1% confidence
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level under number of co-integrating equations equal to at most one,
rejecting the null hypothesis and accepting that there exists more than
one co-integrating vector. By looking at the values under at most two
co-integrating equations, the statistics value is greater than the critical
value at 5% level and less at 1% level; the hypothesis is rejected at 5%
level and accepted at 1% level. This indicates the presence of three co-
integrating equations at 5% level and two co-integrating equations at
1% level. Similarly, Max-Eigenvalue statistics for Phase III points toward
existence of one co-integrating equation at 5% confidence level and no
co-integration at 1% level.

Conclusion

The study compares co-integration among major indices considering
three different phases. First, the stock prices taken for the four phases are
not normally distributed. Second, we could conclude that the markets are
interdependent on each other to maximum extent with slight variations
depending on the phase and the markets chosen. Next at first difference
level, the data for the selected stock markets are stationary, thus conclud-
ing that they all are integrated of order one. Finally, the stock markets
have been found to be more co-integrated during the crisis period (Phase
I1) as compared to the pre-crisis period (Phase I) and recovery period
(Phase III); this indicates that the stock markets behave independently
during the rise in economies and in contrast they depend on each other
or have a mutual impact on each other when any global event occurs.
Particularly, the Chinese market among all the markets is least correlated
with the other markets during Bear phase, indicating that the impact of
the global economic crisis would be less on the China market. This chap-
ter would be of help in providing an insight to the investors in deciding
when and where to invest. Further, the study can be extended to include
sector-specific impact on the different stock markets.
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Vicious Cross-licensing Strategy
for Technology Spread: Case Study
of Samsung Electronics

Baba Gnanakumar

Introduction

Software companies in India are losing two-thirds of their revenue in
piracy in a year. It also caused $866 million loss to the Indian government
in the year 2011 (PT1, 2011). According to NASSCOM, the compound
annual growth rate of I'T spending in India was 15 % until 2014 (Sharma,
2011). If PC software piracy is curtailed by 5 %, the ITES revenues will
increase to $790 million, and 26,108 new high-skilled jobs will be created
in India (PTT, 2011). If software piracy is reduced by 10 %, the economic
benefits for a firm will increase by 31 % in two years. The traditional
model of licensing the software such as shrink-wrap, browse-wrap, and
click-wrap system has no longer been giving fruitful results in curbing
the software piracy. To mitigate the software piracy losses and to get rid of
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litigation expenses on intellectual property rights, technology giants such
as Microsoft, IBM, Apple, Samsung, Nokia, and Seagate are entering into
cross-licensing agreement (CLA) with regional players and competitors.
These cross-licensing contracts not only provide hindrance to piracy but
also enhance the technology spread. In this context, the present study
intends to identify a competent business model created by the CLA.

Review of Literature

Software piracy is significantly correlated to gross national product
per capita, income inequality, and individualism (Husted, 2000). The
residual increase in software patent propensity is deteriorating, and it
is to be controlled through strategic patenting (Bessen & Hunt, 2007).
Technological collaborations are essential for the software servic-
ing companies for their global marketing (Grimaldi & Torrisi, 2001).
When technologies are complex, it is essential to share ownership of a
product’s technology and innovators are forced to have CLA (Bessen,
2004). However, robust cross-industries differences are the main con-
straints in creating CLAs with respect to ex-post technology transfers
and intellectual property rights (Anand & Khanna, 2003). The reciprocal
agreement between the technological partners strengthens competition
within the partners in the cluster (Lavie, 2007). Cross-licensing in ITES
permits offshore entry for the firms even without any previous experi-
ence (Cockburn & Macgarvie, 2011). Past literature asserts the merits of
the cross-licensing system. The present study aims to identify the cross-
licensing models that mitigate technology piracy and increase the earning
capacity through market capitalization effect.

Aim and Methodology

The objective of the study is to identify an “Assertive Business Model”
that restrains technology piracy in the ITES industries. The secondary
aim is to maximize corporate revenues through collaborative ventures in
the form of cross-licensing strategy.
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Five cross-licensing contracts of AMD, Microsoft, Seagate, Samsung
Electronics, IBM, and Yahoo entered during 2010-12 were studied to
portray the competent business model.

Cross-Licensing Strategy

Cross-licensing is an agreement between two firms that permits each the
right to use the other’s patents. It may or may not include annual pay-
ment or having royalties, or running royalties in one direction or both.
It incorporates the usage of patents in a geographical area, carves out the
patent usage in certain products, and fixes a time limit for the contract
(Jaffe, Lerner & Stern, 2001). It may also take the form of exchanging
the shares in the licensee company for providing the contract license of
the intellectual property rights. These agreements are suitable if the par-
ties to the contract follow defined set of interoperability standards for
their technology. It originates from a joint venture business model. CLA
is suitable if both organizations wish to use the common technology plat-
form for research and development purpose (Morasch, 1995).

Justification of CLA

The traditional purpose of entering the CLA is to mitigate the litigation
expenses with regard to technology piracy. These agreements, in the long
term, enable the firm to earn profits from market spread created by the
high-end business partners. This is substantiated with the case of CLA
between Advanced Micro Devices Inc. (AMD) and Intel.

AMD entered a CLA with Intel in November 2009. The terms of the
agreement are as follows:

Both firms agreed to a 5-year patent CLA that gives AMD rights to
work in multiple foundries.

* Both firms waived all claims on the breach of the previous agreement.
* Intel gave $1.25 billion to AMD.
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* AMD withdrew all pending litigation in the USA, two agreements in
Japan, and all the regulatory complaints worldwide.

¢ 'There are no future payments, or delivery is required for using the fully
paid licenses.

After the deal, all the outstanding legal disputes between both compa-
nies with regard to antitrust litigation and patent came to an end. AMD’s
legal expenses, administrative expenses, and amortization expenses
decreased by 67 %, 24 %, and 49 %, respectively, in 2010. In the same
manner, the legal disputes between Intel versus Nvidia and HP versus
Microsoft have been solved by signing a CLA. Microsoft estimated that
the opportunity cost lost in every dollar due to software piracy equals to
$5.50 in 2008 (Darren Bibby, 2008).

Microsoft entered into CLA with more than 600 regional and inter-
national firms to decrease software piracy. More than 250 legal suits are
pending in various courts with regard to patent right violation. However,
Microsoft was able to resolve only 20 % of disputes so far.

Based on the above case, we concluded that CLAs are motivated in the
arbitrage process about the patent problems. Firms are using CLA as a
defensive tool in decreasing legal expenses. Firms create virtuous cross-
licensing models to shrink the litigation case disputes. Firms that aim to
increase the market spread and wish to survive cut-throat competition are
following the vicious model of CLA.

Virtuous Cross-Licensing Model

Microsoft created virtuous cross-licensing patent model that enables
to protect their patents from third parties. Under the virtuous model
of CLA, the contracting parties identify the estimated cost of litiga-
tion due to technology infringement, opportunity cost lost due to legal
suits, technology piracy cost, and marketing cost before entering into the
agreement. The purpose is to get rid of court suits between the parties
to contract, competitors legal suits, and aims to create new marketing
opportunities. Figure 14.1 represents the virtuous CLA model created

by Microsoft.
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Fig. 14.1 Virtuous cross listing model

Smartphone market witnessed an exponential growth in 2009. The
smartphone market grew by 64 % worldwide during 2009. Android
device shipment in 2009 increased by 886 % (Constantinescu, 2010).
According to Gartner report, smartphone sales grew at the rate of 74
% in 2011 compared to the previous year (Gartner Research, 2011).
Smartphone manufacturers are extensively using the Microsoft soft-
ware. To make use of patent rights, Microsoft has entered patent right
royalty agreements with Android manufacturers, namely HTC, Acer,
View Sonic, Velocity Micro, and Winston. Microsoft filed suit against
Android for violating patents that are offered free to smartphone and
tablet manufacturers by Google. Samsung had a majority of market share
in Android devices in 2010 and its annual growth rate was 355 % in
2010-11 in smartphone segment (Canalys, 2011). Android smartphone
had 43 % market share in the USA (Nielsen, 2011). Samsung’s Galaxy
Tab tablet was also powered by Android. Apple filed a patent infringe-
ment petition against Samsung for using its technology in Galaxy tablet.
Microsoft also sued Samsung for paying the royalty for using its software
in smartphones.
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To resolve the legal problem, Samsung has signed a cross-licensing deal
with Microsoft in September 2011 (Microsoft, 2011). The terms of the
contract are as follows:

* Microsoft will receive royalties from Samsung for every Android
Smartphone produced by Samsung.

 Samsung will facilitate the marketing of the Windows Phone system
and develop the Microsoft platform.

* Samsung and Microsoft will stop the legal battles on patent rights
linked to Android.

This kind of CLA settled patent lawsuits between Microsoft and
Samsung, rather than engaging in a battle in court. This CLA protects
both companies from third-party piracy attacks. The reciprocal deal
allows Samsung to manufacture innovative products using Microsoft’s
patent. Windows phone ‘Mango’ came to market because of the collab-
orative agreement. However, Google assessed the agreement as a measure
to extort profit from others” success.

The virtuous cross-licensing model of Microsoft and Samsung identi-
fies the potential opportunity cost lost due to legal disputes. It also set
up a viable method to market the software technology of Microsoft and
hardware technology of Samsung.

Vicious CL Model

Samsung Electronics created a vicious cross-licensing model that increased
its revenue and market share for their patented technologies. Under this
model, the parties to the contract estimate the future market share, create
joint development agreements to measure the competitive advantage of
both parties, and measure the opportunity cost to be gained before enter-
ing into CLA. Figure 14.2 represents the vicious CLA model.

The effect of the agreement results in technology acquisition/brand
acquisition and increases the market share for both parties. These agree-
ments reduce the technology competition. It is signed before acquir-
ing the competitors™ patent rights over the software/hardware. The legal
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Fig. 14.2 Vicious CLA model

battle over the patent has been avoided. Samsung Electronics CLAs with
Seagate and IBM during the period 201011 enabled to increase its net
revenue by 18 % and mitigated legal suits in court of law.

A licensing agreement entered by Samsung with Micron worth $280
million in October 2010 placed Samsung as the second most inventive
company in the world. By that time, the International Data Corporation’s
hard disk drive market report in the year 2010 quoted that the HDD
gross revenue would increase from $33.4 billion in 2010 to $48.2 billion
in 2011 (Harris, 2011). Samsung decided to reap the revenues as it is the
market leader in HDD. The problem with regard to HDD industries is
amortization cost of technology.

Hence, economies of large scale production are essential in HDD
industries for cost reduction. In case of SSD industries, Hitachi’s multi-
year development agreement with Intel achieved the benefits of large
scale operations.

After considering the Hitachi and Intel agreement, Seagate Technology
and Samsung Electronics entered into a joint development agreement in
August 2010. Samsung is the market leader in digital electronics, whereas
Seagate is the market leader in hard disk drives.
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Through the joint development agreement, both companies had iden-
tified their respective strength in the manufacturing sector. Both com-
panies decided to make use of their technology assets to create more
innovative products in the fields of solid state storage, mobile comput-
ing, and cloud computing. This resulted in signing a CLA in April, 2011
(Seagate, 2011). The objective of the agreement is to strengthen their
strategic relationship by establishing joint ownership and investing in
new upcoming technologies. The principal terms quoted in the accord
are as follows.

* Samsung agreed to supply NAND drivers and semiconductor prod-
ucts to Seagate.

* Seagate agreed to supply hard drives for Samsung computers.

* Both companies agreed to cooperate in developing enterprise storage