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Abstract
Academic approaches to the activities of the
MNE have been dominated by the internaliza-
tion theories developed in the field of ▶ inter-
national business (IB), including the envelope
approach known as the ▶ eclectic paradigm.
These theories are helpful but have several
shortcomings, including an emphasis on
the cost of investment decisions rather
than on the opportunities they can create,
a limited focus on managerial decision-
making, and no model of the creation and
maintenance of firm-level advantage. These
problems can be addressed by a capability-
based approach, such as the dynamic capa-
bilities framework.

Definition The activities of the multinational
enterprise (MNE) frequently involve the exten-
sion, leveraging, and creation of capabilities
across borders. However, the literature on cross-
border investment is dominated by theories
based on concepts that ignore capabilities,
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such as transaction costs. Non-capabilities-based
theories reveal little about the use of strategy to
build competitive advantage. Capability-based
explanations for MNE activities received rela-
tively little attention until the 2000s.

Since the 17th-century appearance of globe-
spanning trading companies such as the Dutch
East India Company, the global economy has
been knit ever more tightly together by multina-
tional enterprises (MNEs). The spread of cross-
border trade and investment accelerated in the
latter half of the 20th century. Today, some start-
ups are born as “international new ventures” and
establish an overseas presence from the very out-
set (Oviatt and McDougall 1994).

“Explanations” for the multinational form of
organization abound, particularly from an eco-
nomic perspective. These include theories of
interest rate arbitrage (Aliber 1970), multiplant
economies (Caves 1980), the extension of monop-
oly power (Hymer 1976), and the minimization of
transaction costs (Hennart 1982). Researchers in
the field of ▶ international business (IB) devel-
oped theories that were somewhat better
grounded, such as internalization to offset possi-
ble market failures (Buckley and Casson 1976).
The ▶ “eclectic paradigm” (Dunning 1988) com-
bined internalization with Hymer-esque owner-
ship advantages and location-specific factors to
yield a richer and more robust model of the deter-
minants of ▶ foreign direct investment (FDI) and
multinational business activity.
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Other theories of FDI have come to emphasize
knowledge transfer (Teece 1976; Kogut and
Zander 1993) or, more generally, capability
development and transfer (Teece 1986, 2014).
Capability-based theories have the potential to
“explain” not only the existence of multinationals
and their investment patterns but also how they
exploit their internal and external networks to dif-
ferentiate themselves from rivals in the effort to
build ▶ sustainable competitive advantage (SCA).
Non-capabilities Approaches

Many of the non-capabilities theories about the
MNE and FDI have their own entries in this ency-
clopedia. The two leading theories, which will be
briefly described here, are known as “internaliza-
tion” and “the eclectic paradigm.”

The internalization perspective has dominated
much of the literature on the MNE over the past
30 years (Dunning and Lundan 2008). It is primar-
ily associated with the claim that FDI is a response
to transaction cost issues that cause market-based
contracting to be less attractive. A less discussed
variant claims that internalization occurs because
of the relative transaction efficiency of internal
resource transfers and learning (Teece 2014).

The transaction cost approach to the MNE,
which was advanced by Buckley and Casson
(1976), Rugman (1981), Teece (1981), and others,
focused on potential problems arising from asset
specificity and renegotiation risk that cause
possible market failure. This potential “failure”
of market contracting can be overcome by the
internalization of the affected cross-border activ-
ity. The MNE form of organization is also seen as
minimizing the transaction costs resulting from
the public goods aspects of certain intermediate,
mostly intangible, assets by adopting managerial
control of these assets rather than attempting to
contract with others for their use.

The learning and technology transfer approach
to the MNE has been less explored within the
internalization school of research than approaches
based on market failures and inefficiencies. The
technology transfer argument emphasizes the
value of a unifying organizational culture and
the ease of coordination inside the firm relative to
the market. Integration of activities within a firm
opens pathways to learning and to sharing know-
how and expertise through cross-border transfers
within the MNE that might be blocked between
legally separate entities concerned about leaking
valuable information. The introduction of learning
as a consideration moved internalization closer to a
capabilities-based approach, in which learning is
an important source of revitalization (Teece 1981).

The other leading non-capability approach to
the MNE is the eclectic paradigm, which was
developed by John Dunning (1995) and men-
tioned earlier in this article. The eclectic paradigm
combines internalization with “ownership advan-
tages” and host-country location factors to pro-
vide a more complete picture of MNE choice sets.
The ownership factors are those that give a spe-
cific firm the competitive advantage that allows it
to incur the expense of investing abroad and still
earn a profit. Such advantages would certainly
include organizational capabilities, and Dunning
eventually incorporated the theory of dynamic
capabilities into the eclectic paradigm (Dunning
and Lundan 2010). However, the eclectic para-
digm is generally used to explain only the geo-
graphic distribution of FDI and the cross-border
investment decisions of firms, which are the con-
cerns of the field of IB. It does not yield an
understanding of the creation of ownership advan-
tages or of their astute management to create firm-
level advantage, which is seen as the province of
international management studies.

Internalization and Dunning’s ownership and
location extensions in the eclectic paradigm have
a number of shortcomings with respect to under-
standing the range of activities of the MNE and
the advantages of specific firms. The most impor-
tant of these is the limited attention to the role of
entrepreneurs and entrepreneurial managers
(Pitelis and Teece 2010; Teece 2014; Jones and
Pitelis 2015). The activities of entrepreneurial
managers, which, as will be discussed, make up
an important part of the dynamic capabilities of
the MNE, include the identification of opportuni-
ties, innovation with respect to the design of
business models, and the creation and co-creation
of markets. In short, internalization-based
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approaches leave out most of what makes global
firms viable over the long term: the creation
and maintenance of a unique competitive advan-
tage. Virtually the only managerial activity
encompassed by internalization-based approaches
to the MNE is the coordination of technology and
other resources across borders.

Rather than squeezing capabilities concepts
into the eclectic paradigm, as Dunning and
Lundan (2010) have done, it can be argued that
internalization is more properly seen as a subset of
the development and deployment of capabilities
(Teece 2014). As capabilities have become more
globally dispersed and cross-border coordination
less onerous, global supply chains seem less
dependent than ever on internalization (i.e., on
owning offshore factories).

Consider Apple, which became one of the
largest computer and communications hardware
firms in the world. It no longer owns its own
manufacturing plants. Instead, it tightly coordinates
supply relations with many companies, especially
Foxconn, which is headquartered in Taiwan with its
largest factories in China. Apple provides financing
to some of its suppliers and may obtain exclusive
purchase arrangements from them for periods up to
several years. These non-internalized yet not-quite-
arm’s-length contractual arrangements appear to
suffice for Apple to achieve the necessary coordi-
nation to leverage its considerable marketing and
design capabilities while retaining flexibility to
respond to demand changes.

Apple is just the most prominent example of an
electronics industry in which large firms such as
Hewlett-Packard have steadily sold off their off-
shore factories in favor of alliances with contrac-
tors, leaving the brand name firms responsible
primarily for marketing and network coordina-
tion. It was the forerunner of an outsourcing
trend that has spread in varying degrees to other
sectors such as autos and from manufacturing to
service activities.

Internalization perspectives do not provide a
complete understanding of how contemporary
outsourcing helps create firm-level advantages.
Internalization needs to be combined with, and
perhaps embedded into, a capability-based para-
digm of the firm.
The Capabilities Approach

The capabilities approach to the MNE was built,
in part, on the resource-based view of the firm, as
well as extending the often-ignored learning and
technology transfer branch of the internalization
approach. Its leading expression is the dynamic
capabilities framework, which was developed
in the field of strategic management (Teece
et al. 1997; Teece 2014).

An organizational capability allows firms to
marshal resources to produce a desirable outcome
with some degree of predictability. Most capabil-
ities are somewhat fungible and can be used to
support any of a variety of activities. Large orga-
nizations have many such capabilities and at any
point in time some of them will be underutilized.
Capabilities arise in part from learning, from com-
binations of organizational assets, and from
acquisitions.

The ordinary capabilities that the firm needs to
carry out a given programme of production can
often be replicated – and imitated – with relative
ease. Much know-how, which used to be proprie-
tary by default as much as by intention, is now
effectively in the public domain – available from
consultants, schools of engineering, and the pub-
lic literature. That’s not to say that getting to the
level of best practice is easy. It is not, but there is
usually a fairly clear path for getting there if the
cost of doing so is deemed worthwhile.

Dynamic capabilities, on the other hand, allow
the organization and its management to integrate,
build, and reconfigure internal and external com-
petencies (including its ordinary capabilities) to
address changing business environments (Teece
et al. 1997). At a practical level, this involves
sensing and evaluating threats and opportunities,
designing structures and business models to
respond to them, and adjusting and renewing the
organization and its resources as needed. Strong
dynamic capabilities will enable an MNE to con-
stantly create new technologies, differentiated
processes, and better business models to stay
ahead of the competition, stay in tune with the
market, and even, at times, shape the market.

A capacity to transfer technology and know-
how (embedded in routines and resources,
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including the minds of employees) across dis-
tances and borders is a key capability of the mul-
tinational firm (Teece 1976). Successful transfers
of even ordinary capabilities to host-country sub-
sidiaries can provide the basis for advantage in the
host country. MNEs investing abroad “appear to
adopt good management practices in almost every
country in which they operate,” and foreign sub-
sidiaries are generally better managed than similar
host-country firms (Bloom et al. 2012: 14). In
other words, strong ordinary capabilities devel-
oped at home can (at least temporarily) be distinc-
tive abroad. However, as competition increases in
the host country, the strength or weakness of the
MNE subsidiary’s dynamic capabilities to
respond to the changes becomes paramount.

As this suggests, subsidiaries must have their
own capacity to anticipate and respond to changes
in the local business environment and be given
encouragement and autonomy to do so. KFC
Japan, for example, became a success in the
1970s under the leadership of Loy Weston and
Shin Ohkawara, who developed the local branch
more as a fashion business than as fast food
(Bartlett and Rangan 1986). Headquarters man-
agement must vet key resource commitments, but,
in order to preserve agility, information must flow
and decisions must be taken rapidly.

Headquarters can enhance local capabilities
further by allowing and facilitating knowledge
transfers amongst regional divisions and by
encouraging and supporting the exploitation of
cross-border complementarities. This approach
requires top management to treat the organization
more like an interconnected network than a rigidly
vertical M-form hierarchy (Bartlett and Ghoshal
1989). Top management’s fundamental roles are
global ▶ asset orchestration (allocating financial
and other resources to develop the most promising
activities wherever they may appear) and the pro-
vision of company-wide strategic direction.

In this decentralized M-form model, subsidi-
aries generate know-how, capabilities, and prod-
ucts from their own history, circumstances, and
innovation activities that can potentially be trans-
ferred to other business units at home or abroad
(Birkinshaw and Hood 1998). Local knowledge
creation and discovery of opportunities is
encouraged and coordinated by the orchestration
activities of headquarters management.
Comparison of Capabilities with Other
Theories of the MNE

Countless studies have applied an internalization
approach to the MNE to research on the “entry
mode” of firms in overseas markets – that is,
whether the MNE chooses to operate in a host
country through an alliance or via some level of
equity investment. However, from a strategic
management perspective, the more urgent ques-
tions involve which markets to enter and when,
not just how. Answering these requires a recogni-
tion and assessment of opportunities in multiple
markets, the ability to transfer knowledge, an
analysis of any capabilities gaps the firm may
have in terms of the requirements to carry out its
strategy, and so on. Any capability gaps, in turn,
must be evaluated as make/buy/ally problems
based on the strategic value of the capability,
including its availability from other firms and the
time required to “make” it internally versus the
timing of the opportunity to be exploited.

A particular deficiency of internalization theo-
ries is their focus on the cost of entry while ignor-
ing the opportunities (and risks) that entry affords.
Consider, for example, a case where assets owned
by the MNE are strongly complementary to (i.e.,
co-specialized with) assets in the host country.
Such cases are quite common in a world where
value is determined largely by ownership and
control of ▶ intangible assets. The question
facing the MNE is not so much whether a mode
of operation in the host country will cost less
when owned or contracted but whether integration
of the cross-border activity within the firm will
allow it to better capture value by exercising more
control over the design of a value appropriation
architecture (Pitelis and Teece 2010).

In other words, internalization analysis can
reveal only part of the story behind the choice of
the firm’s boundary when entering overseas mar-
kets. A capabilities perspective allows consider-
ation of other critical factors, including the
feasibility of transferring the necessary
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knowledge either internally or externally, the host
country’s treatment of intellectual property, and
the attractiveness of potential host-country
partners.

Internalization approaches that are based pri-
marily on transaction cost or contractual analysis
offer even less insight into the building of firm-
level advantage. In such theories, if a firm has
market power, it is taken as given and assumed
to persist. The role of managers is reduced to
determining the (global) boundaries of the firm
by outsourcing until the cost of outsourcing the
marginal activity is equal to the cost of performing
it internally. There is little recognition of the
importance of opportunity discovery, learning,
strategy adjustment, and other forms of capability
development and maintenance.

The dynamic capabilities framework, by con-
trast, models managers as exercising entrepre-
neurial and leadership functions that are vital to
building and maintaining firm-level advantages in
home and host-country markets. Global asset
orchestration, business model design, and entre-
preneurial cross-border market creation and
co-creation are at the core of a capabilities-based
approach to the MNE.
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Abstract
Capability development refers to creating a
new capability or enhancing an existing one.
Capability evolution, capability growth, capa-
bility expansion and capability maturation are
often used interchangeably for this idea.
A number of theoretical lenses – such as the
knowledge-based approach, resource based
view and evolutionary theory – offer insights
into how firms develop organizational capabil-
ities. Different authors highlight different fac-
tors as antecedents of capability that influence
the development of capabilities, such as
knowledge within the firm, experience, orga-
nizational learning, routines and non-routine
actions (e.g., semi-continuous asset orchestra-
tion or redesigning routines).

Definition The term capability development refers
to creating a new capability or enhancing an
existing one. It is often also described interchange-
ably as capability evolution, capability growth,
capability expansion or capability maturation.

The term capability development refers to creating
a new capability or enhancing an existing one. It is
often also described interchangeably as capability
evolution, capability growth, capability expan-
sion or capability maturation. Studies in strategic
management often focus on the organizational
capabilities of for-profit firms, distinct from a
collection of individual skills.

Managing knowledge and resources at the
organizational level involves the accumulation of
tangible and ▶ intangible assets and the acquisi-
tion of skills, which provides opportunities for
learning. As Pisano (2000: 129) concludes, ‘With-
out learning, it is difficult to imagine from where a
firm’s unique skills and competences would
come.’ In this learning process, cognition that
helps organizations identify market opportunities
is central to dynamic capability development
(Gavetti 2005), especially in capability develop-
ment’s early stages (Helfat and Peteraf 2003).
Furthermore, capabilities can be acquired through
learning from the experience of others via both
alliances (Inkpen and Dinur 1998) and acquisi-
tions (Karim and Mitchell 2000).

Deliberate learning that involves time and cog-
nitive efforts also facilitates the process of capa-
bility development. Drawing on behaviour and
cognitive traditions in ▶ organizational learning,
Zollo and Winter (2002) identify different
capability-building mechanisms by the level of
cognition effort and learning investment – semi-
automatic learning (e.g., learning by doing) and
deliberate learning (e.g., knowledge articulation
and codification) – and argue that ▶ dynamic
capabilities emerge from the co-evolution of past
experience, knowledge articulation and knowl-
edge codification processes. In addition to build-
ing on existing resources (exploitative learning),
organizations must integrate new resources and
change ways of doing things, which require
explorative learning.

Levinthal and March (1993) note the negative
effects of exploitive learning processes – in par-
ticular, developing competence in particular areas
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prevents organizations from exploring other com-
petencies. This is echoed in Kogut and Kulatilaka
(2001: 755): ‘The pitfall is that learning increases
the rigidity of the firm.’ Leadership is required in
order to create new capabilities regarding new
opportunities, especially in a dynamic and uncer-
tain environment (Sirmon et al. 2007). Many
scholars agree that organizations must be ‘ambi-
dextrous’ (O’Reilly and Tushman 2004), and
improve their abilities to exploit existing compe-
tencies while simultaneously exploring new com-
petencies. Some scholars (Teece 2007) would add
that they not only need to sense and seize but to
transform as well. Not all organizational units
need to be doing all three all the time, but they
do need to have latent capacities for all three.

Organizational learning is intimately tied to
evolutionary theory, in which knowledge gener-
ated by collective learning in organizations
resides in organizational routines (Nelson and
Winter 1982). According to Nelson and Winter,
an organizational capability involves collective
action and a series of patterned routines resident
in a set of actors within the organization. There-
fore, it is said that ‘routines are the building blocks
of capabilities’ (Dosi et al. 2000: 4). The accumu-
lation of experience via learning mechanisms
such as search routines leads to a capability
(Winter 2000), and the organization’s dynamic
routines of continual improvement and experi-
mentation can foster differentiated technological
capabilities (Dosi 1988).

While recognizing the importance of routines,
the dynamic capabilities framework also highlights
the roles of non-routine actions – such as semi-
continuous asset orchestration and creating/
redesigning routines – in building dynamic capa-
bilities whereby the firm is able to renew and adapt
its current capabilities to rapidly changing environ-
ments (Teece et al. 1997; Teece 2012). Teece
(2007) provides a portfolio of microfoundations
for dynamic capabilities: change routines
(e.g., product development) and analytical
methodologies (e.g., investment choices).
Eisenhardt and Martin (2000) identify specific
organizational processes and routines as ante-
cedents of dynamic capabilities: quality control
routines, technology transfer routines and
certain performance measurement systems.
With hindsight, some of these might more
appropriately be thought of as ordinary
(rather than dynamic) capabilities.

A number of other theoretical lenses offer fur-
ther insights into how firms develop organiza-
tional capabilities. These include the knowledge-
based approach (e.g., Nonaka 1991; Kogut and
Zander 1992; Grant 1996), the ▶ resource based
view (Wernerfelt 1984; Barney 1991), organiza-
tional learning (Levitt and March 1988) and evo-
lutionary theory (Nelson and Winter 1982). Also,
knowledge-based perspective views implicit
knowledge as the key source of competitive
advantage. Individually (or collectively) held
knowledge within the firm is seen as a basis for
creating organizational capabilities (Grant 1996).
Similarly, Kogut and Zander emphasize that dif-
ferent internal social relations (differences in the
knowledge bases of individuals and groups) shape
the ‘combinative capabilities’ of a firm –
recombining and transforming old capabilities
into new ones. According to this view, organiza-
tional capability develops to the extent to which
knowledge among different parts of a firm is
shared, recombined and integrated (e.g., Kogut
and Zander 1992; Grant 1996).

The resource-based view acknowledges the
importance of coordination but also embraces
managerial strategies for developing capabilities
(Wernerfelt 1984). Simply possessing valuable
resources does not guarantee the development
of capabilities and competitive advantage
(Barney 1991); in addition, effective resource
management – such as structuring resource port-
folios and bundling resources – is considered just
as important for building capabilities (Sirmon
et al. 2007).
See Also
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Abstract
The capability lifecycle provides a framework
that articulates patterns in the evolution of a
capability from birth through maturity, and
subsequent branching into additional stages
of development (Helfat and Peteraf, Strategic
Management Journal 24: 997–1010, 2003).
A capability’s lifecycle begins with its
founding, when a group of individuals orga-
nizes around an objective. Subsequently, in the
development stage, a capability is built, refined
and improved. Finally, a capability enters the
maturity stage, where it ceases development
and is maintained through exercise. Before or
after reaching maturity, a capability can also
transform through the ‘6 R’s’ of capability
branching: retirement, retrenchment, renewal,
replication, redeployment and recombination.

Definition The capability lifecycle is a frame-
work that extends the resource-based view by
articulating patterns and paths in the evolution of
organizational capabilities. The lifecycle
describes the development of a capability from
founding to maturity, as well as subsequent
branching into additional stages, and explains
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the sources of heterogeneity in organizational
capabilities at each stage.

The capability lifecycle provides a framework that
articulates patterns in the evolution of a capability
from birth through maturity, and subsequent
branching into additional stages of development
(Helfat and Peteraf 2003).

Much like products and technologies, the capa-
bilities of an organization – which draw on
resources to perform a coordinated set of tasks
towards a particular end result – evolve over
time. The capability lifecycle describes the stages
of the evolution of organizational capabilities, and
provides an overview of the main features of each
stage (Helfat and Peteraf 2003). The intellectual
roots of the capability lifecycle lie in evolutionary
economics (Nelson and Winter 1982) and the
▶Resource-Based View (RBV), or the idea that
organizations differ in their resources and capa-
bilities in important, durable ways that affect com-
petitive performance (Penrose 1959; Rumelt
1984; Wernerfelt 1984; Peteraf 1993). The
lifecycle view of capabilities adds dynamism to
the RBV by noting that capabilities come about
and shift over time, and that this evolution leads to
heterogeneity in performance over time, both
within and across firms. The lifecycle perspective
thus provides an explanation for the heterogeneity
of capabilities, and a framework for thinking
about organizational development in a patterned,
systematic way. In addition, the capability
lifecycle includes an important potential role for
▶ dynamic capabilities in bringing about capabil-
ity change.
Stages in the Capability Lifecycle

Founding
The lifecycle of a capability begins with its
founding, when a group of individuals organizes
around an objective. As an example, consider a
company founded by a team of individuals in
order to provide technological solutions that
improve the environmental efficiency of buildings
and built environments, as documented by Zuzul
and Edmondson (2011). The accomplishment of
such an objective depends on a team’s capabili-
ties: its ability to obtain and use resources – the
tangible or intangible assets or inputs it owns or
has access to – in coordinated, controlled ways.
The team must therefore organize to build capa-
bilities that enable it to transform its inputs in
pursuit of its objective.

Each team has a set of initial endowments
(Levinthal and Myatt 1994; Helfat and Lieberman
2002) – members’ human, social and cognitive
capital (Adner and Helfat 2003), and a set of team
characteristics such as leadership and history of
interaction – that shape the capabilities that it can
build. In the technological solutions company
mentioned above, the founding team members
came from a variety of backgrounds, and some,
including the team’s leader, had experience in the
software industry. These initial endowments led
team members to organize to build an ▶ alliance
capability (Anand and Khanna 2000) – including
the ability to find and recruit partners, a significant
element in the business models of many software
companies – because they determined that an
alliance capability would be important in achiev-
ing their objective. More generally, team mem-
bers’ endowments are an initial source of
heterogeneity in ▶ capability development;
teams with different individual capital and pat-
terns of interrelationships are likely to organize
to build different capabilities, even towards the
accomplishment of identical aims.

Development
After a team has defined a central objective and
organized to build the capabilities it needs, it
begins to develop each capability. In the develop-
ment stage, a capability is built, refined and
improved. Teams can develop a capability either
from scratch or by imitating capabilities that exist
in another organization: members might look for
guidance in the capability development of their
competitors, for instance, or in the organizations
to which they had previously belonged.

Once founded, a capability tends to improve
over time through both cumulative experience
(learning-by-doing) and deliberate ▶ organiza-
tional learning (Winter 2000; Edmondson
et al. 2001; Nelson and Winter 2002). In the
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technology solutions company, the team devel-
oped its alliance capability through the accumula-
tion of experience, as the new company learned
from its experience with a growing number of
partners. The team also learned more deliberately
through attempts at process improvement; the
company, for instance, adopted a standardized
model of partner acquisition it termed the ‘partner
pipeline’. Furthermore, it learned through delib-
erate experimentation, by testing alternatives and
reflecting on outcomes through cycles of feed-
back; employees, for instance, shared their
experiences with partner acquisition in weekly
operations meetings. As in this example, each
learning process leads to improvements in a capa-
bility, which is gradually honed until it ceases
developing and reaches maturity.

The development stage presents multiple possi-
bilities for heterogeneity: teams can differ in the
success and speed with which they develop capabil-
ities, and the point at which they cease to improve
capabilities (Helfat and Peteraf 2003). As a result, as
Helfat and Peteraf (2003) write, ‘some versions of a
capability are better than others’ (p. 999).

Maturity
Finally, a capability enters the maturity stage,
where it ceases development and is maintained
through exercise. This may happen because the
capability has an efficiency limit – an inherent
bound given available technologies and
inputs – or because members satisfice by determin-
ing that a particular level of skilfulness is sufficient
to accomplish their objectives (Winter 2000).

As we will describe, not all capabilities reach
maturity: capabilities that no longer match inter-
nal and external environmental conditions can be
selected out of the organization (Helfat and
Peteraf 2003). The capabilities that remain can
become deeply entrenched in organizational
memory as tacit routines. Organizational forget-
ting can lead to declines in a capability’s effi-
ciency; how well the capability is maintained
therefore depends on how consistently it is
exercised. Exercised sufficiently, the ability to
identify, attract and retain potential partners
might, for example, become an implicit routine
in our technology company.
Capability Branching

A capability’s progress from founding to maturity
does not always follow the same developmental
path. As a capability evolves from founding to
maturity, its path can be shaped through changes
in the demands of its internal and external envi-
ronment. Internal factors like new managerial
decisions, and external factors like changes in
supply and demand, present both threats and
opportunities for a capability’s development.
Helfat and Peteraf (2003) posit that a capability
can respond to these threats and opportunities in
patterned ways, before or after reaching maturity.
More specifically, a capability can transform
through the ‘6 R’s’ of capability branching: retire-
ment, retrenchment, renewal, replication, rede-
ployment and recombination. As a capability
evolves, it may pass through several branching
stages, and finish far from its origins.

Threats in an organization’s internal and exter-
nal environment can render a capability obsolete;
a capability once necessary for the attainment of
organizational aims may no longer be relevant.
New antitrust regulations might, for example,
make the pursuit of further alliances impossible
for our technology company. In response to
this threat, the company may retire the
capability – cease developing and using it – or it
may retrench the capability – gradually limit its
development and use until it declines entirely.

An organization can also respond to threats and
opportunities by redesigning its capability set and
honing and adapting its existing capabilities. An
organization might renew a capability: a crisis or
an opportunity may deepen management’s per-
ceived need for a capability, raising aspirations
(Winter 2000) and leading them to improve or
modify the capability. The emergence of a salient
competitor might lead our technology company,
for example, to further invest in its alliance capa-
bility to raise its efficiency and counter this threat.

An organization can also transfer an existing
capability into new markets. It can replicate a
capability by reproducing it in another geographic
market (Winter and Szulanski 2001), or redeploy
it by transferring it to a related product market
(Helfat and Raubitschek 2000). The technology
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solutions company, for example, could replicate
its alliance capability in a new country, or rede-
ploy this capability to develop a new product.
Finally, an organization can combine a capability
with other capabilities in order to transfer it into a
new market: our technology company could com-
bine its existing alliance capability with a newly
acquired lobbying capability to begin encourag-
ing foreign governments to tighten their environ-
mental regulations, thereby increasing demand for
its products abroad. In each case, transferring or
altering an existing capability into new markets is
often a more efficient response than the creation of
a new capability from scratch.

Capability branching is a final source of poten-
tial organizational heterogeneity. The same inter-
nal or external conditions will not affect
capabilities in all organizations in the same way.
Any threat or opportunity can be met with a num-
ber of different reactions: not all organizations
will develop their alliance capability in the same
way as our technology solutions company,
although many may meet similar threats and
opportunities (Adner and Helfat 2003).
Building on the Capability Lifecycle

The aim of the capability lifecycle is to provide a
framework for thinking about capability develop-
ment, and the impact that differential development
can have on organizational heterogeneity and per-
formance over time (Helfat and Peteraf 2003).
Theoretical and quantitative work has built on this
framework to explore particular stages in a
capability’s lifecycle. Theories of strategic perfor-
mance, for example, have emphasized that man-
agers’ differential ability to found, develop and
transfer capabilities makes some entrepreneurial
firms better able to discover and exploit opportuni-
ties (Zahra et al. 2006) and create value (Sirmon
et al. 2007). With respect to the alliance capability
of the technology solutions company discussed
above, research on alliances suggests that the capa-
bility to ally successfully can be developed over
time, and needs to be exercised and maintained
(Anand and Khanna 2000; Rothaermel and Deeds
2006; Kale and Singh 2007).
The lifecycle framework could further benefit
from in-depth qualitative studies that explore
when and how particular organizations found,
develop and branch their capabilities – and how
this affects firm performance. A recent study of
capability development and decline at Smith
Corona, formerly one of the world’s largest type-
writer companies, illustrates this sort of qualita-
tive approach (Danneels 2011). In an overview of
21 years of company history, Danneels (2011)
demonstrates how capabilities can become irrele-
vant through internal and external changes, and
how Smith Corona’s inability to develop new
capabilities or transform existing ones resulted in
organizational failure. As the capability lifecycle
perspective suggests, organizational performance
depends on responses to threats and
opportunities – and on the ability to develop
appropriate capabilities. Further qualitative work
can continue to refine and illustrate this theoretical
framework. Qualitative and quantitative longitu-
dinal studies could benefit from the lifecycle
framework, which provides a lens with which to
systematically parse and analyse data on firm het-
erogeneity, performance and response to change.
See Also

▶Alliance Capability
▶Capability Development
▶Dynamic Capabilities
▶ Firm Resources
▶Organizational Learning
▶Resource-Based Theories
▶Resource-Based View
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Capital Asset Pricing Model (CAPM)
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Abstract
The capital asset pricing model (CAPM) for a
security is a linear relationship between the
expected excess return of the security and the
expected excess return of the market. It was
developed by William Sharpe, John Lintner
and Jan Mossin. It is a useful framework to
discuss idiosyncratic and systematic risk. The
security market line is a powerful graphical
construct of the CAPM. While the CAPM has
strong underlying assumptions, recent research
has relaxed many of these assumptions. It is
commonly used to calculate cost of capital and
required rate of return.

Definition The capital asset pricing model
(CAPM) for a security is a linear statistical relation-
ship between the expected excess return of the secu-
rity and the expected excess return of the market,
where expected excess return of a security (market)
is defined as the expected return of the security
(market) minus the return of a risk-free asset.

Let

• Ri = return of security i
• RM = return of the market portfolio
• Rf = return of the risk-free asset.

The capital asset pricing model (CAPM) for
security i is:
E Rið Þ � Rf ¼ bi E RMð Þ � Rf

� �
;

that is,
Gi ¼ biGM;

where GM ¼ E RMð Þ � Rf is the market risk pre-
mium, and Gi ¼ E Rið Þ � Rf is the risk premium
for security i.
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The CAPM can also be written as:

E Rið Þ ¼ Rf þ bi E RMð Þ � Rf

� �
;

that is,

E Rið Þ ¼ Rf þ biGM:

History

Bodie et al. (2008: 293) explained that ‘[t]he
capital asset pricing model is a set of predictions
concerning equilibrium expected return on risky
assets. Harry Markowitz laid down the founda-
tions of modern portfolio management in 1952.
The CAPM was developed 12 years later in arti-
cles by William Sharpe, John Lintner and Jan
Mossin.’ See also Brealey and Myers (2003),
Damodaran (2002), Markowitz (1999), Miller
(1999), and Sharpe (1964).
Idiosyncratic Risk

Idiosyncratic risk of security i is defined as:
IRi ¼ SD Ri � Rf

� �� bi RM � Rf

� �� �
¼ SD Ri � biRM � 1� bið ÞRf

� �
:

Consider a stock i that is underpriced
(overpriced) according to the information available
to an arbitrageur. In order to exploit this profitable
opportunity, the arbitrageur will construct the fol-
lowing arbitrage portfolio, if the arbitrageur were
constrained to using only the market index and the
risk-free asset – see Bhattacharya and O’Brien
(2015) for a discussion of the possibilities when a
wider set of securities is available to the arbitrageur:

• Arbitrage numerator: go long (short) on the
mispriced stock – let’s say by $1, which is
purely a normalization.

• Other arbitrage legs:
– Go short (long) aM on the market index; and
– Go short (long) af on the risk-free asset.

The total amount on these legs has to add up to
$1 short (long); and how much to go short (long)
on each leg is called the corresponding hedge
ratio. The ratios aM and af are the relevant hedge
ratios, and the zero-net-investment condition will
require 1 � aM � af = 0. The return on period
i of this hedge portfolio is Ri, t � aMRM, t � afRf,

t = �i, t, which combined with the zero-net-
investment condition 1 � aM � af = 0 yields
(Ri, t � Rf, t) = aM (RM, t � Rf, t) + �i, t.

The ordinary least squares (OLS) estimates

a
_
M and baf ¼ 1� baM give us the hedge ratios

that optimize the assumed objective of minimum
standard deviation, among zero-net-investment
portfolios consisting of the market index and
the risk-free asset (this simplification is due to
Wurgler and Zhuravskaya (2002)).SD b�i, t� �

is the
idiosyncratic risk of the stock i (i.e., idiosyncratic
risk is the ex post holding cost for an arbitrageur
who is constrained to using only the market
index and the risk-free asset as legs of the arbi-
trage portfolio). See Pontiff (2006) for a detailed
discussion on idiosyncratic risk as a holding cost
of arbitrage.
Systematic Risk

Systematic risk (or non-diversifiable risk or mar-
ket risk) of security i is defined as:
SRi ¼ bi ¼
Cov Ri,RMð Þ
Var RMð Þ :

Although this market beta is widely used as a
measure of the ‘riskiness’ of a security, it is actu-
ally a measure of how the security’s return varies
with the market, not of the riskiness of the security
per se. However, for an investor holding the mar-
ket portfolio, bi measures the marginal effect on
risk of an increment in the holding of security i,
everything else remaining the same.
Special Cases

Risk-Free Instrument
When the security i is a risk-free instrument (e.g.,
proxied by a t-bill), bi = 0.
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Market Portfolio
When the security i is the market portfolio (e.g.,
proxied by a market index), bi = 1.

It is often argued that a beta above one signifies
an asset of above-average riskiness, whereas a
beta below one signifies an asset of below-average
riskiness. Also, a riskier security will have a
higher beta and will be discounted at a higher
rate. CAPM is consistent with the risk-averse
investor’s demanding a higher expected return
for a riskier asset.
Security Market Line

The horizontal axis represents beta, and the verti-
cal axis represents expected return. When the
CAPM is plotted along these coordinates, the
resulting graph is called the security market line.
The vertical intercept of the security market line is
the nominal risk-free rate of return, and its slope is
the market risk premium. The value of the security
market line corresponding to b = 1 is the
expected return of the market portfolio.

The security market line is a useful tool to
determine whether an asset offers a reasonable
expected (or ‘fair’) return. If the plot of a security
is above the security market line, the security is
undervalued; similarly, if the plot is below the
security market line, the security is overvalued.
The expected return of a security minus the
expected return on the security market line
corresponding to its beta is referred to as the
alpha (a) of the securityã therefore, ai > 0 for an
undervalued security i, and ai < 0 for an over-
valued security i.

Under CAPM, in equilibrium, expected ai = 0
for each security i. However, we find that, on
average, low-beta securities have positive alphas
and high-beta securities have negative alphas.

It can be argued that security analysis is about
identifying securities with non-zero alphas–an
investor (or a fund manager) would increase the
weights of securities with positive alphas and
reduce the weights of securities with negative
alphas. Such behavior would increase the price
of securities with positive alphas and reduce the
price of securities with negative alphas, which
would exert pressure in the direction of equilib-
rium with zero alphas.

It is sometimes important to compare the
CAPM against independent estimates of the
returns of the security – such independent esti-
mates include comparables analysis. As with any
other technique, CAPM would be ex post correct
if the estimated price equaled the discounted sum
of cash flows accruing to the security.

Suppose there are N sources of extra-market
risk (e.g., industry, inflation) for which there are
N associated hedge portfolios with returns
R1,. . .RN. Then, the multi-index form of the
CAPM is
E Rið Þ � Rf ¼ biM E RMð Þ � Rf

� �
þ
XN
n¼1

bin E Rnð Þ � Rf

� �
:

Fischer Black derived a more general version
of the CAPM in 1972 – in this version, the
expected return of an asset in excess of the zero-
beta return, is linearly related to its beta. The zero-
beta portfolio is the portfolio with the minimum
variance of all portfolios uncorrelated with the
market portfolio. For the Black version, returns
are generally stated on an inflation-adjusted basis.
Assumptions and Limitations

The following assumptions are made under
CAPM:

• Investors are rational and risk-averse mean-
variance optimizers. Investors prefer higher-
mean and lower-risk investments. Standard
deviation or variance is assumed to be an ade-
quate measure of risk. This is true if normality
of returns holds, but may not reflect more gen-
eral measures of risk and attitudes toward risk.

• Investors are myopic (i.e., they only plan for
one holding period). This is a strong assump-
tion, but it can be relaxed for inter-temporal
decision making.

• Investors hold diversified investments. In par-
ticular, each investor holds a combination of
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the market portfolio, where the proportion of
each asset equals the market capitalization of
the asset divided by the market capitalization
of all assets, and the risk-free asset. The market
portfolio will be on the efficient frontier. How-
ever, the amount invested in the market portfo-
lio by an investor will depend on the investor’s
wealth and attitude toward risk. A market
index is an incomplete proxy for the market
portfolio.

• All assets are publicly traded and perfectly
divisible. This assumption rules out invest-
ments in non-traded assets, such as human
capital and private enterprises.

• There are many investors, all of whom are
price-takers (i.e., they take prices as given). In
other words, each investor’s wealth is not sig-
nificant enough to enable the investor to influ-
ence prices by her/his actions. This is the
assumption underlying perfect competition in
microeconomics.

• Investors can borrow and lend at the risk-free
rate – this assumption can be relaxed without
affecting the qualitative nature of the
arguments.

• Homogeneous ▶ expectations hold (i.e., each
investor views her/his investment opportuni-
ties in an identical manner). In other words,
investors are identical except for potentially
different wealth and potentially different atti-
tudes toward risk. This is a strong assumption.

• There are no transaction costs and no tax impli-
cations. This is also a strong assumption,
because trades involve transaction costs such
as commissions and fees that depend on fre-
quency and size of trades. Taxes depend on
whether the income is from interest, dividends,
or capital gains, and investors are in different
tax brackets. This assumption can also be
somewhat relaxed.

Like any other model, CAPM has its draw-
backs, especially as a predictor of actual invest-
ment behavior by firms, but its applicability and
simplicity make it a useful and popular model of
risk and return. An implication of CAPM is that
there would be no trades in equilibrium, since
investors are assumed to be homogeneous.
CAPM is not consistent with size and value
effects captured by the Fama and French (1992)
three-factor model:

Investors in the CAPM world care only about
the systematic or undiversifiable risk of a com-
pany and its investments, and not about the por-
tion of the variance of a firm’s returns that does not
covary with the market. Since the market can
diversify away all diversifiable risk, the theory
implies that firms should have no internal diversi-
fication needs . . . Diversified firms, however, not
only exist but also are large and numerous. The
CAPM does not help to explain their presence.
Nor does the model always provide guidance to
the diversified firm that seeks to evaluate an
investment project whose risk differs from that
of the firm as a whole. Presumably, the firm
could estimate the systematic risk of an individual
project by using the beta of a single-product firm
that undertakes investments similar to the one
contemplated by the diversified firm . . . [t]his is
more easily said than done. Consider the extreme
case where the firm is deciding whether to invest
in research and development for a completely new
product. . . First, there is no comparable single-
product firm beta available. Second, the beta for
the entire existing firm may be the incorrect one to
use for the new product (Helfat 1988: 7–8).

[N]ot only might the objective function of the
firm differ from that implied by the CAPM but
also information problems might cause firms to
have difficulty using the CAPM to evaluate poten-
tial investments . . . [I]mperfect information may
well influence the way in which managers evalu-
ate project-specific risks . . . To obtain the capital
market risk-adjusted required rate of return for a
project, the firm must know the systematic risk of
an individual project; this requires the firm to
know the covariance between the project’s return
and the market return (Helfat 1988: 12).

The portfolio selection model would be
expected to produce different results, both in
form and content, than . . . the CAPM. The form
differs primarily in the following two aspects.
First, the portfolio selection model yields shares
of the investment portfolio allocated to different
investments; the CAPM provides information
about which projects to undertake but not in
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202 Capital Budgeting
what proportions. Second, the comparative spend-
ing predictions of the portfolio model . . . indicate
changes in the shares of the portfolio devoted to
different investments, rather than absolute spend-
ing changes. The CAPMmay provide information
on the direction of absolute spending changes
between periods if projects change from accept-
able to unacceptable (or vice versa) but does not
indicate changes in investment expenditure shares
of the firm’s total budget

. . . Most important, the portfolio selection model
and the CAPM emphasize different types of risk.
The portfolio selection model focuses on covari-
ance risk between firm-level investments, whereas
the CAPM focuses on covariance risk between the
firm’s investments and the market. (Helfat 1988:
30)

CAPM can provide the required rate of return
for a firm’s projects – this provides the ‘internal
rate of return’ or the minimum ‘hurdle rate’ that a
project has to yield in order for the project to be
acceptable to investors, given the beta of the firm.

CAPM can also be used to set prices for regu-
lated utilities. Given the beta of a regulated utility,
CAPM can provide the fair rate of return that
investors should get. The rate-setting body can
set prices at levels that would generate that level
of return for investors.

The CAPM is widely used to estimate a firm’s
cost of capital. Public estimates of beta – the
covariance between the returns on the firm’s
stock and the returns on a market index such as
the S&P 500 – are readily available.
See Also

▶Arbitrage and Its Limits
▶Capital Structure
▶Expectations
▶Hedging Strategies
▶Risk and Uncertainty
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Capital Budgeting

Catherine A. Maritan
Syracuse University, Whitman School of
Management, Syracuse, NY, USA
Definition Capital budgeting is a planning and
decision-making process used to identify and
evaluate opportunities to invest in long-term
physical assets, and to allocate capital funds to
selected investments.

Capital budgeting decisions are among the most
critical managerial decision made in a firm
because ‘almost everything about a firm – its
physical assets, and how they are used; its people,
reputation, and skills; its products and services; its
customers, channels of distribution, and brands;
its financial performance – can be traced back to
particular [investment decisions made] years or
even decades ago’ (Barwise et al. 1987: 2).

Development of the techniques used to evalu-
ate capital investment opportunities has been
largely the domain of financial economists. In
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the 1950s, the pioneering work of Dean (1951)
and others marked the beginning of modern cap-
ital budgeting based on the use of discounted cash
flow (DCF) approaches to capture the expected
economic performance of an investment. DCF
methods characterize an investment project as a
series of future expected cash flows that have been
discounted by taking into account the time value
of money in order to calculate their present value
(Brealey and Myers 2003). A project that is
expected to generate a return in excess of the
cost of capital used to fund it is deemed to be
worth undertaking. The most commonly used
DCF methods are net present value (NPV) and
internal rate of return (IRR), and their adoption
has been widespread (Graham and Harvey 2001).
Finance researchers have developed various
refinements of these methods aimed at providing
more accurate estimates of future cash flows,
incorporating appropriate risk measures into dis-
count rates, and delineating methods for compar-
ing projects with different underlying
characteristics. A notable relatively recent addi-
tion to DCF approaches is the application of finan-
cial option pricing models to real assets, known as
▶ real options valuation. Incorporating real
options calculations into investment project eval-
uation allows the value of operating flexibility, or
the ability of managers to make or revise decisions
at a future time, to be captured by the financial
models (Trigeorgis 1996).

While finance scholars have focused on valua-
tion of capital investments, management scholars
have treated financial evaluation as one compo-
nent of a larger, complex organizational planning
and ▶ decision-making. Beginning with the sem-
inal work of Bower (1970), field studies of capital
investments in firms have provided rich depic-
tions of investment decision-making that recog-
nize the effects of behavioural, political and other
organizational factors on how opportunities are
identified, how projects are defined, and which
projects receive managerial support and approval
(e.g., Bromiley 1986; Butler et al. 1993; Carter
1971). Contextual elements such as organization
structure, the distribution of information in a firm,
performance measurement and reward systems,
cognitive limitations and cognitive biases of
managers, interpersonal relationships and
power structures have been found to shape
investment decision processes and outcomes.
This body of process research has also linked
investment decision-making to acquiring com-
petitive capabilities (Baldwin and Clark 1992;
Maritan 2001) and to strategy-making more
broadly (Bower and Gilbert 2005), illustrating
the important role of capital budgeting in strate-
gic management.
See Also

▶Decision-Making
▶Real Options
▶Resource Allocation Theory
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Capital Structure
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Abstract
Franco Modigliani and Merton Miller pro-
posed that, in ‘perfect’markets, a firm’s capital
structure is irrelevant to its value. Subsequent
research introduced real-world frictions such
as taxes, bankruptcy costs, agency costs and
informational asymmetry into the analysis,
resulting in additional theories of optimal cap-
ital structure such as the trade-off, pecking
order, free cash flow, asset substitution and
debt overhang theories. Ultimately, one
would expect firms to strategically pursue a
capital structure that maximizes the value of
the firm.

Definition Capital structure refers to the way a
firm finances its operations through a combination
of equity and debt. A firm that sells $1 in equity
(e.g., through a stock offering) and $9 in debt
(e.g., through a bond issuance) would have a
capital structure of 10% equity and 90% debt.
Capital Structure in a Perfect Market

Modigliani and Miller (‘MM’) (1958) define a
perfect market as one with no taxes; with fixed
investment decisions (i.e., raising money through
debt will not lead the firm to assume risky pro-
jects); with no transaction costs combined with
active shareholders (i.e., investors can undo
actions of the firm, such as leverage); with no
bankruptcy or agency costs; and with symmetric
information.

MM’s first proposition is that, under these con-
ditions, the value of a company is independent of
its capital structure. The value (V) of the firm is
independent of whether the firm is financed
completely by debt, equity or a combination of
these.
MM Proposition 1 : ValueLevered
¼ ValueUnlevered

The second MM proposition is that the cost of
equity for a leveraged firm is equal to the cost of
equity for an unleveraged firm, plus an added
premium for financial risk.
MM Proposition 2 : ke ¼ ko þ D

E
ko � kdð Þ

Where: ke is the firm’s cost of equity; ko is the
firm’s unlevered cost of capital; kd is the firm’s
cost of debt; and D

E is the debt/equity ratio. As
leverage increases, investment risk is shifted from
equity holders to debt holders, but total risk is
conserved, and hence no extra value is created.
While the MM theories are well understood and
generally accepted, markets are not in fact perfect:
this gives rise to the following additional theories
of capital structure.
Trade-Off Theory

Modigliani and Miller (1963) extend their initial
analysis to include debt. In most countries with
developed capital markets, corporate profits are
taxed, and interest paid on debt is generally treated
by firms as a deductible expense. The basic insight
of MM theory is that the tax deductibility of
interest makes debt financing valuable because
the cost of capital decreases as the proportion of
debt in the capital structure increases.

Example 1

A firm generates $100 in profits with certainty
in every period in perpetuity; the risk-free rate
(Rf) is 10% and the corporate tax rate (TC) is
40%. If the firm is 100% equity financed,
shareholders receive (1 � 0.40)⋆$100 = $60
in each period. The value (V) of the firm is
equal to the value of equity (E): $60/
0.10 = $600. Now assume that the firm takes
on $500 in 10% debt and pays current equity
holders a $500 dividend. Shareholders now
receive (1–0.40)⋆ ($100–$50) = $30 in each
period, which implies that (E) = $30/
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0.10 = $300 and V = $300 + $500 = $800.
Equity holders are now worth $800 (the
received dividend payment of $500, plus the
$300 that they still hold in equity).

At the limit, one might assume that the firm
would continue to issue debt until the firm was
completely debt financed. Unfortunately, this
would be incorrect, as one must also consider
the direct costs (e.g., management time spent
dealing with creditors; legal expenses; bank-
ruptcy) and indirect costs (e.g., financial distress
that creates a ▶moral hazard wherein equity
holders take actions that adversely affect bond-
holders) of having too much debt. As the amount
of debt increases, the probability of financial
distress and, ultimately, bankruptcy increases.
This leads to the trade-off theory, whereby a
firm will increase debt until the marginal cost of
bankruptcy equals the marginal increase in tax
savings.
Pecking Order Theory

▶Asymmetric information involves a situation in
which one party has better or more complete
information about the state of the world
(or probabilistic outcomes) than another party
(i.e., the seller knows more than the buyer about
the true value of a firm). This leads to two main
types of problems:▶Adverse selection and moral
hazard. The firm’s actions (i.e., raising money
through debt or equity) ‘signal’ information to
investors about managers’ beliefs in the value of
the firm.

Myers and Majluf (1984) argue that equity is a
less preferred means to raise capital because when
managers, who are assumed to be better informed
than investors about the true condition of the firm
(e.g., are privy to non-public information), issue
new equity, investors believe that managers think
that the firm is overvalued and that managers take
advantage of this informational asymmetry. As a
result, investors will place a lower value on the
new equity issuance. Moreover, since debt obli-
gations are paid first, while equity holders are the
residual claimant, investors in debt are less
exposed to errors in firm valuation. Consequently,
issuing debt is less subject to this informational
asymmetry problem, and as long as debt is fairly
valued, this would be preferable to equity. Equity
would only be issued under conditions where debt
was costly (e.g., the firm already has a very high
debt/equity ratio and the costs of financial distress
or bankruptcy are great).

This leads to pecking order theory: compa-
nies prioritize, or order, their sources of financ-
ing from least expensive (internal) to most
expensive (external). Internal equity (e.g., free
cash flow) is used first, followed by debt issu-
ance (since owners maintain full ownership),
followed by equity issuance (which would dilute
ownership).
Free Cash Flow Theory

Jensen and Meckling (1976) indicate that
agency costs are inevitable: corporate managers
will act in their own self-interest (e.g., invest in
wasteful projects; initiate takeovers or mergers
to expand personal power; take projects that
make them indispensable to the firm and
increase their bargaining power vis-à-vis share-
holders). Shareholders attempt to align corpo-
rate managers’ interests with their own
interests by a number of methods including
board of director oversight or compensation
packages. Jensen (1986) hypothesized a free
cash flow theory that seeks a solution to the
problem of managers unwisely spending the
firm’s free cash flow (i.e., by growing the firm
to increase their own power rather than maxi-
mizing shareholder value). Jensen’s theory
states that debt may have the beneficial effect
of forcing a firm to pay out cash that would
otherwise be misused. The free cash flow theory
can be summarized thus: unless free cash flow is
given back to investors, management has an
incentive to destroy firm value through empire
building and perquisites. Increasing leverage
imposes financial discipline on management.
Timely payment of debts and dividends can
also be monitored by outsiders and taken as a
signal of financial health.
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Asset Substitution Theory

Jensen and Meckling (1976) define asset substitu-
tion as stockholders’ choosing risky projects that
expropriate value from debt holders. As the debt/
equity ratio increases, stockholders have an
increased incentive to undertake risky (and in
some cases negative net present value (NPV)) pro-
jects. If the project is successful, shareholders get all
the upside (i.e., because debt holders receive a
fixed-interest payment regardless of how large the
profits are); if it is unsuccessful, debt holders get
much of the downside (i.e., the firm goes bankrupt).

Example 2

Assume a firm is faced with selecting between
two projects with the following payoffs (good
and bad outcomes are equally likely).
a

B

$

pital Struc

ad outcome

0

Capital Stru

Bad outcom

$0 + $6 = $
Bad
outcome
ture, Table 1

Go

$10

cture, Table 2

e Good out

6 $100 + $
Good
outcome
od outcome

0

come
Se
va

6 = $106 0.5
($9
Expected
value
Project 1
 $50
 $100
 $75
Project 2
 $25
 $115
 $70
Shareholders will opt for project 1 because
the expected value is higher. Now assume that
investors must borrow $40 in order to finance
these same two projects. The payoffs are now
as follows.
Bad outcome
 Good outcome
nio
lue

($
0)
Expected

value
Project 1
 $50 � $40 = $10
 $100 � $40 = $60
 $35
Project 2
 $25 � $40 = $0
 $115 � $40 = $75
 $37.50
Shareholders will now opt for project
2 because the expected value of that project is
Senior de

0.5($0) +

r debt expecte

6) + 0.5
= $48
higher. Note that bondholders would prefer
project 1 because they would receive full pay-
ment of $40 in either outcome. In the event of a
bad outcome, project 2 returns only $25 to
bondholders and zero to shareholders.

Underinvestment or Debt Overhang
Theory

Myers (1977) defines the underinvestment or
debt overhang problem as what occurs when the
preexistence of debt causes gains from future
positive NPV projects to accrue to debt holders
rather than shareholders. Thus, management has
an incentive to reject positive NPV projects, even
though they have the potential to increase firm
value.

Example 3

Assume a firm has $90 in senior debt and is
already invested in a project with equal proba-
bility of good and bad outcomes with the fol-
lowing payoffs (Table 1).

Now assume that the firm has the opportu-
nity to invest $5 (which it must raise through
junior debt) in a new project that returns $6 in
both the good and bad states. This is a positive
NPV project (i.e., NPVof $1 in all states) and
would normally be taken by the firm. The
problem is that the gains from making this
investment accrue to the senior debt holders,
as shown below (Table 2).

⋆Junior debt holders must receive $10 in
the good state in order to agree to make the
bt expected value Shareholder expected value

0.5($90) = $45 0.5($0) + 0.5($10) = $5

d Junior debt expected
value⋆

Shareholder expected
value

0.5($0) + 0.5($10) 0.5($0) + 0.5
($6) = $3
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loan, because they know that in the bad state
they receive nothing.

Note that shareholders, by investing in a
positive NPV project, are actually worse
off – an expected value of $3 versus $5 without
taking on the new project and junior debt.

Conclusions

This article presents the fundamental Modigliani
and Miller capital structure theorems and then
introduces real-world frictions, which generate a
number of additional theories that impact capital
structure. Myers (2001) correctly states that there
is no single universal capital structure theory
and notes that, in practice, firms across industries
and even within industries have dissimilar
capital structures. Myers concludes that capital
structure theories should be considered as
conditional – there are real-world examples of all
of the theories that impact on firm behaviour.
See Also

▶Adverse Selection
▶Agency Problems
▶Agency Theory
▶Asymmetric Information
▶Capital Asset Pricing Model (CAPM)
▶Moral Hazard
▶ Principal Agent
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Capitalism
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Abstract
Capitalism is a dialectical system of production
explaining how the exchange of money for
labor transfers wealth from the laborer, produc-
ing products/services to controllers of the
processes, namely, the owners of capital. Cap-
italism through facilitating the conversion of
raw material to finished products and services,
using the unpaid portion of the labor, the sur-
plus value, used in the production, accumulates
wealth. Capitalism as a mode of production is
one historical epoch, transforming local feu-
dalist systems into global industrial production
system. Capitalism as a system of production
includes social, economic, and political forces
and dynamics, each giving rise to its dialectical
movement.

Definition Capitalism is a dialectical system of
interactions and production, rooted in Marxist
philosophy, in which the surplus value of labor is
transferred to the owners of capital (the capitalists)
as profit, and social relationships are subjected to
a complex set of values emanating from the
individual and aggregate interactions, exchanging
labor, commodities, and money.
Capitalism Overview

Capitalism is a dialectical process connecting his-
torical epochs through constant reconciliation of
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theses and antitheses, creating new socioeconomic-
political syntheses, moving the production forces
without clear direction. Capitalism was articulated
by Marx and Engels (1981) who outlined the basic
arguments for the dialectical transformation of feu-
dalism into capitalism. They argued that social
structure became polarized between peasants and
landlords, creating a pathway to capitalism where
economic value of labor was transferred to the
owners of capital through the bourgeoisie’s efforts
in facilitating social and economic interactions
between the two forces. Capitalism, as outlined in
The Communist Manifesto, was fully explained
from economic, social, and political perspectives
in various Marx’s writings.
Dialectical Materialism Process

Through correspondence with Proudhon, Marx
(1992), in an effort to clarify the concept of cap-
italism, began developing the notion of historical
determinism and its effects on mode of produc-
tion. In his critique of German philosophy, Marx
(1993), by challenging Hegelian dialectical ideal-
ism, based on the influences of Feuerbach (Tucker
1972), developed the dialectical materialism to
better explain dynamics of capitalism. Dialectical
Materialism is significant in defining capitalism
because it (a) “is the process of material production,
determining all other aspects of social life”
(Afanasyev 1987, p. 36), (b) is a nonlinear
motion continually reconciling the opposites
(theses and syntheses), creating new syntheses,
and (c) interchangeably transforms social, political,
and economic structures and relationships.
Dialectical materialism explains how the mode of
production changes the social relationship which in
turn manifests itself in new economic relationships,
giving rise to new classes, creating new political
systems supporting the emerging ecosystem. For
example, feudalism witnessed the rise of industrial
advances such as steam engines, textile machines,
and the rise of factory production, competing for the
labor working on land as peasants. Although the
technology was initially used to facilitate the trans-
formation of agricultural products such as cotton to
cloth and make higher-quality products to expand
on the riches of landowners, the method of
production required disengagement of some
laborers from farming, moving them to pro-
duction lines. The thesis (the need for peasants
paying high rents for the land) and antithesis
(the need for cheap labor in the factories)
led to a new synthesis (a class of workers
depending on industrialists for their liveli-
hood). Each economic synthesis creation trans-
formed social, economic, and political
structures dialectically to what we now know
as capitalism.

The dialectical materialism process operates in
an open system (Bertalanffy 1973; Checkland
1999) where any new synthesis created in eco-
nomic, social, and political structure can lead to
changes in other components of capitalism.
Capitalism as Explained by Marx

Marx applied dialectical materialism to history to
explain the nature of socioeconomic and political
change through time. Marx argued that dialectical
materialism is manifested by the antagonism of
production forces in each epochal stage of history,
creating changes, moving the socioeconomic and
political structure in different directions which is
nonlinear, although its progression, at some point,
may appear as such (Kazeroony 2005). In essence,
Marx’s idea of dialectical materialism rests on the
concept of complexity where random patterns can
dynamically affect each other’s behavior in differ-
ent ways and directions (Kazeroony 2005).
Within this context, Marx observed the following
relationship between production forces:
RWþ Lþ PRþ C1 ¼ Prþ Fþ C2

where RW is the cost of raw material input into
production/services; L is the cost of price; PR is
the cost of processes such as moving the raw
material from mine to factory, marketing, etc.;
C1 is the required capital which is either borrowed
at the cost (interest) or the owner of capital seeks
to compensate for the opportunity cost of its cap-
ital by determining an interest; Pr. is the price of
finished product/service; F is the profit for the
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owner of capital (manufacturer, service provider,
industrialist); and C2 is the retained capital for
perpetuating the production of goods/services.
C

Rise of Global Capitalism

Through the nineteenth century as industrializa-
tion took hold and expanded in the twentieth and
the twenty-first centuries, the European and later
American industrialists, to feed the emerging cap-
italism as a dominant mode of production, began
aggressive international trade to open markets for
their excess production at home and obtain raw
material at cheap prices from other countries. The
European and American economic expansionism
led to the globalization of economic activities,
creating structural changes and causing funda-
mental shifts in economic and political disparities,
creating mass disfranchisement for various eth-
nicities and countries, particularly, African and
Asian countries, creating the capitalist world
order (Wallerstein 1979).
Global Capitalism and Its Future

In a highly globalized capitalism, “transnational
capitalism builds a system of institutions that dom-
inates the structure of nation-state, exceed their
functions, facilitate network of supranational inte-
gration” (Hernandez 2014, p. 23). Technological
innovation such as Cloud systems for information
and application storage and development across
borders, computerized financial transactions
among private entities across several borders
instantaneously, conducting hedging activities,
insurance transactions, banking, currency conver-
sion, and moving profits produced by owners of
capital between various countries, leaves capitalists
at an advantage vis-à-vis governmental entities,
empowering capitalism while reducing the power
of officials who are designated to serve the interests
of disfranchised and the worker who owns the
labor and has produced the products/services and
responsible for creation of surplus value.

Global capitalism’s achievements are mea-
sured by factors such as productivity, inflation,
and gross domestic product, just to name a few,
all of which are subject to arbitrary definition.
However, global capitalism perpetuation rests on
the behavior of those consumers who continue to
accumulate products/services despite any individ-
ual propensity to use them continuously, leading
to the waste of natural resources consumed in the
process, inevitably making raw material more
expensive and depleting natural resources. On
the other hand, there are those consumers who,
despite their propensity to use basic products/ser-
vices continuously and effectively, do not have
sufficient financial means to afford buying them
and, therefore, being disfranchised and continu-
ously marginalized in the global capitalist sys-
tem. Over time the dislocation of resources and
needs has spread among countries and within
each country. In the second half of the twentieth
century and the first decade of the twenty-first
century, from oil crisis of 1970s to financial crisis
of 2008, disparities between rich and poor among
individuals and nations have become more pro-
nounced questioning the future direction of
capitalism.
Additional Reading and References

Afanasyev, V.G. 1987. Dialectical materialism.
Rev. ed. New York: International.

Bertalanffy, L.V. 1973. General system theory: Founda-
tions, development, applications. Rev. ed. New York:
G. Braziller.

Checkland, P. 1999. Soft systems methodology: A 30-year
retrospective. Chichester: John Wiley.

Getting Started With Trading. n.d. Retrieved October
26, 2014, from CME Group website: http://www.
cmegroup.com/education/getting-started.html.

Hernandez, J.V. 2014. Capitalism and the social relation-
ship: An organizational perspective, ed. H. Kazeroony
and A. Stachowicz-Stanusch, pp. 16–35. Basingstoke:
Palgrave Macmillan.

IMF eLibrary Data. n.d. Retrieved October 26, 2014, from
International Monetary Fund website: http://www.imf.
org/external/data.htm#guide.

Kazeroony, H.H. 2005. Leaders’ perception of organiza-
tional change. ProQuest Dissertations and Theses, 219.
Retrieved from http://search.proquest.com/docview/
305348856?accountid=35812. (305348856).

Kazeroony, H., and Stachowicz-Stanusch, A. 2014. Capi-
talism and the social relationship: An organizational
perspective. (Ed.). Basingstoke: Palgrave-Macmillan,
UK.

http://www.cmegroup.com/education/getting-started.html
http://www.cmegroup.com/education/getting-started.html
http://www.imf.org/external/data.htm#guide
http://www.imf.org/external/data.htm#guide
http://search.proquest.com/docview/305348856?accountid=35812
http://search.proquest.com/docview/305348856?accountid=35812


210 Capturing Value from Advantages
Learning Centre. n.d. Retrieved October 26, 2014, from
London Stock Exchange website: http://www.london
stockexchange.com/news/learning-centre/learning-cen
tre.htm.

Marx, K. 1976. Capital: A critique of political economy.
Vol. I, Trans. B. Fowkes. New York: Penguin Books.

Marx, K. 1992. The poverty of philosophy.
New ed. New York: International.

Marx, K. 1993. Grundrisse: Foundations of the critique of
political economy (rough draft). Trans. M. Nicolaus.
London: Penguin Books in association with New Left
Review.

Marx, K., and Engels, F. 1981. The communist manifesto.
Trans. S. Moore. Harmondsworth: Penguin.

Tucker, R.C. 1972. Philosophy and Myth in Karl Marx.
2nd ed. Cambridge: Cambridge University Press.

Wallerstein, I.M. 1979. The capitalist world-economy:
Essays. Cambridge: Cambridge University Press.
Capturing Value from Advantages

Christos N. Pitelis
Brunel University London, Uxbridge, UK
Abstract
This article gives an overview of the literature
on the issues of capturing▶ value from advan-
tage. It discusses the foundational work of
▶ Stephen Hymer and his recognition of the
importance of foreign direct investment (FDI).
The article then explores the contributions of
▶David Teece, who considers the strategy to
be adopted by an innovator seeking to maxi-
mize the ▶ profit from innovations and high-
lights the importance of complementarities.
The work of later scholars, such as George
Richardson and ▶Edith Penrose, is then con-
sidered. Finally, there is some discussion of
real-world examples in which the principles
of the theory can be seen to provide consider-
able illumination. The article concludes with
some points about the current gaps in the liter-
ature and possibilities for future research.

Definition Capturing value from advantages is
the process whereby a firm acts in such a way as
to leverage (and thereby profit from) the advan-
tages it has over other firms. This may involve
arrangements such as licensing and franchising its
goods or services and cooperating with other
firms.

‘Profiting (or capturing ▶ value) from advantages’
is a time-honoured theme in industrial organization
(IO) and international strategic management. The
originator of the theme is arguably ▶Stephen
Hymer (1970), whose 1960 Ph.D. thesis at MIT
served to establish him as the father figure of the
theory of the multinational enterprise (MNE), for-
eign direct investment (FDI) and international busi-
ness (IB) (see Dunning and Pitelis 2008). Hymer
claimed that the need of firms to exploit (and there-
fore ▶ profit from) their advantages is a crucial
factor in their decision to undertake FDI rather
than alternative modalities of foreign operations,
such as ▶ licensing, franchising and cooperation.

Hymer focused mainly on ‘monopolistic
advantages’ by firms and the efforts by firms to
capture monopolistic rents from these advantages,
rather than on the process of their derivation, that
is, the creation of advantages. This ‘profiting from
advantages’ theme was inspired by the earlier
work of Jo Bain (1956). Bain had attributed the
ability of firms to charge prices in excess of the
(perfectly) competitive ones, therefore to capture
oligopoly rents, as barriers to entry, such as abso-
lute cost advantages, economies of scale and
product differentiation (or preference barrier).
Bain paid particular attention to the underlying
advantages afforded to firms through such barriers
to competition. Hymer (1976) explicitly drew on
Bain’s analysis of advantages and extended it to
the area of MNEs. Bain and Hymer paid limited
attention to the role of innovation as an advantage
(Dunning and Pitelis 2008). This would partly
explain their focus on ‘profiting from advantages’
(or capturing supernormal profits) rather than on
the value-creating properties of advantages.

▶David Teece (1986) helped to address these
gaps. In this article, entitled ‘Profiting from tech-
nological innovation’, he addressed the issue of
how an innovator can enhance the chances of
capturing as high a share as possible from the
value created by an innovation. In particular,
Teece observed that it is common for innovators
to lose out to competitors who possess
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complementary assets and capabilities. In this
context, business strategy can be crucial, mainly
in the form of attempts by the innovator to estab-
lish a base of complementary assets and capabil-
ities. Assuming absent or failing markets for
ideas, the choice of the mode of acquisition of
such assets and capabilities will, in turn, depend
on factors such as the ‘appropriability regime’
(how easy it is to protect an innovation, through,
for example, patents or secrecy) and the existence
or otherwise of a ‘dominant design’ (the
emergence of which tends to shift competition
from design to price). In brief, when the
‘appropriability regime’ is ‘weak’ and there exists
a ‘dominant design’, innovators are well advised
to acquire complementary assets and capabilities
such as distribution through, for example, con-
tracts, integration or collaboration. The choice of
modality will depend crucially on the nature of
complementary assets and the competitive posi-
tion of the innovator vis-à-vis its rivals.

Despite dealing with the archetypal concern of
transaction costs theory (the choice between con-
tracts, integration, collaboration), and in contrast
to Hymer (1968), who synthesized transaction
costs and oligopolistic rivalry, Teece took a route
more akin to the resource-based view (RBV there-
after), and the (dynamic) capabilities perspective,
which he subsequently co-founded. His resource
and capabilities lens allowed him to go beyond
Hymer’s theme and to include innovation as an
advantage which creates value (but it is not by
itself sufficient to capture this value).

The Bain–Hymer–Teece tradition can be use-
fully complemented by other seminal contribu-
tions, notably those of ▶Edith Penrose (1995)
and George Richardson (1972). In his 1972 arti-
cle, Richardson built on an earlier insight from
Penrose (1995) to explore the choice between
market, integration and cooperation. He used
two main categories: similarity of activities and
complementarity of activities. Similar activities
were said to be those whose efficient implemen-
tation required the same underlying capabilities.
Activities were complementary when efficient
dispensation, requisites and underlying capabili-
ties were used jointly. In this context, Richardson
observed that production-related efficiency
dictates that firms considered integrating when
their (planned) activities were both similar and
complementary to those of other firms (with
which they might intend to integrate). Coopera-
tion was best when there existed complementary
but dissimilar activities. Weakly complementary,
dissimilar activities were best left to markets.
Teece’s focus on complementary capabilities and
assets is in line with Richardson. Teece took the
analysis further in that complementarity of activ-
ities and assets is seen as both a reason why
innovators may fail to profit from their innovation
and as a reason for the choice of modality – that is,
integration vis-à-vis market and cooperation. The
role of complementary assets as a prerequisite for
▶ profiting from innovation is a significant stand-
alone contribution. For the choice of modality,
Richardson’s concept of similarity of activities is
likewise a useful addition to Teece’s analysis. In
the presence of dissimilar activities, market or
cooperation arguably dominates integration.

The problem of capturing value/profiting from
innovation and other firm-specific advantages in a
dynamic environment characterized by
Schumpeterian competition is also an important
aspect of the work of Penrose (1995). She claimed
that in order to achieve sustainable long-term per-
formance firms needed to build ‘technological’ or
‘relatively impregnable bases’. For Penrose
(1995: 137):

In the long run the profitability, survival, and
growth of a firm does not depend so much on the
efficiency with which it is able to organize the
production of even a widely diversified range of
products as it does on the ability of the firm to
establish one or more wide and relatively impreg-
nable ‘bases’ from which it can adapt and extend its
operations in an uncertain, changing, and competi-
tive world.

‘Relatively impregnable bases’ were seen by
Penrose as technological and know-how-based
bundles of tacit knowledge which are hard for
rivals to initiate. The concept is akin to, and sup-
portive of, Teece’s arguments, which focused on
the need to acquire assets and capabilities that
allow innovators to capture value. Both pre-date
the subsequent focus of the RBV on VRIN-type
resources, namely those which are Valuable, Rare,
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Inimitable and Non-Substitutable (Barney 1991).
An important part of the Penrosean story, how-
ever, is that innovation can itself be an element of
a ‘relatively impregnable base’, and that the last
mentioned may involve more than the acquisition
of complementary assets and capabilities. An
implication is that the acquisition of complemen-
tary assets and capabilities may not suffice to
allow firms to profit from an innovation. Building
‘relatively impregnable bases’ can be expensive
and time-consuming and is more likely to be
achieved by established firms. Richardson and
Penrose did not deal with transaction costs.
These are of essence when dealing with the choice
of modality, as we now know from Coase (1937),
Hymer (1990), Williamson (1975) and subse-
quent literature (seeWilliamson 2005, for an over-
view). Teece’s (1986) reference to transaction
costs was not extensive, despite his own earlier
contributions (e.g., Teece 1982). His choice of
transaction costs analysis focuses on intangible
assets-related problems similar to those analysed
by Buckley and Casson (1976) for the case of the
MNE. It could be suggested that additional con-
siderations such as, for example, the importance
of post-contract ‘bilateral oligopoly’-type prob-
lems (Williamson 1975; Hymer 1990) could be
taken into account. For instance, firms could
select integration to reduce transaction costs aris-
ing from post-contract hold-ups involving small
numbers (bilateral monopoly).

If we take as an example EMI’s failure to
capture value sustainably from its invention of
the CT scanner, the following insights from the
aforementioned contributions may be useful. As
noted by Teece, EMI possessed neither similar nor
complementary capabilities for the production
and exploitation of the CT scanner. In this context
its best option might be to sell or license the idea/
technology. However, the market for ideas/technol-
ogies is notoriously imperfect, restricting this
option for EMI. In addition to the well-known
problems discussed in the literature (such as
‘Arrow’s paradox’, due to the ‘public goods’ nature
of knowledge, see, e.g., Buckley and Casson
1976), and/or the presence of opportunistic buyers
(as in Williamson 1975; Hymer 1990), a genuine
(non-opportunism-related) problem in this case is
the prediction of demand. In EMI’s case the early
predictions proved to be very pessimistic (Bartlett
2005). In such a context, even an honest buyer
might be unwilling to buy and, in any case, unwill-
ing to pay a price above that consistent with
demand projections at the time. Such a potential
buyer might have been Siemens, or other compa-
nies in the medical equipment sector. Given prob-
lems with selling (for then CEO Powell, this would
be ‘selling our birth-right’) (Bartlett 2005: 194), an
alternative possibility examined by Teece was for
EMI to collaborate with a company that possessed
the capabilities required for production and distri-
bution of CT scanners. However, in this case the
problem of valuing the technology is still present,
leading to high pre-contract transaction costs, but
also high post-contract transaction costs due to
conditions of ‘bilateral oligopoly’ (Williamson
1975; Hymer 1990). In addition, EMI would
carry a risk of its technology being expropriated
by other firms, which possessed the requisite pro-
duction and complementary capabilities for the
exploitation of the innovation, were it to choose
to partner with them.

The moral is that when there exists stronger
and better positioned competitors, one faces a
world of very imperfect choices. In the absence
of a strong appropriability regime, for example
through a very strong patent and/or maintaining
industrial secrecy (see Bartlett 2005), EMI could
only hope to either acquire or to gradually build
complementary assets and ‘impregnable bases’ in
order to achieve comparable competitive strength
to its rivals, and then aim to profit fully from its
innovation.

Given its stronghold in its existing sector, it
was a realistic option for EMI to acquire an
existing player(s) in the US, its target expansion
market. Teece did not explore this possibility; it
was not pursued by EMI either (Bartlett 2005).
This is almost paradoxical, as going alone
involved many risks, aired at the time within the
company, which, like strong competitors, was
characterized by an absence of manufacturing
capabilities and a lack of knowledge of the US
market (Bartlett 2005). Had EMI chosen the route
of diversification through acquisition (brownfield
investment), like, for example, Santander and



Capturing Value from Advantages 213

C

CEMEX, its fortunes might have been
different – we will never know. The choice of
‘greenfield’ foreign direct investment may
explain, at least in part, its failure to profit signif-
icantly from its innovations.

Importantly, the possibility of acquiring rivals
is normally unavailable to small firms and/or indi-
vidual innovators. Considering the very substan-
tial resource and (transaction) costs required
(to acquire) or build complementary assets and
level the playing field, it is hardly surprising that
the best some start-ups can often hope for is to be
taken over by a larger firm. This raises the impor-
tant question of how a small firm and/or individual
innovator can capture value from their innovation/
advantages, and what role business and public
policy can play in this context.

To conclude, Richardson’s analysis comple-
ments Teece’s suggestion that EMI’s decision to
‘make’ through greenfield investment was theo-
retically ill-advised to start with. Transaction costs
arguments, on the other hand, point to the limita-
tions of both cooperation and market-based strat-
egies. Once greenfield investment had been
chosen from the three imperfect alternatives, the
building of complementary assets was, according
to Teece, the only choice. This is also difficult,
however, as proved to be the case with EMI. Gans
et al. (2001) and Gans and Stern (2003) confirmed
the view that the choice of the type of competition
by small and medium-sized enterprises (SMEs)
will depend on the degree of imperfection of the
market for ideas. For example, in the biotechnol-
ogy sector, where patterns are relatively effective
and there exists a ‘market for ideas’, cooperation
with larger players is more common than in elec-
tronics, where the absence of such conditions
obliges SMEs to attempt to compete head-on
with existing competencies. This raises important
questions for both business policy and public pol-
icy, which are beyond our scope in this entry.

Despite its contribution, there are important
underlying issues, not explicitly discussed, in the
‘advantages’ literature, notably the issue of the
nature and determinants of value creation and
value capture, the relationship between value cap-
ture and value creation and (their impact on) the
sustainability of the value-creation process. In
addition, the focus on value capture normally takes
the stance of the firm and/or the home country. This
raises the question of the relationship between a
firm’s (or a nation’s) value-capture strategies and
the overall sustainability of the value-creation pro-
cess. More recent extensions of the ‘advantage’
perspective by Pitelis (2009) and Mahoney
et al. (2009) address some of those limitations.
See Also
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Abstract
The case method was developed concurrently
with the emergence of business schools as a
way of teaching future executives evidence-
based problem solving in the classroom. Har-
vard Business School faculty led in developing
the method. A particular challenge in the writ-
ing of cases is finding the balance between
enough complexity so that the problem posed
reflects reality and supports alternative
approaches to resolution, and too much com-
plexity, which makes it impossible for the stu-
dent to prepare. A great virtue of the method is
that it replicates the managerial work involved
in solving a problem within a group.

Definition The case method is the use of a case
study as a basis for classroom discussion whose
purpose is the discovery, in class, of generally
useful concepts, or the means of using concepts
to resolve specific problems.
The use of the ‘case method’ in the teaching of
business skills has its origins in the development
of the Harvard Business School (HBS). But the
case method itself has older origins, in the training
of lawyers in the Anglo-Saxon Common Law
tradition. In turn, the clinical training of physi-
cians is reflected in the adaptations of the ancient
apprenticeship system to the modern medical
setting. The origins of the method are important
to an understanding of the uses to which case
method teaching have been put in management
education.

Common Law is different from its continental
or Chinese cousins in that its dictates are the
consequence of cumulative precedent, the resolu-
tions of cases tried before judges and juries apply-
ing legislated law, rather than the judicial
application of a centrally derived code. The
cases used in the training of lawyers in the
Anglo-Saxon system are the opinions written by
judges to resolve controversies that have the form
of an argument between a plaintiff and a defen-
dant, such as Brown v. Board of Education of
Topeka Kansas. Students studying that case
examine the reasoning used to change the law
regarding segregation in the provision of educa-
tion in the USA. The facts they consider are those
summarized by the judge and the reasoning will
be that of the judge dealing with the facts and
arguments of the lawyers in question. The stu-
dents will not discuss what happened in the court-
room, the tactics of the lawyers, the nature of the
appeals process, or other forces that might have
affected the specific outcome. Their subject matter
is the law, not ‘lawyering’. At least since the late
nineteenth century in the US, young lawyers stud-
ied law at university, but they then went on to
learn the practice of law through serving an
apprenticeship – as had been the case for centu-
ries. Even today in the US, graduating from law
school does not make one a lawyer. One is still
required to pass a state bar exam.

In medical schools, ‘cases’ perform almost the
opposite function. Medicine is taught as a science.
Topics such as anatomy and infectious disease are
studied in courses using books and articles that
compile contemporary understanding. But the
application of that knowledge in the curing of
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patients is taught in the hospital or clinic by
observing doctors working with patients. Later
on, this involves learning by doing, in effect,
practising the new-found knowledge on the
patient. In other words, the students learn medi-
cine in the classroom but they learn ‘doctoring’ in
the clinical setting. The chief difference between
the training of doctors today and in the past lies in
the science that they are applying and in the range
of tools and drugs that are available to them.

At the Harvard School of Business Adminis-
tration, a different approach was adopted from the
outset. The first dean, Edwin F. Gay, wrote that

Unlike the older professions, with their well-
established University instruction and tried
methods, Business as a department of University
training, has still, to a large extent, to invent its
appropriate means of instruction and to form its
own traditions. From the mass of accumulating
business experience, a science must be quarried.
Not only must the fundamental principles guiding
conservative business be elucidated, but the art of
applying those principles in various fields of busi-
ness enterprise must be taught in a scientific spirit.
What for lack of a better term, may be called the
‘laboratory method’ of instruction must be intro-
duced, wherever possible, if the School is to fulfill
efficiently the intention of its founders. (Copeland
1957: 27)

In a later statement, Gay framed the objective
more sharply: ‘In the courses on Commercial
Law, the case system will be used. In the other
courses an analogous method, emphasizing class-
room discussion in connection with lectures and
frequent reports on assigned topics – what may be
called the “problemmethod”will be introduced as
far as practicable’ (Copeland 1957). This process
took a considerable amount of time – the first
cases, as we would recognize them today, being
introduced only in the 1920s. Yet in 1911–1912,
A. W. Shaw had started a course in Business
Policy (today often taught as separate courses in
Strategy, Strategic Management or Organization
Management) which featured living cases. A local
business would visit the class to describe a certain
problem. Students would write a report on the
problem and then their ideas would be reviewed
by the business and by Shaw.

Very shortly after the systematic collection of
certain industry data commenced in the Bureau of
Business Research, Melvin T. Copeland was
encouraged by the School’s next dean, Wallace
Donham, to publish a book of case studies in his
field of commercial organization – what later
became known as marketing. Soon after the
1920 publication and use of the casebook, the
Research Bureau was asked to begin the collec-
tion and writing up of business cases, work that
continues to the present day under what is now
called the Division of Research and Course
Development.

The question ‘Why the push for cases?’ gets to
the heart of case method teaching. An emphasis
on cases was encouraged because they were seen
to provide a foundation for discussion-based
learning. Today it is well established that
problem-based learning is the most powerful
way of engaging students in acquiring knowledge
and skills for subsequent use in solving problems.
Psychologists have written and lectured at consid-
erable length about this proposition. What Dean
Gay and his colleagues understood from the start
was that the habit of disciplined data-based
problem-solving required training in the use of
analysis to make a choice. They could try to do
this with live cases or by posing problems to the
class based on current events or materials to which
they had access. But to approach the development
of a body of knowledge around a topic of impor-
tance, say consumer marketing or corporate
finance, meant studying problems in the field in
a comparative fashion that provided the basis for
generalization, turning those studies into cases
that were concise enough for students to prepare
so that they in turn could ‘quarry the ideas’ for
themselves and, by making them their own, make
them useful.

In other words, the case method is a way of
helping students to learn how problems may be
solved and decisions made in a social setting – the
work of management. In the process, through
induction from a carefully conceived sequence
of cases, students find the generalizations that lie
at the basis of particular fields. However, it must
be stressed that these are only generalizations
because the essential idea underlying case method
teaching is that there is no single right answer
to a good case. There are acceptable answers
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associated with plans of action that make sense.
There are arguments that make sense and others
that do not, given a set of facts. But if the question
relates to commercial or managerial action – as
opposed to a piece of quantitative analysis or the
appropriate accounting for a transaction – then
there will be alternative approaches in all situa-
tions. Indeed, finding a new alternative when none
has been offered may be much the best answer,
even if it is not well worked out.

To make this approach successful, cases must
present a situation, describing its substance and
context with sufficient completeness. This must
be supplemented by adequate exhibits outlining
aspects such as financial performance, markets
and competition, organization and historical back-
ground. Writing a ‘good’ case is challenging for
most faculty members, since a teaching case is not
the same thing as a case for the classroom. A case
that is collected for purposes of research tends to
be as complete and detailed a description as pos-
sible. But for a case to provide the basis for dis-
cussion, it must be short and clear enough so that
students are able to prepare it (which implies
several readings as well as careful analysis) in
the time available for that process – usually not
more than 2 h. They must be able to argue their
perspective based on the data so that artfully led
discussion permits the discovery of new ideas and
concepts.

Obviously, this will not be the approach taken
by a faculty member seeking only to illustrate the
use of a tool. A case may work for that purpose,
but then the subject matter is a kind of applied
engineering – using a tool when that tool provides
the answer. There may be other ways of designing
illustrations of tools. More interesting is when the
case is used to explore whether the tool is a useful
way of dealing with the problem. Then the stu-
dents will learn both how the tool may be used,
and when it may not be appropriate and why.

The case method class can be opened in many
ways, but classically it begins with the problem
facing the case protagonist: what should Smith do
about Johnson’s proposition? The goal is set: any
discussion will have merit because it will help
resolve Smith’s problem. The early discussion is
used to frame the alternatives available and set the
agenda for what needs to be discussed. The instruc-
tor will have spent a great deal of time before class
pondering how to raise questions so that key
aspects of the case are considered if they are not
raised by the students. But in good case discus-
sions, debate among the students may go beyond
what has been considered by the instructor.

The path of a class depends upon the teaching
objective, but a skilful case method instructor
will have the class inducing key ideas from the
case, from comparison with other cases, and
from experience with using tools and concepts
provided in readings or ‘technical notes’. In a
strategy course, for example, three parallel
cases on participants in a single industry may
provide the basis for developing important
ideas about successful approaches to competition
in an oligopolistic setting. In a marketing course,
a case in which a manufacturer has a frustrating
time getting its retail customers to present a
coherent pattern of pricing to the final consumer
may introduce students to a range of trade prac-
tices companies might adopt, their legality and
their effectiveness.

During a class there are many opportunities for
an instructor to pause to introduce ideas, or to lift
the unit of analysis in discussion from an individ-
ual firm to a class of firms. The end of class pro-
vides the opportunity to highlight points made by
the students in a way that drives home their find-
ings. The instructor needs to be careful, however,
for the more the summary becomes a lecture that
was prepared before class, the less the members of
the class perceive themselves as having taken part
in a self-managed learning experience. The case
method is not an indirect approach to lecturing.

In fact, the process of a case method class is the
real subject of the case method. In the class, a
leader facilitates a discussion among a group of
well-prepared people who have studied pertinent
data and concepts in order to make a decision with
consensus support that flows from the intelligent
analysis of a problem facing a manager. It is this
use of the scientific method by a group that can
focus because of the availability of well-prepared
case leadership and management that the case
method is all about. So, what we teach is how
we teach.
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Causal Ambiguity
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Abstract
Inter-firm causal ambiguity arises from the tac-
itness within skills and routines underlying
firm competencies, complexity among combi-
nations of competencies and the specificity of
assets within competencies (Reed and
DeFillippi Acad Manag Rev 15: 88–102,
1990). It can thus help sustain a competitive
advantage because it is difficult for competitors
to understand the relationship between a firm’s
inputs and its outputs. More recently, causal
ambiguity has also been viewed as an intra-
firm phenomenon that can limit the extension
of a competitive advantage because of the dif-
ficulty of replication of competencies to other
parts of the firm.

Definition Causal ambiguity is a limiting factor
to imitability. It is embedded in the relationship
between a firm’s business inputs and outputs, it
helps protect any competitive advantage that the
firm may have from imitation, and it thus helps
protect superior firm performance.

Causal ambiguity was identified by Lippman and
Rumelt (1982) as an imitation-limiting condition
that helped explain performance differences
among firms. They described it as the ‘basic ambi-
guity concerning the nature of the causal
connections between actions and results [among
factors of production]’ (p. 418). Their model rec-
ognizes not only the existence of economic rents
that attract imitation and new entrants into the
industry, but also how competition lowers profits.
Their arguments included both intraand inter-firm
ambiguity, but they did not identify their sources.

The concept of causal ambiguity has been
incorporated into the emerging ▶ resource-based
view by Reed and DeFillippi (1990). Reed and
DeFillippi held intra-firm ambiguity constant at or
near zero, and explained inter-firm causal ambi-
guity in terms of the tacitness arising from the
skills and routines embedded in competencies,
complexity among combinations of competencies
and the specificity of assets within competencies.
They described how, either individually or in
combination, those characteristics can create
causal ambiguity in the relationship between
inputs (competencies) and outputs (firm perfor-
mance). Assuming a competency-based ▶ com-
petitive advantage, that ambiguity becomes a
mechanism for sustaining the advantage and con-
sequent superior performance. It is important to
realize that both Lippman and Rumelt (1982) and
Reed and DeFillippi (1990) saw causal ambiguity
flowing from a lack of understanding by observers
of the relationship between business inputs and
outputs. Neither pair of authors saw it as a source
of firm performance. Rather, it is a mechanism
that helps a firm maintain an existing superior
performance differential by making imitation dif-
ficult. Some authors, either explicitly or implic-
itly, have portrayed causal ambiguity as an actual
source of firm performance rather than a mecha-
nism protecting superior performance. For exam-
ple, Powell et al. (2006: 176–181) stated that
‘studies have not affirmed the empirical linkage
between ambiguity and performance . . . we
explain why the ambiguity performance connec-
tion is weaker than previously supposed’.

Since the seminal works of Lippman and
Rumelt (1982) and Reed and DeFillippi (1990),
numerous variations of the definitions have
appeared. For example, in his widely cited work
that helped establish the resource-based view
(RBV), Barney (1991: 109) noted that the idea
of causal ambiguity had been around for some
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time and he explained it as the links between
inputs and outputs being ‘understood only very
imperfectly’. There also have been several
attempts at construct refinement. For example, as
discussed in more detail below, Mosakowski
(1997) provided a hierarchy of types, King and
Zeithaml (2001) separated the construct into char-
acteristic ambiguity (competency tacitness and
complexity) and linkage ambiguity (the links
between competencies and competitive advan-
tage), and Ryall (2009) separated it into intrinsic
and subjective ambiguity within the context of
knowledge that involves both causality and ambi-
guity. All of that said, there is a consistency at the
core of these developments that causal ambiguity
makes imitation difficult. For example, McEvily
and Chakravarthy (2002) examined the effects of
causal ambiguity on innovation and found that
complexity and tacitness in technological knowl-
edge helped protect major product improvements
from competitor imitation, but not minor improve-
ments; technological specificity (design specificity
for specific customers) helped protect minor
improvements. McEvily et al. (2000) examined
how causal ambiguity affects the duration of com-
petitive advantage and determined that when it is
wholly effective –Barney’s (1991) ‘strong form’ of
sustainability of advantage – then the firm also
needs to build barriers to resource substitution to
protect superior performance.

In reviewing the literature on causal ambiguity,
it rapidly becomes clear that most of the earlier
work on causal ambiguity was at the macro level,
and linked it with competency-based advantage,
imitation and sustained firm performance. How-
ever, as work has progressed it has also been
embraced at the micro level, with attention being
devoted to decision makers, knowledge transfer
and replication of actions within the firm. That
split logically results in research that has addressed
the inter- and intra-firm effects of causal ambiguity.
Following her earlier work on causal ambiguity
(King and Zeithaml 2001), King (2007) took
upon herself the task of more clearly separating
inter- and intra-firm causal ambiguity and
addressing the effects of both on sustainable com-
petitive advantage. She provided an extensive sum-
mary of the literature, noting that it has been
conceptualized both as a strategic and cognitive
construct. She argued that where inter-firm causal
ambiguity would help sustain a competitive advan-
tage from imitation, intra-firm ambiguity would
make reinvestment in sources of ambiguity difficult
and would thus limit extension of any competitive
advantage because of the difficulty of replication of
competencies to other parts of the firm.

At the level of intra-organizational imitation,
Szulanski (1996) examined ‘internal stickiness’ in
the transfer of best practices within the firm.
Among other factors, such as absorptive capacity,
he addressed how causal ambiguity impeded the
transfer of that knowledge. Mosakowski’s (1997:
416) hierarchy of types of causal ambiguity was
concerned with how it affects the decision maker.
She defined ambiguity in terms of performance
distributions generated by a ‘unique, stochastic
causal structure and a unique specification of
inputs’, and then went on to model it as effects
that arise from future (external) uncertainty,
uncertainty from a lack of knowledge of the deci-
sions made by others in the organization, uncer-
tainty about the value of inputs and uncertainty
about future causal structures. Simonin (1999)
delved into the transferability of knowledge –
processes and technology – in alliances. He
found that knowledge ambiguity mediated tacit-
ness, complexity, partner prior-experience, cul-
tural distance and organizational distance on
knowledge transfer, which, in turn, were moder-
ated by collaborative know-how, learning capac-
ity and alliance duration. King and Zeithaml
(2001) addressed the ‘causal ambiguity
paradox’ – if rivals cannot understand the
input–output relationship, how can managers in
the focal firm understand it – which not only acts
as a block on imitation but also as a block to factor
mobility (Lippman and Rumelt 1982). As men-
tioned earlier, King and Zeithaml examined causal
ambiguity according to characteristic and linkage
ambiguity, within the way that senior and middle
managers viewed organizational competencies.
What they found is that linkage ambiguity par-
tially mediates the relationship between character-
istic ambiguity and sustained performance. Blyler
and Coff (2003) explored how causal ambiguity
affects rent appropriation and deduced that it
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creates a power vacuum into which employees
can insert themselves and appropriate firm rents.
Szulanski et al. (2004) examined the question of
how the intra-organizational transfer of knowl-
edge associated with superior performance is
affected by causal ambiguity. They found that
‘causal ambiguity drives a wedge between percep-
tion and the reality of organizational practices’, and
that trust-worthiness of the source providing the
information on the relationship between inputs
and outputs first weakens and then ends up nega-
tive as causal ambiguity increases (Szulanski
et al. 2004: 608). Inkpen (2008) extended thinking
on causal ambiguity to include the context in which
knowledge is created. Using the GM and Toyota
joint venture as a case example, he argued that
communication and social interaction are neces-
sary for overcoming contextual barriers to knowl-
edge transfer between firms. Finally, Coff and
Kryscynski (2011) explored human capital-based
competitive advantage and, while their focus was
clearly within the firm, they did note that when
causal ambiguity is derived from tacit knowledge
it creates problems of imitation for both people
within the firm and for competitors.

Over the 30-plus years since Lippman and
Rumelt (1982) brought causal ambiguity to our
attention, it has remained firmly entrenched in the
domain of strategy. As Lockett (2001) noted,
although some RBV concepts from strategy have
made the transition to economics, causal ambigu-
ity is not one of them, perhaps because of the
difficulties associated with measuring it. It is
normal for a construct to morph over time into
something quite different from its original con-
ceptualization as scholars improve upon the orig-
inal thinking, or as the needs of their particular
research questions drive a need for modification.
That has not happened with causal ambiguity,
perhaps because it has been embedded within
strategic management research as a cornerstone
of the RBV. The only degradation of the construct
has been an occasional attempt to portray it as a
source of firm performance rather than a protector
of performance differentials. The central thesis of
it being a limiting factor to imitability has
remained intact, along with tacitness, complexity
and specificity in competencies.
See Also

▶Competitive Advantage
▶ Firm Resources
▶Resource-Based View
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Abstract
Theory suggests that agency conflicts can be
partially mitigated through effective and well-
designed CEO compensation. In the modern era,
equity-based compensation has been the primary
means used by firms to achieve incentive align-
ment. However, findings from empirical
research are somewhat at odds with agency
theory-inspired conventional wisdom and sug-
gest the need to focus future research on areas
that promise to advance our understanding of
how executives perceive and respond to com-
pensation: pay and pay disparities within and
among levels of analysis, finer-grained distinc-
tions among individual pay elements, and causes
of unintended consequences of▶ incentives.

Definition CEO compensation refers to the way
in which firms pay the chief executive officer (and
by extension, the top management team); it
includes the level, form, dispersion and effects
of senior executive compensation.

The assumption that agency problems arise when
ownership and managerial control are separated
(e.g., Berle and Means 1932) is deeply rooted in
executive compensation theory and practice.
Given that monitoring executives’ behaviours is
difficult and costly, compensation scholars often
advocate mitigating agency problems via incen-
tive alignment. Incentive alignment involves
including incentive-based pay forms in execu-
tives’ compensation packages to tie their compen-
sation to firm performance or other outcomes
important to owners (Jensen and Meckling
1976). Agency theory suggests that incentive-
alignment practices motivate CEOs to increase
shareholder wealth (Eisenhardt 1989) and may
be an effective and efficient means of
circumventing the difficulties and costs of directly
supervising managerial behaviour (Finkelstein
et al. 2009).

The relationship between firm performance
and CEO pay has been extensively researched.
Early efforts focused on the premise that the
covariance of firm performance and executive
pay would be an indication of incentive align-
ment. Owing to small observed correlations,
some scholars have questioned whether tying
pay to performance is an effective incentive align-
ment mechanism (Tosi et al. 2000; Dalton
et al. 2007). With respect to the use of incentive-
based forms of pay, research has also raised seri-
ous questions about their efficacy (see Devers
et al. 2007). This work also underscores the
importance of expanding conventional executive
compensation research to important but lesser-
developed areas. In this article, we focus on
three emerging areas that we believe offer much
promise to advance our understanding of how
executives perceive and respond to compensation:
pay and pay disparities within and among levels
of analysis, finer-grained distinctions among indi-
vidual pay elements, and the unintended conse-
quences of CEO pay.
Pay and Pay Disparities Within
and Among Levels of Analysis

The majority of executive compensation research
has focused heavily on CEO pay. Recent research
suggests that expanding this scope to examine the
pay of the CEO’s ▶Top Management Teams
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(TMT) may enhance our knowledge of how com-
pensation mitigates agency problems and how
senior executives individually and collectively
perceive and respond to their pay. For instance,
Carpenter and Sanders (2002) argued that TMT
incentive alignment may be just as important as
CEO incentive alignment for reducing agency
problems. In support, they found that TMT incen-
tive alignment fully mediated the positive effects
of CEO incentive alignment on firm performance.
Firms that aligned the ▶ incentives of the CEO’s
top team achieved higher performance levels,
while those that aligned only CEOs’ incentives
did not. Similarly, in a multinational corporation
setting, Carpenter and Sanders (2004) also found
that, although CEO pay alone did not significantly
affect firm performance, both TMT pay and TMT
long-term incentive pay positively influenced
subsequent firm performance.

Other research suggests that considering pay
disparities among hierarchical levels may also be
relevant to executive compensation research. For
example, the upper echelons (UE) perspective
emphasizes that top managers often make deci-
sions interdependently. Although some evidence
suggests that pay disparities can increase execu-
tives’ motivation and performance, via competi-
tion (e.g., Lazear and Rosen 1981; Main
et al. 1993), UE scholars have argued that pay
disparities can negatively influence team func-
tioning and individuals’ contributions to firm
goals (Henderson and Fredrickson 2001). Recent
work indicates that pay disparities are often per-
ceived, ‘as unfair and disruptive of social relation-
ships’ (Pfeffer 2007: 121). Other scholars have
found that pay disparities can negatively correlate
with individual and team productivity and perfor-
mance (e.g., Bloom 1999; Carpenter and Sanders
2004; Siegel and Hambrick 2005; Wade
et al. 2006), particularly in contexts that require
interdependence (Henderson and Fredrickson
2001; Shaw et al. 2002; Siegel and Hambrick
2005; Fredrickson et al. 2010).

This research shows that pay disparities can
influence individuals’ behaviours in material
ways. Thus, we suggest that scholars continue
broadening their focus from the CEO to the
TMT and beyond, to develop a deeper and more
nuanced understanding of how inter- and intra-
level pay differences influence executives’ per-
ceptions and actions, and firm performance.
Elements of Pay

Compensation researchers have generally aggre-
gated incentives into a single pay measure. How-
ever, recently, scholars have begun focusing on
the distinct pay elements, revealing intriguing
patterns that were heretofore not generally con-
templated. Most interesting is evidence showing
that distinct forms of incentive-based pay appear
to influence executive behaviour in asymmetric
ways. For example, Sanders (2001) demonstrated
that CEO stock ownership decreased acquisitions
and divestitures while CEO stock options moti-
vated repeated acquisitions and divestitures.

Extending Sanders’ (2001) work, Certo and
colleagues (2003) found that initial public offer-
ing (IPO) investors responded more favourably to
stock options (increased IPO valuations) when
IPO executives also held firm stock. Devers and
colleagues (2008) dissected the compensation
package in an even finer-grained way. Like
Sanders (2001), they found that the value of
CEOs’ stock reduced firm ▶ risk taking and
that CEOs’ unexercisable option spread values
(i.e., the difference between current share price
and option exercise price) positively influenced
firm risk-taking. However, their results further
showed that CEOs who held exercisable options
with high spread values and/or restricted stock
reduced their risk-taking, presumably to mitigate
downside compensation risk. Similarly, using sur-
vey data from IPO firm CEOs, Larraza-Kintana
and colleagues (2007) found that the value of
those CEOs’ in-the-money stock options was neg-
atively associated with firm risk-taking. On the
other hand, the variability in CEOs’ cash-based
pay positively influenced risk-taking.

Although work in this area is fairly new, we
argue that continuing this line of research is par-
ticularly germane to advancing our knowledge of
how the various elements of compensation
(individually and collectively) influence execu-
tive action and firm performance.
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Unintended Consequences

The incentive alignment argument implicitly
assumes that incentives mitigate executive
opportunism and ▶ risk aversion and, by doing
so, motivate actions designed to enhance long-
term firm value (Devers et al. 2007). Neverthe-
less, recent research suggests that executives
often respond to incentive compensation in
ways that benefit themselves at the firm’s
(shareholders’) expense. For example, Sanders
and Hambrick (2007) argued that the asymmet-
ric risk properties of stock options would cause
increases in risk-taking along three dimensions:
the size of risky investments, greater investment
in projects with high variance of potential out-
comes, and greater investment in projects with
likelihood of extreme gains/losses. They
reported that CEO stock options engendered
high levels of investment outlays and brought
about extreme corporate performance (big gains
and big losses), suggesting that stock options
prompt CEOs to make high-variance bets, not
simply larger bets. Perhaps more importantly, in
a finding that stands in stark contrast to incentive
alignment arguments, they found that option-
loaded CEOs delivered more big losses than
big gains, suggesting that high levels of stock
option pay leads to excessive focus on the pos-
sible large gains associated with risky invest-
ments without corresponding consideration of
downside risk.

Scholars and practitioners have also argued for
awarding incentives to motivate executives to
focus on long-term, as opposed to short-term per-
formance (e.g., Jensen and Murphy 1990). Nev-
ertheless, Guidry et al. (1999) found that
incentive-based pay appeared to encourage exec-
utives to exploit their short-term bonuses by
increasing short-term firm value, at the expense
of long-term performance. Further, Souder and
Bromiley (forthcoming) found a negative rela-
tionship between stock-based compensation
(stock and stock options) and the durability of
new capital expenditures. The authors noted: ‘[d]
irectly contrary to arguments that stock-based
compensation should induce managers to take a
longer view, we find evidence that stock-based
compensation induces shorter duration invest-
ments’ (p. 27).

Other scholars have similarly argued that high
incentive levels motivate executives to opportu-
nistically acquire other firms for personal bene-
fits, often irrespective of performance (Grinstein
and Hribar 2004). For example, directors often
award new incentives and other compensation to
top managers following acquisitions, without
regard for how the acquisition performed
(Harford and Li 2007). Thus, although acquisi-
tions often result in stock price reductions that
also decrease acquiring firm executives’ incen-
tive values, those decreases are often offset by
additional compensation awards owing to firm
growth and discretionary bonus pay (Bliss and
Rosen 2001).

In a similar vein, scholars have found evidence
that incentive pay motivates CEOs to opportunis-
tically schedule awards prior to anticipated stock
price increases (Yermack 1997), release informa-
tion around scheduled awards (Aboody and
Kasznik 2000) or partake in stock option back-
dating schemes (Lie 2005). Still other research
appears to show that CEO stock options are pos-
itively associated with increased open market
share repurchases that increase the value of those
options at the expense of dividends (Sanders and
Carpenter 2003).

Finally, more recent research suggests a perni-
cious relationship between financial legerdemain
and executive compensation. For example,
Bergstresser and Philippon (2006) found that
incentives appeared to motivate executives to
manipulate earnings and, in turn, to cash in
equity-based pay when their firms’ values were
artificially inflated. Similarly, Burns and Kedia
(2006) found that earnings misreporting was
strongly influenced by the sensitivity of CEOs’
stock option portfolios to firm share price. Of even
more concern, Harris and Bromiley (2007)
reported evidence that accounting misstatements
and fraud were associated with high levels of
stock option pay.

In sum, this growing body of research docu-
ments some troubling unintended consequences
of incentive-based pay that significantly challenge
arguments for incentive alignment.
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Conclusion

The goal for our review is to expand conventional
executive compensation research to three emerg-
ing areas that we believe hold potential in order to
address important gaps in our understanding of
executive compensation. We hope that, by focus-
ing on these three developing areas, we have
provided a foundation that scholars can further
build on to advance our understanding of how
executives perceive and respond to executive
compensation.
See Also

▶ Incentive Design
▶ Incentives
▶Risk Aversion
▶Risk-Taking
▶Top Management Teams
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Certainty Equivalence

Daniel E. Ingberman
University of California Berkeley, Walter A. Hass
School of Business, Berkeley, CA, USA
Abstract
Strategies in dynamic games can be derived as
the solutions of stochastic dynamic optimiza-
tion problems. General solutions to such prob-
lems can be elusive, even with modern
techniques. Simon (1955, 1957) showed that
an important class of ‘linear-quadratic’ prob-
lems obey on ‘certainty equivalence’ – such
stochastic dynamic optimization problems can
be solved as if there is no uncertainty, by
substituting expected values for all uncertain
state variables. This insight became the basis
for Simon’s ‘bounded rationality’ as well as
rational expectations in economics.

Definition A stochastic dynamic optimization
problem displays ‘certainty equivalence’ when
the problem’s solution can be found by solving a
similar non-stochastic problem in which the
uncertain state variable at every point in time is
assumed to be known and equal to its expected
value.

Most decisions are made under uncertainty and
have dynamic consequences. For example, the
decision to buy and maintain a house rests, at
least in part, on expectations as to the future
course of housing prices, and is subject to wealth
constraints that may depend on past decisions as
well as exogenous conditions. The purchase deci-
sion may also rest on expectations of how home
ownership will affect future incentives in alterna-
tive possible future situations. If housing prices
fall significantly below the purchase price, there
may be an incentive to renege on a mortgage
commitment, which may entail a set of additional
consequences (such as denial of credit or bank-
ruptcy). Because these possibilities can interact
with the incentives to buy, sell and maintain a
property, uncertainty about the future can funda-
mentally change housing decisions and strategies.

Such decision problems can be analysed
using dynamic programming (otherwise known
as stochastic optimal control), a form of mathe-
matical optimization theory. However, even in
non-strategic environments under conditions of
certainty, dynamic programming can be analyti-
cally demanding, and explicit closed-form solu-
tions are known for only certain limited classes of
problems (Bertsekas 1976; Hansen and Sargent
2007). While other problems may be analysed
with numerical methods, these solutions can be
difficult to generalize. If one additionally postu-
lates that the decision maker is uncertain about the
future environment that will determine the out-
comes of their choices, optimal dynamic decisions
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may depend, crucially, on the nature of that uncer-
tainty, and, consequently, characterizing such
strategies can become quite complex.

Around the same time that he was developing
his path-breaking insights regarding bounded
rationality (Simon 1955, 1957), Herbert Simon
demonstrated that a particular class of dynamic
programming problems obeys certainty equiva-
lence, which enables the dynamic component to
be separated from the uncertainties. Simon’s
method was extended to the multivariate case by
Theil (1957). An influential application of cer-
tainty equivalent programming methods to pro-
duction planning can be found in the work of Holt
and colleagues (1960). More recently, it has been
shown that certainty equivalence properties
emerge even when there is uncertainty about
model specification (see, e.g., Hansen and Sargent
2007: 21–37). Specifically, in a dynamic program-
ming problem, at every moment in time the deci-
sion maker selects a value of the control variable
to maximize the discounted present value of the
utility (or other objective function), subject to the
evolution of the state variables, which describe
the underlying economic environment as a func-
tion of past control variables as well as exogenous
variables and random shocks (normally assumed
to be the source of the uncertainty in the problem).
Simon showed that if the single-period utility is a
quadratic function of the state and the control, and
the current state evolves as a linear function of the
past states and the random shock’s value, then the
optimal control law is found by assuming that
future state variables will take their expected
values with certainty. In other words, one can
solve such a ‘linear-quadratic’ problem as if
there is no uncertainty, using the expected values
of all uncertain variables in place of probability
density functions, without worrying about the
possible interactions between the uncertain envi-
ronment and optimal dynamic decisions. The
existence of risk or uncertainty reduces the max-
imized value of the dynamic utility function, but
does not change the optimal choices of the control
variables.

Certainty equivalence therefore separates
dynamic ▶ decision-making problems into two
separate parts – ‘optimization’ and ‘forecasting’ –
which highlights the formation of expectations
and beliefs, and how they are translated into
behaviour.

This insight has spawned two related and very
substantial but disparate literatures. Because com-
plicated optimization problems can be approxi-
mated by related problems for which certainty
equivalence holds – what Simon characterized in
his 1978 Nobel address as ‘an approximating,
satisficing simplification’ – then, as Simon sug-
gests, one might plausibly imagine a bounded-
rational decisionmaker acting as if they are solving
a dynamic optimization problem that obeys cer-
tainty equivalence (Simon 1992: 359). He states:

Hence the assumption of quadratic costs reduces the
original problem to one that is readily solved. Of
course the solution, though it provides optimal deci-
sions for the simplified world of our assumptions,
provides, at best, satisfactory solutions for the real-
world decision problem that the quadratic function
approximates. In principle, unattainable optimiza-
tion is sacrificed for in practice, attainable satisfac-
tion. If human decision makers are as rational as
their limited computational capabilities and their
incomplete information permit them to be, then
there will be a close relation between normative
and descriptive decision theory. (Simon 1992: 351)

But as a descriptive matter or as the basis for
normative or policy analysis, indeterminacy still
exists: how are expectations formed? For this
reason, Simon argued that uncertainty requires
an ‘elaboration of the model of the decision pro-
cess’, which would ‘incorporate the notions of
bounded rationality: the need to search for deci-
sion alternatives, the replacement of optimization
by targets and satisficing goals, and mechanisms
of learning and adaptation’ (Simon 1992:
360, 366). Alternatively, one can follow the
logic of certainty equivalence to the ▶ rational
expectations hypothesis pioneered by Simon’s
colleague and co-author at Carnegie Mellon,
John Muth, and simply assume that ‘expectations,
since they are informed predictions of future
events, are essentially the same as the predictions
of the relevant economic theory’ (Muth
1961: 318). Certainty equivalence is widely
acknowledged to be crucial to the development
of the theory of rational expectations (see, e.g.,
Lucas and Sargent 1981: xiv–xvi).
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Chaos Theory
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Paris, France
Abstract
Firms can be described as non-linear dynamic
systems in that they are home to counteracting
forces simultaneously at play. As a consequence,
firms or some of their processes can enter a
chaotic state. In such a state prediction is
impossible, especially at a global scale and
in the long run. Closure is still possible as
firms may be attracted towards specific con-
figurations. Finally, because contextual con-
ditions are never the same, no similar actions
can yield the same result.
Definition Chaos theory originates from the
mathematical analysis of non-linear dynamic sys-
tems. Applied to management, it allows the tack-
ling of issues related to complex interactions and
unpredictability.
A Quick Overview of Chaos Theory

Chaos theory, or deterministic chaos,may be traced
back to mathematician Henri Poincaré, working at
the end of the nineteenth century, and more
recently to meteorologist Edward Lorenz. They
observe that low dimensional systems’
behaviour – systems which can be represented by
a limited number of variables, for example less than
six – starting from nearly identical states could
diverge dramatically. The famous metaphor of
‘butterfly effect’, according to which ‘the flap of a
butterfly’s wings in Brazil [can] set off a tornado in
Texas’ (Lorenz 1972), illustrates this phenomenon
of divergence: a sensitivity dependence on initial
conditions. A major consequence of this sensitivity
is unpredictability, especially in the long run.

In the mid-1970s, Mitchell Feigenbaum
observed bifurcation processes taking place in
non-linear dynamic systems. He showed how
apparent random behaviour can originate from
very simple models. Under certain conditions and
as a function of its parameters’ values, the behav-
iour of a model evolves from stability to periodicity
to apparent randomness. A system bifurcates and
jumps from one state to the other as a reaction to
small variations in its guiding rules.

Working from a different perspective, Benoît
Mandelbrot studied the distribution of stock price
changes. He observed recurring patterns at several
scales: years, months, days, hours. He then
searched for such scale invariance in a variety of
apparently random data, such as Britain’s coast-
line. He found similar results. All these systems
displayed self-similarity (i.e., they had the same
patterns over different scales); they are said to be
fractals. Mandelbrot found many more examples
of scale invariance in nature, such as snowflakes
or Romanesco broccoli. Under some conditions,
complex systems, natural or artificial, reveal the
characteristic of scale invariance.
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These complementary works opened up the
possibility to go beyond apparent randomness in
low dimensional dynamic systems and spurred
interest in a wide range of research domains,
which have since embraced the broader field of
complexity science (Thietart and Forgues 2011).
C

Firms as Non-Linear Dynamic Systems

Firms are non-linear dynamic systems, in that
many of their elements are linked by non-linear
relationships and are interconnected with one
another (Thietart and Forgues 1995). For instance,
having resource slack allows adjusting for
increases in demand. This can foster performance
up to a certain point. Having too much slack
comes at a cost, which lowers performance.
Slack and performance are linked with a
non-linear (inverted U-shaped) relationship
(George 2005). Similarly, Semadeni and Cannella
(2011) have shown that post-spin-off child firms
benefit from having some links to the parent, but
having too many links is negatively related to
performance. All in all, non-linear relationships
are more the norm than the exception in business.
Further, elements within a firm are interconnected
in countless ways. Revisiting empirical research
on CEO performance, Blettner et al. (2012) con-
clude that complex interdependency is the driver
of the CEO performance effect. In an overwhelm-
ing (yet simplified) ‘partial CEO map’, they show
a web of relationships between variables having a
direct or indirect impact on firm performances
(Blettner et al. 2012: 994).

These recent empirical studies echo observa-
tions made long ago. Thompson (1967: 6) already
noted that ‘the complex organization is a set of
interdependent parts which together make up a
whole in that each contributes something and
receives something from the whole, which in
turn is interdependent with some larger environ-
ment’. Strategy-making has also long been seen as
a combination of systematic approaches, carefully
planned and implemented on the one hand,
and of emerging responses, based on opportuni-
ties, chance, shifting coalitions and the like
(Mintzberg and Waters 1985).
This does not mean that firms are like natural
systems wherein laws are immutable. On the con-
trary, the very structure of the organizational system
changes as managers act, people learn, the external
environment evolves. But all those forces add insta-
bility and complexity. Further, their dynamics are
impossible to assess with precision and comprehen-
siveness, let alone predict. The fact that afirm can be
described as a non-linear dynamic system doesn’t
imply it is in a chaotic state. More precisely, deter-
ministic chaos can happen in the presence of forces
simultaneously acting in opposite directions. This
often happens in firms, where some forces push
towards stability and order whereas others push
towards instability and disorder. Firms usually
have a formal structure, monitor through control
systems and engage in planning. Yet at the same
time they launch innovations, welcome initiatives
and leave room for experimentation. The simulta-
neous coupling of these counteracting forces can
yield to chaos, as we have shown elsewhere
(Thietart and Forgues 1997).

As a consequence, although chaos theory comes
from the hard sciences, it can be usefully translated
to inform strategic management. In particular, one
can derive a number of qualitative properties of
great importance to both theory and practice.
Among these qualitative properties we focus
below on bifurcation processes, sensitivity to initial
conditions, strange attractors, scale invariance and
time irreversibility.
Consequences for Strategic
Management

Bifurcation Processes and Stepwise Change
Systems can experience abrupt changes even if
changes in parameter values are only small and
happen smoothly. Such an evolution is called a
bifurcation, and it has been widely documented in
firms. For instance, firms can undergo step-by-
step changes or proceed through quantum jumps,
for instance when facing a crisis. This has positive
and negative consequences for strategy. On the
one hand, whatever the state a firm is in, it can
be disrupted. Firms can always evade competence
traps or stuck-in-the-middle positions. On the
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other hand, bifurcation processes contribute to
making change highly unpredictable. Because
even small and smooth changes can yield dra-
matic consequences, strategy implementation
remains subject to bifurcations that can push the
firm in unexpected situations. To address this
issue, firms that compete on the edge (Brown
and Eisenhardt 1998) implement a variety of
small-scale and big-scale changes. Rather than
shifting the firm abruptly towards new configura-
tions in rare occurrences, they change through a
number of small steps (like exploitation and
benchmarking) and occasional bigger ones (like
acquisitions). In such cases, managers implement
a sort of trial and error approach with multiple
options. Strategy is no longer one fixed plan to be
implemented, with goals to be reached before
formulation of a new strategy. It is rather contin-
uously revised and evolves over time.

Sensitivity to Initial Conditions
and the Impossibility to Predict
Sensitivity to initial conditions (popularized as
Lorenz’s ‘butterfly effect’) means that a small
change in one variable has an unpredictably
large impact on the system’s evolution. Put differ-
ently, two situations that look similar even upon
close examination can have two dramatically dif-
ferent trajectories. The speed at which such diver-
gence occurs is measured with Lyapunov
exponents. Examples in business situations
abound. Fifty years ago, Stinchcombe (1965)
suggested that firms are durably imprinted by the
conditions they met upon founding. This intui-
tion has been confirmed repeatedly in observa-
tions on organizational growth, survival rates
and performance. However, another conse-
quence of sensitivity to initial conditions is
more problematic for managers. Since even one
small change in one variable can yield dramatic
consequences, ‘forecasting is impossible, espe-
cially at a global scale and in the long term’
(Thietart and Forgues 1995: 26). When formulat-
ing strategies, managers have to bet on the future or
at least – and perhaps less worryingly – to draw
possible scenarios. They can also proceed incre-
mentally, in a step-by-step manner. This allows the
observation of consequences of actions and
analysis of the newly created situation that the
firm is in. Unfortunately, if managing through a
series of incremental, short-term changes improves
predictability, it risks trading strategy for day-to-
day operations. Another consequence of sensitivity
to initial conditions has to do with benchmarking
andme-too strategies.Manymanagers feel the urge
to replicate the strategies that brought success to
competitors. However, initial conditions are always
different: those that prevail at a competitor’s do not
hold at the focal firm’s. As a consequence, one
cannot expect to reach the same results. Again,
this has been confirmed, for instance by empirical
observations of failing me-too strategies (Kim and
Mauborgne 2004).

Strange Attractors and the Attraction
Towards Configurations
Non-linear dynamic systems can be represented in
a phase space. Over time, one variable evolves
towards a region in this space that is called an
attractor. Interestingly, the dynamic system behav-
iour remains on the attractor’s limits. One famous
attractor is Lorenz’s ‘strange attractor’, which, in a
three-dimension space, is shaped like an eight.
Each iteration of the dynamic system will result
in a point on this eight-shaped attractor. Note,
however, that it is impossible to predict where on
the attractor this point will be. As a consequence,
although predictability is limited, the set of possi-
bilities is nonetheless restricted. A metaphor pro-
posed by Thietart and Forgues (1995: 26) to
illustrate this is that of ‘an island of stability
[emerging] in a sea of chaos’. The time it takes
for an attractor to evolve towards a strange attractor
depends on how open it is to its environment, a
condition physicists call dissipation. By analogy,
firms exchanging resources with their environment
tend to move towards organizational configura-
tions. Given the number of dimensions needed to
describe firms, a huge number of combinations are
theoretically possible. However, only a small num-
ber of patterns are to be found. These viable con-
figurations are the attractors towards which
businesses evolve. As Mintzberg (1979: 300) puts
it, ‘[t]here is order in the world (. . .) a sense of
union or harmony that grows out of the natural
clustering of elements, whether they be stars, ants,



Chaos Theory 229

C

or the characteristics of organizations’. Similarly,
although the number of actions managers can
engage in is infinite, Porter (1980) has convinc-
ingly argued that there are only three possible
strategies at the business level. Those ‘generic’
strategies – differentiation, cost leadership and
market segmentation – result from two dimensions.
One is the decision to focus on amarket segment or
to aim at the entire market. The other is based on
whether the firm’s competitive advantage relies on
benefiting from a perceived uniqueness in its prod-
uct or from having the lowest cost of operation.

Fractal Forms and Invariance at Different
Organizational Scales
Fractal forms, popularized by their beautiful repre-
sentations, are self-similar patterns, meaning that
they look the same at different scales. The property
they exhibit is known as scale invariance. Similar
patterns are thus expected to occur at different
levels. In the business realm, levels include indus-
tries, strategic groups, firms, strategic business
units, subunits, groups, teams and individuals.
A number of business phenomena have been
shown to exhibit similar patterns at different levels.
This is the case, for instance, in learning, which
allows the basing of predictions for organizational
learning on results from individual learning. More
generally, a variety of major topics are analysed at
the inter-organizational, organizational and intra-
organizational levels, as exemplified in Baum’s
(2002) handbook. In strategic management, scale
invariance can be found in the firm’s strategic
structuring. For instance, companies are organized
into smaller strategic units, thus allowingmanagers
to have a very high business focus and precise
performance metrics at a higher level. Some com-
panies have also been successful by replicating at a
global scale what they had been doing at a smaller,
local, scale. Counter-examples abound, though,
and the question of scale invariance remains largely
undecided at this stage.

Time Irreversibility and the Non-Replicability
of Past Situations
Time irreversibility can be thought of as bringing
another dimension to sensitivity to initial condi-
tions, in that the reasoning and consequences are
of the same kind. In other words, it is the temporal
non-replicability equivalent to the spatial
non-predictability seen above. Theoretically, a
non-linear dynamic system can go back to its initial
state, but the probability of this happening is so
small that one can reasonably assume that chaotic
systems never lead twice to the same situation. This
has hugemanagerial consequences, since it implies
that replicating an actionwill never lead to the same
result. Although managers could feel the urge to
replicate the strategies that brought them success in
the past, they cannot expect these to bring the same
level of performance. Quite the contrary: Miller
(1992) has shown that companies applying the
very same recipes that once produced excellent
results eventually met failure, a phenomenon he
dubbed the ‘Icarus paradox’. More precisely, he
observed that growth-driven entrepreneurial
builders turn into greedy imperialists by overtaxing
their resources; quality-driven craftsmen turn into
irrelevant, detail-obsessed tinkerers; flexible and
innovative pioneers turn into utopian escapists
squandering resources; and successful salesmen
organizations into aimless, bureaucratic drifters
with a disjointed line of me-too offerings. As
observed by Brown and Eisenhardt (1998),
whereas traditional strategy aims at building a
sustainable competitive advantage, a ‘competing
on the edge’ strategy is highly temporary and
unpredictable. Today’s successful strategy could
turn into tomorrow’s recipe for disaster.
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Definition Charismatic leadership is a style of
leadership distinguished by high levels of expres-
siveness, self-confidence, moral conviction and
emotional resonance, resulting in strong follower
identification with the leader, alignment with the
vision of the leader and inspiration to perform for
the leader.
In his study of charismatic leadership, Weber
(1947) observed that during periods of crisis a
leader with exceptional qualities often emerges.
Subsequent theories of charismatic leadership
have extended Weber’s work by defining these
exceptional qualities in terms of key traits, behav-
iours and motivation. These include high levels
of emotional expressiveness, self-confidence,
self-determination, and a degree of freedom from
internal conflict, which in turn facilitate a strong
moral conviction in the leader of the righteousness
of their views and values (House 1977). Studies
have also highlighted the insight displayed by char-
ismatic leaders into the needs, values and aspira-
tions of followers, the leaders’ eloquence and
communication skills, their energy, and their self-
sacrificial disposition (Bass 2008). Still other stud-
ies have examined the ways in which charisma,
through a range of social and psychological pro-
cesses, leads to follower identification with a char-
ismatic leader, thereby influencing the followers’
behaviour and attitudes (e.g., Shamir et al. 1993).

The influence of charismatic leaders on fol-
lowers is thought to be profound and powerful. In
organizational settings, the ‘routinization’ or insti-
tutionalization of charisma is often attempted, and
it can occur in different ways: through the transfer
of charisma to a new leader anointed by the old
leader; through the translation of the charismatic
leader’s vision, values and norms into administra-
tive rules and principles; or through the embedding
of those values in an ▶ organizational culture.

Charismatic leadership is often associated with
transformational leadership, or the process of
motivating followers by appealing to their
higher-order needs for achievement and self-
actualization and moving them beyond self-
interest to a concern for the organization and its
objectives. While some see charismatic and trans-
formational leadership as synonymous, and while
charisma is an element of some conceptualiza-
tions of transformational leadership, the former
places greater emphasis on the attribution of cha-
risma to, and the identification of followers with,
an extraordinary leader (Yukl 2010).

Charismatic leaders can have positive and neg-
ative effects on organizations. On the one hand,
they can inspire sustained high performance;
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ensure that social values are widely understood,
shared and consistently used as the basis for
action; instill trust; encourage open communica-
tion; and engage and align followers with the
organization’s mission and vision. Charismatic
leaders might therefore be especially effective in
developing, promoting, implementing and sus-
taining organizational strategy, particularly when
it is radical or transformational.

On the other hand, it has been argued that
charismatic leadership has a ‘dark side’: that it
can encourage an uncritical and unquestioning
organizational culture, suppress alternative
views, stifle creativity, create enemies and allies
and leave the organization and its members
dependent and vulnerable. The influence wielded
by unethical charismatic leaders can also allow
them to manipulate followers to act in ways that
are in the interests of the leader rather than those
of the organization and its stakeholders. Accord-
ingly, charismatic leadership has been associated
with narcissistic leadership (Maccoby 2000), or
the tendency of a leader to become preoccupied
and even obsessed with his or her own power and
self-aggrandisement. It has also been linked to the
rise of the ‘hero leader’ and the ‘curse of the
superstar CEO’ (Khurana 2002) – instances
where organizations have hired high-profile, char-
ismatic and dynamic leaders to lead radical
change, with sometimes disastrous consequences.

The recognition of problems associated with the
dark side of charismatic leadership has led to the-
ories of ‘post-heroic leadership’. Rather than focus-
ing on the extraordinary personality of the leader,
these theories emphasize a form of leadership that
is shared and distributed throughout the organiza-
tion and focused on achieving ‘learning and growth
for the organization as well as the people involved’
(Fletcher 2004: 649). While post-heroic leadership
seems more relevant to contemporary organiza-
tions, charismatic leadership continues to be a
focus of much contemporary research.
See Also

▶Leadership
▶Organizational Culture
References

Bass, B.M. 2008. The bass handbook of leadership,
4th ed. New York: Free Press.

Fletcher, J.K. 2004. The paradox of postheroic leadership:
An essay on gender, power and transformational
change. Leadership Quarterly 15: 647–661.

House, R.J. 1977. A 1976 theory of charismatic leadership. In
Leadership: The cutting edge, ed. J.G. Hunt and L.L.
Larson. Carbondale: Southern Illinois University Press.

Khurana, R. 2002. The curse of the superstar CEO. Har-
vard Business Review 80: 60–66.

Maccoby, M. 2000. Narcissistic leaders: The incredible
pros, the inevitable cons. Harvard Business Review
82: 69–77.

Shamir, B., R.J. House, and M.B. Arthur. 1993. The moti-
vational effects of charismatic leadership: A self-
concept based theory. Organization Science 4: 1–17.

Weber, M. 1947. The theory of social and economic orga-
nizations. New York: Free Press.

Yukl, G. 2010. Leadership in organizations, 7th ed. Upper
Saddle River: Pearson.
Chicago School

Ross B. Emmett
Michigan State University, James Madison
College, East Lansing, MI, USA
Abstract
Postwar economists at the University of Chi-
cago initiated an economic approach that
focused on the analytical relevance of the
basic principles of price theory to empirical
problems arising from the actual operation of
markets. The Chicago School provided key
ideas in the development of applied economic
policy in industrial organization, labour eco-
nomics, financial economics, economic devel-
opment, law and economics, public finance,
monetary policy, education and social policy
and international economics.

Definition The Chicago School was made up of
a group of economists, many of whom were asso-
ciated with the University of Chicago, dedicated
to the analytical relevance of price theory to
empirical problems in the operation of markets
across the spectrum of subfields in economics.
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After the Second World War, economists associ-
ated with the University of Chicago initiated an
economic approach that differed from the emerg-
ing consensus of the Anglo-American disciplin-
ary mainstream. Where others adopted Keynesian
macroeconomics, Chicago turned to monetary
theory and history for the conditions of stable
real economic growth; where economists at both
Cambridges created theories of imperfect
(monopolistic) competition, Chicago plumbed
the depths of Marshallian perfect competition the-
ory for new insights; and where the mainstream
formalized Walrasian general equilibrium theory,
Chicago focused on developing a scientific toolkit
conducive to applied policy. These differences not
only placed the Chicago School at odds with the
mainstream’s macroeconomics and industrial
organization theories, but led to its leadership in
the development of labour economics, law and
economics, public finance, monetary theory, inter-
national economics, economic history, applied
econometrics, social economics and financial eco-
nomics. By the mid-1970s, the Chicago School
was recognizable enough for its most familiar
figure – Milton Friedman – to be honoured with
the Nobel Memorial Prize in Economics (1976).
During the subsequent 30 years, nine other Chi-
cago economists were so honoured, and two other
economics laureates were chosen for work under-
taken when they were at Chicago. The Chicago
School also influenced policy developments in the
Reagan and Thatcher administrations, as well as
government ministries and central banks around
the world. By the beginning of the twenty-first
century, the Chicago School had permeated the
discipline sufficiently to often be considered near
the centre of many branches of the economics
profession.
The Chicago Approach

The Chicago School combined three aspects of
the work of earlier Chicago economists to trans-
form economics into an applied public policy
science. The first is the well-known Chicago
emphasis on the socially efficacious regulation
of human behaviour in free markets through the
price mechanism (Reder 1982: 13). Frank
H. Knight’s appreciation of the price mechanism
was introduced to many Chicago students through
his book The Economic Organization (Knight
1951). An appreciation for competitive market
efficiency was reinforced in the mandatory price
theory course, taught in the pre-war years by
either Knight or Jacob Viner, and in the postwar
era by Milton Friedman, Arnold Harberger and
eventually Gary Becker. In financial economics,
Chicago’s reliance on price mechanisms to regu-
late market behaviour was captured in the efficient
market hypothesis (emh) (Fama 1965).

Secondly, the Chicago School emphasized the
‘analytical relevance’ of basic economic princi-
ples to policy analysis, rather than the attempt to
build theoretical models with greater ‘descriptive
accuracy’ in their underlying assumptions
(Friedman 1953). Knight was again central in
initiating this aspect of Chicago economics
because, despite his belief that the ideal type of
perfect competition could not be used directly as a
basis for empirical prediction (Knight 1999), he
insisted that its basic principles could provide
insight into policy disputes. His students over-
came his reluctance to predict policy outcomes,
rallying behind Friedman’s (1953) call to test the
‘analytical relevance’ of basic Marshallian price
theory by empirical investigation of policy
effectiveness.

To render Marshallian principles operational
for an applied policy science, Chicago economists
needed to focus the economist’s attention on
changes in the cost structure surrounding the indi-
vidual’s decision. Although the principle which
accomplished this focus can be stated as the rule to
look at changes in tastes or values only after
exhausting consideration of changes in cost struc-
tures, it generally goes by the name that Stigler
and Becker used as the title of their article on the
topic: de gustibus non est disputandum (Stigler
and Becker 1977). Becker went on to make the
assumption of stable tastes and values over time
and among people the centrepiece of his ‘eco-
nomic approach to human behavior’ (Becker
1976; also Becker and Murphy 2000), which Chi-
cago economists have used to explore almost
every aspect of human life. Other social scientists
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claimed that Chicago School economists were
engaged in ‘economic imperialism’ – a term
Chicago-oriented economists have since
embraced (Lazear 2000).

The third aspect of the Chicago School – the
development of the tools for empirical analysis
that assisted the work of the applied policy
economist – has often been overlooked. Here,
too, the postwar Chicago School followed in an
earlier Chicago tradition, best represented by
Wesley Mitchell, Henry Schultz and Paul Doug-
las. While Schultz and Douglas taught several of
the members of the postwar Chicago School, it
was perhaps Mitchell, who had been one of
Chicago’s first doctoral students in economics,
who had the greatest impact through the National
Bureau of Economic Research (NBER), which he
founded at Columbia University in the 1920s.
A strong connection developed between Chicago
and the NBER in the early 1940s. Friedman com-
pleted his doctoral studies at Columbia and then
worked with Simon Kuznets and later Anna
Schwartz. The Friedman/Kuznets study of profes-
sional incomes (1945) formed the foundation for
Friedman’s permanent income hypothesis (1957).
And Friedman and Schwartz worked together
for over 20 years on their studies of US monetary
history, which provided empirical support for
monetarism (Friedman and Schwartz 1963,
1982).

Equally important to Chicago empirical side
was the arrival in the mid-1940s of T. W. Schultz
and D. Gale Johnson. Schultz became chair of the
department in 1945 and steered its development
until the 1970s. Between his leadership, the infu-
sion of a strong applied policy focus in agricul-
tural economics, public finance, Latin American
economic development and labour economics,
and the presence of Johnson (Antle and Sumner
1996), Zvi Griliches (1957), Gregg Lewis (1963)
and Al Harberger (1954, 1962), the Chicago
School found an empirical method that
complemented its price theoretic approach. The
Chicago tradition in econometric policy analysis
has been furthered by the work of Nobel laureate
James Heckman, whose econometric tools have
transformed labour, education and social policy
evaluation.
Empirical Analysis of Market Operation

While the Chicago School is often criticized for its
use of simplistic competitive models, it became
the leader in the empirical analysis of the out-
comes of actual market operation. George
Stigler’s interest in how knowledge acquisition
affects an economic agent’s market behaviour
led him through the application of statistical deci-
sion theory within a competitive price model to
information search theory (Stigler 1961), a theme
which Chicago economists, following Stigler’s
lead, made central to labour economics (Stigler
1962) and industrial organization (Stigler 1964),
among other applications. Stigler also
re-examined regulation, arguing that the existence
of demanders as well as suppliers created a
market-like regulatory environment. But in a
political context without competitive pressures,
demanders will capture the suppliers, rendering
regulation socially inefficient (Stigler 1971).
Stigler’s empirical work on regulation also led
him to be more sanguine regarding the benefits
of antitrust action (Stigler 1982).

A similar development occurred with the
work of ▶Ronald H. Coase, who arrived at the
University of Chicago’s Law School in 1964, and
took over editorship of the Journal of Law &
Economics. Coase’s two major articles, on the
firm (Coase 1937) and on private versus social
costs (Coase 1960), both continue the Chicago
notion of using the basic insights of price theory
to examine the operation of real markets. The
first article introduced the costs of creating and
sustaining markets, initiating the modern ▶ the-
ory of the firm and the development of ▶ trans-
action cost economics, which reaches beyond
industrial organization to law and economics,
economic history and the emergence of new
institutional economics. The second played an
important part in the development of law and
economics, as well as informing almost every
area of economic policy analysis. Within the
Chicago School, the use of Coase (1960) was
largely shaped by Stigler’s interpretation,
labelled the ‘Coase Theorem’: in perfect compe-
tition, private and social costs would be equal
(Stigler 1966: 113).
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In the postwar period, the Chicago School
developed an approach to economics that focused
on the application of price theory to interesting
empirical problems in the actual operation of mar-
kets. Although the Chicago approach differed sig-
nificantly from its contemporaries in the 1950s
and 1960s, the singularity of its vision placed the
School at the vanguard of the emergence of the
discipline’s microeconomic theory and policy ori-
entation in the latter third of the twentieth century.
See Also
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China: Strategy in a Growth-Driven
Economy

Marshall W. Meyer
University of Pennsylvania, The Wharton School,
Philadelphia, PA, USA
Abstract
This article explores how firms strategize in
China, where business can be more growth-
than profit-driven – and the issue of whether
or not the country needs to strategize at all,
given that China is not a simple command
economy where strategy emanates from the
centre, nor is it entirely capitalistic and profit-
driven. Rather, it is a decentralized economy
where local units compete for growth, with
unanticipated and sometimes untoward conse-
quences for firms and markets. Firms engage in
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diverse strategic responses to this, departing
significantly from Western practice. It is possi-
ble that China will look to fundamental mana-
gerial innovation rather than to strategies
drawn from Western experience to build firms
of global scale and scope.

How do firms strategize in China where business
can be more growth- than profit-driven? Or need
they strategize at all? The latter is a significant
question, because in China’s growth-driven econ-
omy (a) the government, through the planning
process and agencies like the National Develop-
ment and Reform Commission, makes key eco-
nomic decisions, (b) capital is abundant for
sectors favoured by government policy but scarce
for other sectors, (c) profits and shareholder
returns may be less important than production
and employment, and (d) preserving assets may
be more important than deploying assets effi-
ciently. At the asymptote, one could argue that
strategy given these conditions is either
(a) unimportant since firms, including privately
owned firms, must ultimately adhere to govern-
ment policy, or (b) exceedingly difficult to
implement and execute consistently since rever-
sals of government policy are frequent and
unpredictable.

The picture becomes more complicated
because in China (a) the economy is decentralized
and local governments compete for growth tar-
gets, (b) an element of competition is local pro-
tectionism, (c) protectionism gives rise to market
fragmentation, and (d) fragmentation reduces or
reverses the advantages of domestic enterprises in
comparison with foreign enterprises. These fac-
tors together render Chinese markets hyper-
competitive for firms not enjoying the protection
of the state. The strategic responses of firms
include (a) buffering hypercompetition by seeking
government aid, (b) intensifying competition by
initiating price wars, (c) pursuing opportunistic
revenues by entering into seemingly profitable
lines of business whether related or unrelated
to existing businesses, and (d) radically
decentralizing the firm in order to best accommo-
date demand in highly fragmented and rapidly
changing markets. Interestingly, the first and sec-
ond responses may be combined, where (a) the
firm, consistent with the preference for growth, is
a revenue- rather than a profit-maximizer,
(b) revenue maximization is achieved by cutting
costs and pursuing government subsidies, (c) an
opportunity to sideline rivals with less govern-
ment backing and hence less staying power is
perceived, and (d) if successful the strategy yields
a triple win for the firm, the government and
government officials: the firm eliminates compet-
itors, the government realizes higher regional
domestic product (the regional counterpart of
gross domestic product or GDP) and tax revenues,
and officials are advanced to higher posts based
on successful performance.

This article begins by establishing that China is
a growth-driven economy. A recent paper (Meyer
2011) is summarized, where I coin the term insti-
tutionalized GDP growth, and I identify mecha-
nisms through which institutionalized growth
penetrates to the firm level. Next I consider how
firm strategies have been shaped by
(a) DECENTRALIZATION, regional competition and
market fragmentation, (b) foreign competition
and (c) relentlessly increasing costs. The ideas
developed here are preliminary and intended as
suggestive of the subtlety and variety of strategies
Chinese firms have evolved. The third section
shows that a decentralized growth-driven econ-
omy is especially conducive to price wars, and
then compares the price-war strategy with an
emerging counter-strategy. Interestingly, the
counter-strategy is supported, among other things,
by a radical decentralization of the firm paralleling
and leveraging the deep decentralization of the
Chinese economy. There nevertheless remains a
critical difference between the price-war strategy
and the counter-strategy: whereas the price wars
are easily triggered and imitated, the counter-
strategy is neither easily implemented nor
imitated.
China as a Growth-Driven Economy

China has a growth-driven economy. GDP targets
have been hardwired into successive 5-year plans,
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progress towards these targets is measured at four
levels of government (national, provincial, prefec-
tural/municipal and county/district) and reported
semi-annually, and these targets have been ful-
filled and over-fulfilled mainly owing to govern-
ment policies promoting investment in fixed
assets and low-cost manufacturing for export.
From 2003 to 2011, Chinese GDP grew at 9% or
more annually; only in 2012 did growth fall to
7.8%. Throughout, fixed-asset investment grew
more rapidly than GDP, even though net exports
moderated from 2009 onwards; investment-
driven growth, as a consequence, shrank house-
hold consumption in proportion to GDP, inverting
the increased contribution of household consump-
tion to GDP that is normal for countries at China’s
stage of development. Currently, China’s 12th
Five-Year Economic Plan calls for a modest
reduction of the official GDP growth target, from
7.5% to 7% coupled with a boost in consumer
spending. Observers remain sceptical, however:
‘The last Five-Year plan (2005–2010) opened
with similarly fervent pledges to rebalance, but
exactly the opposite happened: investment now
plays an even bigger role in China’s GDP forma-
tion, while the share of household consumption as
a percentage of GDP continues to shrink’ (The
Telegraph 2011).

It is less clear whether Chinese firms, as dis-
tinct from China, are more growth- than profit-
driven; in other words, whether preternatural or
institutionalized growth operates at the level of
firms. The Chinese central government has clearly
favoured large firms, evident in the policy of
‘grasping the large while letting go of the small’
(zhua da fang xiao) adopted by the 15th Commu-
nist Party Congress in 1997. Still, profit-seeking
behaviour abounds as evident by the fact that
(a) some of the largest state owned enterprises
remain highly profitable and seek to retain their
earnings while the State-owned Assets Supervi-
sion and Administration Commission (SASAC)
has been trying to extract a portion of these earn-
ings, as dividends, from these enterprises, and
(b) according to the latest Hurun rich list (Hurun
Report 2013), 251 individual Chinese amassed
fortunes in excess of US$1 billion in 2012, the
wealthiest concentrated in real estate. However,
profit-seeking may be attenuated by (a) weak cor-
porate governance, as evidenced by the presence
of a controlling shareholder in more than 99% of
Shanghai-listed firms (Amit et al. 2010: Table 1),
(b) SASAC and China Securities Regulatory
Commission (CSRC) regulations, dating from
2006, severely limiting stock options and grants
of restricted stock to managers, and (c) various
government policies forcing large enterprises to
swallow increased commodity prices rather than
passing them on to customers. Whether and how
growth targets are communicated directly to Chi-
nese managers, and with what effect, is for the
most part unexplored. However, interaction
between the government officials and senior man-
agement can be intense, as indicated by the fol-
lowing: (a) unscheduled meetings with the
government may consume half or more of senior
managers’ time, and (b) the proportion of former
government officials, communist party officials
and former state-owned enterprise managers
among private business owners has risen dramat-
ically, from one in three in 2004 to two in three in
2007 (Asia Times 2007). A reasonable hypothesis
is that the closer and denser the ties between
managers and the government, the greater the
salience and the stronger the incentives to meet
growth targets, and hence the more responsive the
firm to these targets. Thus, SOEs will be more
sensitive to growth targets than private firms,
and firms closer to Beijing or located in inland
regions anticipating especially rapid development
will be more sensitive to growth targets than firms
in the south of China.
Strategies in a Growth-Driven Economy

Strategies in Response to Decentralization,
Regional Competition and Fragmentation
If China were a Soviet-style centrally planned
economy with targets assigned annually to sectors
and firms, then growth would be attenuated owing
to the well-known ratchet effect (Weitzman 1980).
However, China has (a) pursued administrative
decentralization where state ownership, defined
as ownership by the whole people, is retained
but responsibility for enterprise operations and
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results in all but the largest firms is delegated to
local officials and enterprise managers (Wu 2005),
and (b) pitted local governments against each
other (Xu 2011) by proffering political advance-
ment to officials achieving the highest rates of
GRP (gross regional product) and employment
growth (Li and Zhou 2005; see, however, Shih
et al. (2012), who argue that network ties are more
important to advancement than growth). The com-
bination of administrative decentralization and
competition for regional growth has led to
regional preferences if not outright protectionism
(though the strongest evidence for regionalism
comes from the late 1990s – see Young 2000;
Poncet 2003, 2005; Bai et al. 2004); local prefer-
ences and protectionism, in turn, have rendered
many industries fragmented and markets hyper-
competitive (Section 7 of the 2008 Anti-
Monopoly Law bans administrative or local-
government monopoly, but its enforcement
remains uneven). As a consequence, building
firms of national scope and consolidating markets
has been a strategic priority for the Chinese central
government and many managers, yet remains elu-
sive for most firms.

Fragmentation remains greatest in legacy
industries like steel. At the behest of the central
and Shanghai governments, one of China’s lead-
ing steel firms, Shanghai-based Baosteel Group,
merged with two local steel producers, Shanghai
Steel and Meishan Steel, in 1988, combining a
highly efficient producer with two inefficient pro-
ducers. A decade later, Baosteel was encouraged
to absorb the Guangdong Steel Group, also an
inefficient producer. The integration of Baosteel
with Guangdong Steel remains incomplete
because the interests of Baosteel, a State Council
company, are at odds with the Guangdong and
Guangzhou governments: whereas Baosteel has
sought both to reduce the capacity of Guangzhou
Steel and to realize gains from labour-saving tech-
nology, the Guangzhou government has sought to
protect the workforce as well as its investment in
Guangzhou Steel.

Consolidation of non-legacy industries is more
or less daunting depending on (a) the number of
jobs at stake, (b) the threat, if any, to a local
monopoly, and (c) the impact on local government
revenues. China International Marine Container
(CIMC), a leading manufacturer of transportation
equipment, successfully integrated the Chinese
shipping container industry in the early 1990s,
owing to a compelling value proposition and sup-
port of the Shenzhen government: (a) integration
would yield substantial scale and scope efficien-
cies; (b) few jobs were at stake since the Chinese
shipping container industry was undeveloped;
(c) there were no local monopolies since shipping
containers were built to global standards and sold
to global customers; and (d) local government
shareholders of CIMC subsidiaries would earn
dividends based on production rather than profit-
ability. So compelling was this proposition that,
despite staunch opposition from China Ocean
Shipping Company, COSCO, one of two major
shareholders and a State Council company, CIMC
implemented the strategy, consolidated the Chi-
nese shipping container industry and, ultimately,
dominated the global shipping container market
(Meyer and Lu 2005). CIMC subsequently diver-
sified into semi-trailers. However, replicating the
container strategy in the semi-trailer business pro-
ved challenging because standards and specifica-
tions for domestic semi-trailers were controlled by
local governments intent on protecting local pro-
ducers. CIMC chose not to challenge local stan-
dards and specifications but, rather, to
manufacture semi-trailer modules assembled to
multiple standards and specifications; in the long
run, of course, CIMC aims to reduce the panoply
of local standards currently in place.

Local protectionism and industry fragmenta-
tion increase costs on several dimensions, includ-
ing (a) capacity costs (owing to the penchant for
fixed-asset investment), (b) operating costs
(owing in part to inland logistics costs, higher in
China than the US or India), and (c) transaction
and administrative costs (owing to the labyrinth of
regulations and government entities). Short-run
capacity costs are deferred by rolling over bank
loans financing expansion. Operating costs are
offset by subcontracting, adding to the risk of the
well-known ‘bullwhip effect’ in supply chains
and placing quality at risk (Lyles et al. 2008). It
is expected that massive infrastructure develop-
ment will curb logistics costs directly, by reducing
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the cost of transport, and indirectly, by encourag-
ing industry consolidation. Transaction and
administrative costs are managed by cultivating
officials whose action or inaction can affect these
costs dramatically, making the relationship with
government a strategic priority for many firms.

Strategies in Response to Foreign
Competition
With reform and opening beginning in 1978,
China adopted policies designed to attract foreign
investment. These policies included special eco-
nomic zones and free trade zones, preferential tax
policies and ‘one-stop shopping’, facilitating
licensing and hiring of qualified workers by
foreign-invested and wholly foreign-owned enter-
prises. While these policies drew manufacturing
to China and created much-needed employment,
they left domestic firms disadvantaged in several
respects, including (a) key capabilities, including
product design, remaining offshore; (b) branding
of domestic firms; and (c) weak domestic institu-
tions such that the environment most conducive to
financing and operating large business firms,
including a predictable legal process, also
remaining offshore. In response, Chinese firms
took several tacks, among them (a) paralleling
the earlier experience of the ‘tiger’ nations of
South East Asia, upgrading from OEM to ODM
(original design manufacturing) capability;
(b) acquiring Western brands, most notably
Lenovo’s acquisition of the ThinkPad brand and
Geeley’s acquisition of Volvo; and (c) ‘round-
tripping’, that is, investing in overseas (mainly
Hong Kong) holding companies whose operating
units are, in turn, located in China (Lenovo is
again illustrative). In markets for complicated
machinery, for example, elevators or electrical
generating equipment, dominated by foreign
firms, domestic firms have also pursued a niche
or ‘sandwich’ strategies of providing replacement
parts or maintenance, since they can operate on a
smaller scale than global firms.

The ODM, brand acquisition, round-tripping
and sandwich strategies are largely piecemeal,
and the Chinese government has encouraged
firms to pursue more comprehensive strategies
including: (a) innovation and (b) development of
rural distribution. Concerning innovation, China
has issued a ‘National Patent Development Strat-
egy (2011–2020)’, calling for two million patents
to be filed annually by 2020 (compared to 244,000
US patents in 2010). The patent development
strategy may be accompanied by a dramatic
increase of national investment in R&D: the
Battelle Institute (2013) projects that 2013 Chi-
nese R&D expenditures will be 1.65% of GDP,
compared with 1.55% in 2011. (By comparison,
2013 US R&D expenditures are projected at
2.66% of GDP compared with 2.7% in 2011).
Less visible but potentially quite significant is
the development of rural distribution in China.
Markets in the countryside, still half of China’s
population, are pursued by (a) word-of-mouth
marketing campaigns in rural villages,
(b) Internet-based information kiosks in locales
too small to support retail outlets, (c) unique coun-
tryside logistics systems where delivery vans cir-
cle among multiple towns and villages rather than
travelling to and from a central distribution point,
and (d) products uniquely suited for rural cus-
tomers, for example, inexpensive single-use
sachets of personal care and cleaning products,
and clothes washers that are rat-proof and can
double as vegetable washers.

Strategies in Response to Inflation
China has experienced periodic bouts of high
inflation as recently as 2007–2008 and
2010–2011. Quite apart from inflation driven by
currency exchange policies, an inflow of ‘hot
money’ seeking RMB appreciation, and the mas-
sive 2008–2010 fiscal stimulus, the economy
appears to have passed the ‘Lewis turning point’,
where a labour surplus turns into a shortage,
reflected initially in rural wages and subsequently
in urban wages. New evidence suggests that rural
wages began rising dramatically from 2003 and
urban wages from 2006 (Zhang et al. 2011), even
though wage inflation paused in 2008–2009. The
strategic implications are profound given China’s
dependence on low-cost manufacturing for
export. Among other possibilities, firms may
seek to: (a) substitute capital in the form of
machinery, process efficiency and so on for labour
(e.g., China’s largest auto producer, SAIC, is
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automating rapidly), (b) relocate inland where
labour costs are lower (e.g., Foxconn’s relocation
of assembly operations from Shenzhen to
Chengdu), or (c) migrate from low-value to high
value products (e.g., the Wenzhou button industry
has moved from ordinary to laser-etched buttons
commanding premium prices). For pillar Chinese
industries, however, the choices are more daunt-
ing. Steel again is illustrative. China imports iron
ore. As wages and commodity prices increase,
largely owing to Chinese demand, the iron ore
exporters, principally Australia and Brazil, are
attempting vertical integration of the industry by
initially acquiring shipping capacity and later
developing domestic production capacity.
(Australia and Brazil have already acquired ship-
ping capacity, glutting the market and driving
bulk shipping rates towards historic lows.) The
Chinese are also attempting vertical integration
by investing in overseas iron ore producers to
stabilize prices and preclude their vertical integra-
tion. (Chinalco tried unsuccessfully to acquire a
substantial interest in Australia’s Rio Tinto.)
Whether China’s experience in steel will be
repeated in other key industries, coal for example,
is less clear. Regardless, the joining of wage and
commodity inflation with China’s dependence on
imported iron ore and, increasingly, coal, reduces
the likelihood that the global steel industry will
remain centred in China.
Strategies in Response to Price Wars

Price wars, as mentioned, are commonplace in
China, hardly surprising since one would expect
price competition to be more frequent where
growth takes precedence over profitability, mar-
kets are fragmented, and accountability to share-
holders remains weak in comparison with the US
and the EU. A crucial strategic question for certain
Chinese firms, a small number to be sure, is not
how and when to initiate price wars but, rather,
how to compete effectively while avoiding price
wars. The conventional Western answers lie in
branding and innovation: teach the customer to
value the brand; create products adding value for
the customer wants faster than your competitors
can. A less conventional answer pursued by Haier,
China’s largest appliance maker, lies in account-
ing and management systems diverting attention
from growth targets by focusing relentlessly on
profit. Rather than setting sales targets and
rewarding sales in excess of targets, Haier’s man-
agement and accounting systems allow individual
employees to (a) discriminate profitable from
unprofitable products, (b) discriminate profitable
from unprofitable customers, (c) calculate individ-
ual and team contribution to bottom-line profit-
ability, and (d) calculate individual and team
earnings based on contribution to profitability.
The management system is supported by some
unusual managerial practices, including:
(a) decentralization of target-setting to 2000
‘self-owned’ teams where setting and meeting
aggressive yet realistic targets is rewarded (while
setting low-ball targets or missing aggressive tar-
gets are punished), (b) inversion of the organiza-
tional hierarchy where teams have authority to
choose members, compensate performance, and
‘push back’ on the organization for improved or
redesigned products and services and responsibil-
ity to pay for improvements and new designs, as
well as (c) a culture of ‘end-to-end’, reminding
employees that the path to profitability lies in
meeting end users’ requirements.

There are many sources of resistance to
accounting systems where profitability is calcu-
lated at every point in the organization, including
support functions, and to managerial practices
essentially gutting middle management and
holding front-line employees responsible for
bottom-line results. Little is known, for example,
on whether market-like transactions are feasible
in highly interdependent systems, and on
whether focus on the bottom line will be condu-
cive to teamwork or corrosive of it. It is possible,
of course, that these issues will be rendered moot
as China evolves towards more normal rates of
economic growth and stronger corporate gover-
nance. But it is also possible that growth and
fragmented markets have become deeply institu-
tionalized and corporate governance not, in
which case the burden will fall mainly on man-
agement to produce the sustainable profits firms
require.
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Summary

The most important point is that China is not a
simple command economy where strategy, such
as it is, emanates from the centre. Nor is China
entirely capitalistic and profit-driven. Rather,
China is a decentralized and regionalized econ-
omy where local units compete for growth, with
unanticipated and, in some respects, untoward
consequences for firms and markets. These con-
sequences include economic fragmentation,
hypercompetition and frequent price wars.
Firms engage in diverse strategic responses to
these conditions, including initiatives aimed at
industry consolidation, extensive subcontracting,
pursuit of favourable government policies,
acquisition of foreign brands and so-called
‘round-tripping’, whereby domestic firms reor-
ganize as foreign firms, in effect co-opting over-
seas institutions while operating in China. Some
Chinese firms, additionally, are today looking
inward to their accounting and management sys-
tems rather than outward to broad strategic ini-
tiatives in their quest for sustained profitability.
These efforts are nascent and substantial depar-
tures from Western practice. Hence, it is possible
that China will look to fundamental managerial
innovation rather than to strategies drawn from
Western experience to build firms of global scale
and scope.
See Also
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Abstract
Choice modelling represents the structured
examination of individual decision-making
among designed alternatives. Although most
commonly used to examine individual
choices – for example, among product alterna-
tives where the features of the products
vary – choice models can be utilized to exam-
ine any set of alternatives that can be
decomposed into distinct parts, such as invest-
ments or market-entry alternatives. The most
methodologically valid approach to choice
modelling is discrete choice modelling, which
has its basis in random utility theory (RUT)
and relies on a number of simplifying assump-
tions to link its conceptual formulation to a
specific empirical model.

Definition Choice modelling is a popular stated
preference method used for understanding stated
choice among discrete alternatives. A choice
study uses experimental designs to create sets of
alternatives that vary in their attributes and fea-
tures and that statistically model the choices made
and not made to yield measures of the relative
importance of each attribute.

Choice modelling represents the empirical
examination of systematically varied alternatives.
The examination of what choices are made, con-
trolling for alternatives that could have been
chosen but were not, allows the investigator
to empirically estimate a ‘model of choice’.
Such models can be estimated at the individual,
group and organizational level, and can include
choices made among currently available
alternatives – such as products available in a gro-
cery store environment – as well as alternatives
that could potentially be made available, as in the
design of new products. The two most common
approaches to choice modelling are discrete
choice modelling (DCM) and traditional conjoint
analysis (CA).
Discrete Choice Modelling

DCM uses systematic factorial manipulation of
independent variables – known as attributes or
features – and their levels to elicit rank orders
that capture the impact of the independent vari-
ables. The goal of discrete choice experiment is to
characterize and predict individual choice among
complex alternatives. Its most common applica-
tion is to consumer choice (Carson et al. 1994),
although it is increasingly finding its way into the
managerial literature (Priem et al. 2011).

The conceptual heart of DCM is random utility
theory (RUT), originally developed by Thurstone
(1927), who was concerned with whether or
not respondents could differentiate levels of
psychological stimuli. Marschak (1960) extended
Thurstone’s work by showing that if one
reinterpreted a stimulus as having ‘utility’, one
could derive an RUT structure via maximization.
McFadden (1973) generalized the use of DCM by
extending the original model of paired compari-
sons (i.e., decisions between two choice alterna-
tives) to multiple comparisons.

The Marschak approach to RUT follows from
the fact that one can posit a latent construct called
‘utility’ that underlies individual decision alterna-
tives. This latent utility can be characterized
using by two generalizable components. The first
is a systematic (observable) component, which
consists of the utility values of the different choice
alternatives and covariates explaining individual
differences in choices. The second is a random
(unobservable) component, which includes all
unidentified factors influencing choices. Hence,
the basic axiom of RUT can be written as:
Uin ¼ Vin þ ein

where Uin is the latent utility that individual
n associates with alternative i, Vin is the
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systematic, observable component of that utility
and ein is the random component. In other words,
eni represents the difference between the true util-
ity Uin and the representative utility that the
researcher observes and captures in Vin. Hence,
characteristics of ein depend critically on the spec-
ification of Vin.

It follows from basic economic theory that the
individual chooses the choice alternative that pro-
vides the greatest utility. Hence, the behavioural
model underlying RUT is that the individual will
choose the alternative i if and only ifUin :Ujn8j 6¼ i.
However, utilities are inherently stochastic.
Researchers can predict the probability that individ-
ual n will choose alternative i, but not the exact
alternative that individual n will choose. Thus, the
probability that individual n chooses option i from a
set of competing options – known as a choice set
Cn – is:
P ijCnð Þ ¼ P Uin > Max Ujn

� �� �
¼ P Vin þ einð Þ > Max Vin þ ejn

� �� �
for all j options in choice set Cn:

In DCM, each attribute will vary across two or
more levels. A choice alternative described in
terms of the attributes and levels in the study is
called a profile, or choice configuration. In its
experimental application, subjects are exposed to
a series of choice tasks, which consist of two or
more profiles, and asked to select the profile they
consider to be the best or most preferred. In cases
where forced choice is not realistic, researchers
also include the option of choosing none of the
offerings. The design of choice tasks is based on
the experimental design literature (see Street and
Burgess (2007) and Street et al. (2005)).

The effectiveness of DCM is in the link
between its theoretical basis and its empirical
estimation. By making different assumptions as
to the probability distributions of error compo-
nents, one can derive different probabilistic dis-
crete choice models (e.g., multinomial logit,
multinomial probit, nested logit, generalized
extreme value models and mixed logit). The
main probability axiom used to develop an oper-
ational model is known as the independence-
from-irrelevant-alternatives (IIA) axiom, which
states that the ratio of the probabilities of choos-
ing one alternative over another is unaffected by
the presence or absence of any additional alter-
natives in the choice set. IIA implies that the
random components in the utility are independent
across alternatives and are identically distributed;
yielding a closed form of choice probabilities that
can be characterized as a multinomial logit (MNL)
model.
Discrete Choice Modelling Versus
Traditional Conjoint Analysis

Within the management realm, it is not uncommon
to find conjoint analysis being confused with DC-
M. Although both approaches aim to estimate the
importance, or utility, of attributes, in traditional
CA respondents evaluate the choice alternative
independently, via an attractiveness rating scale.
Rather than rating each alternative, respondents in
DCM simultaneously consider two or more alter-
natives and are asked to select the most preferred or
most important alternative, from which the
researcher empirically derives the measure of
attractiveness (i.e., the utility). DCM is an empiri-
cally more valid approach in that it removes arte-
facts that arise from the use of rating scales.

DCM and CA also differ in their theoretical
foundation. While DCM is based on a long-
standing, well-tested theory of choice behaviour,
the axioms of CA have a very restrictive relation-
ship to utility theory. Therefore, the emphasis in
CA-related research has been predicting outcomes
(i.e., how preferences are formed and what pro-
cesses individuals use to form them), but CA
methods have rarely been used to examine and
model preference processes per se. In other words,
one can view CA as a method of explaining the
choice behaviour of numbers, while DCM, which
can take interlinked behaviours into account, pro-
vides an explanation of the choice behaviour of
humans (Louviere et al. 2011). Another difference
lies in the RUT foundation of DCM and its direct
link to different stages in the ▶ decision-making
process. A DCM choice set always includes at
least one feasible alternative (i.e., status quo,
no-take or ‘none’ alternative), while CA
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sometimes offers respondents an entire set of
infeasible alternatives (Louviere et al. 2011).
C

Applications of Discrete Choice
Modelling

DCM is used to examine choices made by both
individuals and organizations (i.e., the decision
unit assumed to be a person) in many different
application areas, including problems that require
decision makers to make trade-offs among attri-
butes and alternatives. A non-exhaustive list of
areas in which DCM has been used includes envi-
ronmental science Adamowicz et al. 1998), health
(Propper 1995), marketing (Kamakura and
Srivastava 1984; Koelemeijer and Oppewal
1999; Moore et al. 1999; Auger et al. 2008), tour-
ism (Haider and Ewing 1990; Crouch et al. 2009),
transportation (Hensher 1989; Brandley and Gunn
1990), management (Brazell et al. 2005) and
international business (Buckley et al. 2007).

Among the most common use of DCM is attri-
bute scaling. Traditional surveys commonly ask
respondents to evaluate statements, attributes or
items on some type of scale (e.g., Likert) for
which there are well-recognized methodological
issues that can render the results questionable
(Louviere et al. 2005; Drasgow et al. 2010;
Spector and Brannick 2010). By decomposing
an individual’s response to one or more alterna-
tives described by combinations of attribute levels
that force respondents to make trade-offs, indirect
methods such as DCM avoid many of the biases
that arise from individual differences in scale use
or interpretation.

Researchers have been using DCM for com-
petitive analysis. Actions of competitors can be
modelled and simulated by varying attribute
levels of alternatives. Advance statistical methods
for heterogeneity allow researchers to further
understand how subgroups (e.g., segments) are
likely to respond to actions taken by competitors
(see Wedel and Kamakura (2000) and DeSarbo
et al. (2006)). The classic application is the eval-
uation of pricing strategies (i.e., how choices
respond to variations in price), in which incentive
compatibility is particularly critical.
In many applications, the choice being
modelled is not a single discrete choice, but
more complex multiple choices and allocation
models. For example, a firm may offer bundles
of services, plus ‘extras’ that individuals have an
option to select if desired. Individuals may decide
to take not just one unit of offering, but, instead,
multiple units spread across multiple providers.
DCM can be designed to examine these compli-
cated choice behaviours. Researchers also use
DCM to identify and optimize the offering or
policy configurations – searching for a profile
(attribute-level combination) that maximizes the
probability of choices. To identify an optimal
profile, researchers need to take into account
other competing alternatives (competitors).
See Also
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Clausewitz, Carl von (1780–1831)
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Munster, Germany
Abstract
Clausewitz’s concept of war at the beginning
of chapter one of On War is based on a hierar-
chical understanding, whereas his concept of
the trinity at the end of the same chapter is
more like a floating balance between three
different tendencies. The common understand-
ing of Clausewitz’s concept of strategy has
nonetheless followed only the hierarchical
structure, which is not in line with the concept
of a floating balance in his trinity. This article
examines the relation of purpose, aims and
means (Zweck, Ziel andMittel) in Clausewitz’s
theory and emphasizes that this relation is
methodologically comparable to the floating
balance of Clausewitz’s trinity. Clausewitz’s
concept of strategy can be characterized as
the attempt of combining a hierarchy with the
floating balance of purpose, aims and means
(ends, ways, means).

In summarizing Carl von Clausewitz’s different
concepts of strategy, one could say that strategy
‘must therefore define an aim for the entire opera-
tional side of the war that will be in accordance
with its purpose’ (Clausewitz 1984: 177). War is
thus an act of force to compel our enemy to do our
will, according to Clausewitz’s definition of war at
the beginning of his famous first chapter ofOnWar
(Clausewitz 1984: 75). He continues: ‘Force . . . is
thus the means of war; to impose our will on the
enemy is its purpose. To secure that purpose we
must make the enemy defenceless and that in the-
ory is the true aim of warfare. That aim takes the
place of the purpose, discarding it as something not
actually part of war’ (p. 75). This seemingly simple
last sentence reveals the core problem:What does it
mean that the aim ‘takes the place’ (in German:
vertritt) of the purpose? Are they identical? Are
they different expressions of the same?
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At the beginning of the second chapter of book
one Clausewitz states that ‘if for a start we inquire
into the objective of any particular war, which
must guide military action if the political purpose
is to be properly served, we find that the object
of any war can vary just as much as its political
purpose and its actual circumstances’ (Clausewitz
1984: 90). It is true, nevertheless, that not every
aim and means serve the given purpose. And
finally, the problem is that each tendency of
the purpose-aims-means rationality has a rational-
ity on its own, which Clausewitz emphasizes in
his proposition that war has its own grammar,
although not its own logic. Clausewitz compre-
hends war here in the context of a purpose-aims-
means rationality. Because of his different war
experiences (see Herberg-Rothe 2007), however,
he deals with various differentiations within this
concept. These are systematically justifiable if,
within the purpose-aims-means rationality, differ-
ent dimensions are distinguished.

The main purpose of this article is to show
Clausewitz’s (and sometimes beyond him) dis-
tinctions between the rationality of the whole pro-
cess, the rationality of the separate aspects of
purpose, aims and means in warfare, and finally
their conflicting tendencies.

In the first part, we examine the importance
that purpose-aims-means rationality has to
Clausewitz’s concept of war, and the conflicting
rationality of these different aspects. The internal
contradictions ‘of modern warfare’, as seen by
Clausewitz, will be explained in the second part.
In a summary we will attempt to combine the two
aspects in order to accentuate the different inher-
ent tendencies within warfare. If a single one of
these rationales is portrayed as an absolute, it will
result in exceptions, or a delimitation of war.
Clausewitz’s approach to a solution is the ‘trinity’,
in which he defines war by different, even oppos-
ing, tendencies, each with its own rules. Never-
theless, since war is ‘put together’ in this concept
of three tendencies, it is necessary to consider
these tendencies themselves and their interactions
and conflicts at the same time, rather than declar-
ing one of the three as absolute. To summarize: if
we go to war, there is a purpose: whywe go to war.
Different purposes are possible. Each of these
possible purposes is connected with different pos-
sible aims, and each aim can be achieved by
different means. Clausewitz’s concept of strategy
can be characterized as the attempt of combining a
hierarchy with a floating balance of purpose, aims
and means (ends, ways, means).

Clausewitz explains this dynamic relationship
of purpose, aims and means in war in chapter two
of book one. He writes, for example: ‘We can now
see that in war many roads lead to success, and
that they do not all involve the opponent’s outright
defeat.’ Clausewitz summarizes the wide range of
routes (Clausewitz 1984: 94) by which one can
reach the aim of war, and states that it would be an
underrating to think of these differentiations as
rare exceptions. After having explained some of
these other strategies besides the destruction of the
enemy’s armed forces (for example, a number of
other strategies are linked to the will of the oppo-
nent, not his military forces), which, for Clause-
witz, remains ‘the first-born son of war’, he
concludes that all we need to do for the moment
is to admit the general possibility of their exis-
tence, the possibility of deviating from the basic
concept of war under the pressure of particular
circumstances (p. 99). But the main conclusion is,
he argues, that in war many ways lead to success.
Purpose and Rationality in Clausewitz

If we emphasize the purpose within the total pro-
cess (or compare different purposes for going to
war), we are close to what Max Weber called
value rationality of purposes. Although Weber
sometimes seems to overemphasize the difference
between the rationality of purposes and that of
ways, his differentiation is useful in shedding
light on Clausewitz’s theory. Rationality of aims
(ways, goals), in contrast, is a principle of action
exclusively oriented to work towards a particular
goal, presupposing the most effective means and
rational consideration of possible consequences
and side effects. Value rationale, as compared
with the former, is legitimized only by conscious
belief in an overarching purpose, and is relatively
independent of the standards of success. Value
rationality is primarily about the relationship of
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different purposes with one another, and their clas-
sification into a hierarchy. The dependence of war-
fare to the shaping of international order, as
Clausewitz puts it, is ‘value-rational’ as defined
by Max Weber. If, in contrast, we place the aim
within the war in the first place, then it results in
process or action rationality. In the means rational-
ity, the given means may be examined to see
whether they correspond to a given purpose or not.

Clausewitz differentiates the purpose (ends),
aims (goals, ways) and means rationality in a
value hierarchy of the purposes, a process rational-
ity of the goals and a means rationality. He makes
this distinction at times only implicitly on the basis
of different connotations of the concept of purpose.
He uses the same concept of terms throughout,
providing various contexts fromwhich distinctions
may be deduced. In his earlier research, however,
Clausewitz differentiated the purpose-aims-means
rationality explicitly in this sense: ‘As a result each
war is raised as an independent whole, whose entity
lies in the last purpose whose diversity lies in the
available means, and whose art therein exists, to
connect both through a range of secondary and
associated actions in the shortest way’
(Clausewitz 1990: 64). The ‘last purpose’ of war
is bound to the hierarchy of values, the connection
of actions ‘in the shortest way’ can be understood
as process rationality, and the ‘diversity’ of the
means indicates the rationality, in which the
means are examined to determine if they meet the
given goals and purposes.

Additionally, one has to take into account the
counter-actions of the opponent. Clausewitz
emphasizes this difference in his chapter about the
theory ofwar in book two: ‘The essential difference
is that war is not an exercise of the will directed at
inanimatematter, as in the casewith themechanical
arts, or atmatterwhich is animate but yielding, as in
the case with the human mind and emotions in the
fine art. In war, the will is directed at an animate
object that reacts’ (Clausewitz 1984: 149). Hence,
Clausewitz’s final achievement is not a ‘cookbook’
strategy which could be applied to all kinds of war,
but reflections on the art of warfare, the perfor-
mance of warfare within a political purpose.

If, as it seems for Clausewitz, the purpose of
war lies outside warfare, and war is determined
only as means for this purpose, then a technical,
instrumental understanding of the war is thereby
intended. But this is not the whole of Clausewitz:
he also examines praxis, performance and practi-
cal knowledge. If the purpose lies within warfare,
this doesn’t contain a full identity of the goal of
martial action with its execution. In this case too,
the purpose is not war for war’s sake. Ernst
Vollrath asserts, with regard to Aristotle, that the
works of genuine practice are not achieved
because of the goal, which is their execution. No
one wages a war for war’s sake, but whoever does
this is thoroughly bloodthirsty (Vollrath 1984:
14). My thesis is that Clausewitz is trying to
combine the Aristotelian difference between
poiesis and praxis in his writings – an instrumental
view of war for political purposes with the perfor-
mance of the conduct of war, not just with the
execution of the political will. If we would under-
stand war just as the execution of the political will,
this last approach would in fact cancel the
dynamic relationship between the purpose and
the conduct of war.

Further Dimensions of the Concept
of Purpose in Clausewitz
In Clausewitz’s distinction between an existential
and instrumental view of war, Herfried Münkler
emphasized that war is an instrument in both
cases. The distinction does not refer thus to the
instrumentality as such. In fact, certain actions are
distinguished in contrast to others as suitable for
the purpose and are instrumental, while others are
not apparently comparable in their suitability for
purpose and their instrumentality. Clausewitz
summarized the difference between both forms
of purpose as follows: ‘Where there is a choice
of purpose, one may consider and note the means,
and where only one purpose may be, the available
means are the right ones’ (Clausewitz 1894: 76).
For Clausewitz, the relationship of purpose, aims
and means is bound to the prerequisite that one
has a choice between different purposes, an
approach, which we introduced as a value ratio-
nality of purpose, following MaxWeber. If, on the
other hand, there is only one purpose, the preser-
vation of an individuality such as the political and
physical existence of a society for example, the
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purpose-aims-means relationship applies in quite
another way. In such a case the crucial point is
only the effectiveness of the process. A pure pro-
cess rationality can lead to the fact that the means
of warfare become the end in themselves. This
understanding of the instrumentality of war there-
fore is one of the sharpest criticisms concerning
(the early) Clausewitz. He adopted the Napoleonic
model from Jena, trying to seize its successes sys-
tematically and, without considering the social
background of France, to generalize it as an
abstraction. In his criticism of Clausewitz, Keegan
said that the military develops war cultures which
correspond with their social environment. If, how-
ever, the war is seen as purely instrumental and the
connection to this environment is cut, then the
danger of blurring the military boundaries is poten-
tial endless violence. In this view the roots of
Clausewitz’s image of war refer back to the origins
of the modern age: full possession of civil rights,
the general right to vote and compulsory military
service completed the portrait of the citizen soldier
and the ‘battle scenes’ of the people’s army.

The French model was in fact somewhat
adapted for Prussian circumstances: a revolution-
ary people’s army in the service of the national
interest – but without ‘republic’ (meaning a civil
and democratically constituted system of govern-
ment). In this form Clausewitz’s theory was pro-
ved, and began to be used later for multiple
purposes, starting its triumphant advance through
the general staff and war ministries. In Keegan’s
view the result of this process was the general
armament of Europe during the nineteenth cen-
tury and its excessive increase in the twentieth
century. Keegan left unmentioned the fact
that Clausewitz’s theory of war had yet to be
instrumentalized to fulfil this function, especially
by the German general staff during the First World
War. Nevertheless his criticism revealed a funda-
mental problem of modern war: the separation of
potential options for warfare from socially mean-
ingful purposes.

Historical Development of Clausewitz’s
Definition of Purpose
While the inconsistent definition of purpose made
by the early Clausewitz was essentially based on a
pure process rationality, merely action rational-
ity within warfare, the definition of purpose of
the later Clausewitz is based on the prerequisite
political purpose outside warfare. There are still
passages in the final version of On War in
which Clausewitz does not differentiate clearly
between purpose and aims. His uncertainty
regarding a concrete definition of both was
already expressed in the fact that between his
last draft and the published text the first two
chapters underwent significant revisions. In the
last draft the first chapter was titled ‘Purpose of
war’ and the second ‘Means’; in the final text
the second chapter was headed ‘Purpose and
means’ while the first was headed with the
question ‘What is war?’ This apparently small
difference is symptomatic (Clausewitz 1984:
630 and 636).

Purpose, Rationality and an Instrumental
View of War
To grasp the meaning of this development we
need to have a look at Clausewitz’s historical
analyses. Since the French Revolution and since
Napoleon, war has been fundamentally changed.
Revolutionizing war cost millions of dead, and
brought the whole planet in the era of atomic
deterrence to the edge of self-destruction. While
Clausewitz was sorrowful early on, but publicized
what he saw as a necessary adjustment to this new
form, to ‘modern warfare’, he expressed a differ-
ent emphasis later. For late Clausewitz, the limi-
tation of force as well as the orientation of warfare
at the later formation of international peace were
in the foreground.

For a whole range of critics ‘modern warfare’
was essentially caused by the French Revolution,
a new form of war, which seemed to find in
Clausewitz its most important theoretician. This
point of view does not just ignore the difference
between the concepts of adjustment and limitation
in early and late Clausewitz, but also underesti-
mates the narrowness of the influences of the
French Revolution on modern warfare. The revo-
lution was the cause of this development and
partially determined some of its aspects – one in
particular: the inclusion of ever larger sections of
the population.
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A further aspect is, however, the industrializa-
tion of warfare with ever more advanced technolo-
gies. The question to be asked, moreover, is to
which of these aspects the historical development
of disciplined soldiers in armies should be added:
the idealization of the entire population as part of
one nation or race, or the cultural process of the
adjustment of soldiers to the newly developed
weapons. The relationship of the historical level
of industrialization of warfare and the human con-
cept of soldiers can be measured by comparison. In
about 1800, in the context of the ancient cult, finely
formed marble for the representation of the hero
body appeared, while in about 1900 the ‘steel
body from a casting’ replaced it: ‘Je heißer der
Jugend/Stahlfeuerfluß/desto härter formt sich/der
männliche Guß’ (The hotter the youth/river of mol-
ten steel/the harder the form of the manly casting).

Finally, ‘modern warfare’ did not only have a
delimiting effect but also a limiting one. Modern
civil law, conventions of war and the outlawing of
certain weapon systems, The Hague Naval War-
fare and Land Warfare Convention as well as the
Law of Neutrality, are all part of the ‘modern war’,
as is its undeniable delimitation.

In the view of Clausewitz’s critics, his instru-
mental view of war is the theoretical expression of
‘modern warfare’. In this view the war is an instru-
ment, a means, with which military aims are to be
achieved in favour of any definable superordinate
purpose. For them, war for Clausewitz seems
merged into a basic purpose-aims-means relation-
ship, which is determined by purely rational con-
siderations. Since the instrumental view of war is
located in the centre of the writings of Clausewitz, it
is located also in the centre of the criticism. Never-
theless, it draws attention to the fact that there are
criticisms from completely opposite points of view.
Thus the instrumentality of war is made responsible
with Clausewitz, on the one hand, for the delimita-
tion of war and force in ‘modern’ wars (by John
Keegan among others). Clausewitz’s political the-
ory of the war appears here as a ‘ready-made phi-
losophy of military extremism’, as Keegan is
indicting Clausewitz. On the other hand, it is pos-
tulated that instrumental and purpose-rational war-
fare is limited by definition – limited by the relation
of purpose, aims and means (among others by
Martin van Creveld). Clausewitz’s instrumental
view of war appears in this criticism as strategy,
with which the wars of the future could not have
successful outcomes.

In my interpretation, Clausewitz’s instrumental
view of war could be understood as delimiting
only if it were replaced from its implicit condi-
tions: the acknowledgement of the opponent and
of an international state system as well as the
existence of war conventions and social condi-
tions, all of which are opposed to an escalation
to the extreme. These pre-requisites are mostly not
explicitly indicated by Clausewitz, and may only
be deduced from the historical background.

As has been shown, Clausewitz points out that
there is not a complete delimitation in war, because
the organization of the international peace after the
war retroacts ‘by the calculation’ on warfare
(Clausewitz 1984: 78–9). A pure, abstract calculus,
which orients itself exclusively at the aims of the
war, would, in contrast to this, have a fully
delimiting effect. Such a reduction of warfare by
mathematical calculation, however, would halve
the theoretical approach of Clausewitz and would
remove its pre-requisites. Clausewitz’s theory is
not by any means about an abstract mathematical
calculation but a calculus, which after the weapons
are silenced already includes the forming of inter-
national peace into the conduct of war.

‘War is more than a Chameleon’ begins Clau-
sewitz in his ‘Resultat für die Theorie’ (Results for
the Theory), the last paragraph of the first chapter,
the conclusion of his whole work. This chapter is
the only one which he could revise shortly before
he returned to military service, during which he
died. War is more than a chameleon because it is a
trinity of different tendencies, says Clausewitz.
These three tendencies are the primordial violence
of war, the ‘free soul activity’ of the commander
and his army as well as the subordinated nature of
the war as a political tool, whereby it is trans-
muted into pure intellect. These three are conse-
quently attributed to differing rationalities. As
Clausewitz stated for the three tendencies, the
following applies: a theory, in which one of
these tendencies would be ignored or an arbitrary
relationship would be created between them,
thereby bringing the theory into conflict with
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reality, so that one or more of these tendencies
must therefore be considered ‘as destroyed’. In
contrast to such an approach, Clausewitz argues
that a theory must maintain all the tendencies, in a
floating balance between three points of attraction
and repulsion (Clausewitz 1984: 89). In this ‘trin-
ity’, Clausewitz consistently attempts to reconcile
their various rationalities and to use their conflict
as the basis of his political theory of war.

The absolutization of one of those rationalities
has led to catastrophe in the history of warfare – be
it the warfare of Napoleon, the mechanized war
of the First World War, or the Blitzkrieg of the
Second World War. We have barely escaped
the conceivable planetary catastrophe of an
absolutization of deterrence with weapons of
mass destruction. In a bipolar world, nevertheless,
it proved successful, and a worldwide ‘super-
powers’ weapon monopoly. Whether this deter-
rent is rational in a multipolar world, and whether
the increase in nuclear powers will likewise pre-
vent war, is still moot.

The instrumentality of war in the later Clause-
witz is a necessary prerequisite for the limitation
of wars; however, it is not sufficient. After the
reacknowledgement of the Prussian state,
Clausewitz’s instrumental view of war is linked
with the acknowledgement of the opponent as
equal as well as the international peace. Only
through these additional assumptions is instru-
mental warfare able to have a limited effect, in
Clausewitz’s view.

It could be said that Clausewitz’s purpose-aims
means rationality opens a new window of oppor-
tunity by acknowledging that it involves different
rationalities: initially, it incorporates a thorough
reasoning of the purposes for which we go to war.
Further, it does not imply the disconnection of the
purpose and the aims and means in warfare, just
the reverse. He emphasizes the difference between
poiesis and praxis in warfare as different kinds of
instrumentality. Purpose, aims and means are
bound within a dynamic relationship, but German
history especially has made evident the fact that
the primacy of military aims and means over
meaningful purposes results in deadly nightmares.

Clausewitz’s statements about strategy are to a
certain degree context-dependent on the war and
the particular situation he is analysing, but this
does not mean that there is no general treatment
of strategy in his work. To make creative use of
Clausewitz’s thought, the reader should take the
following approach: in those passages in which he
is explicitly engaged with strategy, Clausewitz is
treating particular strategies which could be
applied depending on the given situation. His
assessments of strategy in general are embodied
in his reflections on warfare, and especially on
defence and attack. It is essential to bear this
methodological approach in mind, because other-
wise the result is a futile argument about whether
his propositions and recommendations are topical
or not. He is not providing a particular doctrine
which could be applied in any given situation, as
many of his admirers as well as his critics have
believed: ‘Theory should be study, not doctrine’
(Clausewitz 1984: 142). Instead, he is providing
an universe of strategy by itself, or, to make a
comparison, a toolbox of strategic thoughts.
Sometimes it might be the right course of action
to use a hammer, but sometimes a pair of tweezers
is appropriate. His legacy is not the proposition
that we should use a hammer in any given situa-
tion, as the early Clausewitz seems to argue with
respect to Napoleon’s kind of warfare; his legacy
is a number of reflections on the problem of what
it means to use a hammer or a pair of tweezers and,
furthermore, which instrument should be applied
in a specific context. In short, for Clausewitz there
is no universal strategy which could be applied in
all possible circumstances: the ends for which war
is being waged determine the appropriate strategy.

Clausewitz’s eminent contribution to strategic
thought does not consist of a doctrine, a sample of
meagre propositions to be applied in any given
situation. Just the reverse: Clausewitz is rejecting
such an approach and is instead reflecting on the
policy and politics of the polities, the warring
communities. Additionally, he emphasizes the
great difference between strategies of self-
preservation and gaining advantages, of any
kind, which he introduces with the dialectics of
attack and defence: for him, defence is the stron-
ger form of war with a negative purpose, and
attack the weaker form with a positive purpose.
Clausewitz reveals his methodology in those parts
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of On War in which he is treating the relation of
defence and attack (Herberg-Rothe 2007)
Although he favoured only one of these concepts
during various stages of his life, his real legacy
concerning strategy is the dialectics of attack
(gaining) and defence (self-preservation), as well
as the interdependency and the reciprocal interac-
tion with the political dimension before, during
and after a war.
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Closed Vs Open Innovation
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Abstract
Whereas in closed ▶ innovation the firm cre-
ates, incubates and develops the needed tech-
nologies in lieu of external support and through
in-house R&D, in ▶ open innovation the firm
stops being the powerhouse of innovative
activity, increasingly acting as the coordinator
of R&D efforts carried out-of-house through
start-ups and spin-offs.
Definition Closed innovation describes how
firms self-develop their R&D competencies. By
contrast, open innovation illustrates how firms
utilize third-party R&D capabilities that extend
beyond their core competencies and try to off-
shoot technologies that fall outside the domain
of their business model.

The notion of ▶ open innovation was first
advanced by Henry Chesbrough in 2003 in his
book Open Innovation: The New Imperative for
Creating and Profiting from Technology. Open
innovation acknowledges the new industry trends,
where start-ups and spin-offs are increasingly
credited with developing innovations. Accord-
ingly, the firm stops being the powerhouse of inno-
vative activity, acting instead as the coordinator of
efforts carried out not in-house, as the traditional
model of ▶ innovation (closed innovation)
assumes, but out-of-house, through start-ups and
spin-offs. Therefore, the firm is able to utilize an
array of capabilities that frequently extend beyond
its core competencies. Moreover, through the use
of spin-off companies firms are able to market
products that fall outside the domain of the firm’s
business model, which further enhances its capac-
ity to profit from technologies that would have
hitherto remained unexploited. Frequent examples
of firms resting on open innovation include Intel,
IBM, Proctor & Gamble and Sun Microsystems.

Specifically, in Chesbrough et al. (2008: 1),
Chesbrough defines open innovation as:

the use of purposive inflows and outflows of knowl-
edge to accelerate internal innovation, and expand
the markets for external use of innovation, respec-
tively. Open innovation is a paradigm that assumes
that firms can and should use external ideas as well
as internal ideas, and internal and external paths to
market, as they look to advance their technology.

Contrasting with open innovation, closed inno-
vation describes the paradigm behind innovative
activity that predominated throughout most of the
twentieth century. To offer an example, as Alfred
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D. Chandler has chronicled (Chandler, 1990),
American industrial firms (such as GM and
DuPont) emerged in the first half of the twentieth
century through an integrated value chain that
linked R&D, manufacturing and distribution. In
doing so they followed in the footsteps of the
nineteenth-century German chemical industry,
which fashioned science laboratories that worked
alongside the firm in providing the needed technol-
ogy. In this respect, firms work within their bound-
aries in order to have control over the ideas they
employ in producing novel products and processes.
Subsequently, in closed innovation, the aim of the
firm is to self-develop the competencies needed in
order to become a market leader.

Obviously, such a system allows the company
to form an impregnable castle that can produce
technologies independently of the scientific com-
munity. Thus, the firm does not need to wait for the
needed technologies to become available, since it
can instead develop them on its own. The obvious
advantage of closed innovation is the speed
through which a firm can incorporate its own tech-
nology into a final product, unhindered by exoge-
nous factors such as ▶ licensing negotiations,
multiple owners and users of a technology, and
the legal disputes that can arise, sometimes unex-
pectedly, when the firm is not the singular owner
and developer of its technology.

An apparent drawback of closed innovation is
that it requires its R&D efforts to be focused on
the specific technologies that the firm perceives to
be needed. Consequently, it comes as no surprise
that, due to insufficient resources and the inherent
inability to manage pet projects for which the firm
fails to find sufficient value added, closed innova-
tion can produce a number of valuable yet
unwanted by-products that do not fit inside the
firm’s business model. Consider, for example, the
well-noted historic paradigm of Fairchild Semi-
conductor, which led to a series of spin-offs and
start-ups that became famous along the way
through products that developed into household
names without Fairchild Semiconductor being
able to profit from them; see Berlin (2001).

Fairchild Semiconductor was itself a spin-off
from Shockley Semiconductor Laboratory, as, in
1957, a group of talented engineers left Shockley
to form Fairchild Semiconductor. Even though the
birth of Fairchild Semiconductor owed more to
William Shockley’s autocratic management style
than to new ideas that could not be fully devel-
oped within Shockley Semiconductor, the same is
not true for the firms that spawned out of Fairchild
Semiconductor. A list of the semiconductor firms
that were created by Fairchild’s own staff is indic-
ative of the engineering drainage that firms can
suffer when they cannot generate a profit from the
pet projects of their employees, acting in turn as
nothing more than entrepreneurial “academies”
for new start-ups and spin-off firms. The list
includes (in alphabetic order) among others:
Advanced Micro Systems (AMD), Cirus Logic,
Intel, LSI and National Semiconductor, all key
Silicon Valley players.

Xerox, one of the most innovative firms of the
second part of the twentieth century, is perhaps the
firm that outperformed all others in giving away
future market-leading technologies such as the
laser printer, windows, and the portable document
format (PDF). For example, the inability of Xerox
to pursue and further develop the PostScript tech-
nologies, proposed by John Warnock (co-founder
of Adobe Systems, and an employee of Xerox’s
Palo Alto research centre until 1982), that even-
tually led to the now-familiar PDF, speaks vol-
umes about the restrictions that firms face when a
new technology (albeit outside the realm of the
company’s business model) lands in their lap. In
this case, John Warnock, who was unable to con-
vince the management of Xerox to commercialize
the InterPress graphics language for controlling
printing, had to leave Xerox in 1982 (together
with Charles Geschke – also a co-founder of
Adobe Systems) and start a new firm, Adobe. In
turn, it was Adobe that developed the equivalent
PostScript technology, bringing it to the market in
1984 as an application for Apple’s LaserWriter.

According to Chesbrough, the following fac-
tors have contributed to the current erosion of the
closed innovation paradigm: (a) the increase in the
mobility of skilled workers, (b) the availability of
venture capital, which can aid the funding and
managing of start-ups and spin-offs, enhancing
their ability to develop the competencies that
larger firms need, and (c) the existence of an
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array of options (e.g., the formation of spin-off
firms) for the use of technologies that cannot be
further captured by their current developer.

The message stemming from points (a) to
(c) and the examples of Xerox and Fairchild Semi-
conductor are too important to pass by, as they
indicate that knowledge is no longer proprietary to
the company. From this it follows that knowledge
dwells in actors who are either exogenous to the
firm (such as suppliers, customers, competitors
and universities) or, at best, are not under the full
control of the firm (e.g., its employees).

Furthermore, points (a) to (c) inevitably point
to the main culprit behind the prominence of the
open innovation model, which is the ever-present
availability of ▶ outsourcing firms that can pro-
vide the needed technology.

If the culprit is to be found in outsourcing firms,
the following question is of merit: Why are such
firms (mostly start-ups and spin-off firms) better at
providing the needed technologies than the individ-
ual firm, who, after all, knows exactly what it’s
aiming for? Explanations based on: (i) incentives,
(ii) inability to innovate and (iii) choosing risky pro-
jects have been proposed in addressing the above
question. Let us briefly elaborate on these issues.

Even though large firms are well versed in
providing appropriate incentives to their staff,
the incentives on offer frequently fail to compare
to the ones that start-ups provide. Consider, for
example, the incentives that large firms offer to
R&D personnel wishing to pursue unorthodox
and unpredictable discoveries. As Josh Lerner
(2009: 48) humorously notes “large firms are
notorious for offering employees little more than
a gold watch for major discoveries.” The contrast
with the stock option compensations that start-ups
offer could not be starker.

Large firms equally get a bad rating in their
ability to innovate beyond their single-minded
world, which frequently focuses on existing and
well-developed customer relations. Consequently,
blind spots are the norm rather than the exception.
Therefore, the ability of start-ups to identify and
exploit new market opportunities comes as a sur-
prise to no one.

Lastly, new firms are more likely to pursue
high-risk strategies than established incumbents.
The reason behind this divergence, as economic
theory suggests, rests in the fact that new entrants
have little to lose if they fail, compared with their
much larger and established counterparts who
stand to lose quite a lot from failure. Subse-
quently, while start-up firms are frequently
“shooting stars” that only shine for a very limited
time period and eventually fail and exit the mar-
ket, when they succeed they can be more effective
in creating new technologies.

It has to be said that the above differences in
competencies between large and small firms would
not come as a surprise to older generations. In fact,
it has been argued that open innovation is far from
being a new concept, and, as Mowery (2009)
suggested, closed innovation might have been the
exception in a history characterizedmostly by open
innovation practices; in fact, it can be said that in
the past open innovation was the norm. An exam-
ple frequently cited is Allen’s (1983) discussion of
the English nineteenth-century iron production
industry. However, what made Chesbrough’s
early 2000 works so attractive for both scholars
and practitioners is that Chesbrough assigned a
single term to a collection of developments. As
Huizingh (2011) notes, by giving it a label, open
innovation acquired a face, and the stream of stud-
ies that followed Chesbrough’s original contribu-
tion gave it a body too. In this respect, open
innovation has become an umbrella that encom-
passes, connects and integrates a range of already
existing activities. As vonHippel has argued, many
firms have in the past successfully found ideas for
commercially important innovations outside the
firm. An example of such a related activity is user
innovation, which focuses on buyer innovation,
particularly at the individual level as in the open
source software; see von Hippel (2005).
Examples

The example of Millennium Pharmaceuticals has
been frequently employed in outlining the merits
behind the use of open innovation. Millennium
supplies information and analysis of biological
compounds useful to large pharmaceutical firms
in drug development. In the past, similar firms
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acted as R&D contractors for larger pharmaceuti-
cal firms, with the pharmaceutical firms owning
the resulting technology. This model had two
obvious drawbacks as, (1) the potential value of
the technology generated by the contractor is not
fully uncovered because it is confined to the spe-
cific market of the pharmaceutical firm on whose
behalf the R&D is carried out, and (2) such a
pay-per-service restricts the growth potential of
the contracting firm because of its inability to
utilize economies of scale.

Faced with such prospects, Millennium Phar-
maceuticals developed a business model that allo-
wed it to retain the ownership of the technology
that it developed, by licensing (instead of selling)
it to larger pharmaceuticals. In this fashion, the
full potential value of Millennium’s technology
could be captured as it was not structured and
purposely developed for use in the core business
of one firm. In fact, it would seem that a win-win
situation resulted from this strategy, allowing both
Millennium and the pharmaceuticals to benefit
because Millennium retained ownership of its
technology (allowing the firm to generate addi-
tional revenue by licensing it to other firms for use
in other markets), and the large pharmaceuticals
acquired the needed technology at a fraction of the
cost they would have paid had they obtained com-
plete ownership over it.
See Also

▶ Innovation
▶Licensing
▶Management of Technology
▶Open Innovation
▶Outsourcing
▶Research and Development (R&D)
Organization

▶Technology Transfer
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Abstract
Multinational enterprises (MNEs) agglomerate
in specific locations not only to reduce trans-
actions costs and benefit from other foreign
companies’ experience, but also to exploit spe-
cialized local assets, such as a skilled labour
market, specialized suppliers and access to
new knowledge. The proximity to research
facilities and/or spatial agglomeration of pro-
duction plants can potentially generate spa-
tially bounded knowledge spillovers and thus
act as a strong catalyst to attract foreign direct
investment (FDI). This is linked to the interna-
tional business (IB) literature on the determi-
nants ofMNE location choice, and in particular
to knowledge sourcing as a leading motivation
for FDI targeted to well-known business
clusters.
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Definition Foreign direct investment (FDI) is an
international capital flow designed to generate
both ownership and strategic control of income-
generating assets. A business cluster is a particular
form of spatial agglomeration of activity, charac-
terized by intense interaction and cooperation
between co-located firms. Localized spillovers
are the positive externalities in either productivity
or output generated by interaction of these
co-located firms.

The purpose of this contribution is to examine the
relationship between the agglomeration of eco-
nomic activity, in the form of business clusters,
and▶ foreign direct investment (FDI). We seek to
make a key distinction that is often rather blurred
in the literature, which is the relationship between
the location of internationally mobile capital and
pre-existing clusters. In doing this, we draw on
earlier work, published as De Propris et al. (2005)
and Menghinello et al. (2010). Subsequently, we
briefly examine the importance of interactions
between inward investors and local firms in the
context of these agglomerations, and what the
implications for strategic management are, build-
ing on some widely cited literature concerned
with spillovers and FDI.

These issues are best examined through the
lens of international business (IB) scholarship,
concerning the importance of location for MNEs.
Where to locate internationally mobile activities
and how to benefit from FDI in specific areas are
also crucial strategic management decisions.
Equally, policymakers seek to influence these
decisions, based on their local development
agenda, and the perceived benefits of attracting
inward investment to a given region (De Propris
and Driffield 2006). This is particularly impor-
tant in the context of capital being internationally
mobile, but (less skilled) labour being relatively
immobile, particularly in lagging regions. This
issue is complicated by the fact that individual
production processes often do not exist in isola-
tion but as part of local, national and global
supply chains, such that both location decisions,
and the likely benefits of that investment to
the local economy depend on the nature of
these supply links, both internal and external
(Driffield 2001; Driffield et al. 2004;
Menghinello et al. 2010).

It is well understood that certain industries
have a tendency to cluster in particular locations,
gaining from/engendering agglomeration econo-
mies. These externalities are typically categorized
as either technological or pecuniary, according to
the mode by which the external benefits are appro-
priated. Pecuniary externalities related to the pres-
ence of a specialized labour market or connected
to forward and backward linkages generated by
the local market for intermediate goods, are con-
sidered to be more sensitive to geographical dis-
tance than technological externalities. In contrast
to this view, established contributions to the eco-
nomic literature also emphasize the key role of
localized knowledge externalities as a primary
source of firm’s ▶ competitiveness (Maskell and
Malmberg 1999). This is linked to an in-depth
analysis of the local and global components in
the process of knowledge creation (Antonelli
2000).

Recent work by Pitelis (2012) offers a
governance-based perspective on clusters. Pitelis
draws on several theories, such as transaction
cost, resource-knowledge-capabilities and per-
spectives from industrial organization to propose
a theoretical framework which highlights an
entrepreneurial co-evolutionary theory of clusters.
This framework compares clusters with alterna-
tive forms of economic organization and systems
in order to explain the emergence, evolution and
co-evolution of clusters. Rather than viewing
clusters as having merely absolute advantages in
co-location, he suggests that clusters may offer
significant appropriation of co-created value
which entrepreneurs support and help in creating,
as long as value-appropriation in clusters is higher
than in alternative economic organizations, such
as markets, hierarchies and other inter-firm
cooperation.

The literature on ▶ regional development and
externalities comprises both theoretical and
empirical contributions. Grossman and Helpman
(1991) demonstrate that geographically bounded
knowledge externalities can generate a self-
reinforcing process that supports the creation of
enduring dynamic comparative advantages,
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regardless of a country’s or region’s relative factor
endowments. This is consistent with Markusen
and Venables (1999), and the voluminous applied
literature that has followed it, focusing on
the relationship between external effects and
the process of knowledge creation, such as, for
example, Haskel et al. (2007) and Smarzynska-
Javorcik (2004).

The IB literature, pioneered by the works of
Hymer (1976), Vernon (1966) and Dunning
(1977), focuses on the determinants of MNE
behaviour. This stream of literature links FDI
motivations to MNE location choice. This has
become a basis for the literature concerned with
the analysis of spillovers, focusing on the interac-
tion between foreign affiliates and domestic com-
panies. In turn, the importance of interactions and
linkages locally highlight the importance of clus-
ters in this process.
FDI Location in a Business Cluster:
Expected Benefits and Potential Threats

Local business clusters – that is, geographic con-
centrations of interconnected companies, special-
ized suppliers, service providers and associated
institutions – have received increasing attention
from academics and policymakers because, rather
than wiping out the influence of space, firms in the
globalized knowledge economy are relying more
and more on their local environment for aspects of
their competitiveness, while innovation and entre-
preneurship activity is significantly concentrated
across space (Potter andMiranda 2009). The anal-
ysis of the peculiar characteristics of a business
cluster is intrinsically linked to the conceptual
debate on the nature of business clusters. The
current literature is dominated by a large number
of highly heterogeneous definitions. Among the
most commonly used definitions of business clus-
ters, there are those developed by Porter (1990,
1998), Rosenfeld (1997), the OECD (1999) and
Becattini (1990). In addition, contributions made
by Markusen (1996) and Gordon and McCann
(2000) are of particular interest, since these
authors attempt to define an exhaustive taxonomy
of different forms of spatial clustering.
From a strategic management perspective, a
further development was made by Michael Porter
(1990, 1998), who referred to factor conditions,
demand conditions, related industries and inter-
firm rivalry as the drivers of growth in clusters,
which favour innovation, competitiveness, and
productivity gains at the local level. Around this
seminal work has developed an extensive litera-
ture, primarily based on case studies, which has
discussed at length the internal dynamics and
external relationships behind successful clusters
around the world (Schmitz and Nadvi 1999;
Giuliani et al. 2005). Much of the evidence is,
however, of anecdotal nature, generally
explaining success by some key factor, whether
this is vertical or horizontal cooperation amongst
firms, government support, industry–university
relationships and so on. Quantitative evidence
about the performance of business clusters is
more limited in the literature (Temouri 2012).
How do clusters compare in terms of employment
and turnover? What clusters are on the rise and
what others are on the decline? Does being part of
a cluster help firms to keep a steadier
performance?

The debate on the conceptualization of busi-
ness cluster is not purely academic since it is well
known that local benefits arising from different
local contexts vary widely both in scope and mag-
nitude. Indeed, all existing definitions mirror dis-
similar conceptualizations of what a business
cluster really represents. Three different overall
approaches can be distinguished in this respect.

First, the so-called spatial approach has its roots in
the German School on optimal location choice
(von Thünen 1826; Weber 1962) and can be
linked to more recent contributions such as the
New Economic Geography pioneered by
Krugman (1991). According to this approach,
a business cluster has a purely spatial dimension
and therefore can be applied to any forms offirm
agglomeration while only pecuniary externali-
ties, essentially based on the reduction of trans-
action costs due to firm proximity, are expected
to arise from firms located in these areas.

Second, the geographical approach encompasses
a wide range of different contributions in the
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literature, such as the growth pole approach by
Perroux (1950) and the innovative milieu
(Aydalot 1986; Camagni 1991) as well as
transaction costs and agglomeration
approaches (Scott and Storper 1987). All
these contributions, sometimes very different
in their theoretical assumptions, recognize the
unique nature of a business cluster as a peculiar
place characterized by a dense interaction
between a wide range of local actors (firms,
institutions, universities) that build upon a
stock of knowledge deeply influenced by
local, specific competences.

Third, the so-called industrial economics perspec-
tive has its roots in the pioneering contribution
made by Marshall (1890, 1919) and further
extended by Becattini (1979, 1990) and Piore
and Sabel (1984). Alfred Marshall identified a
market for intermediate inputs, a skilled labour
force and technology spillovers as the three
key sources of externalities that benefit firms
working close to each other in related indus-
tries. The concept was subsequently adapted to
industrial districts, and used to analyse the
significant growth of certain sectors of the Ital-
ian economy in the post-Second World War
period. This attributed such growth to a
model of production resting on ‘flexible spe-
cialization’, where each small firm would spe-
cialize in a specific input and cooperate with
others in the same locality to deliver a final
product of quality to international markets
(Piore and Sabel 1984). This approach empha-
sizes the presence of production organization
and local governance, as well as social and
economic embeddedness in local firms’ behav-
iour, as key factors that can discriminate pecu-
liar forms of business clusters from other,
simpler forms of firms’ agglomeration. This
approach also emphasizes the role of coopera-
tion across local firms and the presence of
local institutions and local values as factors
that can discriminate these peculiar contexts
from other forms of firm agglomeration.
A wide range of potential benefits, including
knowledge-related dynamic externalities, are
associated to this peculiar form of firm spatial
agglomeration.
From a strategic management perspective, the
delination of the business cluster definition
according to different approaches highlights the
fact that very variable benefits can be derived
from firms operating in dissimilar business clus-
ters, whereas business clusters’ characteristics
play a crucial role in assessing the scope and
magnitude of expected externality effects.

Another relevant issue for strategic manage-
ment concerns the circumstances under which a
foreign affiliate can benefit the most from the
location in a business cluster and minimize, at
the same time, sources of potential threats. The
literature clearly shows that a certain degree of
local embeddedness, usually achieved by
balancing competition with cooperative behav-
iour in both the production and innovation-related
activities, usually minimizes threats and substan-
tially increases the chances for the MNE to gain
the most from location advantages. Foreign affil-
iates embedded in business clusters are usually
considered to be more embedded into the host
country than footloose ones, since they are more
deeply engaged in cooperative and long lasting
relationships with indigenous firms. Crone and
Roper (2001) show that the magnitude of spill-
overs depends on the strength of backward link-
ages with local suppliers. Gereffi (1989, 1994)
shows that most FDI into developing countries
presents a poor degree of local embeddedness,
since it is exclusively devoted to exploit location
advantages in terms of labour costs. As a result,
footloose FDIs are very likely to realize ‘enclave
economies’ with limited impact on the host econ-
omy and a high probability of leaving the country
in the short–medium term. Bellandi (2001) repre-
sents one of the few theoretical contributions in
the economic literature that explicitly focuses on
the role of large firms, including MNEs, within
business clusters. He stresses the relevance of
‘embedded’ behaviour as the key conduct for the
MNE to access local tacit knowledge. In contrast,
predatory behaviour is recognized as a threat by
local firms, which may react by obstructing the
share of local-based externalities.

Much of this literature is based on the seminal
work of Krugman (1991) on trade and agglomer-
ation, although this author does not explicitly refer
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to business clusters. The extent to which an out-
side agent – that is, a foreign firm – can enter this
rather organic system and facilitate mutual bene-
fits is then a feature of the precise nature of the
system. However, the basic assumption is that
clusters are sustained by external economies of
scale, and other forms of externality, that render
the productivity of an individual firm as higher
within the system than it would be outside it. As
such, the attraction for MNEs with access to
global supply chains is clear, as is their contribu-
tion through access to frontier technology. How-
ever, much of the subsequent work in economic
geography, for example, by Dicken (1998), or
more recently Boggs and Rantisi (2003) and
Bellandi (2001), highlight the importance of
place in terms of these interactions, while the IB
literature has focused on issues such as the loca-
tion of R&D (Cantwell and Iammarino 2000) and
the importance of agglomeration more generally
in explaining the location of internationally
mobile investments, see Basile (2002, 2004),
and Devereux and Griffith (1998). Nachum
(2000), for example, offers a link between models
based on economic geography and IB analysis, by
suggesting that FDI can be a force for agglomer-
ation, while this is tested more explicitly in
Driffield and Munday (2000, 2001). Pantzalis
(2001) demonstrates that the location of foreign
subsidiaries can contribute significantly to the
value of the parent company, while Zaheer and
Manrakhan (2001) address this issue of agglom-
eration more explicitly. Expected benefits from
the location of a foreign affiliate in a business
cluster are associated with the presence of a
skilled labour market, a pool of specialized sup-
pliers and potential access to localized knowledge
assets. Potential threats are related to the presence
of a large pool of highly competitive firms spe-
cialized in similar market segments or niches.

Some scholars, such as Florida (1997) and
Pearce (1999), provide some empirical evidence
on the relationship between new trends in FDI
direction and changing patterns in MNE behav-
iour. Florida (1997), by investigating the determi-
nants of growing FDI into the USA, related to
research and development activities, found evi-
dence that the technology sourcing motivation is
more important with respect to the traditional
MNE behaviour to adapt the superior foreign
technology to the host country. In particular, he
shows that access to skilled and highly qualified
human capital represents a dominant motivation
for foreign entry. In a similar vein, Pearce (1999),
by focusing on the activities of foreign-owned
research laboratories in the UK, highlights that
these laboratories show a much more intense
involvement in original product development
and are useful to better exploit location
advantages.
Conclusion

In conclusion, the key issue in these related liter-
atures concerns the importance of location or
‘place’ as an essential determinant of MNE per-
formance. Strategic decisions on geographical
location of affiliates abroad and position of the
affiliates within the MNE supply chain cannot be
divorced from the assessment of the nature of
interactions between inward investors and local
firms. The interaction between spatial location of
affiliates, local or regional institutions and affiliate
productivity contribute to parent firm perfor-
mance. However, one would expect that this
would not be independent of physical distance
between the cluster and the foreign parent firm.

It should also be stressed that the scale and
scope of interactions between foreign affiliates
and local companies can also facilitate technology
sourcing activity. Arita et al. (2002) show that
MNEs have to undertake peculiar location poli-
cies, depending on the different typologies of
geographical agglomeration, in order to make
knowledge sourcing more effective. Andersen
and Christensen (2005) more explicitly address
the issue of knowledge sourcing from regional
innovation systems. They point out that the exter-
nal coordination mechanisms between foreign
affiliates and ‘local carriers of knowledge’ play a
central role in this respect. In particular, they
emphasize the differences between MNEs and
regional clusters in terms of both organizational
settings and knowledge generation, representation
and dissemination processes. The differences are
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very likely to determine relevant problems when
foreign affiliates attempt to assess external knowl-
edge embedded in local contexts. Andersen and
Christensen (2005) also highlight a list of condi-
tions that make knowledge sourcing from local
contexts easier. These include socialization and
task participation, credible commitment, and the
presence of complementary and overlapping
competencies. Dupuy and Gilly (1999) propose
a more integrated approach where complex busi-
ness organizations, such as large enterprise
groups, actively interact with the territories
where they are located, shaping the geography
of economic activity but also deeply influencing
their dynamics. Finally, Rugman and Verbeke
(2003) try to encompass the MNE within the
‘diamond-model’ elaborated by Porter (1990,
1998) for geographical clusters. Within this
extended framework, the MNE is simulta-
neously a knowledge generator and a knowledge
seeker.
See Also

▶Competitiveness
▶Cooperation and Competition
▶Competitive Strategy
▶ Foreign Direct Investment (FDI)
▶ Foreign Direct Investment (FDI) and Economic
Development

▶Regional Development
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Abstract
Groups often need to reach collective decisions
when the group’s members do not all agree. In
these situations, the subset of a group that
agrees on the group’s final decision can be
considered a winning coalition. Game theory,
social psychology and political science have all
addressed the dynamics of coalition formation;
organizational behaviour has also recognized
the importance of coalition formation pro-
cesses, although it has not utilized the other
literatures’ advances in theory and research
findings to increase the understanding of
important strategic processes.

Definition Coalitions include two or more
parties who act jointly to affect their own and
others’ outcomes, often because the parties are in
conflict over the allocation of scarce resources but
need each other to achieve their goals.

Coalitions include two or more parties who act
jointly to affect their own and others’ outcomes,
often because the parties are in conflict over the
allocation of scarce resources but need each other
to achieve their goals. Coalitions form throughout
and between organizations and societies: teams
form, firms merge, joint ventures develop and
governments ally. As Thompson (1967: 126)
noted, ‘coalition behavior is undoubtedly of
major importance to our understanding of com-
plex organizations’. Even though coalitions and
coalition formation are part of the conceptual
foundations of classic theories of organization
(e.g., Cyert and March 1963; Pfeffer and Salancik
1978), the field has paid scant attention to the
extensive literature on coalitions in social psy-
chology, game theory and political science
(Murnighan 1978a, 1994).
Social psychologists have adopted a game-
theoretic approach to studying coalitions (Kahan
and Rapoport 1984; Komorita 1984). Their
models, which assume that parties are all self-
interested, have generated a wide array of theoret-
ical predictions; their empirical research has tested
these predictions by investigating the interactions
of individual players who control different
amounts of resources in coalition games in
which they seek to increase their own outcomes.
The two main questions in this line of research are
‘Which players will be included in the coalition?’
and ‘How will they distribute the outcomes?’ In
addition to tangible outcomes, being included as a
member of a successful coalition can bring signif-
icant personal benefits, and being excluded can
lead to significant costs. In addition, the tangible
benefits for the members of winning coalitions
may vary as a function of which of the parties
are included in the winning coalition.

As an example, social-psychological research
might investigate a five-party interaction in which
players A, B, C, D and E hold 10, 7, 5, 3 and
2 votes, respectively, and know that they must
control 14 votes to obtain a fixed, total payoff of
(a usually fictitious) $100. (Alternatively, the pay-
off might vary as a function of the coalition’s
membership.) This structure allows player A to
form a two-party coalition with B or C and a three-
party coalition with D and E; it also allows B and
C to form a three-party coalition with either
D or E. Social-psychological and game-theoretic
models all acknowledge that the underlying struc-
ture of this interaction, as determined by the dis-
tribution of the parties’ resources, gives the most
power to player A and the least to players D and
E who, like B and C, are interchangeable as coa-
lition members even though they control different
amounts of resources. Theoretical models differ,
however, in attributing power to each of the
players. Strategically, almost all of the models
suggest that coalitions with fewer members tend
to be preferred to coalitions with more members,
as smaller coalitions give the included players
larger portions of the fixed payoff. Thus, the selec-
tion of coalition partners and the distribution of
the coalition outcomes over its members tend to
be strongly related, with the preferred distribution



Coalitions 261
of coalition outcomes determining who the parties
prefer as coalition partners.
C

Examples of the Theories’ Predictions

Minimum resource theory (Caplow 1956;
Gamson 1961) pays strong attention to the actual
value of the players’ resources: it assumes that
coalition members will distribute a payoff in pro-
portion to those resources. Thus, in the 10-7-5-3-2
example, it predicts that a 7-5-2 coalition will
form and distribute the payoffs 50%–36%–14%.
In contrast, bargaining theory (Komorita and
Chertkoff 1973) predicts that a 10-5 coalition
will form because it reduces the size of the coali-
tion and helps to maximize the payoffs of the
included players (in comparison to the outcomes
they could obtain in other coalitions): it predicts
that the outcomes for the ten and five players will
range from 58–42% to 65–35%. A third model,
minimum power theory (Gamson 1964), assumes
that the parties will negotiate an agreement on the
basis of whether particular parties are truly needed
to form a winning coalition: it predicts that a 10-3-
2 coalition will form and distribute the payoffs
74%–13%–13%.
A Critique

These theories assume that the parties all agree on
the basis for distributing the outcome and that they
will smoothly move to form the predicted coali-
tions. In practice, however, dynamic negotiation
processes involve jockeying for position and
intense negotiations over inclusion and payoff
distributions. Self-interested parties, for instance,
tend to argue that the most appropriate factors for
determining coalition outcomes and inclusion are
those that, not by chance, favour them (Van Beest
et al. 2004). Thus, parties with many resources
typically argue that resources are all that matter
and that outcomes should be distributed in pro-
portion to the resources each member possesses.
Parties with fewer resources, in contrast, typically
argue that their membership is all that matters and
that resources should be distributed equally
among all coalition members, regardless of the
number of resources that they contribute.
(An analogue for these arguments resulted in the
formation of the two houses of Congress in the
United States, one which gives each state two
votes and the other which gives states varying
numbers of votes depending on their population.)
Thus, the different strategic positions that parties
take during coalition bargaining are often
predictable.

The dynamics of self-interest and a strong desire
to avoid being excluded can lead to a wide variety
of outcomes in coalition negotiations (Murnighan
1978b; Van Beest and Van Dijk 2007). Valuing
more than one’s own outcomes (i.e., social utilities)
can also lead to the formation of coalitions that are
larger than necessary, as can a desire for solidarity
or the fear of attack from those who are ultimately
excluded (Van Beest et al. 2003).

The dynamics of self-interest that are an inher-
ent assumption in coalition theories can lead,
however, to an interesting phenomenon that is
known as the strength-is-weakness effect. Indeed,
many coalition studies have shown that appearing
weak increases a party’s attractiveness to other
potential partners and, as a result, leads to a higher
likelihood of being included in the winning coa-
lition; it can also lead to higher-than-expected
payoffs. These results are usually observed in
settings in which an apparent advantage or
strength is not associated with real power
(Kelley and Arrowood 1960; Murnighan 1978b).
That is, when power bases vary, strength-is-
weakness only results when the parties that hold
differential resources are structurally interchange-
able. Then, partners who have just enough
resources to do the job appear optimal because
fewer resources imply smaller outcome demands
and greater attractiveness. When parties are not
interchangeable, however, true structural strength
is extremely valuable and no longer the harbinger
of exclusion (i.e., weakness).
Suggestions for Organizations

Organizational founders have the challenge of
building an effective, functioning coalition
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(Polzer et al. 1998). As a result, effective founders
tend to possess a diverse network of weak ties
rather than strong links to only a few others, as
the coalitional strength of a new organization may
rest on infrequent, non-repetitive interactions with
many others rather than on frequent, well-
established interactions with a few close contacts.
Political models (e.g., De Swaan 1973) also sug-
gest that coalitions form incrementally, as
interconnected sets of interacting dyads. Put sim-
ply, coalitions form one party at a time. Also, once
a coalition is successful at achieving a critical
mass, continued growth becomes considerably
easier.

Being surreptitious during the coalition-
formation process can also be critical in the suc-
cess of an organizational coalition: keeping quiet
helps blunt the formation of an organized opposi-
tion, that is, counter-coalitions, which von Neu-
mann and Morgenstern’s (1947) classic, original
model assumed would be the parties’ natural reac-
tions to the formation of a coalition. Successful
coalitions tend to be fluid: forming quickly,
expanding, and then often bursting at the time of
decision and quickly disappearing (Murnighan
and Brass 1991).

Political models suggest that founders add sim-
ilar members to ensure their own centrality in the
final coalition (De Swaan 1973). This can reduce a
coalition’s flexibility when it comes to perfor-
mance, suggesting that new coalition partners
might be better selected when they can balance
each other’s ideologies on either side of a foun-
der’s ideological position. This can allow a coali-
tion to grow until it is just large enough to win,
while keeping the range of its ideologies at a
minimum and increasing the likelihood that its
final policy positions will most closely resemble
the founder’s. This kind of political strategy,
which may be well understood by astute organi-
zational tacticians, has not found its way into the
organizational literature.

Within organizations, executives who are
involved in many productive projects (i.e., orga-
nizational coalitions) are viewed as politically
powerful. A few organization members may be
in several dominant coalitions: they represent
Thompson’s (1967) concept of the inner circle, a
select few whose interconnectedness provides
them with considerable influence. These are the
parties who typically wield considerable
coalitional and political influences in
organizations.
See Also

▶Alliances
▶Bargaining Models
▶ Inter-firm Cooperation
▶Markets as Networks
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Ronald Coase’s work is centred around economic
organization and, more specifically, the compara-
tive costs of organizing in firms and markets. In
contrast to the prevailing notion of the firm as a
production function, he importantly conceptual-
ized firms and markets as▶ governance structures
characterized by authority- and price-based coor-
dination respectively. Yet there is another impor-
tant though under-appreciated element in his work
which focuses on the question of the distribution
of economic activity among firms, asking why an
activity is organized within one firm and not
another. Coase’s explanation emphasizes the
importance of the interrelatedness of a firm’s set
of activities. Both these issues are integral to stra-
tegic management. It has been almost 75 years
since Coase’s classic ‘The nature of the firm’
(NF) was first published in 1937. Coase also
published another classic, ‘The problem of social
cost’, in 1960, which was developed around a set
of principles akin to those in the 1937 article.
However, the former in particular has had a deep
influence on academic research in strategy,
because it was concerned with economic organi-
zation and the boundaries of the firm – a central
concern in corporate strategy research – whereas
the latter was more centrally concerned with the
law. I therefore focus primarily on the contribu-
tions of NF.

It is only in the past 25 years or so that the
enormous import of NF has been more fully real-
ized in strategic management, and even then argu-
ably insufficiently so. In the article, Coase
famously asked the deceptively simple question
‘Why are there firms?’ This was a marked depar-
ture from the then economic orthodoxy and pre-
vailing focus on applied price theory, which was
interested in the efficient functioning of markets
and which approached the firm as a production
function. Coase questioned this assumption and
proposed an alternative conceptualization of the
firm as a governance structure. He argued that,
whereas price movements direct and coordinate
production outside the firm, coordination within
the firm was accomplished not through prices but
through conscious direction by the ‘entrepreneur-
coordinator’.Within the firm, the employment con-
tract, by which employees agree to follow the
directions of the entrepreneur within agreed limits,
substitutes for the multiple contracts that character-
ize market relations and price-based coordination.
The firm and the market are therefore alternative
methods of coordinating production, ‘the distinc-
tive mark of the firm being the supersession of the
price mechanism’ (Coase 1937: 389).

Coase was perhaps ahead of his time with this
radical proposal, since it took a long time for his
ideas to take hold and be appreciated. In fact,
in his approach to economics and economic orga-
nization he was much closer to what is today
called strategic management than to the field of
economics itself. Perhaps his unconventional
background and training (going by the standards
of economics at the time) enabled him to approach
the phenomenon in the manner that he did. As he
himself mentions, in his early years he was more
interested in history and science, but, unable to
pursue the former and discovering a distaste for
mathematics on commencing the latter, he ended
up studying commerce (business administration

https://doi.org/10.1057/978-1-137-00772-8_737
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in today’s parlance) by default at the London
School of Economics, where he took a wide
variety of courses but little economics per
se. Towards the end of his studies, simultaneously
unconvinced and stimulated by the lack of theoret-
ical explanation on the topic, he became interested
in the different ways in which industries were orga-
nized, and spent much of his final year visiting
businesses and industrial plants in the US, where
he was on scholarship. Thus, his ideas were shaped
first through broad academic study and second, but
equally importantly, through a deep interest in
issues relevant to business and extensive interac-
tions with businessmen. This is what makes his
work so significant and relevant to business and
strategic management scholars.

In NF, by asking why there are firms, he specif-
ically linked organizationwith cost and put forward
the argument that ‘the most obvious cost of “orga-
nizing” production through the price mechanism is
that of discovering what the relevant prices are’
(Coase 1937: 390). Although his primary focus
was on why firms exist, for theoretical complete-
ness he also asked the corollary: ‘Why is all pro-
duction not carried out by one big firm?’ This he
attributed to costs associated with ‘diminishing
returns to management’ of a firm. Therefore, to be
more precise, his key focus was not on just cost per
se but, more specifically, on the comparative costs
of organizing across different governance struc-
tures. In a series of reflective essays celebrating
the 50th anniversary of NF, he reiterated his view
that the gains in internal organization come from a
reduction in transaction costs (Coase 1988b: 32),
where ‘whether a transaction would be organized
within the firm (integration) or carried out on the
market by independent contractors depended on a
comparison of the costs’ (Coase 1988a: 17). A few
decades after the original article, Williamson
(1975, 1985) fleshed out Coase’s argument more
fully through a detailed comparative assessment of
alternative governance structures – specifically
markets and hierarchies – now known as ▶ trans-
action cost economics.

However, Coase’s contribution to strategic man-
agement goes much further than this. What he actu-
ally postulated is that ‘at the margin the costs of
organizingwithin the firmwill be equal either to the
costs of organizing in another firm or to the costs
involved in leaving the transaction to be organized
by the pricemechanism’ (Coase 1937: 30; emphasis
added). The transaction cost approach, as popular-
ized by Williamson and his adherents, focuses only
on the second part of the comparison – vis-à-vis the
price mechanism of the market – ignoring the costs
of organizing within another firm.

Quite clearly, this other and more neglected
comparison is deserving of further attention. The
comparison effectively amounts to why an activ-
ity is organized within one firm and not another,
which appears to be the very basis of the
▶ resource based view of the firm, arguably the
theory with the most impact today in the strategic
management discipline. In this sense, the field of
strategic management owes a greater intellectual
debt than has been fully recognized to Coase’s
original paper and, as I point out below, his sub-
sequent reflections.

Moreover, in additionally raising and
addressing the question of why all economic
activity is not organized within one large firm,
Coase stated that, at a certain point:

[T]he entrepreneur fails to place the factors of pro-
duction in the uses where their value is greatest, that
is, fails to make the best use of the factors of
production. Again, a point must be reached where
the loss through the waste of resources is equal to
the marketing costs of the exchange transaction in
the open market or to the loss if the transaction was
organized by another entrepreneur . . . It would
appear that the costs of organizing and the losses
through mistakes will increase with an increase in
. . . the dissimilarity of the transactions. (Coase
1937: 394, 397; emphasis added)

Once again, the emphasis is on the three-way
comparison with the market as well as another
firm. Additionally, the argument anticipates the
resource-based argument of a firm not straying
away from its basic area of competence since it
would then be rendered uncompetitive. Coase’s
argument above has direct implications for diver-
sification, acquisition and other such issues
related to firm boundaries that are central to the
strategic management discipline.

In reflecting on NF 50 years after it was
published, Coase acknowledged in hindsight that
the way he presented his original argument had
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weaknesses, as a result of which ‘a good deal of
what is said on the subject seems to be wide off the
mark’ (Coase 1988c: 36). He notably mentions
that what he meant by entrepreneur is ‘the hierar-
chy in a business which directs resources’ (Coase
1988b: 31) but the way he elaborated it led to
undue attention instead on the employer–-
employee relationship. He adds:

For the purpose in Nature of the firm, i.e. why there
are firms, my exposition was adequate. But if one
is concerned with the further development of the
analysis of the firm’s activities, the way in which
I presented my ideas has, I believe, led to or
encouraged an undue emphasis on the role of the
firm as a purchaser of the services of factors of
production and on the choice of the contractual
arrangements which it makes with them. As a
consequence of this concentration on the firm as
a purchaser of the inputs it uses, economists have
tended to neglect the main activity of a firm, run-
ning a business. And this has tended to submerge
what is to me the key idea in ‘The Nature of the
Firm’: the comparison of the costs of coordinating
the activities of factors of production within the
firm with the costs of bringing about the same
result by market transactions or by means of oper-
ations undertaken within some other firm. (Coase
1988c: 38, emphasis added)

Two issues are worth noting. First, if the piv-
otal issue is not just cost but instead the compar-
ative costs of bringing about the same result, then
Coase’s emphasis on cost is ‘logically equivalent
to resource-based theorists’ arguments on com-
petitive advantage in that such advantage is the
logical outcome of a superior cost position
(of bringing about the same result)’ (Madhok
2002: 539). Second, as he himself mentioned in
NF, given that the majority of economic activity is
carried out by firms, the market for the most part is
an abstract representation of other firms. Simon
(1991) concurs and terms this as the organiza-
tional economy. To underscore this point, Coase
elaborated that what he meant in his original paper
was that ‘what emerges from this interfirm com-
petition . . . is a situation in which, apart from the
purchase of the services of factors of production
and retail trade, most market transactions will be
interfirm exchanges’ (Coase 1988c: 40).

Ifmarket exchangemostly amounts to exchange
between firms, then the division of labour between
the firm and themarket actually reflects the division
of labour between firms. Putting it differently, it has
to do with the distribution of economic activity
between firms. Importantly, the resource-based
view of the firm is fundamentally concerned with
the very same issue, even if framed differently in
terms of performance differences across firms
(Madhok 2002). Thus, although both the research
traditions on comparative governance (i.e., trans-
action cost economics) and competitive advan-
tage (i.e., the resource-based view and related
perspectives) have largely tended to go their sep-
arate ways, one can see that they are interrelated
at an underlying level and, though not explicitly
recognized, both share an intellectual heritage
originating in Coase’s work.

In a general sense, Coase was more interested in
understanding better the institutional structure of
production as a whole. In later seeking to counter
what he considered a overly narrow focus on trans-
action costs, he asserted that ‘the dominant factor
determining the institutional structure of produc-
tion will in general no longer be transaction costs
but the relative costs of different firms in organiz-
ing particular activities . . . for which it is necessary
to uncover the reasons why the cost of organizing
particular activities differs among firms’ (Coase
1990: 11). However, the kernel of the idea under-
lying interfirm comparison was incipient in NF, on
which he expanded subsequently, stating that:

[T]he costs of organizing an activity within any
given firm depends on what other activities it is
engaged in. A given set of activities will facilitate
the carrying out of some activities but hinder the
performance of others. It is these relationships
which undermine the actual organization of produc-
tion. (Coase 1972: 64)

Once again, two issues are worth noting. First
and foremost, the argument shifts the lens on to
firms themselves rather than the comparative
assessment of firms and markets. In this respect,
if the main activity of firms is running a business
(rather than deliberating upon why they exist),
then this becomes very relevant to scholars and
students of strategic management, since running a
business successfully is precisely what they are
concerned about.

Second, capability considerations are shown to
significantly influence boundary decisions. In NF,
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by stating that an entrepreneur (firm) can fail
to place factors of production to best use, resulting
in possible losses through both higher organization
costs as well as mistakes, Coase initially
introduced – though only limitedly so – the idea
of limits to the scope of firms arising from limits to
their capabilities relative to other entrepreneurs.
His subsequent elaboration underscores that the
difference between firms which can undertake a
particular activity at the lowest cost relative to
others is largely dependent on other activities
undertaken by them. This anticipates the argument
of path-dependence that underpins much of the
capabilities perspective in strategic management,
which views the firm as a bundle of resources and
capabilities where individual skills, organization
and technology are inextricably woven together
over time through dynamic and interactive firm-
specific processes (Nelson and Winter 1982).

Since Coase’s primary focus in NF was on
cost, in particular comparative costs of alternate
governance structures, he considered it sufficient
to merely introduce the argument of limits to
firms’ scope but did not develop it further. In
actuality, as we can see from the above, the argu-
ment implicitly shifts the focus away from just
cost to firms’ skills, capabilities and knowledge.
In a somewhat neglected paper, Richardson
(1972: 888) emphasized this very issue and
claimed that ‘we cannot construct an adequate
theory of industrial organization and in particular
to answer our question about the division of labor
between firm and market unless the elements of
organization, knowledge, experience, and skill are
brought back to the foreground of our vision’.

Besides cost, this also emphasizes productivity
benefits tied to skills and knowledge. Similarly,
Chandler, a noted historian of industry, argues that
‘an understanding of the changing boundaries of
the firm required an awareness of the specific
capabilities of the firm’ (Chandler 1992: 89).

Judging by Coase’s reflections, as a result of its
very focus, strategic management research is on a
promising path that addresses important issues
necessary for more completely understanding the
institutional structure of production. Besides
being a governance structure, each firm is, as
Demsetz put it:
a bundle of commitments to technology, personnel
and methods, all contained and constrained by an
insulating layer of information that is specific to the
firm, and this bundle cannot be altered or imitated
easily or quickly. The components of this bundle
that are emphasized by TC are important, but not
exclusively so. (Demsetz 1988: 148)

It is due to this bundle that one firm is able to
deliver a certain outcome more cost-effectively
than another.

In a sense, strategic management scholars have
been approaching the question of the organization
of economic activity from the opposite angle to
transaction cost economics scholars. Whereas the
latter begin from the default of the market and argue
that transactions are organized within firms when
markets fail, strategic management scholars begin
from firm success wherein a transaction is not orga-
nized by a given firm when the firm ‘fails’, in the
sense of securing competitive advantage. These
two, respectively, relate to the questions of:
(a) why an activity is organized within firms and
not purchased through the market, and (b) why
particular economic activities are organized within
different firms. Yet both these sets of arguments are
based on Coase’s monumental work(s).
Coase’s Dream

In fact, as work in the area progresses, the very
notion of a firm is evolving. A firm is many (and
all) things – a legal entity, an administrative entity,
a bundle of resources (and capabilities and
knowledge) – all of which, generally speaking,
enable it to transform inputs into outputs in the
form of goods and services. However, different
conceptualizations of the firm enable scholars to
understand it through different lenses. Scholars
such as Ghoshal and Moran (1996) even argue
that firms are distinct institutions governed by
distinct principles and mechanisms that have
nothing to do with the market-hierarchy contin-
uum, which they criticize as restricting our under-
standing of firms. The essential point is that,
through collective efforts, scholars may be able
to attain a more complete theoretical understand-
ing of what a firm is and what it does (and how).
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Coase recently celebrated his 100th birthday.
In his reflections a half-century after the original
article, he mentioned:

My dream is to construct a theory which will enable
us to analyze the determinants of the institutional
structure of production. In NF, the job was only half
done – it explained why there were firms but not
how the functions which are performed by firms are
divided up among them. My dream is to help com-
plete what I started some fifty-five years ago and to
take part in the development of such a comprehen-
sive theory. (Coase, 1988c: 47)

He dreamt this almost a quarter of a century ago.
With ongoing interest in Coase’s work, and with
recent developments in strategic management
scholarship, I anticipate that strategy and econom-
ics scholars together will bewell positioned to fulfil
Coase’s dream within the next quarter-century.
See Also
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Abstract
A cognitive perspective on strategy suggests
that managers’ interpretations of the environ-
ment shape strategic choices and, therefore,
organizational action. This perspective has
developed over the past 25 years through var-
ious phases, first establishing cognition as a
legitimate factor in strategic management
(alongside the traditional explanations of
capabilities and incentives), second elucidat-
ing the causal relationship between cognition
and strategic outcomes, and, recently, devel-
oping more complex models of the dynamic
relationships between cognition, capabilities
and incentives. The latest work expands from
the firm level of analysis down to the psycho-
logical foundations of strategy and up to the
impact of interpretive processes at the field
level.

Definition A cognitive perspective on strategy
suggests that managers’ interpretations of the
environment shape strategic choices and, there-
fore, organizational action.
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A cognitive perspective on strategy suggests that
managers’ interpretations of the environment shape
strategic choices and, therefore, organizational
action. The premise is that interpretive processes
at individual, group, organizational and field levels
influence strategic outcomes. The interpretive pro-
cess involves noticing or attending to signals from
the environment, interpreting or making sense of
that information, and then making choices and
taking action based on those interpretations. This
short entry, providing a summary of the field and
its development, is drawn in part from a longer
treatment of cognition and strategy in Kaplan
(2011). A more detailed appraisal and a long list
of relevant citations to work in the area are pro-
vided there.
Origins and ‘proof of concept’

Research on cognition and strategy emerged in the
1980s. Scholars have developed this line of think-
ing for two reasons. First, in attempting to under-
stand the match between the organization and its
environment, the cognitive perspective suggests
that the environment is not purely exogenous and
therefore organizations’ responses to the environ-
ment are mediated by the interpretations of that
environment made by managers. While the under-
lying attribution for the necessity of interpretation
differs – some (behaviouralists) attributing it to
the cognitive limits of managers who therefore
have to use simplifying heuristics, and others
suggesting that it is the inherent (Knightian)
uncertainty of the environment that requires man-
agers to make interpretations of the unknown – the
effect is to endogenize the environment. Cogni-
tive frames are the means by which managers
make sense of the environment, and such
▶ sensemaking shapes strategic choice and
action. Second, the cognitive perspective brings
attention to the actions of managers in the field of
strategic management that has tended to privilege
firm-level position and situation. The cognitive
approach suggests that structural features do not
determine outcomes but rather that organizations
only ‘act’ through the choices and actions of man-
agers within them. These two moves can be seen
as a reaction to the rational actor model of utility
maximization in explaining strategic choice.

‘Cognition’ should be seen as an umbrella term
underneath which lies many different concepts
developed over time. Walsh (1995) and Kaplan
(2011) catalogue nearly 100 terms, including atten-
tion, frames, mental models, ▶dominant logic,
world view, cognitive maps, information processing
and so on. Their use depends on what aspect of the
interpretive process is the focus of study and the
theoretical tradition on which the authors draw.

The first phase of the development of the field
was aimed at creating legitimacy for the line of
inquiry and establishing the existence of shared
cognitive frames (‘proof of concept’). To do so,
scholars developed useful measures of cognitive
constructs and demonstrated their presence in mul-
tiple empirical settings (these approaches werewell
represented in Huff’s 1990 edited volume). One
important focus was on identifying cognitive stra-
tegic groups in an industry and developing a
socially constructed view of rivalry among firms.
This approach reversed the causality proposed by
economists in suggesting that inter-firmmonitoring
creates the structure of competition rather than
results from competition. Other studies examined
different features of the environment from percep-
tions of industry changes to evaluations of external
instability and munificence. Some scholars were
concerned with measuring the degree of accuracy
or the direction of bias of the frames, while others
were focused on understanding the sources of inter-
pretations and how they shape organizational out-
comes. Methodologically, scholars mainly used
interviews and surveys to develop the cognitive
maps of managers and evaluated these data in
cross-sectional analyses.
More Recent Developments and Future
Research

Once scholars established the proof of concept,
interest grew in connecting cognitive frames to
strategic outcomes. Doing so implied longitudinal
analyses using consistent measures of cognitive
constructs over time and across firms. This require-
ment tested the limits of interviews and surveys as
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sources of data, and thus scholars turned to texts
such as the letters to shareholders in company
annual reports that eliminate the retrospective
reconstruction that can accompany surveys and
interviews. Such studies have demonstrated that
different interpretations of the environment are
associated with different subsequent strategic
choices. Later studies ruled out reverse causality
(in which prior events might only have been
noticed later by senior managers and reported ret-
rospectively in the annual reports) and controlled
for the important alternative explanations of orga-
nizational capabilities and incentives proposed in
the strategic management literature.

The next phase brought both case study and
large-sample analyses exploring the relationship
of cognition, capabilities and incentives. These
studies have shown, for example, that organiza-
tional response to changes in the environment
may be impeded by inertial cognitive frames
even if organizational capabilities and incentives
are aligned to take advantage of the opportunity.
Conversely, shifts in managerial attention can
overcome gaps in capabilities and incentives, or
facilitate the later development of organizational
factors required for action. In-depth studies inside
organizations began to explore the processes
underlying these effects. These studies moved
away from static representations of cognition in
which actors are depicted as constrained by rigid
mental models and, instead, showed strategy-
making as a dynamic, purposive and politically
charged process of meaning construction. These
analyses demonstrated that interpretation is both
an individual and a social process, and that indi-
viduals need social interaction in order to under-
stand and interpret their environments, while at
the same time using these social interactions to
shape the interpretations of others. From this per-
spective, making strategy can be comprehended
as a product of contests over which a cognitive
frame should guide the understanding of an
ambiguous environment.

Future research in cognition and strategy could
focus profitably on three emerging research areas.
The first is to understand how collective frames
and categories emerge, both inside organizations
and at the field level (where they are negotiated
between producers, users and institutional actors).
The second is to examine the reciprocal dynamics
between cognition and materiality, that is, how
new products or technologies might be seeds for
new categories or how actions to create collective
frames might enable the creation of new markets
and systems of exchange. The third is to make
links to the burgeoning research in behaviouralist
and psychological foundations of strategy, which
has, to date, developed somewhat independently
from the cognitive tradition.
See Also
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Abstract
A cognitive perspective on technical change
suggests that actors’ interpretations of a tech-
nology shape their choices and actions about it
and, as a result, influence the technology’s
trajectory. Applying a cognitive perspective
to the technology cycles suggests that diverse
technological frames are a source of variation
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in the era of ferment, that framing activities
help drive the achievement of a dominant
design when one emerges, and that the
intertwining of the technological frames with
the industry and organizational architectures in
the mature phase can explain why transitions to
new technologies are difficult.

Definition A cognitive perspective on technical
change suggests that actors’ interpretations of a
technology shape their choices and actions about
it and, as a result, influence the technology’s
trajectory.

Evolutionary models of technical change invoke a
lifecycle metaphor to describe technical change.
The basic model posits that an era of ferment
characterized by high levels of technical variation
follows a technological discontinuity. Next, selec-
tion among competing technologies leads to the
retention of a ▶ dominant design – a set of tech-
nologies and associated problem-solving heuristics
embodied in a particular product design. Conver-
gence on a dominant design is followed by a
mature phase of incremental progress that is ulti-
mately disrupted by another technological discon-
tinuity as the cycle repeats itself. Research over
many decades has addressed critical research ques-
tions at each phase: Where does technical variation
originate? Does a dominant design emerge, and if
so, when, and which design becomes dominant?
What drives the rate and direction of technical
change during the mature phase? When does a
technological discontinuity occur? For the most
part, the answers have come from economic or
organizational perspectives, and cognitive explana-
tions have only recently begun to take hold.

A cognitive perspective on technical change
suggests that actors’ interpretations of a technol-
ogy shape their choices and actions about adop-
tion, investment and development, and, as a result,
influence the technology’s trajectory. Scholars in
this stream of research argue that cognition is
essential to understanding technical change
because technologies are inherently unpredictable
and equivocal. As a result, the interpretations
made by various actors – be they producers,
users or industry institutions – mediate their
choices and actions, and these choices (such as
whether to invest in or adopt one variant or
another) shape the nature of the technology and
its trajectory. This short article is drawn in part
from a longer treatment of cognition and technical
change in Kaplan and Tripsas (2008) that provides
a more detailed appraisal and a longer list of
relevant citations to work in the area.
Technological Frames and Technical
Change

In research on managerial cognition, a plethora of
terms have been used to characterize the interpre-
tations actors make: Walsh (1995) and Kaplan
(2011) catalogue nearly 100 different terms used
in the field. In the context of understanding tech-
nical change, one term that has come to the fore is
‘technological frame’, which Orlikowski and
Gash (1994) say shapes how actors categorize a
technology, identify specific applications and
anticipate the consequences of use.

‘Technological frame’ is a multi-level construct
that operates at the individual and collective levels.
Because various collective actors such as firms,
institutions and user groups have an impact on
technical change, it is sometimes useful to treat
these actors as ‘cognizers’ who ‘think’ and ‘act’
on their own. However, a cognitive perspective on
technical change assumes that the frames of each
organization are the product of interactions of indi-
viduals and groups within the organization, each of
whom have their own frames (Porac et al. 2001).
Collective technological frames may also exist at
the industry or field level of analysis in what are
sometimes called ‘industry recipes’ (Spender 1989)
or ‘field frames’ (Lounsbury et al. 2003).

Actors’ technological frames are the encoding
of the prior histories of the individuals and the
organizations within which they operate. Individ-
uals are trained in different fields (e.g., engineer-
ing, or chemistry or business) and work in
different functional areas (e.g., R&D, marketing,
finance). In addition, the common experiences of
members create a shared understanding of tech-
nology that will be unique to the organization
given its distinctive history. Even start-up firms
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with no prior organizational history have founders
whose unique backgrounds become imprinted in
the firm and inform its technological frame. Fur-
ther, an organizational actor’s external affiliations
(with industry associations, customers, competitive
groups, user groups etc.) provide a flow of certain
kinds of information and ideas. Thus, actors’ mul-
tiple histories lead to knowledge accumulations
that are the source of their technological frames.

To understand the evolution of technology, one
must pay attention to the technological frames of
multiple sets of actors. Scholars have highlighted
the independent roles of producers, users and
institutional actors, though only rarely taking
into account the ways that their interpretations
shape their actions. While this field of study is
still emerging, research has shown that, for pro-
ducers, only if managers notice a new technology
(Kaplan 2008) or perceive it as a threat (Gilbert
2006) will their organizations respond. Further,
the beliefs that scientists and managers hold
about what will be technically feasible (Garud
and Rappa 1994), what business models are
required for new technologies (Tripsas and
Gavetti 2000) and what solutions will create
value (Kaplan and Murray 2010) influence
which technologies get developed. Research on
users has shown that they impose their assump-
tions about familiar technologies on new products
and use them accordingly (Orlikowski and Gash
1994), and that discontinuities in users’ prefer-
ences can trigger ▶ technological change
(Tripsas 2008). Some studies have shown how
producers, users and institutional actors interact
in shaping new technological frames, in particular
how new categories are negotiated through the
media (Rosa and Porac 2002; Kennedy 2008)
and how markets are constructed by generating a
collective frame about what a new business would
be (Weber et al. 2008).

Thus, the underpinnings of a cognitive model
of technical change are the technological frames
of multiple sets of actors and the interpretive
processes that connect these frames to action.
Yet a cognitive perspective on technical change
is not wholly socially constructionist in the sense
that it does not make the claim that interpretations
construct the technology. Rather, the view is that
the interpretations of actors shape and are shaped
by technologies indirectly through a recursive
process associated with the choices and actions
of these actors in the field. Kaplan and Tripsas
(2008) have proposed a model for these dynamics
(see Fig. 1).

This model focuses on the reciprocal and
mutually constituting dynamics among three
components: actors’ technological frames and
interpretive processes, field-level collective tech-
nological frames and the technology itself. The
technology trajectory is only indirectly shaped by
the collective technological frame (arrow e). The
underlying mechanisms are associated with the
ways that the technological frames of the multiple
actors in the field are developed and how they
choose to act in relation to the technology. First,
the various actors in the field are likely to have
different frames, and through their interactions
they produce a collective frame (a). At the same
time, existing collective frames in the field will be
inputs to individual actors’ frames (b). These
actors will then make choices about whether to
invest in or develop a technology (if they are pro-
ducers), whether to support or regulate certain
technologies (if they are institutional actors), or
whether to adopt or adapt a technology (if they are
users) (c). These choices are shaped by actors’
own technological frames but are not wholly
unconstrained. The technology as it exists at the
moment, with its particular affordances, con-
strains and enables the frames that actors can
develop and the actions they can take (d). This is
a dynamic process. If a technology does not ulti-
mately meet the implied performance criteria in a
technological frame, then that incongruity will
lead actors to new understandings of what the
technology is and could do. Similarly, technology
evolution might enable users to discover new
applications for the technology, resulting in new
interpretations by other actors.
Applying a Cognitive Model
to the Technology Lifecycle

The era of ferment is empirically characterized by
a great deal of variation, but neither the
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organizations nor economics literatures has tradi-
tionally had much to say about the source of these
variations other than that they are stochastic tech-
nological breakthroughs, exogenous to the sys-
tem. A cognitive perspective can contribute to a
more robust theory of the sources and types of
variation that are produced by showing how the
diverse technological frames of various actors
produce these outcomes. In an era of ferment, no
collective or pre-established frames exist to help
make sense of the technology. In their absence,
actors draw on their prior frames or search for new
ones based on related industries or technologies,
categorizing new technologies based on their per-
ceived similarities with existing technologies and
applying performance criteria borrowed from
other frames (Greve and Taylor 2000). These
frames define the solution spaces that producers
use to focus their technology development efforts,
the kinds of uses that users identify for the new
technologies, and the standards established or
market definitions created by institutional actors
such as regulatory bodies or trade associations.
Because producers focus their efforts based on
resource allocation processes and because users
adopt or innovate based on their needs and pref-
erences, their technological frames shape which
technologies are introduced, developed and
adopted in the era of ferment. Producers with
similar technical capabilities but different techno-
logical frames are likely to develop different tech-
nologies. Users with different technological
frames are likely to implement the same technol-
ogy in different ways.

The questions for the next phase of the
lifecycle are whether a dominant design is
achieved and, if so, which technical variant
becomes dominant. Economists attribute the crys-
tallization of a dominant design to economies of
scale or increasing returns to scale resulting from
network externalities. Organizational scholars,
being informed by a stream of research on the
social construction of technology (SCOT), argue
that selection among technologies is adjudicated
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through competing social groups and coalitions.
While not explicitly excluding a cognitive expla-
nation, neither do organizational theorists typi-
cally call out the interpretive processes that
might be associated with the selection of a domi-
nant design.

The cognitive perspective on technical change
suggests that interactions among various actors
with different technological frames will determine
whether a dominant design emerges and which
one wins. These interactions may be passive, tak-
ing place in the form of market exchanges: pro-
ducers offer some technologies and not others, and
users adopt them or not, each gaining new infor-
mation in the exchange and updating how they
think about the technology. These interactions
may also be purposeful and even political. Pro-
ducers and users may interact in more formal
arrangements such as through joint experimenta-
tion and rapid prototyping (von Hippel 1986;
Garud and Karnoe 2003). Producers may attempt
to influence regulators and users through the
media and advertising (e.g., Lampel 2001; Pollock
and Rindova 2003). The press itself often seeks a
role in defining technology categories (Lounsbury
and Rao 2004; Kaplan and Radin 2011). Institu-
tions such as standards setting bodies and techni-
cal committees can be arenas in which various
actors come together to influence each other’s
interpretations and shape the collective frame that
emerges (Rosenkopf et al. 2001; Rosa and Porac
2002). These various forms of interaction facilitate
the emergence of a collective technological frame
that, if it is shared widely enough, can enable the
materialization of a dominant design. If a collec-
tive technological frame does not arise, then it is
unlikely that a dominant design will be possible.

In themature phase, technical change becomes
incremental as the dominant design is solidified.
Economists argue that the inertia in this phase is
driven by network externalities such that move-
ment to potentially more socially optimal solu-
tions is thwarted. Organizational scholars
attribute inertia to routines. Actors engage in
local search, constrained by organizational rou-
tines and problem-solving heuristics associated
with the dominant design. A cognitive perspective
does not contradict these economic and
organizational views. Instead, it suggests that a
dominant design embodies a collective frame
that is reproduced in day-to-day organizational
routines, usage patterns and preferences. The sys-
tem stabilizes as the capabilities, routines, incen-
tives and technological frames align with each
other in organizational and industry architectures
(Henderson and Clark 1990). Thus, in this phase,
technological frames matter, not distinctively, but
as an essential part of this self-reinforcing system.

Discontinuities break the inertial system by
introducing new technologies. Economists and
organizational scholars have mainly argued that
this occurs when an old technology reaches its
natural limits, but others have shown that a
technology’s performance limits are as cognitive
as they are technical (Henderson 1995). The cog-
nitive perspective suggests that the sources of
variation previously described in the era of fer-
ment are the forces that cause old technological
frames and technologies to lose their salience.
Startup firms are often said to be the source of
new technologies, and this is attributed to their
flexibility as small entities. From the cognitive
viewpoint, entrants – both de novo and de
alio – come up with variations because they see
the world through different frames. These new
technologies are often ignored by the incumbent
players in an industry, not only because of their
dependence on existing power and resource struc-
tures, but also because the existing technological
frame leads actors to perceive the new variant as
inferior because it does not match existing perfor-
mance criteria. Thus, technological discontinu-
ities are more likely to be introduced by industry
outsiders or peripheral actors who possess not
only different capabilities and incentives but also
different technological frames from those of
existing industry participants.

Thus, applying a cognitive perspective to the
▶ technology cycles suggests that diverse tech-
nological frames are a source of variation in the
era of ferment, that framing activities help drive
the achievement of a dominant design when one
emerges, and that the intertwining of the tech-
nological frames with the industry and organi-
zational architectures in the mature phase can
explain why transitions to new technologies are
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difficult. The latest trends in research in this field
have been to delve further into the era of fer-
ment, attempting to understand the emergence of
new technological frames (sometimes called
schemas or categories) and the sources of
discontinuities.
See Also
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Abstract
Cognitive dissonance theory has a long history
in psychology, but has been sparsely examined
in the economics literature. It can help answer
several questions of practical significance,
such as: what causes the formation of social
underclass (Oxoby R, Econ J 114:727–749,
2004)?When does preaching morality increase
immoral behaviour (Rabin M, J Econ Behav
Organ 23:177–194, 1994)? Should the govern-
ment regulate hazardous industries to ensure
worker safety (Akerlof G, Dickens W, Am
Econ Rev 72:307–319, 1982)? In this entry,
we provide an overview of Festinger’s original
formulation (1957), outline the subsequent
revisions to cognitive dissonance theory and
review the related economics literature.

Definition Cognitive dissonance is the unpleas-
ant feeling that arises from holding incompatible
cognitions in one’s mind. The dissonance can be
reduced by modifying the beliefs to be compatible
with the individual’s actions.
Festinger’s Formulation of Cognitive
Dissonance

According to Festinger (1957), individuals experi-
ence cognitive dissonance if they hold two or more
elements of knowledge that are inconsistent with
one another. The perceived incompatibility
between the cognitions causes a state of psycho-
logical unpleasantness andmotivates the individual
to reduce the resulting discomfort.

To understand Festinger’s original work, note
that in his experiment participants were first asked
to perform tasks that were counter to their per-
sonal preference. After participants performed the
counter-attitudinal task, they were requested to lie
about the desirability of the task to a fellow par-
ticipant in exchange for either a small financial
reward or a high financial reward. A common
finding in these experiments is that participants
in the high-reward condition attribute the reason
for lying to the financial reward. By contrast,
participants in the low-reward condition experi-
ence cognitive dissonance as the low financial
reward is not sufficient to justify their lying; they
reduce the dissonance by modifying their prefer-
ence for the task to be consistent with their action.
Advances in Cognitive Dissonance
Theory in the Last 40 Years

In the last 40 years the theory has been revised in
the light of the evidence gathered from the hun-
dreds of additional experiments on the phenome-
non. We next review the major refinements to the
original theory (see also Greenwald and Ronis
1978; Fischer et al. 2008).

Self-consistency. In Festinger’s formulation,
the mere inconsistency between two cognitions
is enough to motivate an individual to reduce
dissonance. Aronson (1969), however, shows
that dissonance arises only when there is incon-
sistency between an individual’s behaviour and
her self-concept. A review of the empirical evi-
dence on the significance of self-esteem for induc-
ing cognitive dissonance presents a mixed picture:
while high esteem is conducive to creating disso-
nance, low self-esteem might not dampen the
motivation to reduce dissonance (see Stone
2003, for a review).

Self-affirmation. Steele (1988) suggests that
individuals have an overall self-image and are
motivated to affirm the integrity of this self-
image. Consequently, when two self-relevant cog-
nitions are inconsistent an individual is motivated
to affirm the integrity of the self by maintaining a
perception of moral and adaptive adequacy (see
Sherman and Cohen 2006, for a review).

Self-standards. Stone and Cooper (2003)
advance the idea that self is a multi-dimensional
construct, and, as such, inconsistency in self-
relevant cognitions will induce dissonance,
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depending on the accessibility of the different
aspects of self.

Aversive consequences. Cooper and Fazio
(1984) posit that inconsistency between cogni-
tions will lead to dissonance when an individual
feels responsible for producing a negative conse-
quence. While having an aversive consequence
can help induce cognitive dissonance, subsequent
research shows that aversive consequence is not
necessary to evoke dissonance (Harmon-Jones
2000).

Action-based model. Cognitive inconsistency
evokes an aversive psychological state that could
interfere with effective and unconflicted action
(Beckman and Irle 1985). By reducing dissonance
an individual can engage in unconflicted action.
At times, however, dissonance reduction could
lead to prolonged commitment to a harmful
course of action (see Harmon-Jones et al. 2010,
for a review).

In sum, cognitive inconsistency motivates an
individual to reduce the resulting dissonance.
Although self-consistency, self-affirmation, self-
standard and aversive consequences accentuate
cognitive dissonance, an individual can experi-
ence dissonance even in circumstances where
such factors are weak. Furthermore, although the
cognitive dissonance following a decision distorts
an individual’s beliefs, it helps the individual to
adapt to the decision and engage in unconflicted
action.
Economic Analysis of Cognitive
Dissonance

To facilitate the economic analysis of cognitive
dissonance, it is essential to define the premises of
the theory and translate them into a tractable for-
mulation. Here we discuss three different formu-
lations of cognitive dissonance.

Intra-person formulation of cognitive disso-
nance. Akerlof and Dickens’ (1982) formulation
rests on three premises: (1) individuals have pref-
erences over states of the world and also over their
beliefs about the states of the world; (2) individ-
uals can manipulate their own beliefs by selecting
sources of information likely to confirm their
desired belief; and (3) beliefs, once chosen, persist
over time. Based on these premises, they propose
a two-period model to explain how cognitive dis-
sonance affects the behaviour of workers in a
hazardous industry. In the first period, workers
make a choice between pursuing a safe job and
working in a hazardous job. Those individuals
who choose to work in the hazardous industry
face the prospect of an accident as no safety
equipment is available. Given their choice in the
first period, workers in the hazardous industry
reduce their cognitive dissonance by believing
that their job is safe, provided the cost of making
a wrong decision is not too high. In the second
period, even when cost-effective safety equip-
ment is available, workers in the hazardous indus-
try do not buy it as they have come to believe that
their job is safe. In this context, legislation can
force workers to purchase the safety equipment
and thereby attain a Pareto-superior outcome.

To appreciate the modelling of cognitive dis-
sonance, let the probability of accident in the
hazardous industry be q, with the cost of an acci-
dent being ca. Although safety equipment is not
available in the first period, a worker in the haz-
ardous industry can purchase the equipment in the
second period at a cost cs and thereby eliminate
any chance of an accident. The cost cs is such that
qca > cs. Each worker in the hazardous industry
is afraid of the likelihood of accident and this fear
constitutes the non-monetary cost of working in
the hazardous industry. Let this non-monetary
cost be given by cff, where cf is the unit cost of
fear and f is the level of fear. The level of fear, in
turn, is related to both the objective and the per-
ceived probability of accident in the hazardous
industry. Specifically, f ¼ q�

q where 0 � q* � q

is the perceived probability of accident and is
malleable to subjective distortion. Considering
both the monetary and the non-monetary costs, a
worker in the hazardous industry will buy the
safety equipment in the second period only if
q � ca þ q�

q cf > cs. This implies that a worker in

the hazardous industry should buy the safety
equipment in the second period if q� > qcs

qcaþcf
.

Recall that the perceived probability of an acci-
dent is malleable for distortion, and thus q* is



Cognitive Dissonance 277

C

a decision variable. If so, what should be the
optimal level of q* for workers buying the
safety equipment and for those not purchasing
the safety equipment? A worker not purchasing
the equipment will choose q* = 0 to make her
belief about the possibility of an accident con-
sistent with her action and thereby reduce cog-
nitive dissonance. A worker who buys the
safety equipment in the second period could
also end up distorting her belief but to a
much lesser extent. In an attempt to maximize
the monetary and non-monetary benefits of buy-
ing the safety equipment in the second period,
this person will reduce the perceived probability
of an accident to q� ¼ qcs

qcaþcf
so that it is

justifiable to purchase the equipment in the
second period and yet keep the fear of accident
in the first period low.

Akerlof and Dickens’ formulation is consistent
with the notion of self-affirmation, in that a
worker is changing her belief to reaffirm that she
had made a smart choice by opting to work in the
hazardous industry. Clearly, working in the haz-
ardous industry has aversive consequences and
the worker is responsible for the choice. One can
also argue that by reducing the perceived proba-
bility of accident to zero an individual could focus
on her work without any psychological conflict.
Next we discuss two formulations that allow cog-
nitive dissonance, which is essentially an intra-
person phenomenon, to be tempered by inter-
person and inter-group factors.

Inter-person model of cognitive dissonance.
Rabin (1994) advances a formulation that is better
equipped to study social phenomena. Specifically,
dissonance is induced by the gap between one’s
action and one’s perception about the socially
acceptable norm, which is endogenous to the
model. An individual can distort her perception
of the objective social norm to reduce dissonance,
but doing so comes at a cost. The cost of holding
perceptions divergent from the objective social
norm increases as the gap increases. Also, the
higher the society’s average acceptable norm, the
lower both the absolute and marginal cost of con-
vincing oneself that an activity is moral. In equi-
librium, the perceived social norm is equal to the
society’s average belief. Using this simple
formulation, Rabin establishes a counter-intuitive
result: increasing people’s distaste for immoral
activities will actually increase the level of
immoral activities. The intuition for this result is
that when the distaste for immoral activity
increases, an individual could either reduce the
level of immoral activity or, alternatively, con-
vince herself that the activity is less immoral.
Now if everybody believes that an activity is
morally more defensible, the socially acceptable
level of the immoral activity increases, meaning
that it becomes more permissible for each indi-
vidual to actually engage in the immoral activ-
ity. This indirect effect means that we could
actually see a higher level of immoral activity.
This perverse effect could not occur with an
isolated individual, but only when members of
a society learn about and care about each other’s
beliefs.

Inter-group model of cognitive dissonance.
Building on Rabin’s work, Oxoby (2004) pro-
poses a formulation that views cognitive disso-
nance as an intergroup phenomenon. Consider a
setting where individuals care about their relative
position, but can choose the dimension on which
their position is measured. In this setting, Oxoby
shows how cognitive dissonance could lead to the
formation of an underclass in a society. In princi-
ple, as status is assigned to individuals based on
their ability to consume at an above-average rate,
one would expect all individuals to exert greater
effort. Yet we observe an underclass whose mem-
bers do not care about the consumption-based
social rank. Why is this so? Oxoby explains that
when individuals fail in their efforts to attain high
social status, they experience dissonance between
their desire and the reality. Such individuals
change their beliefs about what constitutes status.
For example, instead of engaging in above-
average consumption, they might choose to
enjoy above-average leisure and view leisure
consumption as the measure of true status. This
facilitates the formation of a social underclass
whose beliefs and habits are different from the
mainstream. Note that Oxoby’s formulation is
consistent with the earlier cognitive dissonance
literature based on self-consistency, self-
affirmation and self-standard.
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In sum, the psychology literature informs us
about the different factors that moderate the mag-
nitude of cognitive dissonance. Building on the
extant economic models of cognitive dissonance,
future work can explore how these psychological
factors shape the functioning of competitive
markets.
See Also
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▶Cognition and Strategy
▶Nash Equilibrium
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Definition Collaborative innovation is a
dynamic capability of entities for sensing, seizing
and managing new levels of socioeconomic trans-
formation, based on opportunity sharing within
and between multidisciplinary, multi-sector, mul-
ticultural researchers, practitioners and
policymakers, in order to realize open innovations
more effectively and efficiently.

Exploiting routine collaborations based on divi-
sion of labour or comparative advantage is funda-
mental to socio-economic evolution. In contrast,
collaborative innovation is a dynamic capability
(Teece et al. 1997) of entities exploring necessary
modes of socio-economic transformation and
evolution. As a result of collaborative innovation,
people work together more synergistically, collab-
orate outside their ‘silos’, become invigorated and
gain a deeper, more common, understanding of
shared▶ value. As a result, new but unpredictable
ideas, solutions and opportunities are generated,
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speed is improved significantly and desired out-
comes are reached more frequently.

Collaborative innovation is about how peo-
ple with collective vision interact with each
other, how they offer ideas and intuitive think-
ing and how they share knowledge and experi-
ence for a common goal. It is a value
co-creation process that not only results in a
desired outcome for all collaborators but simul-
taneously co-elevates the capabilities of enti-
ties. In its simplest form, this can be about
recursive interaction of co-creativity, informa-
tion and knowledge sharing, and mutual learn-
ing between two or more people working
together towards a common goal of generating
new sources of growth or wealth in an organi-
zation (Donofrio et al. 2010). On a larger scale,
this can be about many people and entities
interacting (e.g., professionals, citizens, busi-
nesses, educational institutions, nations),
forming global networks, defining open stan-
dards to reduce transaction costs, and continu-
ously benefiting from finding new business
models to collaborate and improve each other’s
capabilities.

In the 1990s, several researchers emphasized
the collaborative aspect of innovation processes,
which goes beyond the organizational boundary
of the firm and involves the formation of alli-
ances, cooperation and collective arrangements
between several actors (Akrich et al. 1988; Free-
man and Soete 1997; Freeman 1991). Most for-
mally, Chesbrough (2003) introduced an ‘open
innovation’ approach as a way of breaking out of
‘silos’ and breaking through boundaries to
achieve collaborative innovation. The open inno-
vation approach has been adopted by informa-
tion technology companies as a strategy to
combine internal and external sources of ideas
as well as internal and external channels to mar-
ket in order to advance their technological
platforms.

Historically, technical and organizational bar-
riers frequently made higher levels of collabora-
tion difficult. Today, new management
approaches and emerging information communi-
cation technologies (ICTs) overcome some of
these barriers.
To foster innovation, organizations need to
develop semi-structured procedures and places
where they can come together, work creatively,
search data and share information (Nambisan
2009). For example, in manufacturing,
computer-aided-design (CAD) and computer-
aided engineering (CAE) tools, and project
scheduling programmes support structured
collaboration (Swink 2006). The reason we
called these ‘semi-structured’ procedures is
because unstructured collaboration promotes
creativity, while structured collaboration pro-
motes efficiency.

Even some ICT solutions have started to over-
come barriers associated with distance (most par-
ticipants can be geographically dispersed), access
to information and resources, lack of institutional
memory and awareness. There are still barriers
with individual and organizational behaviours
(i.e., sense of direction, goal sharing and align-
ment, commitment, opportunism, trust, compe-
tence, capability building, division of power,
culture and communication).

The best companies recognize that collabora-
tive innovation is one of the most powerful means
of creating new ideas that impact on revenues as
well as expenses. Successful collaborative inno-
vation requires a non-adversarial mind-set, a
multi-level and multifunctional organizational
approach, the ability to learn to speak ‘another
language’, new metrics and the willingness to
share intellectual property. First, organizations
need to clearly formulate their internal collabora-
tive innovation strategy before starting to collab-
orate with external parties.

CEOs, government officials, academics and
community leaders around the world are all
counting on ‘innovation’ to be the fundamental
driver of economic opportunity, job creation,
business competitiveness and advances in educa-
tion, health care and a vast range of other disci-
plines. Investing in innovation, they say, is the
surest way to survive and thrive in today’s com-
plex, connected world. For collaborative innova-
tion to become part of our collective DNA, we
must accept the notion that the surest way to make
progress and solve problems is to tap into the
collective knowledge of the team. Networked
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enterprises are the future. No individual enter-
prise, however large and talented, can afford to
go it alone in today’s highly competitive, globally
integrated marketplace.

For entities (e.g., companies, governments
and educational institutions), the choice is either
innovation or commoditization. Most important,
collaborative innovation today should be about
new growth opportunities in both economic
and societal activity. Seizing the opportunities
demands unique foresight and capability. As
collaborative innovation takes hold, the avail-
ability of professional talent, infrastructure and
investment are increasing everywhere, making
the world more tightly integrated and dependent
on collaborative innovation to survive and
thrive.
See Also
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Abstract
Collusion refers to conduct where firms coop-
erate over time to raise prices above competi-
tive levels. Preventing collusion is one of the
main aims of ▶ competition policy, and there
is a distinction between explicit and tacit col-
lusion. Explicit collusion refers to a cartel that
colludes by directly communicating with each
other. Tacit collusion is where firms collude
without such explicit communication. Usually,
only explicit collusion is considered illegal.
Competition authorities attempt to deter cartels
through sanctions on the firms and the individ-
uals involved, and leniency programmes are an
important method in which cartels are detected.
Firms are encouraged to establish compliance
programmes to avoid breaches of the law by
their employees.

Definition Collusion is conduct in which rival
firms cooperate with each other over time to
raise prices above competitive levels through
coordinated action. A cartel is a group of firms
that conspire to reach an agreement over such
conduct by explicitly communicating with each
other.
Collusion

▶Competition ensures that products are sold at
low prices, so firms commonly have a collective
incentive to raise profits by dampening competi-
tion. Collusion refers to conduct where firms act
on such incentives by cooperating over time to
raise prices above competitive levels. For exam-
ple, such cooperation may involve price fixing,
sales quotas, bid rigging, and/or mutual forbear-
ance. Collusive conduct comes at the expense of
any downstream firms and final consumers, and it
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causes the economic inefficiencies associated
with ▶market power, including a dead-weight
loss to society (see Motta 2004: 41–44).

Sustaining collusion is not easy. Colluding
firms must agree upon acceptable conduct, and
each firm must resist a short-term unilateral incen-
tive to increase their market share by deviating
from that conduct. Such temptations can be elim-
inated by the threat of engaging in a sufficiently
fierce price war whenever a rival is suspected of
deviating. Consequently, firms have to be able to
monitor their rivals’ actions to some extent to
ensure that any such deviations from the collusive
agreement can be detected and punished
accordingly.

Using the theory of repeated games, which
models strategic interactions with the above ingre-
dients, economists have discovered a number of
factors that facilitate collusion (see Ivaldi
et al. 2003). For example, a now well established
result is that collusion is most likely to occur in
markets with a small number of similar firms.
Cartels

Preventing collusion is one of the main aims of
competition policy, and there is an important dis-
tinction between explicit and tacit collusion.
Explicit collusion is where a group of firms, com-
monly referred to as a cartel, reach an agreement
over their conduct by directly communicating
with each other. Such communication may take
place in face-to-face meetings, over the telephone,
via email or by any other means. Tacit collusion is
where firms reach a collusive understanding with-
out such explicit communication. This can arise
naturally through repeated interaction in a market,
and reaching an agreement is likely to involve
some trial and error (Harrington and Zhao 2012).

Anticompetitive agreements, such as collu-
sion, are commonly prohibited by competition
laws and hard evidence of a cartel (e.g., recorded
conversations, minutes of meeting, or emails) is
usually required to prove guilt of collusion. Con-
sequently, tacit collusion is not usually considered
illegal, despite causing similar effects as explicit
collusion. This approach to the law is arguably
desirable because it ensures legal certainty over
illegal conduct, and it prevents competitive
behaviour from being punished erroneously,
which could undermine the market mechanism
across the economy (Motta 2004: 185–190).
Sanctions

Competition authorities impose sanctions on
detected cartels in an attempt to deter such con-
duct. The main sanctions include (International
Competition Network 2008):

• Pecuniary fines on cartel members. The level
often depends upon the value of sales and the
duration the cartel was active, with adjustments
due to aggravating and mitigating factors.
They can then be further adjusted to avoid
bankrupting firms.

• Incarceration of culpable individuals. This
aims to deter employees involved in the
day-to-day running of the firm from participat-
ing in cartel activity, as they may be less
concerned about company fines than the
firm’s shareholders.

• Payment of damages to victims. This can
involve litigation in which the victims must
prove the harm they suffered as a result of the
cartel. In the US, victims can receive compen-
sation of as much as three times the harm. The
harm is commonly calculated by determining
how much buyers are overcharged due to the
existence of the cartel. This calculation is
non-trivial and often controversial because it
involves estimating some hypothetical price
that buyers would have been charged had the
cartel not existed (Connor 2014).

Since the mid-1990s, cartel sanctions have
increased substantially. For example, 2014 was a
record year for fines with $5.3 billion imposed
globally (Financial Times 2014), and jail terms
of over 2 years in the US are increasingly common
(The Economist 2014). Despite this, there are still
doubts over the extent to which cartels will be
deterred by these sanctions (Connor and Landes
2012).
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Detection

A number of techniques can be used by competi-
tion authorities to screen for cartels, but there
remains scepticism of the value of such techniques
(The Economist 2014). As a result, most cartels are
detected through an involved party admitting to the
illegal activity (Stephan and Nikpay 2015). Such
‘whistleblowing’ is encouraged through leniency
programmes that grant immunity to the first firm to
come forward, thereby creating a race to the author-
ities to avoid sanctions. Hard evidence may be
provided by the whistleblowers as part of the con-
ditions for leniency, and competition authorities
have powers to undertake dawn raids of suspected
cartel members in the hope of seizing incriminating
documents and messages. Recent evidence sug-
gests that the introduction of leniency programmes
has significantly increased detection of cartels,
though it is estimated that less than a fifth of cartels
are detected by competition authorities (Miller
2009; Ormosi 2014).
Compliance Programmes

Competition authorities place the responsibility of
compliance with the law on the board of directors
and senior management by encouraging firms to
establish compliance programmes (Baer 2014).
Such programmes aim to prevent breaches of
the law and ensure early detection, by providing
training about and incentivising appropriate con-
duct, facilitating anonymous reporting systems,
auditing employee conduct, and disciplining
breaches (Murphy and Kolansky 2012). While
some jurisdictions treat the presence of a compli-
ance programme as a mitigating factor in terms of
fine calculations, it is often argued that the tough
sanctions and the scope for leniency should pro-
vide sufficient incentives for effective compliance
programmes to be put in place (for example, see
Almunia 2011).
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Definition Commoditization refers to the trans-
formation of a differentiated product into an
undifferentiated product, and is typically accom-
panied by an increase in competition based on
price rather than features.

Differentiation occurs when a product offers
something unique that is valuable to buyers
beyond simply offering a low price (Porter 1985)
and allows firms to charge a price premium for its
product. Commoditization refers to the process
through which previously differentiated products
become undifferentiated, removing the ability of
the firm to charge a price premium and changing
the terms of competition to price, rather the fea-
tures. According to the industry life-cycle model
of Utterback and Abernathy (1975), differentia-
tion is most prominent early in an industry’s
lifecycle, as producers add new product features
to address uncertain consumer demand. Over
time, producers and users gain experience, reduc-
ing market uncertainty. At the same time, techno-
logical advances allow firms to develop product
innovations aimed at specific user needs, increas-
ing product differentiation. However, once most
obvious improvements have been incorporated by
the majority of producers, the demands of mass
production lead to standardization, and innova-
tion shifts primarily to create improvement in
process. Given common features across pro-
ducers, the terms of competition shift to price,
margins shrink and industries often become oli-
gopolistic (Cusumano and Rosenbloom 1987;
Christensen 1997). The pursuit of economies of
scale and optimized production processes serves
to further reduce the incentives for product varia-
tion. The shift from product to process innovation
is associated with the emergence of a ▶ dominant
design (Abernathy and Clark 1985; Tushman and
Anderson 1986), a widely accepted standard that
crowds other designs out of the market. In eco-
nomic terms, commoditization marks the shift
away frommonopolistic competition towards per-
fect competition.

In many cases, commodification is neither
permanent, nor inevitable. At the industry
level, technological discontinuities may lead
to a new era of ferment (Anderson and
Tushman 1990), leading again to uncertainty,
product variation and a renewed opportunity to
differentiate. Even if a product itself can no
longer be differentiated, firms can sometimes
resist commodification by differentiating asso-
ciated features such as warranty, packaging,
distribution, after-sales service or, in some
cases, brand and trademark (Chamberlin
1962; Porter 1985).
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Definition Comparative advantage is a theory of
trade, traditionally attributed to David Ricardo,
which argues that trade between two countries
can be advantageous even when one country has
an absolute advantage (higher efficiency) in pro-
ducing all goods and services.

The theory of comparative advantage has its roots
in the literature on international trade, and is clas-
sically attributed to David Ricardo (1821). Its
central argument is that a country may gain from
trade with another even if it is more efficient than
the latter in the production of all goods. To use
Ricardo’s now famous example, England and Por-
tugal would find it advantageous to trade Portu-
guese wine for English cloth even if Portugal was
more efficient in the production of both goods, so
long as it is relatively more efficient in the pro-
duction of wine over cloth. Say, in line with
Ricardo, that Portugal produced a quantity of
wine with the labour of 80 person-years (versus
120 in England) and cloth with 90 person-years
(versus 100), then Portugal would have a compar-
ative advantage in wine production (and England
in cloth) despite being more efficient in producing
both goods. Ricardo explained that the rationale
for trade arises ‘because it would be advantageous
to [Portugal] rather to employ her [resources] in
the production of wine, for which she would
obtain more cloth from England [than the cloth
Portugal could produce by employing those same
resources]’ (Ricardo 1821). England would like-
wise benefit from freeing up her own resources to
produce cloth, rather than wine.

Ricardo’s logic was formalized in the twentieth
century by Swedish economists Eli Heckscher
and Bertil Ohlin, and was further extended by
several scholars. The Heckscher–Ohlin model
links comparative advantage to country factor
endowments, typically capital and labour, and
shows that free trade automatically results in spe-
cialization of production. The relatively capital-
rich (labour-rich) country produces and exports
more of the capital-intensive (labour-intensive)
good, and the terms of trade are such that total
surplus increases in both countries.

The implications of comparative advantage for
the sourcing and location choices of multinational
enterprises are foundational to the field of▶ inter-
national business (see e.g., Caves 1996), but the
theory is very rarely invoked in contemporary
international business research (for instance,
only three articles in the Journal of International
Business Studies between 2003 and 2012 even
mention the term comparative advantage). Plausi-
bly, international business research draws onmore
immediate manifestations of comparative advan-
tage, such as differences in factor prices or
resource availability, and therefore abstracts
away from the theoretical drivers of these differ-
ences (which are of relatively greater interest to
international economics scholars).

Comparative advantage has also had an impact
on strategic management research; specifically to
explain specialization and market exchange
among firms, which can be analogized to interna-
tional trade. This research builds on the
▶ resource-based view (RBV), and a broader set
of arguments that link firm boundaries to capabil-
ity differences between firms. In contrast to
governance-based explanations, RBV scholars
posit that (and find empirical support for) a
firm’s advantages in unique and non-tradable
resources may drive its choice of internalized
and outsourced activities (e.g., Argyres 1996;
Madhok 1996; Leiblein and Miller 2003; Hoetker
2005; Mayer and Solomon 2006).

Some scholars have suggested that firms may
choose to engage in outsourcing even without
such absolute differences in resource advantage
(Jacobides 2005; Jacobides and Hitt 2005;
Jacobides and Winter 2005). A key distinction
drawn with resource based explanations is a ‘sim-
pler’ focus on variation in raw productive abili-
ties, without recourse to resources as a source of
such variation. While this stream of work has
helped advance comparative advantage as a
potential explanation for firm boundaries, a

https://doi.org/10.1057/978-1-137-00772-8_138
https://doi.org/10.1057/978-1-137-00772-8_138
https://doi.org/10.1057/978-1-137-00772-8_512


Competency Trap 285
systematic examination of the theory’s limits
when it is extended from countries to firms awaits
further research.
C
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Abstract
It is frequently observed that many firms, espe-
cially those that are successful in the current
environment, fail to change quickly enough
when the environment changes significantly.
One potent explanation for these observations is
a phenomenon of learning called a ‘competency
trap’. In this article we briefly describe what
competency traps are, the factors that lead to
them, the consequences for the firm, including
reduced adaptability and missed opportunities,
and, finally, the various means through which a
firm can avoid falling into the competency traps.

Definition Competency trap is a pathology of
learning wherein an actor persists with current
practices and does not learn alternatives that are
superior in the long term because previous expe-
rience makes continued use of current practices
more attractive than adopting new ones that yield
smaller returns in the short term.
Definition and Relevance

It has been frequently observed by scholars that
many firms that are quite competent in their cur-
rent activities falter and fail to change quickly
enough when the environment around them
changes significantly. Furthermore, this propen-
sity to fail in changed circumstances seems corre-
lated with their success in the earlier environment
(Barnett and Pontikes 2008). One potent explana-
tion for these observations is a phenomenon of
learning called a ‘competency trap’ (Levitt and
March 1988). An entity falls into a competency
trap when it persists with its current practices or
procedures, even in the presence of superior
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alternatives, because its prior experience with the
current practices makes their continued use more
attractive than adopting new ones which yield
smaller returns in the short term. A competency
trap can also be thought of in theoretical terms as
an organization being stuck with a locally opti-
mum configuration of decisions where moving to
a better optimum entails adjusting the configura-
tion in a way that could eventually yield better
results but reduces the entity’s performance in the
short term (March 1991). Here we briefly list the
antecedences and consequences of competency
traps and the means to counter them.

Entities other than firms can also fall into com-
petency traps. Individuals, through a process of
experiential learning, can develop expertise with
certain technologies or practices and then refrain
from gaining experience in different but poten-
tially more efficient technologies because con-
tinuing to utilize current skills can be more
beneficial in the short term. Similar effects can
be observed for other entities such as governments
and even societies and other economic systems
(consider, for instance, the persistence of the
QWERTY keyboard even in the presence of supe-
rior ones). Given the differences in goals and the
resources at the disposal of these entities, the
factors that cause them to fall into competency
traps, the consequences of falling into these traps
and the means that can be employed to come out
of the trap are likely to be considerably different
across these entities. Owing to considerations of
length, here we limit our scope to for-profit firms.
Factors Leading to Competency Traps

Learning Myopias
One of the primary reasons why firms are trapped
into persisting with their current set of competen-
cies is the process through which they learn and
adapt. Most learning is local. Firms learn by mak-
ing and evaluating changes close to their current set
of activities (Nelson and Winter 1982). Because
predicting the consequences of radical changes in
complex conditions is very difficult, firms prefer to
make only incremental changes that do not desta-
bilize the organization. This propensity to
experiment with only proximate changes tends to
increase the facility with current practices and rou-
tines and prevents the firm from gaining radically
different competencies. This propensity for proxi-
mate changes is also reflected in firms’ tendency to
ignore the consequences that are distant in time
(Levinthal and March 1993). Short-term survival
and the unpredictability of the long term leads firms
to sacrifice long-term competitiveness for short-
term gains (Levinthal and March 1993). Conse-
quently, firms are less inclined to shift resources
from learning and improving their current compe-
tencies in the interest of building new competen-
cies that can yield superior returns in the future.

Organizational Factors
A number of organizational factors are also instru-
mental in trapping the firm into persisting with its
current set of competencies and routines instead
of developing and moving towards new ones.
A firm’s various competencies are based on vari-
ous bundles of routines developed within the firm.
Indeed, a firm can be thought to consist of these
routine-bundles linked together in a complex
interdependent system (Nelson and Winter 1982;
Winter 2003). Avoiding the competency trap and
building new competencies involves developing
new routines, disrupting some of the existing rou-
tines and incorporating the new routine into the
existing system. This disrupts the existing system
of routines and, in an interdependent system, can
cause unpredictable consequences far from the
actual locus of change. This increases the cost of
dramatically changing the status quo; disruptions
from small incremental improvements can be
contained and controlled. Interdependent routines
therefore usually favour the deepening of existing
competencies over developing new ones. The
structure of the firm — the way different units are
grouped together and communicate with each other
and how the authority and decision-making is dis-
tributed among the units— also restricts the pattern
of information flow and shapes the pattern of
attention within the firm (Ocasio 1998). This
restriction of attention and information thereby
constrains the firm from recognizing the impor-
tance of new sets of competencies, especially
those that require a new configuration of activities
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and a new arrangement of the components of the
system (Henderson and Clark 1990). In this way
the current structure of the firm, by hiding the
potential of new competencies, can keep the firm
trapped in its current set of competencies. Another
organizational factor preventing the firm from
developing new sets of competencies is politics:
certain influential organizational members may
have vested interests in continuing with the old
competencies and prevent the firm from adopting
new competencies (Taylor 2010).

Environmental Factors
Firms also fall into competency traps in response to
the demands placed on them by the environment.
The expectations of many external constituents:
customers, capital providers and institutions, as
well as competitive pressures, focuses the firm on
the short term and on fulfilling the current demands
reliably, a focus that supports maintaining and
improving the current competencies rather than
taking the risk of building new and different capa-
bilities. Christensen and Bower (1996) demon-
strate the impact of the needs of a firm’s major
customers on its inability to allocate resources
towards developing new markets through new
technologies. Ahuja and Lampert (2001) identify
three sets of traps that emerge from such ‘rational’
constraints on organizations – maturity traps, pro-
pinquity traps and familiarity traps. Similarly,
scholars have shown that pressures from financial
markets to produce financial results in the short
term prevent firms from investing in R&D and
thus building future technological capabilities
(Bushee 1998). Other scholars (Barnett and
Hansen 1996) have argued that competitive pres-
sures force a firm to continually fine-tune their
current set of competencies and make them effi-
cient vis-à-vis the current environment, in effect
ignore investing in developing a new set of com-
petencies that can make them more flexible.
Consequences of Competency Traps

Adaptability to Changes
The most obvious and perhaps the most perni-
cious consequence of falling into a competency
trap is that it makes a firm vulnerable to changes
in the environment and thus can prove lethal in
the long term. A competency trap slows a firm’s
response to adverse changes in the environment
not only because superiority in the current prac-
tices increases the costs of moving away from
them but also because increased competence in
current practices delays the adverse impacts of
external changes. Initially the superiority in cur-
rent competencies may still continue to provide
satisfactory returns until the adverse changes
gather potency over time and then it may be too
late for the firm to change; the incumbents’ falli-
bility to disruptive technologies (Christensen
and Bower 1996) is one example of this
malignancy.

Missing Opportunities
Another related but subtly different consequence
of competency traps is that they cause firms to
miss out on many opportunities. Continuing with
current competencies and unwillingness to invest
in developing new ones can lead the firms to
ignore many technologies that may exist within
the firm itself, technologies that might later turn
out to yield far greater returns than the original
competencies (for instance, given the computer
technologies developed in Xerox labs, Xerox
could have dominated the computer revolution
but its inability to invest in new markets caused
it to lose out). Although missing out opportunities
to enter new markets and fully utilize its latent
resources may not necessarily kill a firm (unless
the missed opportunities can evolve and later
compete with a firm’s current area of business),
it does lead the firm to perform below its potential
and be more vulnerable to exogenous shocks.
Means to Avoid or Escape Competency
Traps

Structural Changes
As discussed earlier, a firm’s structure consider-
ably influences the patterns of communication and
attention within a firm, thereby leading it to incre-
mentally improve its current set of routines and
systematically ignore new competencies. One
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way to break out of this competency trap is to
change the structure within the firm (Siggelkow
and Levinthal 2003), forcing the organization
to pay attention to different configurations of
resources and develop new competencies.
Another structural mechanism is to create sep-
arate units with different structures (such as
skunk works) with the explicit mandate to
develop different competencies (Fosfuri and
Rønde 2009).

Breadth of Search
Competency traps arise from the localness of
search for improvements. Firms can escape and
avoid the traps by engaging in distant searches for
solutions, such as by scanning technologies and
competencies in different domains and in scien-
tific communities such as universities (Ahuja and
Katila 2004). Another organizational means of
forcing the organizational members to look
beyond their current competencies is raising the
aspirations of the organization so that incremental
proximate solutions are not enough to meet the
aspirations (Levinthal and March 1993). Another
means is to allow autonomous search processes at
lower and middle managerial levels (Burgelman
1983). This allows the firm to explore different
possibilities and discover many different compe-
tencies that can be potentially invested in. In
effect, such a strategy allows ‘multiple flowers to
bloom’ and enables the firm to identify new com-
petencies that can be developed. Similarly, creat-
ing a corporate venture capital fund which invests
in multiple different strategically relevant areas
can also enable the firm to discover the new com-
petencies that it needs to acquire (Dushnitsky and
Lenox 2005).

Hiring and Collaborating with Partners
Firms can escape the myopia of search and break
out of their competency traps by hiring new talent
from the external labour market. The ‘imported’
talent brings with it new knowledge and skills
which can be used to move the firm to different
competence-building trajectories. This strategy,
however, is not always successful and many fac-
tors, such as the presence of persistent trajectories
in the focal firm (Song et al. 2003) and the
distribution of power among the focal firm’s
existing employees (Tzabbar 2009; Taylor
2010), influence the effectiveness of this strategy.
Similarly, collaborating with other firms in the
industry also exposes the firm to different compe-
tencies and enables it to avoid the dangers of
falling into a competency trap.
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Abstract
There are two forms of competition relevant to
strategists. Static competition, which receives
the bulk of attention, utilizes traditional
▶ industrial organization (IO) economics and
game theory to link industry structure, firm
behaviour and profits. While conditions
exhibiting positive profits are a win for strate-
gists (Porter’s five forces), they are a loss for
society (inefficient resource allocation) and are
relatively rare (<4% of firms). The more prev-
alent form (>52% of firms) is dynamic or
▶ innovation competition (Porter’s diamond).
This dynamic competition occurs in structures
which otherwise appear perfectly competitive.
Moreover, it provides a win-win for firms
(higher market value) as well as society
(economic growth).

Definition Competition involves the structures
and processes by which firms’ behaviours deter-
mine market prices and the allocation of
resources.

There are two forms of competition relevant to
strategists. Static competition characterizes settings
in which firms earn sustainable profits largely by
virtue of their initial position. In contrast, dynamic
competition characterizes market structures in
which firms constantly fight merely to sustain
profits. This entry discusses each of these sepa-
rately, then draws inferences from the comparison.
Static Competition

A discussion of competition for a strategy audi-
ence is necessarily different from that for an eco-
nomics audience. The latter is concerned with the
link between structural conditions and price-cost
margins for purposes of achieving allocative effi-
ciency. If firms are experiencing textbook perfect
competition, CEOs will need to price at marginal
cost; under monopoly they price such that mar-
ginal revenue equals marginal cost; and under
oligopolies their price is defined by Nash equilib-
ria that vary with timing, commitment devices and
demand heterogeneity. Strategic managers, in
contrast, are interested in raising price-cost mar-
gins above competitive levels.

Conveniently, ▶michael porter translated
▶ industrial organization economics into a set of
heuristics to evaluate industry attractiveness. Using
his five forces framework (1982), strategists can
gauge the likelihood of achieving sustainable
profits in a given industry. If buyers, suppliers and
rivals are numerous and homogeneous, if substi-
tutes are strong (high cross-price elasticity) and
potential entrants unconstrained (low entry bar-
riers), then industry behaviour will be perfectly
competitive. (Note these Porter conditions match
the standard definition of perfect competition in
microeconomics texts: no buyer or seller can affect
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price.) At the other extreme, if buyers and suppliers
are again numerous and homogeneous; if substi-
tutes are weak (low cross-price elasticity) and
potential entrants constrained (via high entry bar-
riers such as no alternative sources for a key input),
then a single producer faces the entire demand
curve and enjoys monopoly profits.

Both these extremes are relatively rare, so Por-
ter derives his power from gauging where in the
spectrum between perfect competition and
monopoly a given industry lies. The sense con-
veyed in texts is that CEOs should characterize
each of the five forces then construct some form of
weighted average to assess where in the contin-
uum their prospective industry lies. In fact, the
appropriate use of the framework is to identify the
factors, then construct a game to derive equilib-
rium structure and behaviour. This is quite diffi-
cult beyond the duopoly case.

What we know from the duopoly case, how-
ever, is:

1. Industries with undifferentiated products, where
capacity can be expanded quickly and inexpen-
sively (Bertrand competition) are likely to pro-
duce price competition and zero profits.

2. Having capacity constraints (Cournot compe-
tition) supports prices above marginal cost.

3. Product differentiation, either artificial
(Bertrand differentiation) or through heteroge-
neous buyer tastes (Hotelling differentiation) is
a mechanism for suppressing price competition.

4. Moving first in settings with either capacity
constraints (Stackelberg competition),
switching costs or product differentiation
(Hotelling differentiation) can produce perma-
nent share differences to first movers and sus-
tainable profits for both the first mover and the
follower.

5. In some cases the monopoly choices of price,
configuration and output are also the best pre-
emptive choices. In those cases there is no cost
to behaving ‘strategically’.

The empirics tend to support these expecta-
tions. For example, Bresnahan and Reiss (1990)
show that isolated markets of homogeneous prod-
ucts are perfectly competitive with merely two
firms (matching expectations from Bertrand com-
petition). Borenstein et al. (1997) find that New
Jersey electricity markets exhibit Cournot equilib-
ria with prices substantially higher than perfectly
competitive ones. Caruana and Einav (2008) find
that production targets of the big three car manu-
facturers conform to expectations under
‘Stackelberg warfare’: each attempts to commit
to high production levels early to obtain a
Stackelberg leadership position, but as they
approach the production horizon they decrease
plans as a best response to opponents’ high pro-
duction targets.

The implicit prescription Porter draws from his
five forces framework is that firms should choose
concentrated industries to insulate themselves
from competitive forces. Once they have chosen
such an industry, they can rest on their laurels.
Indeed, this prescription has merit. In a study of all
publicly traded US firms, Hou and Robinson
(2006) showed that firms in the top quintile of
industry concentration had triple the accounting
profits of those in the lowest quintile.

There are three concerns with this framework,
however. First, as Lippman and Rumelt (1982)
show, concentration is also an outcome of hetero-
geneous and causally ambiguous cost functions
even when firms are price-takers. If that is true,
then attempting to enter the industry de novo will
most likely end in failure. Thus the only way to
enjoy incumbent profits is through acquisition
(which, of course, is priced at the net present
value of those profits: Rumelt and Wensley 1981).
Second, these settings are rare: firms in these indus-
tries comprise only 3.9% of firms in the US econ-
omy. Third, the US landscape is littered with firms
that rested on their laurels (big steel, big auto and
legacy airlines to name a few). Firms insulated
from competition fall victim to firms who are not.
Besides, the prescription is not interesting because
there is no role for CEOs or their strategies once
they have identified and entered the industry.
Dynamic Competition

Accordingly, the more important form of compe-
tition for strategists is dynamic competition.
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Interestingly, Porter has a framework and pre-
scriptions here as well (Porter 1990), but these
are diametrically opposed to those in his earlier
work (Porter 1980). Moreover, whereas his 1980
work is derived from industrial organization
(IO) economics (yet turning it on its head), the
newer work is entirely inductive. It is based on an
in-depth case study of 500 firms across ten of the
top trading nations, to understand why firms based
in a particular nation come to dominate interna-
tional markets in particular industries, such as
robotics in Japan, pharmaceuticals in the US,
cars in Germany.

Porter synthesized his observations from the
case studies in the ‘Four diamond determinants’
of national advantage: (1) factor conditions – but
not the natural resources of trade theory, rather
advanced factors such as communications infra-
structures; (2) demand conditions – diverse,
sophisticated and powerful buyers with stringent
needs force firms to perceive and satisfy new
opportunity; (3) related and supplier industries
that determine the pool of technology upon
which firms in the focal industry can draw for
▶ innovation; and (4) firm strategy, structure and
rivalry – large number of sophisticated rivals
forces firms to create new advantages as fast as
rivals replicate old ones. Note these observations
are very similar to those in the work of Saxenian
(1996), comparing the successful cluster of elec-
tronics firms in Silicon Valley to its less successful
counterpart along Route 128 outside Boston. So
geography is not strictly national.

While Porter’s framework was derived induc-
tively, his conclusions are anticipated by prior
economic theory (outside IO) as well as manage-
ment theory. The earliest discussion of dynamic
competition is perhaps that by Schumpeter
(1994), who described a process of creative
destruction where firms compete not at the mar-
gin, but by displacing existing products and
methods of production with newer, more effective
ones. More recent theory in evolutionary econom-
ics, such as Nelson and Winter (1982), character-
izes the dynamic competition that drives emerging
industries towards concentration. Here firms are
endowed with a cost function, but in each operat-
ing period they choose output as well as whether
to innovate (with stochastic outcome). If they do
not innovate they imitate last period’s best prac-
tice. Under these conditions early entrants achieve
durable scale and cost advantages that ultimately
make later entry unattractive. The industry con-
solidates in a concentrated structure wherein inno-
vation ceases. Note this equilibrium is similar to
Lippman and Rumelt’s equilibrium of persistent
profits among price-taking firms (no market
power). What differs from Lippman and Rumelt’s
work is the innovation dynamics, but these cease
once the industry reaches steady-state.

In contrast, what Porter and Saxenian seem to
characterize is a setting in which rivalry and inno-
vation continue in steady-state. The theories com-
ing closest to matching this form of competition
are endogenous growth within macroeconomics
and ▶ dynamic capabilities within the manage-
ment literature.

Endogenous growth theory comprises stochas-
tic models that cast innovation by profit-seeking
firms as engines of growth. These models charac-
terize knowledge as an intermediate good pro-
duced by profit-maximizing firms through
imitation and invention. A major distinction
between these models and IO models of innova-
tion are the assumptions that: (1) firms differ in
their level of knowledge, which determines the
amount of imitation, and (2) firms are not
forward-looking – they innovate even if there is
a high likelihood their R&D investments will be
expropriated. Thus, in these models, firms invest
in R&D principally to regain eroded advantage
rather than to pursue the new frontier (Aghion
et al. 2001). Empirical tests of these models
(Knott and Posen 2009) indicate that the intensity
of this ‘erosion-innovation cycle’ is accelerated
by capital intensity, market size, market growth,
the number of rivals and the ease of expropriating
spillovers.

While the endogeneous growth literature deals
with ‘representative firms’, the management liter-
ature exploits firm differences and examines how
these are maintained over time under intense
rivalry. One piece that bridges economics and
strategy is Adner and Levinthal (2001). These
authors model innovation alternately by a monop-
olist and duopolists under demand heterogeneity.
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They find monopolists cease innovating once the
reservation utility of the marginal consumer has
been satisfied. In contrast, under duopoly perfor-
mance and price both improve in steady-state.
Maintaining competitive position in their model
is relatively straightforward – there is only one
dimension of performance firms seek to improve.
The real world seems to have more than one
dimension. Accordingly, the dynamic capabilities
literature (Teece et al. 1997) examines the
complex process of maintaining competitive
advantage under intense multidimensional rivalry.
The theory makes it clear that substantial effort is
required merely to maintain a competitive posi-
tion. There is no resting on laurels as there is in
static competition.

The implicit prescription for dynamic compe-
tition differs markedly from static competition.
Rather than insulate themselves from competitive
forces, firms wishing to preserve profits in the
long run should actively seek vigorous competi-
tion. Given the divergence, it is worth asking
which prescription has greater merit.

Interestingly, both strategies have merit. They
differ, however, in the metric of merit. As men-
tioned previously, firms in insulated industries
have higher accounting profits. What distin-
guishes the firms in competitive industries is that
they have higher market returns. Firms in the least
concentrated industries have average monthly
returns 0.26 percentage points higher than those
in most concentrated industries. Thus accounting
profits come at the expense of market returns (and
vice versa).

In sum, there are two forms of competition
relevant to strategists. The one receiving the bulk
of attention is static competition. The prescription
in these settings is for firms to insulate themselves
from competitive forces. While this prescription is
a win for strategists, it is a loss for economists
(inefficient resource allocation). Moreover, these
conditions are relatively rare (comprising less
than 4% of firms).

The more important form of competition is
dynamic competition or innovation competition.
The prescription in these settings is to seek out
tough rivals and demanding customers and
actively compete through innovation. There are
three nice features of this alternative form of com-
petition. First, the associated industries comprise
the bulk (>52%) of firms. Second, their structures
match those of perfect competition (thus achieving
allocative efficiency). Third, they offer a win for
firms (higher market value) as well as win for
economists (economic growth).
See Also

▶Dynamic Capabilities
▶ Industrial Organization
▶ Innovation
▶ Porter, Michael E. (Born 1947)
▶Technology Strategy
References

Adner, R., and D. Levinthal. 2001. Demand heterogeneity
and technology evolution: Implications for product
and process innovation. Management Science 47:
611–628.

Aghion, P., C. Harris, P. Howitt, and J. Vickers. 2001.
Competition, imitation and growth with step-by-
step innovation. Review of Economic Studies 68:
467–492.

Borenstein, S., J. Bushnell, and C. Knittell. 1997.
A Cournot-Nash equilibrium analysis of the New Jer-
sey electricity market. New Jersey Board of Public
Utilities. Review of Public Utilities Restructuring
Petition.

Bresnahan, T., and P. Reiss. 1990. Entry in monopoly
markets. Review of Economic Studies 57: 531–553.

Caruana, G., and L. Einav. 2008. Production targets. RAND
Journal of Economics 39: 990–1017.

Hou, K., and D. Robinson. 2006. Industry concentration
and average stock returns. Journal of Finance 61:
1927–1956.

Knott, A.M., and H. Posen. 2009. Firm R&D behavior and
evolving technology in established industries. Organi-
zation Science 20: 352–367.

Lippman, S., and R. Rumelt. 1982. Uncertain imitability:
An analysis of interfirm differences in efficiency
under competition. Bell Journal of Economics 13:
418–438.

Nelson, R., and S. Winter. 1982. An evolutionary theory of
economic change. Cambridge, MA: Harvard Univer-
sity Press.

Porter, M. 1980. Competitive strategy. New York: Free
Press.

Porter, M. 1990. Competitive advantage of nations. New
York: Free Press.

https://doi.org/10.1057/978-1-137-00772-8_689
https://doi.org/10.1057/978-1-137-00772-8_761
https://doi.org/10.1057/978-1-137-00772-8_391
https://doi.org/10.1057/978-1-137-00772-8_649
https://doi.org/10.1057/978-1-137-00772-8_527


Competition Policy 293

C

Rumelt, R., and R. Wensley. 1981. In search of the market
share effect. Paper presented at Proceedings of the 41st
Meeting of the Academy of Management.

Saxenian, A. 1996. Regional advantage: Culture and com-
petition in Silicon Valley and Route 128. Cambridge,
MA: Harvard University Press.

Schumpeter, J. 1994. Capitalism, socialism and democ-
racy. London: Routledge.

Teece, D.J., G. Pisano, and A. Shuen. 1997. Dynamic
capabilities and strategic management. Strategic Man-
agement Journal 18: 509–533.
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Abstract
This article discusses competition policy in the
United States and the European Union. A brief
overview of the historical and institutional
background is provided, followed by a review
of the scholarly research on competition policy
that has accumulated in the field of industrial
organization. The emphasis is placed on the
role that economic and strategic analyses
have played in the development of competition
policy in its modern form.

Definition Competition policy, also known as
antitrust policy in the United States, is a body of
legislated law designed to promote and maintain
competition in markets.

▶Competition policy, also known as antitrust pol-
icy in the United States, is a body of legislated law
designed to promote and maintain competition in
markets. While competition policies have histori-
cally been limited to controlling the behaviour of
firms in markets within a country’s own border, the
growth of multinational corporations and interna-
tional trade has necessitated taking a global per-
spective on their implementation. This article
offers a brief description of competition policies
in two major economies, the United States and the
European Union (EU), followed by an overview of
the scholarly research on such policies.
Theoretical Basis

The free market ideal is perfect competition,
which satisfies four conditions: (1) there exists a
large number of small buyers and sellers; (2) the
product is homogeneous; (3) all buyers and sellers
have full information about the available prices
and the nature of the product; (4) there is freedom
of entry and exit for the producers. Under these
conditions, a market transaction takes place at a
quantity where the price of a unit of the good is
equal to its marginal cost of production, and avail-
able resources are allocated to the uses that gen-
erate the highest value for society; hence
allocative efficiency is achieved.

Violation of one or more of these conditions
could lead to misallocation of resources and, thus,
a loss of potential value for society (often called
‘deadweight loss’). Competition policy is moti-
vated by the recognition of this potential market
failure and the resulting deadweight loss. The
failure that has received most attention is an
‘insufficient’ number of sellers. The extreme ver-
sion is the case of a monopoly. A monopolist, by
restricting the quantity below the competitive
level, causes the price of the good to rise above
its marginal cost of production and an inefficient
allocation of resources.

Most markets lie between perfect competition
and monopoly. In general, firms in a market with
fewer firms tend to find it easier to collude, where
explicit or implicit coordination of firms’ produc-
tion decisions leads to high prices for consumers
and inefficient allocation of resources. Competi-
tion policy aims to reduce or eliminate such inef-
ficiency by altering the structural features of the
market or restricting the anticompetitive conduct
of the firms.
Historical and Institutional Overview

In the US, the prosecution of antitrust law viola-
tions is carried out under the auspices of three
major antitrust statutes: the Sherman Act of
1890, the Clayton Act of 1914 and the Federal
Trade Commission (FTC) Act of 1914. The intro-
duction of the Sherman Act was facilitated by the
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growing populist sentiment against big business,
which can be traced back to the severe recessions
during the 1870s and the 1880s that resulted in
fewer surviving firms with greater ▶market
power.

Section 1 of the Sherman Act prohibits firms
from conspiring to engage in practices against
public interest, while Section 2 addresses the
problem of market monopolization. Because the
Sherman Act emphasizes punishment rather than
prevention, the Clayton Act and the FTCAct were
introduced in 1914 to check monopoly in its incip-
iency. Sections 2 and 3 of the Clayton Act address
price discrimination and tying practices
(including bundling, exclusive dealing and other
vertical restraints), while Section 7 focuses on
restricting merger activity. These practices are
deemed illegal only if they substantially lessen
competition or create a monopoly. The FTC Act
established the Federal Trade Commission in
order to evaluate and enforce antitrust policies
before going to court.

Antitrust law in the European Union
(EU) addresses the issues of cartels and monopoly
in Articles 101–109 of the Treaty on the Function-
ing of the European Union (TFEU). The constitu-
tional basis of the European Union consists of two
treaties: the Treaty on European Union (TEU;
‘Maastricht Treaty’) and the Treaty establishing
the European Community (TEC; ‘Treaty of
Rome’). The Treaty of Lisbon (signed, 2007; in
force, 2009) amended these two treaties, in the
course of which TEC was renamed as the Treaty
on the Functioning of the European Union
(TFEU). As such, articles 101–109 of TFEU cor-
respond to articles 81–89 of TEC with all the
relevant modifications. Article 101 of TFEU pro-
hibits collusion and anticompetitive practices
and is comparable to Section 1 of the Sherman
Act. Article 102 of TFEU is the counterpart to
Section 2 of the Sherman Act. Article 102 of
TFEU is also used in testing merger cases by
asking whether the combined firms will create or
reinforce a dominant firm in a given market. The
control of merger activities that significantly
impede competition in a market within a member
state is addressed in Articles 2 and 3 of the Euro-
pean Commission’s (EC’s) Merger Regulation.
In the US, antitrust laws are enforced by the
Antitrust Division within the Department of
Justice (DOJ) and the Federal Trade Commis-
sion (FTC). The equivalent position in the EU
is the Directorate General for competition
(DG Comp) of EC. The federal enforcement
in the US is supplemented by state-level anti-
trust statutes as well as private antitrust law
suits. Similarly, the competition laws of the
EU’s member states supplement the articles in
TFEU. However, private enforcement actions
are rare in the EU.
Enforcement of Competition Law

Three broad types of anticompetitive conduct are
subject to antitrust enforcement: (1) price-fixing,
bidrigging or cartel formation; (2) an attempt to
gain a monopoly for the purpose of exercising
market power; (3) mergers that create excessive
market power.

In cases of cartels and monopolization, the
DOJ, the FTC or private parties can bring law-
suits. While the Sherman Act allows the DOJ to
pursue criminal charges, the DOJ more often
brings civil suits that seek injunctions. Private
treble damage lawsuits can also be brought. The
prevention of potentially anticompetitive mergers
is enforced through lawsuits brought by the DOJ
or the FTC; the objective of such a suit is an
injunction to prevent the merger from proceeding.
The FTC does not have the authority to pursue
criminal charges.

The standard of proof can differ among the
types of anticompetitive conduct. For mergers
and monopolization the rule-of-reason stan-
dard is typically used. Successful prosecution
requires extensive evidence based on a social
cost–benefit analysis. Under this standard,
there is a high resource cost imposed on both
the plaintiff and the defendant due to the
uncertainty as to what activities are violations.
The other standard applied by the court is the
per se standard which judges certain activities
illegal, regardless of economic effect. One
only needs to show that the act has been
committed. An example is cartel behaviour
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involving price-fixing, bid-rigging, market
division or restriction of output.

The enforcement mechanism can be either
public or private. Public enforcement entails
fines, imprisonment or structural change, as in
the cases of Standard Oil (1911) and AT&T
(1982). In the US, private enforcement entails
treble damage, which is three times the damage
measured as the excess payments made by cus-
tomers over what the prices would have been in
the absence of the conspiracy. In the EU, the
recovered amount tends to approximate the actual
loss incurred, and this limits the incentive for
private litigation. In addition, the burden of
proof often rests with the plaintiff, thus signifi-
cantly raising the cost of discovery.
Economic Analysis of Competition Policy

Modern research has made a substantial con-
tribution to the development of competition
policy in three areas: understanding the behav-
iour of cartels; identifying the market condi-
tions under which predatory or exclusionary
practices can be a rational strategy; and pro-
viding an analytic framework for evaluating
mergers. This section summarizes the basic
issues in these categories.

Cartels
Explicit cartels are illegal per se in many coun-
tries. As such, most existing cartels are tacit: the
agreement must be self-enforcing in that each
firm must have an economic incentive to abide
by it. According to the economic theory of tacit
collusion, this requires that, for each firm, the
present value of discounted profits from adhering
to the cartel agreement must exceed that from
deviating (and, hence, destroying the cartel
arrangement):
1

1� d
pC � pD þ d

1� d
pN

where pC is the per-period profit to a firm under
the cartel agreement, pD is the one-time profit to
optimally deviating from the agreement, pN is
the per-period profit earned by a firm when the
industry reverts to oligopolistic competition
(following dissolution of the cartel) and d is
the discount factor.

Note that the various profit levels are functions
of the structural features of the market such as
the number of firms, demand conditions and tech-
nological conditions. The past theoretical litera-
ture has focused on establishing the relationships
between the various structural parameters and the
degree of cartel stability (Levenstein and Suslow
2006). This line of research informs the antitrust
authorities which types of industries are more or
less conducive to the formation and maintenance
of cartels.

A more recent line of research asks what
observable patterns in firm behaviour may sig-
nal current or past cartel activity, hence turn-
ing the focus on detecting existing cartels.
Based on detailed case studies, Harrington
(2006) proposes a variety of collusive markers
which can be used as a signal of collusive
behaviour. A related issue, arising from the
‘tacit’ nature of cartels, is that we only get
to observe cartels that are discovered; we do
not observe cartels that are formed and stay
undetected. Given that the detection activities
affect the incentives of firms to form cartels,
how do we evaluate the effectiveness of the
policy if we only observe those cartels that are
discovered? Harrington and Chang (2009)
address this issue by modelling a population
of heterogeneous industries in which cartels
can be created and dissolved on the basis of
stochastic market conditions as well as the
detection activities of the antitrust authority.
The enforcement is explicitly modelled and
influences the stability of cartels. The time-
series behaviour of cartels in this model pro-
vides markers of discovered cartels that can be
used to infer the impact of competition policy
on the population of all cartels. Chang
and Harrington (2010) use this approach to
evaluate the effectiveness of the Corporate
Leniency Program.

Prior to the early 1990s, most cartels involved
firms from a single country. The recent globaliza-
tion of industries and the increasing number of



296 Competition Policy
multinational corporations, however, have
resulted in many cartels involving participants
from multiple nations. Connor (2008) reports
that the number of foreign defendants in US crim-
inal cartel cases rose from less than 1% before
1995 to 40–70% after 1995. The magnitude of
punishment has also increased dramatically dur-
ing this period, reflecting a major shift in antitrust
enforcement. The largest price-fixing fine prior to
1994 was $2 million (imposed on purely domes-
tic cartels). Between 1994 and 1999, the record
fine kept increasing each year, ultimately
reaching $500 million in 1999 (imposed on
Hoffmann-La Roche as part of their global vita-
mins cartel).

One cause of the increased likelihood of
detection and prosecution of cartels is the Cor-
porate Leniency Program, where the cartel par-
ticipant that cooperates with the enforcement
agency receives amnesty. The US DOJ instituted
the programme in 1978 (and revised it in 1993
and 1994). The success of this programme has
led to the adoption of similar programmes in the
EC in 1996, soon followed by others, including
Canada, UK, Japan, South Africa and Brazil.
Connor (2008) reports that at least 300 interna-
tional cartels have been discovered by authorities
since 1990 and almost half of them since 2000.
While the positive impact this programme has
had on the rate of discovery is clear, its impact
on the rate of cartel formation is not and remains
a subject of ongoing research (Chang and Har-
rington 2010).

Monopolization
Anticompetitive conduct includes an array of
strategies to drive out rivals or to deter possible
entrants. To the extent that these actions are suc-
cessful, they have efficiency implications and are
subject to anti-trust enforcement. Two types of
anticompetitive practices in this category have
been identified: (1) predatory pricing and
(2) exclusionary practices.

Traditionally, predatory pricing involves a
predator firm increasing its output with the inten-
tion of driving down the market price to impose
losses on its rivals. A sustained period of losses
eventually forces the rivals to exit the market.
With the newly acquired monopoly position the
predator firm reduces its output and raises the
price to the monopoly level. As long as the present
value of the extra profits enjoyed by the monopo-
list exceeds that of the extra losses incurred during
the period of predatory pricing, it is rational for the
firm to engage in the predatory strategy.

However, two considerations pose a significant
challenge to the original theory: (1) the predator
firm is typically of a larger size than its intended
victims, and has more to lose during the period of
predation than the rivals; (2) the monopoly profits
expected after the rivals’ exits are not secure as the
price increase is likely to invite new entries.
McGee (1958) concluded that predatory pricing
is rarely a rational strategy and the observed
pricing simply reflects efficiency differences
between these firms. But recent game-theoretic
analyses have shown that, under certain condi-
tions, predatory pricing can be an equilibrium
strategy (see Ordover and Saloner 1989, for a
survey). For instance, firms operating in multi-
ple markets may have an incentive to create the
reputation of being ‘aggressive’ in one market, if
the reputation thus created can be carried over to
other markets. Another case is when the predator
firm has better access to financial resources than
its victims. Yet another possibility is that the
leading firm may strategically use its price as a
signal of its lower cost, when the rival firms are
uncertain about the cost level of the predator.
This may convince rivals to alter their competi-
tive behaviour or simply move to another
market.

Exclusionary practices are used by a dominant
firm or a monopolist incumbent to exclude firms
from entering its market. Tactics include tie-in
sales or bundling, exclusive dealings, long-term
contracts with buyers and ownership of essential
inputs. Many of these exclusionary tactics
are used in the context of vertically related
markets – that is, output markets and input
markets – where market power in one market
can be leveraged to obtain market power in
another. Although there is a large volume of
recent literature supporting the rationality of
such behaviour, the debate on this issue remains
inconclusive.
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Enforcement against predatory and exclusion-
ary practices has been difficult for the court
because of the lack of success in developing gen-
eral operational rules for distinguishing predation
from competition. Instead, the court has relied
more on the quantitative rule based simply on
prices and costs, as suggested by Areeda and
Turner (1975). The impact of economic theory
has, thus far, been limited.

Mergers
In the US, proposed mergers, acquisitions and
joint ventures are reviewed by the DOJ and FT-
C. Under the Hart–Scott–Rodino Act of 1976,
parties to a merger or acquisition, meeting certain
dollar thresholds, are required to file pre-merger
notification reports with both of the agencies.
These filings are followed by a prescribed waiting
period before the transaction is consummated.
The review process allows DOJ/FTC to evaluate
the merits of the proposed deals and challenge
them if necessary.

The analytical framework and the specific stan-
dards used to review the merger proposals are
described in the Horizontal Merger Guidelines
issued jointly by DOJ and FTC. The main purpose
of the review process is to examine whether a
proposed transaction will confer market power
upon the newly merged entity. This requires prop-
erly defining the product/geographic market for
the merger participants and any relevant compet-
itors. The competitiveness of the market, both pre-
and post-merger, is measured by a concentration
index. Agencies use the Herfindahl–Hirschman
Index (H-index) as the concentration measure,
where it is defined as the sum of the squared
market shares of all firms in the given market.
Whether a proposed merger is challenged or not
depends on both the pre-merger concentration as
well as the ‘increase’ in the concentration that the
proposed merger will induce. Weighed against the
potential inefficiency from increased market
power is the economic gain attained through econ-
omies of scale and scope (which may ultimately
benefit consumers). Finally, the Guidelines recog-
nize the possibility that relatively easy entry may
quickly erode any market power that the merged
firm may have captured.
Due to the complexity in the jurisdictional
division between the EC and the member
states, merger control in the EU starts with a
pre-notification consultation in which the EC’s
jurisdiction over the proposed merger is exam-
ined. Upon the confirmation of its authority, the
EC commences the merger review process. The
legal and analytical framework surrounding the
review process is provided in the EC Merger
Regulation No. 139.2004 of 2004. The economic
analysis driving the review is similar to that
described in the US Merger Guidelines.
Conclusion

Over the last 30–40 years, the traditional, politi-
cally motivated antitrust policy has been
replaced by a competition policy motivated by
rigorous economic and strategic analyses of firm
behaviour. The advances made in game-theoretic
modelling have contributed to understanding the
strategic behaviour of firms and have led to the
reformulation of competition policy. The impact
of these advances on the decisions of the court
has been limited because of the difficulty in
transforming theoretical insights into a set of
quantifiable rules that can guide the court’s
decisions.
See Also
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Abstract
We define competitive advantage as the
degree to which a firm creates more eco-
nomic value than rival firms in a given prod-
uct market, noting that economic ▶ value is
the difference between the value perceived by
the firm’s customers, measured by their will-
ingness to pay, and the firm’s costs. This
definition is applicable whether the advan-
tage is sustainable (Barney, J Manag
17:99–120, 1991) or whether it is merely a
temporary advantage (D’Aveni, R.A. Hyper-
competition: Managing the dynamics of stra-
tegic maneuvering. New York: Free Press,
1994). As we explain, it is consistent with
the ▶ resource-based view of the firm
(Wernerfelt, Strat Manag J 5:171–180,
1984) and the ▶ positioning view (Porter,
M.E. Competitive strategy. New York: Free
Press, 1980), as well as the bargaining per-
spective (Brandenburger and Stuart, J Econ
Manag Strat 5:5–24, 1996).
Definition Competitive advantage is the degree
to which a firm creates more economic value than
rival firms in a given product market.

Competitive advantage is a business-level con-
struct that has been defined in several different
ways. It has been used to signify superior financial
performance at the market level, thus connoting a
business-level performance advantage. It has also
been used to refer to superior resources and dis-
tinctive competencies, thereby connoting a
resource and capability advantage. Competitive
advantage is best understood, however, neither
as a financial outcome nor as an underlying firm
attribute, but, rather, as an intermediate perfor-
mance outcome, indicative of differences in the
degree to which different competitors create
▶ value (e.g., Porter 1985; Barney 2007; Walker
2009; Ghemawat 2010; Grant 2010; Thompson
et al. 2011).

Accordingly, we define competitive advantage
as the degree to which a firm creates more eco-
nomic value than rival firms in a given product
market (Peteraf and Barney 2003). This definition
is applicable whether the advantage is sustainable
(Barney 1991) or whether it is merely a temporary
advantage (D’Aveni 1994). It is consistent with a
▶ resource-based view of the firm (Wernerfelt
1984) as well as with a ▶ positioning view
(Porter 1980) and a bargaining perspective
(Brandenburger and Stuart 1996).

To facilitate a deeper understanding of this
definition and enable the construct’s measure-
ment for empirical purposes, it is necessary to
give precise meaning to the term ‘economic
value’. Businesses create economic value when
they transform inputs (of a certain value or cost
to the firm) into more highly valued goods or
services. Thus, the economic value of a firm’s
goods or services is measured by the difference
between the value perceived by the firm’s cus-
tomers, as measured by their willingness to pay,
and the firm’s costs. This suggests that there are
two basic ways in which a firm can create more
economic value than its market rivals (and thus
gain a competitive advantage over them). It can
pursue a differentiation advantage to increase
customer willingness to pay or it becomes
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relatively more efficient with lower costs (or it
can do both).
C

Competitive Advantage
and the Positioning Perspective

At this point, the link between a value-based defi-
nition of competitive advantage and the positioning
perspective should be apparent. Any one of the
basic▶ generic strategy (Porter 1980) may provide
a route to competitive advantage, and managers
may utilize a selection of cost drivers and/or
value drivers (differentiation drivers) to improve
their relative position. At a more fine-grained
level, a firm’s competitive advantage depends on
how well it performs specific activities along its
value chain in comparison with its rivals (Porter
1985). At this level, it is possible to pinpoint both
the sources and size of a firm’s competitive advan-
tage (or disadvantage). See, for example,
Ghemawat and Rivkin 2010.
Competitive Advantage
and the Resource-Based View

Because a firm’s resources and capabilities may
constitute the ultimate source of a firm’s compet-
itive advantage, there is also a clear link between
competitive advantage, defined in terms of eco-
nomic value created, and the resource-based view
(Peteraf and Barney 2003). While economic value
is created in the course of performing various
activities along the firm’s value chain, the firm’s
resources and capabilities are deployed in the
process, and enable the firm to perform its activ-
ities at a certain level of efficiency and effective-
ness. Thus, the relationship between a firm’s
value-chain activities and its resource and capa-
bility set is a close one.
Competitive Advantage
and the Bargaining Perspective

There is also a clear connection between compet-
itive advantage as defined above and the
bargaining perspective, given the concern of
this perspective with the creation and distribu-
tion of value within an industry
(Brandenburger and Stuart 1996; Hoopes
et al. 2003; Lippman and Rumelt 2003).
Brandenburger and Stuart (1996) introduce
the notion of a firm’s ‘added value’, which is
the amount by which the economic value cre-
ated by the firm exceeds that of its closest
market rival. This is a measure of the firm’s
competitive advantage, as defined above,
although it brings into question the issue of
which rival (or rivals) should be used as the
comparison point in determining a firm’s com-
petitive advantage. The comparison may be
made in various ways, including the strongest
rival, the average rival in the market or the
marginal competitor.
Competitive Advantage and Profitability

It is important to recognize that a value-based
definition of competitive advantage is not synon-
ymous with superior financial performance.
Indeed, a benefit of conceptualizing competitive
advantage from a value-based perspective is that
it provides some needed separation between firm
characteristics (e.g., resources, capabilities,
activities, bargaining position) and profitability
outcomes. As Coff (1999) has explained, neither
superior capabilities nor superior value creation
guarantee that a firm can turn its value advantage
into greater profitability, since other stakeholders
may claim a share of the value generated.
Brandenburger and Stuart (1996) show the
same is true when competitive advantage is
defined in terms of added value, since the distri-
bution of the value created depends upon the
relative bargaining power of various claimants.
In the simplest case, there may be a link between
competitive advantage and superior profitability,
but this link is obscured because the firm simply
may forgo current period profits to invest in
research and development, market share or cus-
tomer loyalty in anticipation of reaping future
benefits.
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Definition Competitive heterogeneity refers to
enduring and systematic (superior) differences in
strategic positioning, and, in turn, performance,
among relatively close rivals where a firm that
produces the largest gap between the value
(V) of a good or service to a buyer and the cost
(C) of producing that value holds an advantage, or
superior position, relative to that of rivals.

Strategy scholars tend to agree that positioning for
▶ competitive advantage relates to how value is
created and captured. Despite extensive theoreti-
cal work on competitive advantage, empirical
work has not evolved in a similar cumulative
way. In response, the concept of competitive het-
erogeneity emerged with the intent of providing a
more complete picture of the emergence and per-
sistence of performance heterogeneity among
close competitors (Hoopes et al. 2003). Similar
to the ▶ resource-based view (RBV), the compet-
itive heterogeneity logic links resources and capa-
bilities to competitive advantage. However, it
broadens the theoretical scope regarding sources
of sustainable heterogeneity. Indeed, if resources
or capabilities associated with performance het-
erogeneity are not protectable, then the persis-
tence of an advantage must be associated with
something other than costly imitation. In other
words, barriers to imitation are one type of isolat-
ing mechanism; other isolating mechanisms do
not depend on a firm’s resources or capabilities.
It follows, then, that important sources of value
and cost differences among firms may lie outside
the RBV’s boundaries. As such, work on
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competitive heterogeneity has broader theoretical
roots than the RBV (see Hoopes et al. 2003).
C

Competitive Heterogeneity: The
Value-Price-Cost (VPC) Framework

To define superior performance differences inde-
pendently of resources and capabilities, work on
competitive heterogeneity adopts a bargaining
model. In this framework, a buyer and supplier
bargain over the price (P) for a good that contrib-
utes a value (V) or benefit to the buyer and costs
the supplier some amount (C) to produce. Value is
the price a buyer is willing to pay for a good in the
absence of competing products or services yet
within budget constraints and having considered
other purchasing opportunities. The good’s mar-
ket price lies between value and cost. So, the
buyer receives a surplus of value minus the price
(V�P), and the supplier captures a profit of price
minus cost (P�C). The supplier’s resources and
capabilities, in turn, influence the value of the
good to the buyer and the cost of producing
it. The gap between value and cost is referred to
as a firm’s VC profile. The firm that produces the
largest difference between value and cost has an
advantage over rivals. It can either attract buyers
due to the better surplus its product offers (V�P),
make a higher profit (P�C), or both (strategy texts
frequently use the VPC framework to define com-
petitive advantage: see Hoopes et al. 2003, for
references). Competitive heterogeneity arises
when a firm is able to sustain a larger VC profile
relative to that of rivals.

The VPC framework illustrates that simply
having costly to imitate resources and capabilities
does not necessarily produce a competitive advan-
tage. Consider two firms that have different
resources and capabilities and hence offer differ-
ent value at different costs. Yet, V minus C is the
same for both firms. Next, assume industry-wide
constraints on bargaining over price. Then the
dissimilar resources and capabilities of these
firms produce the same economic return (P�C).
This means that a resource or capability is valu-
able only when it increases the difference between
a firm’s value and cost (V�C) compared with that
of its rivals. That is, a valuable resource makes a
firm more productive in the context of
competition.
Implications

Employing the VPC framework offers several
benefits for understanding the sources of compet-
itive heterogeneity. For one, models of sustainable
heterogeneity typically focus on differences
among firms in efficiency, rarely on differences
in customer benefit, and even more rarely on
differences in both efficiency and customer bene-
fit simultaneously. Using the VPC framework,
however, involves considering both the demand
side (V) and the supply side (C) of a transaction.
The framework also allows one to separate com-
petitive heterogeneity (and competitive advan-
tage) from a firm’s resources and capabilities.
For instance, the value (V), a buyer’s willingness
to pay, is not part of a firm’s income statement.
Thus, the framework avoids issues of tautology
and avoids equating competitive advantage with
standard performance metrics. The latter point is
critical since extant work often blurs distinctions
between value capture and competitive advan-
tage. Although standard and absolute perfor-
mance metrics might be related to value capture,
they are not necessarily related to competitive
advantage. Last, the framework allows for a
more integrated analysis by explicitly accounting
for dynamic sources of heterogeneity. For
instance, given competition and bargaining, the
value captured by a firm may strengthen or erode
over time due to shifts in competition or due to
changes in consumers’ valuations of the firm’s
offerings. Thus, competitive heterogeneity is
rooted in evolving differences in the resources
and capabilities leveraged by close competitors,
and in consumer heterogeneity.
See Also
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Abstract
Competitive strategy examines the actions
that firms undertake – and the performance
outcomes associated with those actions –
recognizing the existence of direct competitors
and other firms that might appropriate profits.
This entry traces the evolution of approaches to
this issue from the five forces to resource or
capability views. It also highlights approaches
in the field to assess the competitive interac-
tions inherent in the study and application of
competitive strategy.

Definition Competitive strategy examines the
actions that firms undertake – and the performance
outcomes associatedwith those actions– recognizing
the existence of direct competitors and other firms
that might appropriate profits.
Five Forces Framework

The foundational framework to the study of the
competitive strategy in management is the five
forces model introduced by ▶Michael Porter
(1979). The framework, which is based on the
Bain–Mason or ▶ structure–conduct–per-
formance view from ▶ industrial organization
economics, assesses how industry profitability is
affected by five competitive forces: bargaining
power of buyers, bargaining power of suppliers,
threat of substitutes, threat of entry and rivalry
among competitors.
This framework has proven very popular
because of its ability to systematically provide
insight into the sources of competitive pressures
on the firms and its ability to identify attractive
industries. This framework is taught in almost all
introductory strategy courses, in addition to many
other courses.
Resource and Capability Views

The insight that differences in competitiveness in
the product market, as described in the five forces
model, could, in parallel, be considered as
representing differences in the input market or
resources of firms (Wernerfelt 1984), gives rise
to the other influential approach in assessing com-
petitive strategy, the resource-based and
capabilities-based views of the firm.

The resource-based or capabilities view of the
firm highlight the fact that when ▶firm resources
or capabilities are uniquely possessed (Barney
1991; Rumelt 1984), or when the ability to gener-
ate such resources or capabilities is uniquely pos-
sessed (also known as the ▶ dynamic capabilities
approach – Teece et al. 1997), firms will have
advantageous competitive outcomes vis-à-vis
rivals.

The focus from this approach directs attention
towards resources and capabilities internal to the
firm, compared with the five forces approach,
which focuses on the structure of the industry.
The strategic implication from the resource and
capability views is that competiveness stems from
developing and deploying valuable firm resources
while potentially deterring competitors from
doing the same (Clarkson and Toh 2010).

This view is central to the current academic
study and teaching of competitive strategy.
Strategic Interactions

Recognizing that the success of a chosen strategy
will be contingent on the choices of other firms
has led to the application of ▶ game theory as a
tool to study competitive strategy. The initial
application of game theory to these issues focused
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C

on the application of non-cooperative game the-
ory. This approach, while central in industrial
organization economics, also had applications
within the strategy literature (e.g., Amit
et al. 1990; Saloner 1991).

More recently, cooperative game theory has
been used to provide insight into strategic inter-
actions (e.g., Brandenberger and Stewart 1996;
MacDonald and Ryall 2004). The benefit of this
approach is that it provides insight into competi-
tive interaction without requiring the same
assumptions on the underlying structure of
interaction as do non-cooperative game theory
approaches.

In addition to the theoretical insight from
game theoretical approaches, a literature that
empirically identifies the actions of competitors
and their relationships also exists (e.g., Smith
et al. 1991; Ferrier 2001). This literature is
often referred to as the competitive dynamics
literature.
See Also
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Abstract
Competitiveness defines how a firm outperforms
its competitors and creates more value for its
owners. Competitiveness consists of a set of
integrated choices: the domain in which the
firm competes, its competitive position – which
in turn consists of the value proposition it offers
to customers, and its cost structure – and the
▶organizational design to execute its strategy.
To gain a ▶ competitive advantage, a firm must
act differently, making choices and choosing
alternatives that are distinct from those of its
competitors. The very essence of competitive-
ness is controversial choices and trade-offs.
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Definition Competitiveness defines how a firm
outperforms its competitors and creates more
value for its owners. Competitiveness consists of
a set of integrated choices: the domain in which
the firm competes, its competitive position and the
organizational design to execute its strategy.

Competitiveness defines how a firm outperforms
its competitors and creates more value for its
owners. Competitiveness consists of a set of
integrated choices: the domain in which the
firm competes, its competitive position – which
in turn consists of the value proposition it offers
to customers, and its cost structure – and the
▶ organizational design to execute its strategy.
In other words, a firm’s competitiveness is deter-
mined by its choices on where to compete, how
to compete and strategy execution.
Controversial Choices

To gain a ▶ competitive advantage, a firm must
act differently, making choices and choosing alter-
natives that are distinct from those of its compet-
itors. The very essence of competitiveness is
controversial choices and trade-offs; without
these factors, every firm would choose the same
alternatives and there would be no difference
among competitors (Karnani 2008). Einstein is
said to have defined insanity as doing the same
thing and expecting a different result.

Strategic choices are complicated and contro-
versial. Analyses alone do not yield the right
answers; managers have to make difficult judge-
ments, often in the context of considerable uncer-
tainty. Managers who are equally intelligent and
competent can have very disparate views on the
best strategy for the company. That is why making
the choices to achieve competitiveness is the cen-
tral challenge for top managers.
A Vision Is Not a Strategy

In the lobby of many companies you will find a
beautifully framed vision statement. However, if
you take that vision statement and hang it in the
lobby of a different company, most people would
not notice the difference. Most vision statements
are ‘motherhood and apple pie’ statements, plati-
tudes about being the best in terms of quality,
service, growth, leadership, innovation, cus-
tomers, employees and/or shareholders. These
statements are often trite, generic and exchange-
able, not controversial – and hence they do not
lead to competitiveness.

Vision statements are useful for energizing peo-
ple in a company and providing a common purpose
and cohesive values. But they provide very little, if
any, guidance for making complicated strategic
choices. There is much more to formulating a
strategy for competitiveness than devising a vision.
Competitive Domain

Companies, even large companies, do not compete
in an industry as a whole. A firm must choose the
domain in which it competes. This choice involves
four dimensions: markets, segments, vertical scope
and geographic scope. An industry can be divided
into several markets and the firm can decide towhat
extent it participates in eachmarket. For example, a
home appliance company can choose to what
extent to emphasize the markets for refrigerators,
freezers, washing machines, dryers, ovens, dish-
washers and air conditioners. A market can be
further divided into segments, and the firm must
decide to what extent to participate in each seg-
ment. For example, the market for refrigerators can
be segmented in several ways: new home construc-
tion versus retail, do-it-yourself versus contractor,
and by size. A firm also has to decide whether to
compete broadly in several markets and segments,
or narrowly in a niche.

Vertical scope determines what activities the
firm performs and which ones it outsources.
A refrigerator company has a choice to manufac-
ture compressors or to buy them from a supplier.
Finally, the firm must decide which countries and
geographic regions it will participate in and to what
extent. For example, in home appliances, Whirl-
pool and General Electric are both major players in
North America, but whileWhirlpool is a significant
competitor in Europe, General Electric is not.
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Some industries are structurally more attractive
than other industries (Porter 1979). Similarly,
some parts of an industry are structurally more
attractive than other parts. Firms try to choose the
competitive domain that is more attractive, based
not only on the current structure, but also their
projection of future structure.
Value Proposition

Having decided where to compete, the firm next
needs to decide how to compete. Its competitive
position involves choices on twomajor dimensions:
the value proposition it offers to customers and its
cost structure. As firms compete with each other, the
customer has a critical say in determining which
firms win in this competition. Each firm offers a
value proposition, that is, a bundle of product (the
term ‘product’ is used here generically to include
services), price, place and promotion – the four ‘P’s
of marketing (Borden 1964).

Product decisions include various aspects such
as functionality, quality, performance, features,
reliability, conformance, durability, safety, ser-
viceability, aesthetics, convenience and customi-
zation. Pricing decisions include terms used to
determine the price charged to a particular cus-
tomer, such as volume discounts, early payment
discounts, seasonal pricing, bundling and price
discrimination. A good example of the complex-
ity in pricing is the airline industry. Distribution is
about how the firm gets the product to the cus-
tomer and involves decisions on market coverage,
order processing, inventory management, logis-
tics and delivery process. Promotion is about
how the firm communicates with customers to
generate a positive response, and includes choices
on brand image, advertising and public relations.

Each customer places a different weighting on
the four elements of the marketing mix based on
his or her particular preferences and trade-offs.
Customers with similar weightings can be
grouped together to form a segment. Companies
compete by trying to offer a superior, and prefer-
ably a unique, value proposition to their targeted
customers. Intimate knowledge of customers is
needed to design such a value proposition.
Cost Structure

A superior value proposition is essential but not
sufficient for a firm to outperform its competi-
tors. A firm also needs a cost structure such that it
can ‘produce’ this value proposition profitably.
After all, the firm’s objective is to create more
value for its owners, or shareholder value.
Accounting profits are defined as revenues
minus total costs. Shareholder value is related
not to accounting profits, but, rather, to economic
profits, which are equal to accounting profits
minus the opportunity cost of the capital used
by the firm. Put differently, competitiveness is
defined by the firm’s ability to earn higher eco-
nomic profits than its competitors, driven by the
appropriate combination of its value proposition
and cost structure.

A firm’s cost structure is defined by a variety
of factors such as economies of scale, technol-
ogy, automation, location of facilities, supply
chain management, outsourcing and supplier
relations, operational excellence and employee
productivity.
Organizational Design

It is not enough to have a good strategy; the firm
also has to implement this strategy well to be
successful. It is necessary to design the organiza-
tion appropriately to execute the strategy (Kates
and Galbraith 2007). Top managers control four
elements: organizational structure, managerial
processes, corporate culture and management of
people. Organizational structure determines who
reports to whom, who has authority over what
decisions, and how information and power flow
in the organization. Various managerial processes
bring this skeleton to life, such as performance
measurement and rewards, budgeting and capital
allocation, strategic planning and information sys-
tems. Corporate culture defines the values and
norms the people in an organization share, and
how they interact with each other and the envi-
ronment. Managing people involves decisions on
recruiting, training and development, promotions
and succession planning.



306 Competitors
Fit

Competitiveness is not determined by decisions
on competitive domain, competitive position and
execution in isolation. Rather, there is much inter-
action among all these choices, and what matters
is how these decisions fit together – internal con-
sistency. All these choices collectively have also
to be congruent with the external environment
(such as customers, technology, government
regulation and social trends). Both internal and
external consistency drive the firm’s overall
competitiveness.
See Also
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▶Organizational Design
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Competitors

John Horn
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Abstract
It is critical to understand competitors when
you are developing a strategy. They serve not
only as a benchmark against which you can set
and measure goals, but they often stand in your
way of achieving your strategic objectives.
Understanding competitors is challenging
because they may also be collaborators, sup-
pliers, or customers, but, more importantly,
because it is hard to predict what they will
do. They pursue their own goals and have
different assets, resources, and capabilities
from those of your own organization. Compet-
itors are rarely irrational, so systematic analy-
sis can help create insight into their mindset
and probable strategic choices.

Definition Competitors are organizations pursu-
ing (at least) a portion of the same markets and
opportunities that your own organization is
targeting. They often actively try to prevent your
organization from achieving its objectives.
Why Competitors Matter

At its core, strategy is about creating plans in
order to achieve an objective. For any business
or organization, there are always others who will
try to help or hinder the achievement of that
objective: customers, distributors, suppliers, reg-
ulators and public-interest stakeholders. But
prime among these in the business environment
are competitors – those who are trying to capture
at least a portion of the market the organization is
pursuing. Markets can grow, and markets evolve,
but because we live in a world with limited
resources, eventually strategy will run up against
competitors that are trying to sell to the same
customers, or purchase from a key supplier, or
offer a similar product.

Competitors are important for strategy because
they are a measure of your relative success. When
an organization tracks earnings, it usually com-
pares itself with the profits generated by its com-
petitors. (And if the organization itself does not,
you can be sure that investors do!) Gains and
losses in market share, a common metric that
companies use to measure strategic effectiveness,
is only relevant when compared with competitors.
(Apple does not gain market share at the expense
of Pfizer.) Top-line revenue growth is also best
understood relative to the particular competitors
in a company’s market. And marketing strategy is
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predominantly about comparing your price, prod-
uct portfolio and attributes, placement and promo-
tional activities (both amount of spend and
messaging) with those same characteristics of
your competitors’ products and services. Success-
ful marketing strategy is about beating your
▶ competition on one or more of these elements
in order to improve market share and/or profitabil-
ity performance.

Competitors are not just a benchmark, how-
ever. They often actively try to prevent your orga-
nization from achieving those desired levels of
success. For example, cut-throat pricing in a mar-
ket can erode your profitability; entry by others
reduces the market share available for your firm;
and marketing efforts are typically undertaken not
merely to grow the overall size of the market but
to grow the competitor’s share of the market,
thereby slowing your growth. These competitor
actions will almost certainly put stress on your
organization. If the choices competitors made
had no influence on the strategic objectives of
other organizations they would not be considered
to be competition.
Why Understanding Competitors Is
Challenging

Understanding competitors is not a straightfor-
ward effort, however. First, there is not always a
black-and-white distinction between who is and
who is not a competitor. Another organization
can be both a competitor and a collaborator. For
example, in the US there are two main companies
that build ships for the US Navy. These compa-
nies compete with each other to secure contracts
from the Department of Defense. But they are
also collaborators on a submarine programme.
Each company builds approximately half of
each vessel, the two halves of which are then
combined at one of the two company’s shipyards.
British Petroleum and Shell compete with each
other in many different markets of the oil indus-
try, but they are also joint owners of a refinery in
South Africa. Are BP and Shell competitors?
Yes. But there are also times when they must
cooperate.
Second, a competitor may also be a supplier or
customer. The major car manufacturers compete
with each other in virtually every geography and
segment of the car market. But they also sell
technologies to each other. Nissan licenses
Toyota’s hybrid drive system, and Toyota at one
time bought batteries and an all electric power
train from Tesla for use in Toyota vehicles. Is
Toyota competing or cooperating with Nissan
and Tesla? It depends.

Third, and most important, it is very hard to
understand and predict what a competitor will
do. After you’ve worked out that they are not a
collaborator, customer or supplier, it is still very
hard to know what your competitor is going to
do. If you cannot predict what your competitor is
going to do, or understand what moves it might
make, it becomes very difficult to craft an effec-
tive strategy, since the competitor’s moves may
end up nullifying your expected gains.

Competitors are hard to understand because
they are trying to do what is best for them, not
what is best for you. If competitors were doing
what was best for you they would not stay in
business very long. First and foremost, competi-
tors may have objectives and goals different from
those of your organization. We usually assume all
companies are trying to maximize long-term
profits, but sometimes firms try to grow revenue,
or gain market share, or prevent the further loss of
market share, or boost short-term earnings. In the
long term, we would expect these companies to go
out of business if they do not eventually focus on
generating profits, but in the shorter term, their
strategic objective may look rather different from
any theoretical prediction. (If you doubt this, ask
yourself if every decision your company makes is
with the goal of explicitly maximizing long-term
profits.)

A second reason why it can be hard to under-
stand competitors is that their resources and capa-
bilities differ from those of your organization.
Those different endowments mean they can
make different choices to generate profits, and
they might be able to make choices that are not
feasible for your organization. If you cannot
fathom choosing to do something because you
do not have the necessary resources at hand it is
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hard to imagine that anyone else would decide to
go ahead with that choice either.

Companies often say that their competitors are
irrational, but most of the time those competitors
are not irrational – they are simply trying to
achieve different objectives from a different
starting point. It would be relatively simple if
you could directly ask a competitor what their
goals and plans were, and what their current
resources, capabilities and investments were. But
apart from being illegal in many jurisdictions,
there is no reason to believe their answers. If the
competitor wanted to create an advantage, an easy
way to do it would be to tell you a set of false plans
that led you to choose a path that was most ben-
eficial to the competitor, not necessarily to you. In
other words, if a competitor had the choice of
telling you the truth (which would mean you
could counter those moves and prevent the
achievement of the goal), or telling you a plan
that you would counter in such a way that made
the competitor’s real plan easier to execute, which
one do you think the competitor would choose?
Gaining Competitive Insight

If competitors are not irrational, and you cannot ask
them directly for their plans, how can you
gain better insight into what their objectives and
strategiesmight be? The best way is to engage in an
ongoing process of observing and analysing the
market from their perspective. As described in a
McKinsey Quarterly article (Courtney et al. 2009),
a four-step, continual process would be:

1. Stop, Look and Listen to the competition.
What are they saying in press releases? What
are the actual choices they have been making?
What are the latest social media campaigns
they have launched? Where have they
announced new acquisitions? Or new markets
they are entering? Every company has to com-
municate with shareholders (if publicly held)
and other stakeholders (including privately
held and other non-public organizations) to
some degree. Pay attention to what they are
saying to gain clues about their objectives.
2. Think like a strategist working for the com-
petition. If you had the competitor’s assets,
resources, capabilities and competencies what
would you do? What market and customer
segments would you focus on? What product
white spaces would you pursue? Where would
you focus on improving costs? Where would
you shift your research and development
(R&D) spend? Your competitors are probably
wrestling with these same questions, using
their existing resources and capabilities. Try
to craft what you would do in their stead.

3. Determine who will be making the decision.
When the time comes to pull the trigger, there
will be a person, or small group of people, at the
competitor organization who will make the
decision. Is it the CEO or President of the busi-
ness unit or the front-line sales staff? Each has a
different set of incentives, and different people
also have different proclivities and ways of
making decisions. A CEO who rose through
the ranks as a CFO is likely to make different
decisions from someone who started off as a
marketer. Neither is right or wrong, but the
decision maker’s background and incentives
will influence their decision-making style.

4. Make a prediction and follow up. The first
three steps guide you towards predicting what
your competitor will do. Will they lower prices?
By howmuch? Inwhich geographies? Towhich
customer segments? Use what they’ve said,
what they have, and the insights about the deci-
sion maker to make a prediction. Do not stop
there, though. Observe what strategic choice
they actually make, and compare it with your
prediction. Learn from analysing where you
were right, and, as importantly, where you
were wrong. In cases where you did not get
things exactly right repeat steps 1 through 3 to
refine your analysis, make a new prediction and
then assess whether or not you have improved.

Competitors are not trying to help you suc-
ceed, and in fact are often aiming for the oppo-
site outcome. You should never expect to fully
understand your competitors. But if you get
better at gaining insight into how their minds
work, and what that implies for their strategic
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choices, they will not seem as irrational. That
demystification will go a long way towards
being better prepared to confront them in the
marketplace.
C
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Abstract
Complementarities – when two or more items
are more valuable in combination – can be
vertical or horizontal, and they can involve
user utility, prices, and/or technologies. They
are important for innovation because most tech-
nologies require complementary technologies if
their full value is to be realized. Complementar-
ities are important for strategy in a number of
realms, including the setting of prices, invest-
ments, and the boundaries of the firm.

Definition Complementarities occur when two
or more items are more valuable in combination
than in isolation. They can be vertical or horizon-
tal, and they can involve user utility, prices, and/or
technologies.
Classification
Economics and strategy; Foundations; Innovation
and strategy

Complementarities generate important sources
of value throughout the economic system. The
basic notion is that the whole (i.e., two or more
complements in combination) is greater than the
sum of its parts. For example, the laser and the
computer, when combined, enabled, among
other things, CD and DVD players. There are,
however, many subtle variations on the comple-
mentarity theme.

The most commonly studied types of comple-
mentarity involve factor prices or value from use
(Carlaw and Lipsey 2002). Innovation studies
(e.g., Rosenberg and Frischtak 1983) look instead
at the impact of new combinations of existing
technologies.

There are in fact at least six types of comple-
mentarity of economic and strategic importance,
presented here in the historical order in which
they were identified. While there is inevitably
overlap among the concepts, each one has
its uses.
Product Pricing (Associated with
Cournot 1838)

Cournot complements exist when, for example,
two firms hold market power (duopoly) over
separate inputs to a common downstream good,
they can maximize their joint profits by collud-
ing (where legal) or by tacitly coordinating in
order to avoid raising factor costs so high that
the downstream product loses too much of its
sales.
Consumption Utility (Associated with
Edgeworth 1897)

Two goods, X and Y, are Edgeworth complements
if a consumer derives greater utility from consum-
ing them together than from consuming them in
isolation. The quantity demanded of either good is
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affected by a change in the quantity demanded of
the other.
Factor Prices (Associated with Hicks
1970)

Factors of production are Hicksian complements
when a decrease in the price of one leads to an
increase in the quantity used of its complements.
Asset Prices (Associated with Hirshleifer
1971)

If an innovation is likely to move factor
demand as described by Hicksian complemen-
tarity or by undermining the demand for a
substitute factor, then the innovator can poten-
tially use this foreknowledge to profit from the
expected future changes in asset prices (e.g.,
going short in markets that would be nega-
tively impacted).
Technologies (Associated with Teece
1986, 2006)

The realized value of an innovation typically
depends on altering the nature of one or more
existing (complementary) assets or technolo-
gies and/or on creating new ones. For exam-
ple, reaping the full value from the
introduction of electricity required the creation
of electric motors that could be attached to
machines.
Innovations (Associated with Bresnahan
and Trajtenberg 1995)

Improvements in a general-purpose technol-
ogy will increase the innovation possibilities
in downstream sectors. For instance, the
improvement of a cellular network opens new tech-
nological opportunities forfirms providingwireless
data devices. This is closely related to technological
complementarities, but an improvement in any
single downstream sector is less critical to value
capture by the focal (general-purpose) technology.

Edgeworth complementarity is primarily
important for conceptualizing the fundamentals
of why optimal pricing of monopolistically sup-
plied inputs requires coordination. For strategy
purposes, Cournot and Hicks complementarities
can be analyzed using game theory, although real-
ity often falls short of what the theoretical models
predict. Hirshleifer complementarity can also be
risky to rely on in practice because it abstracts
from the market uncertainty affecting most inno-
vations; however, it provides a useful framework
for understanding the asset pricing consequences
of innovation in one product area on another and
how this can be harnessed to help innovators
capture value.

Technological complementarity is pervasive
and significant. Absent complementary technolo-
gies, many products simply will not get developed
and commercialized. This was the case, for exam-
ple, in the US electrical supply industry at the end
of the nineteenth century. The industry had a killer
app – lighting – but was mired in a “war of the
currents” between alternating and direct current,
each of which had certain deficiencies. It was only
with the development of rotary converters that one
system (alternating current) was able to develop a
dominant position and spur rapid deployment
(David 1992).

Innovation complementarity is important
mainly in that it shines a light on the spillover
benefits of general-purpose technologies. This is
an important reason that owners of general-
purpose technologies are unable to earn more
than a fraction of the total social benefits that
they help create.

A model for developing strategy around
complements with regard to the appropriability
potential of particular innovations is Profiting
From Innovation (Teece 1986, 2006, forthcom-
ing). It places complementarity in a broader
context, such as whether complements are
cospecialized from an investment standpoint,
and is useful for analyzing the key make-or-
buy issues for choosing the degree of vertical
integration and other aspects of organizational
design.
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Abstract
Being first to market or possessing strong
intellectual property protection may not be
enough to profit from a groundbreaking inven-
tion. One must also consider the upstream and
downstream complementary assets necessary
to successfully commercialize an invention.
Particularly important are the specialized
and co-specialized assets that are idiosyncratic
to the innovation. Since these cannot be readily
bought and sold in the market, their ownership
provides a source of sustainable competitive
advantage. Ultimately, it is a combination of
inventions that are hard to imitate and owner-
ship of complementary assets that are hard to
acquire that affect the degree to which compa-
nies capture rents from their innovations.

Definition Complementary assets are the
upstream and downstream assets necessary to suc-
cessfully commercialize an invention. These can
be generic assets that can be used for multiple
purposes, or specialized and co-specialized assets
that are idiosyncratic to the innovation and don’t
easily trade on markets. Identification and control
of complementary assets that are hard to acquire
are crucial to capture rents from innovations.

It is not enough to develop a groundbreaking
invention and be first to market to capture the
▶ profiting from innovation (PFI). One must
also consider the upstream and downstream com-
plementary assets necessary to successfully com-
mercialize an invention (Teece 1986).

Many of the world’s most respected companies
are those that have created innovations that have
changed the world. There are many companies,
however, who also introduced innovations that
have had similar impacts on our lives yet were
not as successful. Failure often lies in the inability
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of the innovator to gain access to complementary
assets that are hard to acquire.

If an invention is one part of a manufactured
good, the remaining components are considered
complementary assets, as are the capability to
manufacture the good, a strong brand associated
with that product, and a distribution network for
selling and servicing the finished good. Comple-
mentary assets can be divided into three groups:
generic, specialized and co-specialized,
depending on the level of interdependence
between the asset and the invention (Teece 1986).

1. Generic assets are essentially commodities that
can be used for multiple purposes. Manufactur-
ing facilities used to produce many consumer
products, such as shoes or toys, are typically
generic.

2. Specialized assets must be tailored to the inno-
vation. The sales force of pharmaceutical com-
panies is a classic example, since it is often
extensively trained in a specific class of
drugs. When new products developed in
those classes critically depend on the special-
ized sales force, but the latter can be
redeployed at low cost in alternative uses,
there is unilateral dependence between the
innovations and the complementary assets.

3. Co-specialized assets are more valuable when
they are used in conjunction with the innova-
tion. With reference to the previous example, if
the specialized sales force cannot be
redeployed from one therapeutic category to
another, there would be complete mutual
dependence – or co-specialization – between
the innovation and the complementary asset.

Since specialized and co-specialized comple-
mentary assets cannot be readily bought and sold
in the market, their ownership provides a source
of sustainable competitive advantage. Examples
abound in high-tech industries. For instance,
Apple Inc., which has come to dominate the tablet
computer market, did not succeed by being the
first to market; in fact, the touch-screen tablet was
first commercialized in the 1990s. Apple’s strat-
egy for the iPad was to imitate and improve the
original tablet technology. Apple achieved a
competitive advantage in this market by control-
ling key specialized assets: a strong brand; several
complementary technologies which successfully
transferred from its digital music player, the iPod;
in-house digital rights management software; tacit
technical capabilities that deliver a product with
proverbial design; and an interface that is easy to
use. Apple also controls key co-specialized assets
such as the Apps and iTunes Stores: huge market-
places owned by Apple that enhance the user
experience through the online purchase of func-
tional applications and music. Their use in con-
junction with the innovation is value-enhancing.
On the one hand, Apple benefits from the virtual
stores since they encourage its consumers to
remain loyal and enhance its bargaining position;
on the other hand, the iPad benefits the virtual
stores, since it provides developers and artists
with a large installed base of Apple customers.
Finally, Apple outsources production and assem-
bly associated with the iPad, since these are
generic complementary assets that are available
in competitive markets.

It is important to stress that it is the combina-
tion of inventions that are hard to imitate and
ownership of complementary assets that are hard
to acquire that affect the degree to which compa-
nies capture the value from innovation (Teece
1986; Arora and Ceccagnoli 2006). Inventions
that are hard to imitate are said to benefit from a
strong ▶ appropriability regime (Teece 1986).
The latter is mainly determined by the ease of
replication and how well the inventor can guard
his invention from actual or potential competitors
through legal means. A summary of typical cases
is represented in Fig. 1.

A strong appropriability regime combined with
generic complementary assets or specialized/
cospecialized assets controlled by the innovator
leads to inventors capturing most of the value
from innovation. A common situation, however,
involves start-ups lacking downstream comple-
mentary assets: when these are specialized and
the invention is easy to imitate, these companies
tend to lose the competitive battle in the market-
place, as owners of complementary assets imitate
and exploit their inventions. In this case, vertical
integration in the product market is deemed to be a
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failure. A combination of a strong appropriability
regime and lack of specialized complementary
assets leads small companies to contract for access
to the complementary assets. Contracting can be
accomplished through a variety of cooperative
strategies that allow the innovator to share the
PFI with the complementary assets holders, such
as licensing, joint ventures or the sale of the com-
pany (Rothaermel 2001; Gans et al. 2002; Arora
and Ceccagnoli 2006; Ceccagnoli and Hicks
2013). In such cases, profits captured by the inno-
vator are proportional to the strength of the
appropriability regime; profits captured by owners
of complementary assets are proportional to the
degree to which these are specialized (Ceccagnoli
and Rothaermel 2008).

With economic profits in developed nations
shifting to knowledge assets, complementary
assets are the crucial link in transferring the
knowledge asset into successful products or
services. Liberalization of markets means that
competitive advantage is not likely to occur
from access to a market and must come from
ownership of assets which do not trade on markets
(Teece 1998). Even as global intellectual property
rights protection has strengthened in recent
years, it is still relatively difficult to protect one’s
invention via the courts. Identifying and control-
ling key complementary assets may be crucial
to capture the lion’s share of the PFI and achieve
an innovation-based sustainable competitive
advantage.
See Also

▶Appropriability
▶Cooperation and Competition
▶ First-Mover Advantage
▶Markets for Technology
▶ Profiting from Innovation
▶Technology Strategy
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Abstract
A significant and growing set of approaches in
strategic management research are centred on
the use of computational models realized as
simulations. We provide a characterization of
what constitutes a computational simulation
and enumerate the possible roles computa-
tional simulations can play in strategic man-
agement research. By exploring the broad
fundamentals and issues underlying the use
and contribution of computational modelling,
we hope to help facilitate the use of simulation
in providing insight into key issues of strategic
management. We provide a brief examination
of the history, benefits, uses and forms of com-
putational simulations, and explicate the con-
cerns and issues that lie at the core of any
simulation development effort.
Definition A computational simulation is a
dynamic, process-oriented model instantiated on
a computer. These can range from traditional eco-
nomic models (expressed as equations) to more
abstract constructs and processes (expressed as
objects, agents, operators and algorithms).

A significant and growing suite of tools and
approaches in strategic management research are
centred on the use of computational models real-
ized as simulations. However, as the study of
strategic management itself is a moving target, it
is important to understand the broad fundamentals
and issues underlying the computational simula-
tion approaches in order to intelligently discern
how they can contribute to strategic management
research.
Brief Historical Overview

The computer has been an adjunct for research in
strategic management for decades – consider the
early work of Jay Forrester, incorporating systems
dynamics simulations as mechanisms to improve
a firm’s strategic decisions (Forrester 1958). In
fact, by 1965 ‘simulation had become a widely
used methodology’ in the social sciences (Dutton
and Starbuck 1971: 3), including such publica-
tions as Industrial Dynamics (Forrester 1961),
Simulation in Social Science (Guetzkow 1962)
and A Behavioral Theory of the Firm (Cyert and
March 1963). The garbage can model (Cohen
et al. 1972), models of adaptive search
(Levinthal and March 1981), models of coopera-
tion (Axelrod 1984) and the exploration-
exploitation model (March 1991) all followed.
Movements towards the consideration of the
microphenomenon underlying macro-behaviour
(e.g., Schelling 1978) afforded legitimacy to
reductionism in examining strategic constructs,
but the use of simulation methods in mainstream
management journals remained infrequent
(Berends and Romme 1999). Over time, interdis-
ciplinary organizations emerged to accommodate
intellectual exchanges (e.g., the World Congress
on Social Simulation), the National Science Foun-
dation provided support for research and summer
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schools educating Ph.D. students and faculty, and
key conferences such as that held by the Academy
of Management offered pre-meeting professional
development workshops and support for compu-
tational simulations topics on management and
strategy. Thus, the past several years have
witnessed a distinct increase in the use and sophis-
tication of computational simulations in manage-
ment research. In other disciplines, computational
simulation has become a ‘third branch’ of science
(Pool 1992), with that trend growing in studies of
organization science (Carley 2002) and econom-
ics (LeBaron and Tesfatsion 2008; Tesfatsion
and Judd 2006). This trend is now gaining
strength in the study of strategic management,
which often bridges both disciplines. Further-
more, the exact nature of what type of simulation
to engage depends on the particular investigative
or theoretical context – for example, is it ‘the
strategy’ (economic, macro-organizational) or
the ‘the strategist’ (cognitive science, micro-
organizational)? Accordingly, it is important to
understand what constitutes a computational
simulation and the possible roles computational
simulations can play in strategic management
research.
What Is a Computational Simulation?

For our purposes a computational simulation is
simply a dynamic, process-oriented model instan-
tiated on a computer. These can range from tradi-
tional economic models expressed as equations
(e.g., Berry and Pakes 1993; Werden et al. 1991)
to models representing individual agents to soci-
eties (e.g., North and Macal 2007; Zacharias
et al. 2008). In actuality, this is quite a powerful
statement given the broad nature of the types and
extent of models that can be realized on computer,
and the fundamental robustness of computational
formalisms as suggested by the Church-Turing
thesis (Harel 1987). Consequently, as one moves
away from a more standard form (e.g., a system of
linear equations, an LP model) to more flexible
ones (e.g., using an agent-based package, pro-
gramming your own model), it is essential that
the assumptions, both explicit and implicit, are
known and articulated. As these assumptions are
embedded in any model that is created, they must
be understood in order to appreciate their contri-
bution to the analysis of model behaviour. For
example, Davis et al. (2007) provide a comparison
of five approaches to simulation, focusing on sev-
eral dimensions: focus, common research ques-
tion, key assumptions, theoretical logic and
common experiments. Following that lead, we
focus on computational simulations and examine
the benefits and uses of simulation for strategic
management research.
Some Benefits of Computational
Simulation

As computational simulations are dynamic instan-
tiations of models, incorporating incremental and
causal changes in parameters over a precedent-
temporal (i.e., event-driven or continuous) inter-
val, they embody specification of processes. The
value of this resides in the ability to specify the
model at multiple and varying levels of complex-
ity and formality, and to include the complex
dynamics inherent in business, market or sector
activity unfolding over time (Prietula 2011). Con-
sider four general benefits of computational sim-
ulations for strategic management research.

First, computational simulations focus on
organizational phenomena that go together in a
theoretically meaningful way. A set of constructs
are defined that operate dynamically, evidencing
individual and collective behaviour over time,
possibly addressing multiple levels of abstraction.
For example, Lant and Mezias (1990) define
and manipulate levels of entrepreneurial activity,
as well as types of entrepreneurial strategy,
under a learning model in order to examine the
consequences (as performance, resources and
bankruptcies) over extended time periods.
Aggarwal et al. (2011) developed an agent-based
model to examine the performance impacts of
governance modes used to make decisions in
inter-organizational alliances. Their model show-
cased the interactions between different gover-
nance structures, patterns of interdependencies
and levels of organizational search capabilities.
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Second, computational simulations describe
both the process and the product of behaviour.
That is, they allow a reductionist argument and
permit traces of behaviour over time that can be
associated with theoretical constructs in the
model. There is a specific distinction between
behaviour and performance. The oligopoly
model described in Cyert and March (1963)
included many process components. Prietula and
Watson (2000, 2008) replicated that model and
examined how the model component processes
contributed to outcome product, but also demon-
strated how its routines account for economic
behaviour. By incorporating changes in risk pref-
erence at extremes of performance and alternative
reference group strategies, Hu et al. (2011) extend
the prior process descriptive simulations of adap-
tive aspirations by March (1988) and March and
Shapira (1987, 1992). Miller et al. (2009) used a
simulation model to study participation by incor-
porating a new risk preference function and exam-
ining alternative strategies for setting reference
groups of organizations in online communities
as a means to use social learning processes to
shape demand for products. The authors model
product demand as a function of interpersonal
communication and firm strategy, and find key
contingencies that can inform firm strategies in
this context. Markle (2011) uses experimental
data and setting from a gift exchange game
published in a prior study as a basis for a computer
simulation to examine the judgement of firms
regarding employee reciprocity. The simulation
supports the dysfunctional learning process
suggested in prior theory by demonstrating sys-
tematic bias towards an overemphasis on
employee self-interest, and subsequent wage
choice inefficiencies.

Third, computational simulations enforce
both the formalism and uniformity describing
organizational phenomena. Unlike verbal or ‘pic-
tographic’ articulations of theory, computational
simulations are more demanding of exact specifi-
cations of objects and processes of the model. If it
is asserted in the model, it is represented in the
code (at some level of abstraction), and the impli-
cations of the code are unambiguous in execution.
But not all the components of the simulation
embody components of the model, as ancillary
elements may be needed to hold together and
enable components of the model so that it can be
realized in the simulation. One solution to this is
to provide the code itself (Cohen et al. 1972; Cyert
and March 1963; Levinthal and March 1981).
Nevertheless, as models become more complex
the visibility of the constructs and their dynamics
becomes somewhat obscured, thus obfuscating
the model itself. Therefore, model complexity
and ancillary elements (which may invade the
definitions and behaviours of the model con-
structs) can lead to model obfuscation. Two
basic methods to mitigate obfuscation risk are
model assembly and code assembly.

Model assembly refers to borrowing compo-
nents that are well defined in another model and
manipulating them to fit the context of interest.
For example, Gavetti et al. (2005), Siggelkow and
Levinthal (2005), Levinthal and Posen (2007),
Ethiraj et al. (2008), and Aggarwal et al. (2011)
all construct strategic simulations based on mod-
ifying the NK model developed in the context of
biology and borrowed from physics (Kauffman
1993), while Carley and Svoboda (1996) incorpo-
rate an optimization procedure (simulated
annealing) to model organizational adaptation.
Systems dynamics has been well represented in
model assembly approaches. Repenning (2002)
examined the dynamics of implementation using
systems dynamics, Black et al. (2004) developed a
model grounded in ethnographic data from a prior
study, and in his classic textbook Sterman (2000)
has a rich set of examples. Other popular model
assemblies one may encounter include genetic
algorithms (e.g., Goldberg 1989) for evolutionary
contexts (e.g., Lee et al. 2002) and cellular autom-
ata (Wolfram 2002). Code assembly refers to the
use of an existing computational model or model-
ling environment (see subsequent section on
“Forms of Computational Simulations”). Code
assembly includes not only elements of a model
(static and dynamic components) but the underly-
ing mechanisms of running it directly. As noted, it
is important to be aware of the assumptions and
underlying mechanisms of model and code
assembly, and how those relate to the model
under construction.
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Finally, another benefit of computational sim-
ulations is that postulated constructs can be
manipulated explicitly. In the real world it may
be difficult to find cases that give sufficient cov-
erage of a parameter space to test hypotheses or
theories. Accordingly, computational simulation
can instantiate a theoretical model and examine
its behaviour under varying conditions. For exam-
ple, Gary (2005) manipulated seven diversifica-
tion strategies in a computational simulation,
which led to insights and refinements to extant
theoretical descriptions.
How Computational Simulations Are
Used

The previous section discussed some of the
key advantages of computational simulations,
but it is also important to consider what
role these simulations may play from a
researcher’s perspective. Consider a sampling
of purposes for computational simulations in
social science relevant to strategic manage-
ment research (Burton and Obel 1980; Carley
and Prietula 1994; Axtell et al. 1996; Axelrod
1997; Carley 1999; Davis et al. 2007; Harri-
son et al. 2007):
• Prediction (e.g., of consequences of alternative
policy decisions)

• Proof (e.g., existence or sufficiency to demon-
strate or account for phenomena)

• Discovery (e.g., of new effects of hypothesized
mechanisms)

• Replication (e.g., of other theoretical or com-
putational models to test reproducibility of
results)

• Explanation (e.g., of what processes underlie
the presence of a phenomena)

• Critique (e.g., to seek more parsimonious
explanations for hypothesized phenomena)

• Prescription (e.g., for generating evidence to
select a better policy, organizational design or
strategy)

• Empirical guidance (e.g., suggesting further
research areas to pursue)
• Theory development (e.g., refine and modify
theoretical constructs or the conditions under
which they apply)

• Hypothesis generation (e.g., run a series of
simulations from a theoretical model to pro-
duce derivative hypotheses to be tested)

• Hypothesis testing (e.g., run a series of simu-
lations to test hypotheses proposed by a theory)

• Instantiation (e.g., move from a verbal theory
to a computational form)

• Docking or alignment (e.g., determining
how/if two or more models that embody dis-
tinctively different mechanisms are equivalent
or one can be subsumed within the other in
explaining or predicting similar phenomena).
Forms of Computational Simulations

It is important to understand that themodel, per se, is
not the focus; rather, it is what the model
represents – that is, the theoretical justification and
specification of the constructs and form selected for
the simulation. The substance of the theoretical rhe-
toric and reasoning cannot be lost in the implemen-
tation. In any such model, one must be able to easily
and unambiguously identify not only the theoreti-
cally relevant components, but how these compo-
nents contribute to process behaviours.

Several general software options are available
in helping to construct a computational simulation
(recall previous discussion on code assembly),
and each has its particular benefits and risks.
These can be classified into three general (not
necessarily independent) categories: free code,
mathematical software and pre-structured envi-
ronments. Freecode involves building a model
from a general purpose programming language
such as Basic, C++ or Java (including some
statistical packages that allow general program-
ming). The notion is that this approach is free of
any bias towards particular organizational
assumptions or design constraints. Mathematical
software packages, such as Matlab, Maple,
Magma, Mathematica and Sage, afford more
constrained approaches that exploit underlying
representations of mathematical objects and pro-
cess. Finally, pre-structured environments are
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those that impose some type of design constraint
on the specifications of the model, and reflect a
broad range of environments. At lower levels of
detail, Java packages and C++ libraries are avail-
able as pre-written components of simulations that
may be reused. This makes the components trans-
parent, but sufficient understanding of those lan-
guages is required in order for them to be
exploited to the full. At higher levels of detail,
programming environments dedicated to general
types of computational and representational per-
spectives are available, including various systems
dynamics environments or versions of agent-
based frameworks as in MASON, Netlogo,
Swarm, Ascape or RePast. Researchers also
offer simulations that are more specific as to
their underlying assumptions and approaches to
representing organizations (Carley 2002; Ren
et al. 2006), types of markets (Somani and
Tesfatsion 2008) or societies (Epstein 2006).
Concerns and Issues

In general, computational simulations require
both validation (Did you build the correct
model?) and verification (Did you build the
model correctly?), which are issues at the core of
any simulation development effort (e.g., Conway
1963; Kleindorfer et al. 1998; Naylor and Finger
1967; Van Horn 1971). Most concerns regarding
computational simulation can be stated in these
terms. In strategic management simulations the
issue of validation has tended to receive much
more attention. Verification is problematic in any
software endeavour but in computational simula-
tions it is mostly absent, except through exoge-
nous review by releasing code, algorithms, or
appealing to trusted sources (e.g., pre-structured
environments). On the other hand, validation is
where discussions specific to computational sim-
ulations in management have emerged (e.g., Bur-
ton 2003; Burton and Obel 1995; Miller 1998;
Thomsen et al. 1999). Transparency is lost as the
complexity of the model increases. Once
constructed, there is a fundamental difference
between the following two questions (which
must always be asked): What in the model is
accounting for these phenomena? What in the
simulation is accounting for these phenomena?
For example, there are many alternative ways to
implementNK, genetic algorithm and agent-based
models that can result in subtle, but substantial,
variations in behaviour.

Another issue centres on the plasticity of the
computational environment, where models may
simply be ‘mere’ Gedenken (thought) experi-
ments. In fact, both science and philosophy have
a rich history of thought experiments and their
contributions (Horowitz and Massey 1991;
Sorensen 1992). In fact, once a simulation is real-
ized it ceases to be a thought experiment and
becomes instead a substantive artefact of – and
for – research. The thoughts are in the code. In
such a context it may be more appropriate to
consider the philosophical concerns of computa-
tional social science in general (e.g., Henrickson
and McKelvey 2002).

Perhaps a good place to begin in understanding
the role of computational simulations and what
they can contribute to strategic management
research (and researchers) is John Sterman’s Jay
Wright Forrester Prize Lecture (2002), in which
he notes that bounded rationality limits our ability
to understand even the simplest dynamical sys-
tems. Through simulations, the complexity of our
own theories may be explicated by creating and
witnessing and sharing the behaviours of our
creations.
See Also

▶Behavioural Strategy
▶Local Search
▶ Simulation Modelling and Business Strategy
Research
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Abstract
The early history of the computer industry was
dominated by a single firm, IBM, and the com-
puting platform it launched, the System/360.
In subsequent years IBM’s dominance waned,
but the emergence of dominant platforms
remained the principle shaping competitive
dynamics and the appearance of a concentrated
industry structure. In such a context two main
strategic factors underpin the achievement of a
sustainable competitive advantage: the entry
mode and the nature of expenditures spurring
technological▶ innovation. The importance of
these features reverberates in the unfolding era
of cloud computing and mobile devices.

Definition The computer industry comprises all
businesses that design and/or produce host com-
puters, multi-user and single user computers,
microprocessor-based devices capable of
supporting attached peripherals.

The origin of the computer industry dates back to
the early 1950s with the appearance ofmainframes,
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a technological breakthrough that shaped the devel-
opment of the industry until the late 1970s.

This era was dominated by a single firm, IBM,
and its System/360, a single computing platform
whose architectural characteristics led to the
emergence of a concentrated industry structure
(Bresnahan and Greenstein 1999). Along with
concentration, another feature that shaped the
early development of the industry was platform
persistence, that is, a coordinated migration across
new versions of the same platform that guaranteed
backward compatibility.

Industry concentration and persistence of stan-
dards remained two major forces behind industry
evolution in the 1980s. Major events of this period,
such as the introduction of the IBM PC in 1981 and
the appearance of the Apple Macintosh in 1984,
witnessed cases of platform shift rather than radical
innovations and did not undermine the stability of
the computer industry. However, platform concen-
tration and persistence did not characterize the
evolution of the minicomputer segment in the
1990s because of the different nature of commer-
cial relationships between buyers and suppliers
(Bresnahan and Greenstein 1999).

Dramatic changes in the industry occurred in
the early 1990s when the introduction of the
‘client/server’ platform reshaped the competitive
landscape. At the beginning of 2000s, Wi-Fi
notebooks and server-PC for e-commerce show
the Internet as the main arena in computing tech-
nology. In this scenario the market for PCs
strengthened its dominance of the computer
industry. PC unit shipments soared by 79.6%
over the period 2000–2011 and accounted for
more than 95% of total computers in use in
2011. The market is structured in three major
segments: mobile PCs is the largest one, account-
ing for 61.2% of total shipments, followed by
desktop PCs with a 34.8% share and PC servers
with the remaining 4% (Computer Industry
Almanac Inc. 2012).

A distinguishing feature in the evolution of the
industry until the 1990s was the persistence of
international technological and competitive
advantage of the United States (Bresnahan and
Malerba 1999). In more recent years the US has
maintained its prominent role, but the
geographical landscape has changed because of
the growth of emerging economies.

The distribution of PCs-in-use by geographical
area in 2011 reveals that ten countries account for
61.6% of the total PCs in use: the United States
alone hold about one-fifth (19.4%) of the total
(Computer Industry Almanac Inc. 2012). Four
EU countries (Germany, UK, France and Italy)
jointly account for 14%. Japan accounts for
about 6%, while the remaining countries in the
top ten are the BRIC emerging economies (Brazil,
Russia, India and China). This group commands a
22.1% share and China alone represents 12.2% of
all PCs in use in 2011.

The increasing role of emerging economies in
the distribution of PCs in use is also appreciated
by looking at the change in the ranking since the
mid-1990s. China ranked 12th in 1995 and
jumped to second place in 2011. India and Brazil
also climbed the ranking from the margins of the
top 15 in 1995 to the 5th and 9th largest countries
in 2011.

The computer industry has also experienced a
remarkable process of market concentration over
the period 1995–2010. Specifically, the share of the
total market held by the top five vendors surged
from 36.5% in 1995, to 42.4% in 2000, to 47.8% in
2005 and topped 60.9% in year 2010 (Gartner
1997, 2002, 2006, 2012). The two top vendors of
PCs in 2010 were HP and Acer, which together
account for 18.4% and 14.3% of the total market,
respectively. The next two companies in the rank,
Dell and Lenovo, account for 12.3% and 10.4%.
The fifth company, Asus, grabs a share of 5.5%.

Only one company, HP, was among the top
five vendors both at the beginning and at the end
of the period 1995–2010. This points to a certain
degree of turbulence at the top of the PC market.
Nevertheless, this turbulence is primarily due to
a wave of mergers and acquisitions that involved
a few large companies in the market. The most
remarkable deal involving two US companies
was the acquisition of Compaq by HP in 2002
for US$25 billion. A second deal was the acqui-
sition by Lenovo, a Chinese manufacturer
founded in 1984, of IBM’s personal computer
business for US$1.75 billion in 2005. A third
deal involved a Taiwanese producer, Acer Inc.,
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which acquired Gateway for US$710 million
in 2007.

One important strategic factor driving compet-
itive advantage in the computer industry is the
entry mode. During the early stage of the industry,
under the hegemony of the IBM 360 platform, any
direct confrontation with the market leader
through the introduction of rival platforms ulti-
mately failed (Bresnahan and Malerba 1999).
Entry via a compatibility strategy instead proved
more valuable since the 1970s, when pressures
from the US antitrust authorities caused IBM to
unbundle its hardware and system software.
Indeed, vertical disintegration in the industry
favoured the entry of smaller entrepreneurial
firms producing products and components com-
patible with existing platforms.

However, the most valuable alternatives were
either to avoid a head-to-head confrontation with
IBM by uncovering market niches not served by
the dominant firm or, since the mid-1980s, to enter
the market with a branded clone strategy. New
market segments and niches, like the mini-
computer and microcomputer segments, were
mainly populated by new firms not active in the
main existing markets. They were characterized
by new platforms and technologies and by
demand from new users, or from old users in a
radically different way.

In this industry the heterogeneity of buyers
played a very important role for the persistence
of platforms and emergence of new segments
and firms (Bresnahan and Greenstein 1999).
The presence of learning by experience with
existing platforms and the cost of switching plat-
form for users raised barriers to entry in existing
markets and thus supported the persistence of
platforms. However, different categories of
buyers, such as experienced and technically
sophisticated users in large firms and laborato-
ries, professional users in commercial activities
and domestic users, valued technological inno-
vations and product attributes differently. This
heterogeneity spurred entry and competition in
new market segments.

A second important factor concerns R&D
investments and the nature of costs spurring con-
tinuous innovation. The computer industry
demands high R&D intensity, with an average
ratio of R&D expenditures over sales of 7.6% in
2010 (European Commission 2012). Nonethe-
less, the size of the market makes it possible for
firms to spread the research costs over a huge
amount of shipments. Hence, economies of scale
due to high R&D fixed expenditures, albeit sig-
nificant, are not sufficient to gain a sustained
competitive advantage (Booz & Company
2011). To gauge the forces that trigger superior
performance and lead to a concentrated market it
is necessary to look at the platform level where
endogenous sunk costs (Sutton 1991) play a key
role. In particular, the following features of such
costs are worth considering (Bresnahan and
Greenstein 1999): (1) irreversibility, that is, devel-
opment and coordinating costs for sellers as well as
costs linked to in-house software development and
training for buyers are sunk; (2) specificity, that is,
expenditures to improve a platform bear positive
effects on the demand for components of the plat-
form, regardless of who the seller is; (3) unlimited
efficacy, that is, the value of platforms rises when
rapid technical progress occurs in individual com-
ponents or the span of compatibility across compo-
nents gets larger; (4) (near-)unanimity about
efficacy, that is, when many potential customers
react to expenditures.

Another important factor accounting for the
profitability of companies operating in the indus-
try is the pursuit of distinctive innovation goals
(i.e., innovative products and services) and the
building of distinctive cultural attributes (i.e.,
openness to new ideas from customers, suppliers,
competitors, and other industries) (Booz & Com-
pany 2011). For example, Apple’s innovation
strategy was a key success factor for becoming
the second most valuable company in the US by
market capitalization in 2010 and the most inno-
vative company of the year.

As for innovation goals, empirical evidence
from the computer workstation market points out
that, on average, firms with a larger breadth of
product portfolio are less likely to exit the market
than more focused competitors. Nevertheless, the
benefits arising from multiple offerings decrease
as the number of rival offerings gets larger. Fur-
thermore, by culling the product line managers
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can significantly lower the likelihood of market
exit (Sorenson 2000).

Sustained technological innovation continues
to be a key factor affecting the evolution of the
computer industry. The convergence of comput-
ing and communication technologies opens up
new roads for the future. Two major develop-
ments are worth noting. First, the unfolding of
the era of cloud computing where huge data
centres hosting vast storage systems and servers
provides, through the Internet, the processing
power once offered by PCs in homes and offices
(The Economist 2009). Second, the market for
smartphones and other mobile devices is
expanding rapidly and it is alleged to overcome
PCs as the prominent market in the future
(Gartner 2011). Although triggered by impres-
sive▶ technological changes, competition in this
new market is still guided by the same principle
that dominated the computer industry since its
inception, namely the emergence of dominant
platforms that drive concentration within specific
segments (Asymco 2012).
See Also

▶ Innovation
▶ Software Industry
▶Technological Change
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Abstract
The historical development of the concept of
strategy and its role in organizational evolution
approached through normative (prescriptive)
and positive (descriptive) research lenses is
briefly discussed, highlighting the contribu-
tions made by scholars rooted in different
social science disciplines. A high-level integra-
tive framework – the strategy diamond – is
presented. This combines the positional and
resource-based approaches to strategy as well
as the formulation and implementation aspects
of strategy, and proposes that a company’s
internal selection environment – reflected in
its strategic leadership culture – is key in secur-
ing alignment and realignment in the face
of a highly dynamic external selection
environment.
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Definition The concept of strategy plays a pro-
actively adaptive role in organizational evolution
through the rational determination of the organi-
zation’s purposes and objectives, its product
(and/or service) market-positioning, and the
planning of the use of its resources and the
deployment of its capabilities to achieve success
in competition and/or collaboration in the con-
text of a highly dynamic external selection
environment.
On the Nature and Role of Strategy

In the broadest sense, the concept of strategy
concerns the rational determination of an organi-
zation’s purposes and objectives, the strategic
positioning of the company in its external envi-
ronment and the planning of the use of resources
and the deployment of capabilities so as to
achieve purposes and objectives and achieve
success in competitive and/or collaborative
endeavours. Strategy is concerned with the exter-
nal and internal forces that have the potential to
materially affect the company’s destiny. Destiny
is an archaic idea, indicating a fixed and inevita-
ble future. Strategy, by contrast, is a modern idea,
indicating an open-ended future that can be
determined by strategic choice. It implies
degrees of freedom and the possibility, to some
extent, to choose one’s future (Burgelman
2002a).

Strategy has a strong thinking component. It is
forward-looking and concerned with exploring
multiple scenarios, alternatives and ▶ real
options. It is externally focused and tries to antic-
ipate states of nature and the behaviour of the
relevant actors – competitors and partners – in a
situation. Incisive strategic thinking at its best
requires considerable intellectual effort. But
senior executives sometimes view strategy with
scepticism, because great strategies are just that:
great strategies, or plans. From the perspective of
key players, strategy becomes real when signifi-
cant resources are committed, when strategy is
turned into action. Strategic action is consequen-
tial: it involves commitments that cannot easily be
undone and moves the company in a direction that
is not easily reversible. Waiting to act, however,
can also have strategic value if it allows useful
additional information to become available. This
suggests a criterion for distinguishing strategy
from tactics: action is tactical if its outcomes do
not significantly affect subsequent degrees of free-
dom to act. In dynamic environments, however,
this distinction is often difficult to know in
advance. Hence, alertness to the potential conse-
quences of actions taken or not taken is one key
attribute of strategic leadership.
Strategy in Structured and Unstructured
Situations

Strategy in large, established organizations takes
the form of strategy-making, a complex process
involving the thinking and action of key actors
situated throughout the organization. In today’s
global competitive environment such complex
organizations usually face other complex
organizations.

The study of strategic interaction between, and
strategy-making within, complex organizations
involves unstructured situations and is somewhat
different from the study of strategic behaviour in
well-structured situations. In well-structured situ-
ations all the competing players are known and
each player is a rational actor whose strategic
moves are drawn from a predetermined set. Par-
ticular combinations of players’ strategic moves
have clearly defined, if sometimes probabilistic,
payoffs. Such strategic situations lend themselves
well to the quantitative methods of decision the-
ory and game theory (Saloner 1994). In the case of
unstructured situations, all potential players
(organizations) may not be known in advance,
the strategies of differently positioned actors
within each competing organization may not be
well aligned, strategic moves are not limited to a
predetermined set of options and payoffs in com-
petitive interaction between players
(organizations) are not always clearly defined.
The study of strategy-making involving complex
organizations is therefore likely to be relatively
untidy, and more difficult to capture in relatively
simple analytical models.
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Strategy and Organizational Evolution

The concept of strategy can be usefully linked
with the organizational learning and organiza-
tional ecology perspectives of evolutionary orga-
nization theory (Hannan and Freeman 1989;
Mintzberg et al. 1998). The organizational learn-
ing perspective focuses on how organizations
search for information to try to adapt; that is,
proactively manage their fit with the external
selection environment, through internal variation,
selection and retention processes. While organi-
zational learning does not necessarily lead to orga-
nizational adaptation – organizations can learn the
wrong lessons! – this perspective leaves room for
cognitive processes and knowledge development
that is purposeful, even if only myopically so, in
driving organizational change. Strategy-making
as adaptive organizational capability is one man-
ifestation of the organizational learning perspec-
tive in evolutionary organization theory.

The organizational ecology perspective, on the
other hand, suggests that organizational change
must be understood at the level of entire
populations of similar organizations, and as the
result of replacement and selection rather than of
adaptation. Incumbent companies fail in the face
of environmental change because inertia prevents
them from adapting and are replaced with new
ones that do different things or the same things
differently (‘better’, in the eyes of the majority of
customers). The study of Intel’s exit from the
DRAM business, for instance, adds some empir-
ical evidence in support of organizational ecology.
Organizational ecology, however, leaves little
room for adaptation based on strategy. Yet
strategy-making processes clearly helped Intel
transform itself from a memory company into a
microprocessor company, thereby preventing its
demise (Burgelman 1991, 1994). Hence, organi-
zational ecology does not always provide a com-
plete explanation of organizational change.

Established organizations continue to remain
subject to the selection force of the external envi-
ronment. Many do in fact succumb to it in the long
run (Burgelman and Grove 2007). But established
organizations have also gained the opportunity to
substitute, to some extent, internal selection for
external selection. This is the central idea of the
internal ecology model of strategy-making (see
further below). An established company can be
viewed as an ecological system in its own right,
and its survival and continued success depend on
the functioning of this internal ecology. While
ecological processes at the level of organizational
populations (industries) involve organizational
founding and disbanding rates, the internal ecol-
ogy of strategy-making involves entering new
businesses – or other types of organizational
activities – and exiting from failing ones over
time. Different parts of the internal ecology of
strategy-making can be linked to different forms
of adaptation, and this helps reconcile opposing
ideas about various consequences of strategic
change.

Analysis based on the internal ecology model
of strategy-making asks questions, such as: how
does an organization’s strategy come about and
how does it evolve? What is the link between
strategy-making and inertia? Which sorts of
strategy-making processes lead to major strategic
change that is survival enhancing?
A Brief History of Strategy

This author’s interest in the concept of strategy
arose from studying the issue of ‘optimal firm
size’ through the lens of business economics
(Burgelman 1969). In the course of that study it
became clear that optimal size was a highly static
concept, and also an ephemeral one that could be
thought of but not demonstrated given internal
organizational and external environmental
dynamics. Firm size could be more usefully
viewed as the by-product at a particular moment
in time of firm growth (Burgelman 1969: 93).
And, to the extent that an optimum size could in
fact be determined, it would have to be a tempo-
rary one. This drove attention away from the
extensive economics-based literature on firm size
to the newly emerging literature at the time about
the role of strategy in the development and growth
of firms (Penrose 1959; Chandler 1962; Ansoff
1965). In light of the novel insights produced by
this new literature, the problem of optimum firm
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size could be redefined in terms of an evolving
process of developing an optimal strategy and the
ongoing optimal adjustment of the organization’s
structure (Burgelman 1969: 149).

Selected Normative (Prescriptive)
Foundations
Chandler’s pathbreaking historical study Strategy
and Structure (1962) offered ‘strategy’ as the
unifying theoretical concept for studying the
managerial actions that guide a company’s devel-
opment: ‘Strategy can be defined as the determi-
nation of the basic long-term goals and objectives
of an enterprise, and the adoption of courses of
action and the allocation of resources necessary
for carrying out these goals’ (Chandler 1962:
15–16).

Chandler offered insight into the process
through which companies develop internal com-
petencies and capabilities in response to exoge-
nously arising external growth opportunities. He
argued that companies then seek to deliberately
exploit these further through diversification and
that they develop new structural and administra-
tive arrangements to support their diversification
strategy. Chandler’s historical study of major
US-based companies spawned a series of empiri-
cal studies in various developed countries to test
his core proposition that ‘structure follows strat-
egy’. This line of research culminated in Richard
P. Rumelt’s Strategy, Structure and Economic
Performance (1974). Almost contemporaneously,
industrial economist Edith T. Penrose’s The The-
ory of the Growth of the Firm (1959) provided
another path-breaking study that elucidated the
internal dynamics of a company’s growth. Pen-
rose offered novel insights the ‘entrepreneurial
services’ that constitute a company’s internal
impulse to grow and in the nature of the limita-
tions of a company’s management team that con-
strain the rate of growth at any moment in time.
Chandler was apparently unaware of Penrose’s
work in preparing his manuscript, but in his end-
notes (Chandler 1962: 453) recognizes the impor-
tant complementarities between her findings and
his own.

H. Igor Ansoff’s Corporate Strategy (1965)
drew on Chandler’s pioneering study to
distinguish strategic from administrative and
operating decisions. He viewed strategic deci-
sions as primarily focused on how the firm posi-
tions itself in the external environment and as
different from administrative and operating deci-
sions. He considered Chandler’s study to be espe-
cially relevant for administrative decisions and
Richard Cyert and James. G. March’s A Behav-
ioral Theory of the Firm (1963) for operational
ones. Building on a series of earlier, more frag-
mentary contributions, Ansoff went on to con-
struct the first comprehensive normative
analytical framework for strategically managing
an enterprise in the competitive environment. His
framework comprises a series a concepts such as
‘objectives’, ‘strategy’ (including product-market
scope, growth vector, synergy, competitive
advantage), ‘capabilities’, ‘strengths and weak-
nesses’ and ‘gap analysis’ that are still of great
relevance in today’s research, teaching and prac-
tice of strategic management.

Kenneth B. Andrews’ The Concept of Corpo-
rate Strategy (1971) built on a long tradition of
case-based research and teaching of ‘Business
Policy’ at Harvard Business School and extended
the normative strategy framework. This extended
framework encompasses not only the rational ana-
lytical foundation of strategy formulation (in line
with Ansoff) but also key administrative issues
related to strategy implementation (in line with
Chandler), as well as the corporate value system
that forms the foundation for acknowledging the
corporation’s societal obligations other than to its
stockholders, and the personal values and aspira-
tions of the top executives that shape the relative
uniqueness of a corporation. In part inspired by
Philip Selznick’s concept of ‘distinctive compe-
tence’ in Leadership in Administration (1957),
Andrews views the role of the CEO in terms of
enlightened balancing of internal capabilities
(in terms of Strengths and Weaknesses) and exter-
nal demands (in terms of Opportunities and
Threats), and of societal and corporate interests.
The SWOT analysis associated with these
balancing acts has remained a useful strategic
management tool.

Related, but somewhat separately, field studies
of strategy in the multinational sphere, such as
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John Stopford and Louis T.Wells inManaging the
Multinational Enterprise (1972) and Christopher
A. Bartlett and Sumantra Ghoshal’s Managing
Across Borders (1989) provided important insight
in the complex matrix-type relationships involv-
ing functional, product and geographical dimen-
sions of organizational structures and their
interplays with strategy-making processes.

Outside academia, management consulting
firms developed normative frameworks with an
emphasis on portfolio management in multi-
business strategy. The Boston Consulting Group,
for instance, proposed the ‘growth-share
matrix’ – a tool based on the implications of
learning curve theory – to more effectively guide
financial resource allocation among a company’s
different businesses as they move through their
lifecycle. These sorts of efforts on the part of the
many large and small players in the strategy con-
sulting industry are ongoing. The emergence of a
‘strategy-as practice’ research stream during the
2000s motivated by a renewed interest in the
contributions of strategy professionals such as
strategic planners and strategy consultants to strat-
egy is noteworthy (e.g., Golsorkhi et al. 2010).

In parallel to the development of normatively
oriented strategy frameworks in business schools
and consulting firms, from the 1950s to the 1970s
industrial organization (IO) researchers and game
theorists in university economics departments had
been moving beyond the classical model of per-
fect competition (and perfect information) to
develop powerful mathematical and econometric
tools for analysing the implications of information
asymmetries between economic actors that made
the role of strategy in modern economic competi-
tion meaningful. Michael Porter’s Competitive
Strategy (1980) and Competitive Advantage
(1985) summarized the key insights of this intel-
lectual tradition in a set of relatively simple frame-
works that helped business executives address
more sharply and systematically two important
questions: (1) What determines industry attrac-
tiveness?, and (2) What determines competitive
advantage? Porter’s answers to these questions
highlight the importance of top management seek-
ing to understand the so-called ‘five forces’; that
is, the bargaining power of customers and
suppliers, the nature of the rivalry among compet-
itors (e.g., country-club like or bare-knuckle), the
threat of potential new entrants and substitution.
In view of this, strategy involves seeking a
favourable strategic position for the firm in the
industry by choosing a product-market scope
(industry-wide or focused), adopting a generic
strategy focused on differentiation or on cost lead-
ership to provide unrivalled customer value, and
carefully managing the value chain associated
with the chosen generic strategy. Porter’s seminal
contribution spawned the so-called ‘positional
school’ in the strategic management literature.

Porter in ‘Toward a dynamic theory of strat-
egy’ (1994) further discusses the important
but limited role that a wide range of situation-
specific and relatively simple mathematical
models – mostly gametheoretic – can play in
furthering the development of a comprehensive
theory of strategy and argues in favour of more
complex ‘frameworks’ that encompass many vari-
ables and seek to capture much of the complexity
of actual strategic competition. He suggests that
the development of such frameworks will require
detailed longitudinal case studies of companies,
industries and nations.

Rooted in Penrose’s theory of the growth of the
firm, Birger Wernerfelt in ‘A resource-based view
of the firm’ (1984) proposed an alternative to the
position-based view of competitive advantage.
Resources in the context of the resource-based
view (RBV) framework are broadly defined to
encompass technical, commercial as well as
knowledge, administrative and cultural factors.
Competitive advantages may derive from
resource heterogeneity among firms and from the
sustainability of resource-based advantages (e.g.,
Barney 1986, 1991; Dierickx and Cool 1989).
C. K. Prahalad and Gary Hamel’s ‘The core com-
petence of the corporation’ (1990) provided a
contribution to the RBV that resonated strongly
among practitioners – so strongly that Michael
Porter with ‘What is strategy?’ (1996) came
back to argue in favour of strategic positioning
implemented in terms of a relatively unique set of
tightly integrated value activities as the sustain-
able basis for a company’s competitive advantage.
Nevertheless, the RBV continued to spawn a large
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body of research and theorizing (e.g., Peteraf
2005; Kraaijenbrink et al. 2010) with special
interest in the competitive role of so-called
‘dynamic capabilities’ (e.g., Eisenhardt and Mar-
tin 2000; Teece 2007).

Selected Positive (Descriptive) Foundations
While many original treatises of strategy were
normatively oriented and focused strongly on the
singular role of the CEO as enlightened ‘rational
actor’, the empirical study of strategy did not quite
support this somewhat idealized and heroic view.
Based on systematic field research in a variety of
organizations Brian Quinn in Strategies for
Change (1980) realized the limitations of the top
executive in leading strategic change and intro-
duced the concept of ‘logical incrementalism’ as a
more realistic approach. Quinn, however, contin-
ued to emphasize the dominant role of top man-
agement in the strategy-making process.

Joseph L. Bower in Managing the Resource
Allocation Process (1970) and Henry Mintzberg
in ‘Patterns in strategy formation’ (1978) were
among the first academic researchers to pay sys-
tematic attention to strategy-making as an organi-
zational process. Bower identified the role of
‘structural context’ in shaping the behaviour of
managers at different levels in the organization
involved in strategic capital investment projects,
which suggested – in contrast to Chandler – that
strategy may also follow structure. Bower and
Yves L. Doz in ‘Strategy formulation: a social
and political process’ (1978), and Bower and
Clark G. Gilbert in From Resource Allocation to
Strategy (2005), summarized a long series of aca-
demic field studies of various substantive areas
related to strategy, mostly carried out at the Har-
vard Business School, that highlighted the cogni-
tive and political complexities of the strategy-
making process. Mintzberg defined strategy as a
‘pattern’ – consistency of behaviour – over time,
and identified four types of patterns in strategy
formation: ‘deliberate’, ‘emergent’, ‘realized’,
and ‘non-realized’. Mintzberg and Waters (1985)
further explored the patterns associated with
deliberate and emergent strategy.

Robert A. Burgelman in A model of the inter-
action of strategic behavior, corporate context and
the concept of strategy’ (1983a) integrated some
of Chandler’s, Penrose’s and Bower’s insights
with findings about the role of multiple levels of
management in internal corporate venturing into a
framework that distinguishes induced strategic
behaviour (driven by the current strategy) and
autonomous strategic behaviour (indeterminate
relative to the current strategy) in the strategy-
making process. In this framework, the concept
of strategy is viewed as representing the more or
less explicit articulation of the firm’s theory about
its past and current achievements, which provides
a basis for maintaining its identity and for secur-
ing continuity in its strategic activities through the
induced strategy process. This view of the concept
of strategy is somewhat related to C. K. Prahalad
and Richard A. Bettis’ ‘The dominant logic: a new
linkage between diversity and performance’
(1986), which emphasizes the importance of
‘unlearning’ what has made the company previ-
ously successful in order to be able to change
strategic action. Internal entrepreneurial initia-
tives associated with the autonomous strategy
process are an alternative source of strategic
renewal (Burgelman 1983b).

Further efforts to link the induced/autonomous
strategy processes framework to the variation-
selection-retention processes of evolutionary
organization theory suggested that strategy-
making could be viewed as an intra-
organizational ecological process nested in
higher-level (organization, population, commu-
nity) ecological systems (Burgelman 1991). This
also offered insight into novel sources of strategic
inertia, notably the phenomenon of “co-
evolutionary lock-in” (Burgelman 2002b), and
additional insight into the role of path dependence
in organizational strategy. These insights are
somewhat related to Pankaj Ghemawat’s Commit-
ment: The Dynamic of Strategy (1991), which
focuses on the relatively rare major strategic
actions that are difficult to reverse (a somewhat
similar view as the one discussed earlier) but does
not examine how these might be potential causes
of path dependence. Burgelman and Andrew
S. Grove in ‘Let chaos reign, then rein in
chaos – repeatedly: managing strategic dynamics
for corporate longevity’ (2007) indicate how
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strategy-making can be related to complexity and
chaos theories and may help companies cope with
various types of nonlinear strategic dynamics by
effectively balancing concerns of maintaining ‘fit’
with the dynamics of the current environment
(through the induced strategy process) and
‘evolvability’ by seeking out new environments
(through the autonomous strategy process).

Throughout the late 1990s and 2000s impor-
tant research streams sought to combine ideas
from complexity and chaos theories (e.g., Brown
and Eisenhardt 1997), exploration and exploita-
tion in organizational learning (March 1991) and
the concept of ‘organizational ambidexterity’
(e.g., O’Reilly and Tushman 2008) to further illu-
minate the strategy conundrums related to inno-
vation, entrepreneurship, renewal, transformation
and the like. These and related research streams
used qualitative methods (e.g., Martin and
Eisenhardt 2010), computational models (e.g.,
Levinthal and Posen 2007) and a very wide vari-
ety of large-sample empirical studies.
An Integrative Framework of Strategy

In the 50 years since the publication of Strategy
and Structure, the field of strategic management
has blossomed into many different theoretical
views. Henry Mintzberg, Bruce Ahlstrand and
Joseph Lampel in Strategy Safari (1998), a syn-
thesis of the field of strategic management, iden-
tified five different meanings of strategy, and
ten different schools of thought. This shows the
fertility of the strategy field but can be mind
boggling for academics and practitioners alike.
The remainder of this essay presents a simple
framework – the ‘strategy diamond’ – to integrate
some of the major ideas from the strategic man-
agement literature related to strategy.

The strategy diamond framework encompasses
five dynamic forces: (1) official corporate strat-
egy, which defines the nature and the scope of the
business(es) a company wants to be a winner in
and its intended competitive advantage relative to
the other players in the industry with respect to
value creation for customers; (2) basis of compet-
itive advantage in the industry associated with the
company’s chosen product-market position in the
industry, which is determined by the industry
forces; (3) distinctive competencies, which
encompass the technical, commercial, and admin-
istrative and managerial competencies in which
the company excels and which, by combining
them in capabilities, serve to create customer
value relative to competitors; (4) strategic
actions, which refer to the consequential actions;
that is, actions that involve binding trade-offs,
commit a company in a strategic direction and
are not easily reversed, and through which it actu-
ally uses its product-market position and distinc-
tive competence to achieve competitive
advantage; and (5) internal selection environ-
ment, which can be viewed as reflecting the
company’s strategic leadership culture and com-
prises the organizational contextual elements that
help maintain alignment of the other four forces
(e.g., personnel selection, organization structure,
planning and control systems, resource allocation,
measurement and reward systems, corporate
values and norms). Figure 1 shows the strategy
diamond framework.

As shown in Fig. 1, the strategy diamond com-
bines linkages between strategic position
(emphasized in the positional school) and distinc-
tive competence (emphasized in the resource-
based view), and between official corporate strat-
egy (strategy formulation) and strategic action
(strategy implementation) into one framework.
In addition, a company’s internal selection envi-
ronment (reflecting the company’s strategic lead-
ership culture) serves to maintain alignment in the
face of the dynamics of internal and/or external
forces. Such dynamics may cause pressures on the
company’s profitable growth performance and
misalignment in the linkages between the key
forces in the framework. The associated tension
creates ‘strategic dissonance’ in the organization,
which signals that the company may be facing a
‘strategic inflection point’. Resolving strategic
dissonance and realigning the key forces in
novel ways to take advantage of strategic inflec-
tion points is a key strategic leadership task
(Burgelman and Grove 1996).

Integrated frameworks such as the strategy
diamond may help guide the strategic
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management field toward a dynamic theory of
strategy (Porter 1994) and serve to examine the
micro-foundations of dynamic capabilities (Teece
2007). First, the scalability of the strategy dia-
mond framework – it can be scaled up and
down: functional, single business, multi-
business – may help facilitate integration across
levels of strategy in the organization. Also, the
strategy diamond framework alerts researchers
and managers to two potential strategic traps.
Companies that rely heavily on positional advan-
tages shield themselves from competitive pres-
sures but face a potential ‘position trap’: the
security of their positional advantage may relax
their diligence in continuing to hone and develop
their distinctive competencies. As a result, their
existing competencies may lose some of their
efficiency or strength, which may make them
potentially vulnerable to new, fitter competitors
attacking their strategic position. On the other
hand, companies that rely heavily on distinctive
competence to compete vigorously with similar
others may be able to sharply hone these com-
petencies and become best in class. However,
such efforts potentially create a ‘competence
trap’: the relentless efforts to hone existing dis-
tinctive competence may make the company
vulnerable to new competitors with different
distinctive competencies as competitive dynam-
ics in the industry change (e.g., Levitt andMarch
1988; Leonard-Barton 1992; Barnett 1997;
Siggelkow and Levinthal 2005), or they may
simply fail to appreciate the competitive
importance of achieving a dominant strategic
position (e.g., in the face of increasing returns
to adoption). The strategy diamond framework
may help prepare top management to better face
the transient nature of all sources of competitive
advantage in dynamic environments (e.g.,
D’Aveni 1994).

Finally, explicitly drawing attention to both
official corporate strategy and strategic action
highlights the reality that the effectiveness of
strategic position and dynamic capabilities ulti-
mately depends on human actors engaging in
strategic action. Favourable competitive posi-
tions must be recognized and acted upon by
strategic actors; and capabilities in and of
themselves only constitute a potential until
deployed by strategic actors. The strategy dia-
mond may thus help researchers and managers
appreciate better that in the end strategy is
only as good as strategic action (execution);
and that while strategy without capabilities is
powerless, capabilities without strategy are
aimless.
See Also

▶Acquisition Strategy
▶Business Strategy
▶Competitive Strategy
▶Real Options
▶ Strategic Groups
▶ Strategic Decision-Making
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Abstract
Conglomerates are multiproduct companies in
which the requirements and output of at least
one product division in terms of physical cap-
ital and technical skills are very different from
the others. In the United States, this organiza-
tional form was more common in the middle of
the twentieth century than it is today. In emerg-
ing economies, conglomerates remain more
important andmay bewell suited to the business
environment. Competing theories attribute con-
glomeration either to economically efficient
shareholder value enhancement or to attempts
by managers to secure personal gain. Empirical
studies show that, on average, conglomerates
destroy value compared with similar single-
product firms. However, numerous cases of suc-
cessful conglomerates exist, suggesting that
management matters considerably.

Definition Conglomerates are multiproduct
companies in which the requirements and output
of at least one product division in terms of phys-
ical capital and technical skills are very different
from the others. The business logic behind con-
glomerates relies on the astute allocation of capital
by management to the highest-yielding uses.

Conglomerates are ▶multiproduct companies in
which the requirements and output of the product
divisions in terms of physical capital and technical
skills are very different from each other. Put
another way, a conglomerate is a manifestation
of unrelated ▶ diversification.

The business units of a conglomerate may have
no commonalities apart from a shared administra-
tive structure and financial oversight by a head
office, which supervises strategy and may or may
not involve itself in operational matters.
A conglomerate thus lies somewhere between
fully integrated M-form firms and hands-off
investors such as holding companies, in which
the business units are granted a high degree of
freedom with respect to their management
approaches (Davidson 1984).

In practice, multiproduct companies may have
a combination of related and unrelated divisions.
An unrelated division might have been acquired
for purely financial reasons, as in a leveraged
buyout, or it might be a remnant of a group of
activities that were inter-related but have mostly
been sold or became obsolete. As long as there is
one entirely unrelated division, the company as a
whole will be considered a conglomerate by most
researchers.
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Rise and Fall of an Organizational Form

The assembly of large, complex conglomerates
reached its peak in the United States in the
1960s and 1970s, when companies such as Inter-
national Telephone & Telegraph (ITT) diversified
from telecommunications into a broad range of
sectors. After Harold Geneen became CEO in
1959, ITT used leveraged buyouts to expand into
hospitality, food, automotive parts, energy, books,
cosmetics and other industries, building a vast
commercial empire that wasn’t unwound until
after his departure from the company in the early
1980s. Other notable US-based conglomerates of
that era (and their acquisitive CEOs) include Gulf
+Western (under Charles Bluhdorn), Litton
(under Tex Thornton), Textron (under Rupert
Thompson) and Transamerica (under John
R. Beckett). The choice of conglomerate diversi-
fication by these and similar firms may have
resulted from the relatively strong antitrust
enforcement by the US government at that time,
which posed barriers to attempts at related diver-
sification by firms that were already large in their
initial industry (Williamson 1992).

The trend gave rise to research (e.g., Mueller
1969) suggesting that conglomerate ▶ growth
through acquisitions (often highly leveraged)
reflected managerial self-aggrandizement. In
more formal terms, these studies claimed that
conglomerates result from an agency problem in
which executives seek to make their firm large in
pursuit of prestige or personal financial rewards at
the expense of shareholders.

A more positive view later emerged.
Williamson (1975), for example, claimed that
the conglomerate form could be economically
efficient because headquarters executives are
able to allocate cash among divisions according
to expected rates of return. Under the assumption
that sharing information inside the boundaries of a
firm is relatively easy, an internal capital market
could be better at identifying and funding high-
yield investments than financial markets allocat-
ing resources among separate firms. Similarly,
Teece (1982) hypothesized that conglomerates
may benefit from an accumulation of industrial
experience that allows them to identify and vet
promising acquisitions in ways that competing
acquirers might lack.

Research has confirmed that the unrelated
mergers of the 1960s allowed the acquiring firms
to apply their capital budgeting expertise to the
conglomerate, while the internal capital market of
the merged firm benefited from freer information
flows than the public capital markets (Hubbard
and Palia 1999). At the time, budgeting expertise
and market information were both more scarce
than they are today.

Despite speculation that conglomerates might
be an efficient form of organization, most of them
were disassembled during the 1980s (Davis
et al. 1994). The fad for building a portfolio of
businesses much like a portfolio of stocks had
given way to newer concepts such as▶ core com-
petence (Prahalad and Hamel 1990), which holds
that a firm’s businesses should be linked to under-
lying technologies around which the firm has built
up specialized capabilities.

Conglomerates, often with significant owner-
ship by a single family, remain more common in
less developed economies. However, the Asian
financial crisis of 1997 induced divestments
by – even dissolution of – many large business
groups in industrializing Asia.

In emerging economies, the conglomerate
form can be a source of competitive advantage,
provided that local institutions are strong enough
to prevent the corruption that often comes with
majority ownership by a well-connected family
(Peng and Jiang 2010). Amsden and Hikino
(1994) review the evidence from late industrializ-
ing countries such as India, Mexico, South Korea
and South Africa and conclude that the skills for
licensing and applying foreign technology seem
to be transferable across unrelated industries,
which provides a competitive advantage to large
business groups. An alternative explanation for at
least some cases is offered by Kock and Guillen
(2001), who note that personal contacts with offi-
cials can be more important than industrial capa-
bilities, especially where trade barriers reduce
competitive pressure. Conglomerates trade at a
premium relative to single-segment companies in
Latin America and Japan (Khorana et al. 2011;
Fig. 3).
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The motivations for unrelated diversification
have continued to be a source of ongoing debate
as to whether managers making unrelated invest-
ment are pursuing promising opportunities or
merely feathering their own nest at the expense
of shareholders (see Maksimovic and Phillips
2013, for a review). Chatterjee and Wernerfelt
(1991) analysed the high and low performers
among unrelated diversifiers and found evidence
that both profitable and wasteful conglomeration
take place. The low performers seemed to be
motivated by risk diversification, which Chatter-
jee and Wernerfelt interpret as evidence of invest-
ments that provide stability for managers but not
shareholders because shareholders can manage
risk as much or as little as they choose by diver-
sifying their individual portfolios. The high per-
formers did not share the same initial risk profile,
which suggests that the managers in these firms
were truly able to identify (unrelated) opportuni-
ties that were in the long-run interests of
shareholders.
Empirical Assessments

The empirical studies of the performance of con-
glomerates are intertwined with the broader liter-
ature on the performance and valuation effects of
diversification in general. Some diversification
studies include the relatedness of business seg-
ments as a variable, but many do not.

A common style of diversification research
involves checking whether diversified firms gen-
erate more value (either in profits or in stock
valuation) than equivalent collections of
unaffiliated firms. While there is an ongoing
debate about whether diversification results in a
stock price discount relative to single-segment
peers, the reality is that some conglomerates
trade persistently at a premium while others
trade at a discount (Khorana et al. 2011: 93).
This suggests that management matters.

In the empirical literature, the term ‘conglom-
erate’ is applied inconsistently. It is often used for
any firm operating in more than a single industry
classification of the industry census. This is
not, however, always a reliable measure of
relatedness. Alternative methods have been used,
such as the input-output approach of Anjos and
Fracassi (2015), but they are relatively rare.

In the case of the North American Industrial
Classification System (NAICS) used in the United
States, the level of analysis could be two-digit,
three-digit or four-digit classifications, with
two-digit groupings being more broad. To dem-
onstrate the practical difficulty of distinguishing
relatedness using these official classifications,
consider the case of Fujifilm. As Fujifilm’s pri-
mary photographic film business was eroded by
the rise of digital photography, it diversified into
a line of cosmetics (NAICS code 3256). While
this would appear at first glance to be unrelated to
film manufacturing (NAICS 3259), the two busi-
nesses were connected by collagen, a substance
used in photographic film to prevent fading and
in cosmetics to help maintain the elasticity of
skin. Using a four-digit filter would designate
this as a case of unrelated diversification. Using
a three-digit filter would place these in a single
industry, NAICS 325, chemical manufacturing.
However, without prior knowledge of the under-
lying technological linkage, the correct choice
would not be obvious. Hoberg and Phillips
(2010: 3792) show that even products in differ-
ent two-digit NAICS codes can have meaningful
similarities.

A further complication is that the business
segment data used in these studies are self-
reported by firms based on how they choose to
organize their business units for internal organi-
zational purposes. Each segment can only be
assigned one NAICS code for statistical purposes,
even though business units operating within a
segment might belong to different codes
(Villalonga 2004).

These problems may help explain why studies
of diversification and conglomeration have
arrived at conflicting results about the impact on
firm value. Nevertheless, the findings are worth
reviewing.

Theoretically, conglomerates are able to reap
the same benefits asfirms diversified only in related
product lines. For example, they can reallocate
capital and human resources to units as needed to
take advantage of positive demand shocks
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(Maksimovic and Phillips 2002). But this requires
that they avoid the pitfall of internal politics that
can distort resource allocations in favour of the
least efficient segments (Rajan et al. 2000).

Empirically, a negative outcome seems to
dominate. Berger and Ofek (1995: 54) found
that, while firms with more than one segment
had lower profitability on average than equivalent
groups of single segment firms, firms that had one
or more unrelated segments performed signifi-
cantly worse. Villalonga (2004) and Ammann
et al. (2012: 274) also found a negative effect
using different data.

A study by Ozbas and Scharfstein (2010) helps
to explain why conglomerates may be inefficient.
They find that multiproduct firms invest less in
their unrelated segments relative to market expec-
tations of profit potential (proxied by tobin’s q)
than do single-segment firms in the same indus-
tries. They suggest that ▶ agency problems
between managers and shareholders may be caus-
ing the underinvestment because firms in which
managers ownmore of the company are less likely
to underinvest in promising business divisions.
Their finding is supported by the results of
Hoechle et al. (2012: 49), who showed that
the gap between the discounts for related and
unrelated diversification was reduced when
controls for the quality of corporate gover-
nance were included in the analysis. In other
words, agency problems, as proxied by weaker
governance, account for a larger share of the
diversification discount in cases of unrelated
diversification.

Nevertheless, some conglomerates are able to
build distinctive advantages. Anjos and Fracassi
(2015) see the benefits of conglomerates as
flowing from their access to information from
across a variety of industries that leads to cross-
industry insights not available to specialized
firms. They find that conglomerates with ‘high
centrality’ in buyer-supplier networks produce
‘more and better patents’.

The wisdom or folly of conglomerate diversi-
fication clearly varies on a case-by-case basis.
Good governance and wise management can
turn some cases of unrelated diversification into
above-normal profits.
See Also

▶Agency Problems
▶Core Competence
▶Diversification
▶Growth Through Acquisitions
▶Managerial Discretion
▶Multiproduct Companies
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Consulting Firms

Anne Layne-Farrar
LECG, Chicago, IL, USA
Definition A consulting firm is a firm of experts
(consultants) that provide professional advice for
a fee. The primary purpose of a consulting firm is
to provide access to industry-specific specialists
and subject matter expertise. Expertise covers a
wide range – any subject in which individuals
earn a specialized degree or accumulate special-
ized knowledge.

While business advisory services have existed in
some form for over 100 years, it wasn’t until a
1930 Business Week article reported the emer-
gence of a new professional service dubbed
‘management consulting’ that the services
gained their current name. Broadly speaking,
the consulting industry provides firms with
ready access to specialized business knowledge
and processes, organizational expertise and man-
agerial techniques. Because it is dependent on
client profitability, consulting is generally a
cyclical industry. The industry is expected to
generate $391 billion in revenues globally in
2012, about 40% of which comes from the
United States.
The Early Years

Business consulting first emerged in the US,
where the early industry was driven largely by
the federal government – directly and indirectly.
The Sherman Act of 1890 prohibited firms from
sharing information, which created a role for con-
sultants to provide an appropriate legal channel
for reporting business knowledge and best
practices. More narrowly, in banking, the
Glass–Steagall Act of 1933 created the need for
independent consultants to examine due diligence
issues, strategic planning and accounting. Finally,
the Hoover Commission of the 1940s, charged
with restructuring the federal bureaucracy, fos-
tered considerable growth of management con-
sulting by contracting with outside experts,
which gave consulting firms national exposure
and a reputation for implementing successful
organizational models.
Growth and Specialization

Since the 1950s and 1960s, consulting has grown
more multifaceted and has moved from a mostly
American phenomenon to an international one.
Important types of consulting now include man-
agement and strategic consulting, operations man-
agement, business advisory services, IT and
computer consulting, human resource consulting
and economic/antitrust consulting. While there
are significant overlaps between some of these
categories, the types of engagement within each
segment, along with the primary suppliers, differ,
as discussed below.



Consulting Firms, Table 1 Top 10 global consulting firms by estimated revenue (2009)

Firm Major segment Revenues ($ million) Consultants

Accenture IT and computers 25,300 186,000

Capgemini IT and computers 12,279 83,500

KPMG Tax and audit 7,270 25,000

PricewaterhouseCoopers Tax and audit 6,900 19,000

Deloitte Tax and audit 6,300 15,000

McKinsey & Co. Management 5,300 9,000

Booz Allen & Hamilton Management (government) 4,100 13,000

Boston Consulting Group Management 2,400 6,000

Bain & Co. Management 1,600 4,200

Booz & Co. Management 1,000 3,200
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Segments and Firms

Traditionally, management and strategic consult-
ing has been the largest and most prevalent type of
consulting. Firms in this segment of the industry
assist business and government clients in improv-
ing performance, streamlining organizational
structure and attaining strategic objectives. Prom-
inent firms include Bain & Co., Boston
Consulting Group, Booz Allen Hamilton and
McKinsey & Co.

Operations management consulting provides
advice regarding logistical challenges and the
deployment of resources. While closely linked to
management consulting, consultants in this sector
help companies adjust their business models, busi-
ness processes and organizational structure in order
to streamline supply chains, manufacturing strate-
gies, marketing and sales, and structural aspects
arising from mergers and acquisitions. Important
firms in this segment include A.T. Kearney, Oliver
Wyman Group and PRTM.

Business advisory consulting typically pro-
vides organizations with audit, tax and risk man-
agement services. Firms in this sector undertake
various reporting tasks to maintain their clients’
regulatory compliance; they also provide financial
accounting services, internal and external audits
and actuarial services. Major firms in this segment
include Deloitte, Ernst & Young, KPMG and
PricewaterhouseCoopers.

IT and computer consulting is a relative late-
comer but now holds a critical role in the industry.
Consulting firms in this segment provide busi-
nesses with advice on how to incorporate
information technology and computing to meet
their business and strategic objectives. Often, con-
sultants will also implement, deploy and manage
IT platforms on behalf of their clients. Prominent
firms in this segment include Accenture,
Capgemini, IBM Global Services, Infosys, TCS
and Wipro.

▶Human resources consulting is a growing
segment. These firms advise businesses on per-
sonnel and hiring strategies and legal compliance,
salaries and benefits packages, outsourcing and
training. These firms may also manage payroll
and benefits plans for their clients. Important
firms in this sector include Aon Consulting, Mer-
cer and Towers Watson.

Other niches within the broad consulting
industry include health care consulting, legally
oriented financial consulting, antitrust and eco-
nomic consulting, regulation and international
arbitration. Prominent firms serving these niches
include Charles River Associates, Compass-
Lexecon and NERA.

Table 1 above reports statistics on the top ten
global consulting firms.
See Also

▶Acquisition Strategy
▶Business Strategy
▶Competition Policy
▶Human Resources
▶ Information Technology and Strategy
▶Market Entry Strategies
▶Operations Management and Strategy

https://doi.org/10.1057/978-1-137-00772-8_485
https://doi.org/10.1057/978-1-137-00772-8_383
https://doi.org/10.1057/978-1-137-00772-8_461
https://doi.org/10.1057/978-1-137-00772-8_757
https://doi.org/10.1057/978-1-137-00772-8_485
https://doi.org/10.1057/978-1-137-00772-8_487
https://doi.org/10.1057/978-1-137-00772-8_428
https://doi.org/10.1057/978-1-137-00772-8_695


338 Consumer Surplus
Consumer Surplus

Ishtiaq Pasha Mahmood
Department of Strategy and Policy, IMD,
Singapore, Singapore

Definition Consumer surplus is defined in eco-
nomics as the level of benefit (utility) that con-
sumers derive by being able to purchase a product
for a price that is less than the maximum they
would be willing to pay.

Consumer surplus is defined in economics as the
level of benefit (utility) that consumers derive by
being able to purchase a product for a price that is
less than the maximum they would be willing to
pay. Gain in consumer utility is given by a func-
tion of consumer utility gained from the good
purchased less the opportunity cost of foregoing
the purchase of alternate goods with the same
money. Consumer surplus is maximized in a the-
oretical world of perfect competition, in which
producer surplus, or value capture, is equal to
zero for all firms in the market (Varian 2005).

Business strategy endows the traditional eco-
nomic definition with an additional crucial dimen-
sion when taken from the perspective of the firm:
value. Firms face a trade-off when allocating
resources towards creating value (i.e., innovating,
producing) and appropriating value (i.e., extracting
profits in themarketplace). Firms require both a focus
on value creation and value appropriation to thrive,
and precisely howmuch effort should be allocated to
one versus the other varies widely under different
industries, technological environments and targeted
consumer groups (Mizik and Jacobson 2003).

In order to obtain greater profits, firms have
traditionally attempted to appropriate as much con-
sumer surplus as possible. Firms may seek to ‘cap-
ture’ consumer surplus through various pricing
methods, such as skim and penetration pricing
(Noble and Gruca 1999). In the case of the former,
the goal of the firm is to ride down the demand
curve and appropriate as much consumer surplus
over time as possible. In contrast, penetration pric-
ing entails creating the highest degree of market
share possible while focusing less on immediate
profits, sometimes even temporarily at their own
expense (Gaimon 2008). This holds true in the case
of many products which exhibit positive network
externalities and create ▶ value for the firm indi-
rectly as they become widespread (e.g., Adobe
Reader and other freeware; video game systems).

Firms can also practise price differentiation
among customers with different wants or informa-
tion (Varian 1980), and the rise of the Internet has
led to a marked increase in dynamic pricing strat-
egies available to firms. Under dynamic pricing,
firms can actively vary prices in response to
changes in consumer demand, in an attempt to
garner as much surplus as possible by getting con-
sumers to pay different prices at different times,
depending upon waiting costs or benefits
(Su 2007). This can be readily observed in the
case of online ticket sales, which are cheaper
when purchased on certain dates and vary dynam-
ically along with consumer demand. While highly
effective in capturing consumer surplus, dynamic
pricing is often considered to be a form of unfair
price discrimination and is not without controversy.
When Amazon incorporated this value appropria-
tion strategy, it used customers’ purchase history
and charged different prices for the same products
based upon perceived willingness to pay by indi-
vidual customer profiles, thereby generating signif-
icant negative publicity and ethical questions.

Although firms traditionally focus on appropri-
ating consumer surplus, alternate strategies with a
focus on creating value for non-traditional market
segments represent a potentially lucrative approach
to consumer surplus and value creation. Indeed,
value creation is a precondition for value capture,
and it is inimical to long-run survival to focus solely
on capture without adding economic value (Priem
2007). By targeting such groups asBoP (base of the
pyramid) consumers that have been ignored by
others, for instance, firms can create genuine
value for markets where it did not exist before,
while generating profit in the process (Prahalad
and Hammond 2002; Prahalad and Brugmann
2007). As an example, cheap solar kits sold in
Africa help to create power and enterprise in areas
power grids do not reach. In India, mobile banking
has enabled the urban poor to sendmoney to family
in villages easily and instantly. By concentrating on

https://doi.org/10.1057/978-1-137-00772-8_451
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a bottom-up focus on product innovation and value
creation, firms can profit from large non-traditional
markets while creating immense consumer value
where it did not previously exist. With such abun-
dant opportunities to pursue profits while simulta-
neously increasing social welfare and creating new
value for end users, consumer surplus need not be
viewed as a zero-sum game.
See Also

▶ Profit
▶Value
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Contestability

Kira Rudie Fabrizio
Duke University, The Fuqua School of Business,
Durham, NC, USA
Definition Contestability refers to the degree to
which the actual and potential entry of new com-
petitors restricts the market price to the competi-
tive level, thereby eliminating the potential for
firms in the industry to earn positive economic
rents (i.e., profits).

Contestability refers to the degree to which the
entry and potential entry of new competitors
restricts the ▶market price to the competitive
level, thereby eliminating the potential for firms
in the industry to earn positive economic rents.

The determining characteristic of the
contestability of a given market is the ability of
potential competitors, with the same cost func-
tions as incumbent firms, to enter and exit the
market without loss of capital investments. This
turns directly on the existence of barriers to entry
and exit; when there are no barriers to entry and
exit, the market is contestable, and the presence of
actual and/or potential entrants results in a com-
petitive market price. If incumbent firms were to
raise prices above this level, entry would occur
immediately and quickly reduce the market price.
Thus, contestable markets are said to be subject to
‘hit-and-run’ entry, wherein entrants can easily
and quickly enter, compete down prices and freely
exit the market.

In contestable markets, entrants are assumed
to be able to compete at no disadvantage to
incumbents, and enter and exit without loss of
capital. Barriers to entry and exit decrease the
contestability of the market, and thereby provide
an opportunity for incumbents to raise prices
above competitive levels and earn profits. These
barriers can be usefully characterized as sunk
costs, scale economies, incumbent cost and other
advantages, legal and regulatory restrictions,
retaliation and exit costs.

Sunk costs play a particularly important role in
the theory of contestable markets. Sunk costs are
costs that are not recoverable if a firm exits the
market. Examples include investments in assets
that are specialized to that market, such as physical
manufacturing assets, research knowledge, brand,
or any other investments that are worth less in their
next best use. When large sunk cost investments
are required for entry into a market, it is harder for
firms to enter (because of the capital requirements)
and to exit (because of the lost asset value). The
presence of sunk costs thereby protects incumbents
from the threat of hit-and-run entry.
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The condition of a perfectly contestable
market, like that of perfect ▶ competition in
economics, is more useful as a foil than as a
description of reality. The conditions necessary
for a market to be perfectly contestable are
very rare, if not non-existent. However, the
theory of contestability is valuable as a way
to consider where the assumptions fail, or, in
other words, why a particular market is not
contestable. By understanding what prevents a
market from being contestable, firms are able
to understand the structural forces that allow
for the potential to earn rents in the market.
Such an understanding allows managers to
anticipate the expected potential for profitabil-
ity in a given market and pursue opportunities
accordingly.

Even more proactively, incumbent firms can
take steps to enhance the profitability of a mar-
ket by decreasing the contestability of the mar-
ket. This could take the form of creating entry
barriers, for example by trying to induce the
establishment of regulatory hurdles for new
firms to enter. Firms could also pursue a strategy
to increase the extent to which investments
required to enter and compete are specialized
to the industry, and thus sunk in nature. Strate-
gies for doing so include investments in adver-
tising, research and development, and
specialized equipment. Such sunk costs create
a barrier to entry and exit and protect the firm
from profit destroying hit-and-run entry. Finally,
to the extent that the market is (or can be)
characterized by scale, scope and learning econ-
omies, incumbent firms can craft strategies to
exploit these cost-reducing opportunities as a
means to create cost advantage relative to poten-
tial entrants, thereby reducing the contestability
of the market and improving the potential to
earn profits.
See Also

▶Competition
▶Exit Barriers
▶Market Price
Contracting Out

Kulwant Singh
National University of Singapore, Business
School, Singapore, Singapore
Definition Contracting out is the process
by which a firm formally agrees to repeated pur-
chases of goods or services from an external pro-
vider instead of producing these internally.

Contracting out occurs when a firm enters into a
contractual agreement to purchase products or
services that it could potentially have produced
internally. This reflects the managerial choice, in a
▶ ‘make-or-buy’ decision, not to undertake an
activity within a firm but to purchase a product
or service from the market. To the extent that no
firm produces all the components of its products
or services internally, all firms undertake some
degree of contracting out.

Economic perspectives attribute contracting
out to efficiency considerations, and to external
purchasing potentially offering lower total costs
than internal production (Coase 1937;
Williamson 1985). Resource-based perspectives
explain contracting out as resulting from firms
choosing to purchase lower value-added activi-
ties from the market, to free scarce resources
for activities that generate greater value
(Barney 1991). Strategy research conditions
these arguments, indicating that firms may
undertake internal production even if economi-
cally inefficient or when resources are inade-
quate, for strategic reasons such as retaining the
option to develop important capabilities in the
future or to gain from spillover benefits
(Leiblein and Miller 2003).

▶Transaction cost economics (Coase 1937)
provides an analytical framework that embeds
economic and resource-based arguments for
contracting out. This perspective proposes that
contracting out results from comparing the total
costs of internal production and of administrating
the production process, against the purchase price
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of the product and the transactions costs of pur-
chasing from the market (Williamson 1985). In
the transaction cost perspective, contracting out is
evidence that the total costs of internal production
exceed the total costs of purchasing from the
market.

The seemingly simple decision to contract out
has major implications for firm strategy, structure
and performance. Firms may contract out to
reduce the scope of their activities and to focus
resources and capabilities on greater value-
creating activities, in order to improve firm per-
formance. This will affect the structure and man-
agement of the firm, its▶ vertical integration and
boundaries, and the resources and capabilities it
has to develop. Hence, contracting out offers the
advantages of greater specialization and simpli-
fied internal structure and administration. How-
ever, increased contracting out is associated with
greater costs to manage the agreement and
enforcement of contracts, and to manage the
quality and integration of externally produced
products.

Contracting out replaces the flexibility of con-
trol over internal production with the limited
price-based coordination offered in market
exchange. Contracting out is undertaken on
terms agreed through formal arm’s length
contracting between a firm and external organiza-
tions. Parties to these contracts typically attempt
to specify all relevant terms ex ante so that con-
tracts are legally enforceable ex post. However, it
is not possible to write contracts that fully specify
all contingencies, except under conditions of per-
fect competition. As a result, contracting out is
vulnerable to the hazards of market exchange,
which may be particularly high for exchange
under conditions of complexity, uncertainty and
significant investments in transaction-specific
assets (Williamson 1985).

To overcome the difficulties of costly
contracting in non-perfectly competitive markets,
firms often convert arm’s length contracting into
related-party exchanges. These relational con-
tracts are an intermediate arrangement between
arm’s length contracting and internal production.
Relational contracting assumes incomplete con-
tracts, encourages information sharing and
coordination, and allows ex post interpretation of
terms by the parties. This provides the parties with
some flexibility in adapting the terms of
contracting out to meet contingencies, helping
address the disadvantages of arm’s length
contracting.

Contracting out has traditionally focused on
basic components or support services. How-
ever, improvements in information and commu-
nications technology, logistics and quality
management systems, and the expansion of
supplier networks have broadened the scope
of contracting out. Examples of the expanded
scope of contracting out include firms purchas-
ing final products from suppliers or assigning
the entire manufacturing process to other firms;
the ▶ outsourcing of financial, administrative
and other non-core services to external organi-
zations; and government organizations
contracting with private organizations for the
delivery of public products and services. As a
result, the scope and importance of contracting
out is increasing significantly. Collectively,
these decisions on contracting out affect the
structure and organization of industries and
the efficiency of markets.
See Also

▶Make-or-Buy Decisions: Applications to Strat-
egy Research

▶Outsourcing
▶Transaction Cost Economics
▶Vertical Integration
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Charlotte R. Ren1 and Timothy B. Folta2
1University of Pennsylvania, Philadelphia,
PA, USA
2University of Connecticut, Storrs, CT, USA
Abstract
Arnold C. Cooper is a pioneer and a world-
renowned authority on entrepreneurship. He
has made key contributions to the fields of
entrepreneurship and strategic management in
diagnosing the ‘small firm effect’, and a more
complex understanding of both the process of
new firm formation and predictors of new ven-
ture success.

Born in Chicago in 1933, Arnold C. Cooper was
brought up in New Castle, Indiana. He attended
Purdue University and earned his Bachelor of
Science degree in chemical engineering in 1955
and his Master’s degree in industrial administra-
tion in 1957. After a year of working for Procter
& Gamble, Cooper earned a doctorate in busi-
ness administration in 1962 at Harvard Univer-
sity, where he also served as an assistant
professor. He returned to Purdue University in
1963 as an associate professor in the Krannert
School of Management, becoming professor in
1970 and the Louis A. Weil, Jr. Professor in
1984, which role he retained until his retirement
in 2005. He was a visiting professor or scholar at
Stanford University, Manchester Business
School in England, IMD in Switzerland and
the Wharton School at the University of
Pennsylvania.

Cooper is the author or co-author of seven
books and has written extensively on entrepre-
neurship, strategic management and the manage-
ment of technology. His work has yielded a
number of honours and awards, including the
1997 ‘Global Award for Entrepreneurship
Research’, a lifetime contribution award; the
1999 ‘Richard D. Irwin Outstanding Educator
Award’ from the Division of Business Policy
and Strategy of the Academy of Management;
the 1993 ‘Coleman Entrepreneurship Mentor
Award’ from the Entrepreneurship Division of
the Academy of Management; the 2009 ‘Entre-
preneurship Educator of the Year’ from the United
States Association for Small Business and Entre-
preneurship; and the 2012 ‘IDEA Foundational
Paper Award’, given by the Entrepreneurship
Division of the Academy of Management for a
paper that significantly changed the conversion in
the field of entrepreneurship for at least a decade.
He is a Fellow of the Academy of Management
and the Strategic Management Society. He has
served as major professor for five doctoral stu-
dents who have won prizes for their dissertations.
Purdue University awarded him an Honorary
Doctor of Management degree in 2005. In addi-
tion to his scholarly contributions to the field of
strategic management, Cooper played an integral
role in the field’s early development. He organized
the first conference in entrepreneurial research in
1970 at Purdue University, and was Chairman of
the Division of Business Policy and Strategy in
the Academy of Management.

Cooper’s early work examined product devel-
opment in small firms; one finding suggested that
small firms could develop new products at lower
cost than large firms (Cooper 1964). He later
examined the processes of new firm formation.
He may have been the first to diagnose what is
currently known as the ‘small firm effect’, the
tendency for smaller firms to spawn more entre-
preneurial ventures. In examining the founding of
250 technically oriented firms in Silicon Valley, he
found that the spin-off rate in smaller firms was
approximately ten times greater than in large com-
panies (Cooper 1971). Later, he was involved in
examining the responses of established firms to
major technological threats (Cooper and Schendel
1976).

A key contribution to the early development of
the scholarly study of entrepreneurship was Coo-
per’s pioneering effort in developing, with col-
leagues, a large-scale, longitudinal data set. They
tracked, over 3 years, 2994 entrepreneurs who
were members of a trade association (National
Federation of Independent Business). This paved
the way for the rigorous study of two important
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streams in entrepreneurship research. The first
stream centred on processes of new firm forma-
tion. One aspect of this looked at entrepreneurs’
perceived chances of success. Cooper and col-
leagues found that about 95% of entrepreneurs
perceived their own odds for success better
than others’ odds, and this optimism was not
influenced by objective predictors such as educa-
tion, experience and capital (Cooper et al. 1988).
This study suggested the salient existence of what
psychologists would term ‘post-decisional bol-
stering’ among entrepreneurs, which has immense
theoretical and practical implications for under-
standing entrepreneurs’ decision-making pro-
cesses and risk-taking propensity. The second
stream was concerned with predictors of new ven-
ture success, one of the most important areas of
research in entrepreneurship. Among the long list
of predictors examined were human capital,
financial capital, parents’ entrepreneurial experi-
ence, prior working experience and the similarity
of the new business to the entrepreneur’s prior
organizations (Cooper et al. 1994). One interest-
ing conclusion was that these determinants often
differentially affected failure (discontinuance),
marginal survival and high growth. This conclu-
sion inspired another study, which found support
for the idea that different entrepreneurs have dif-
ferent performance thresholds – defined as the
level of performance under which the firm will
exit (Cooper et al. 1997). This study explains why
financial performance does not exclusively influ-
ence entrepreneurial firm survival, and was
awarded the 2012 ‘IDEA Foundational Paper
Award’.

Cooper’s research contributions continue to
serve as a platform for many in the field of strate-
gic management and entrepreneurship.
See Also

▶Business Policy and Strategy
▶Corporate Venturing
▶ Innovation
▶ Intrapreneurship
▶Technological Change
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Cooperation and Competition

David J. Teece
Berkeley Research Group, LLC, Emeryville,
CA, USA
Haas School of Business, University of
California, Berkeley, Berkeley, CA, USA
Definition Cooperation and competition may
occur simultaneously between firms for strategic,
non-contradictory reasons.

Cooperation and competition are potentially
complementary modes of engagement among
firms, especially in high-tech industries. A single
set of firms may, for example, collaborate on
pre-competitive standards or process technology,
then compete fiercely against each other in prod-
uct markets. Or Company X may cooperate with
one division of Company Z while engaging in
fierce rivalry with another of Z’s business units.

Cooperation often takes place within ▶ strate-
gic alliances, which are constellations of bilateral
and possibly multilateral contracts and under-
standings among firms. These complex linkages
have become more possible (and necessary) than
ever due to the global dispersion of technical
know-how, the liberalization of trade, and the
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reduction of communication costs. Finding the
most suitable collaborators has also become
imperative for success because the same factors
have made competition more global and intense
than ever before.

Strategic alliances have become quite common,
particularly in high-technology industries. Joint
R&D, know-how, manufacturing and marketing
agreements are potentiallymore valuable than stan-
dard, market-based ties because they can be used to
access complementary technologies and assets
without direct ownership. As compared with the
price systemofmarket exchange, alliance networks
enable investment plans for complementary assets
to be coordinated more concisely; as compared
with hierarchy (internalization), incentives are not
dulled through bureaucratic decision-making.

In some cases, these complex relationships can
be better protected from contractual hazards than
equivalent discrete contracts. This can be true
when, in addition to the normal transaction-
specific safeguards, a complex alliance encom-
passes broader relational and multi-transactional
structures (de Figueiredo and Teece 1996).

To profit in this type of complicated ecosystem,
firms need to coordinate with their partners not
only operationally but strategically (Teece 1992).
Operational coordination involves the everyday
management of the collaborative activity. Strate-
gic coordination refers to activities that affect the
distribution of returns to collaboration by shaping
access to complementary goods, appropriability
from the firm’s own intangible assets, and indus-
try structure (Teece 1986; Pisano and Teece
2007). A game-theoretic approach has been used
extensively to evaluate strategies for ‘▶ co-
opetition’ (Brandenburger and Nalebuff 1996).

Although antitrust authorities sometimes look
askance at cooperation, complex forms of coop-
eration are often necessary to promote healthy
competition. This can be true in industries such
as semi-conductors, where the development of
next-generation technologies require investments
beyond the capabilities of most firms in the indus-
try. Even if the cost of R&D is affordable, collab-
oration can reduce some wasteful duplication of
effort and/or help an industry with weak intellec-
tual property rights to break out of a low R&D
equilibrium induced by a ‘free rider’ problem.
Horizontal linkages can also assist in the defini-
tion of technical standards.

To preserve rivalry, research collaboration should
not expand to encompass all firms in an industry.
Were that to occur, the benefits of pluralism in
research approaches would not be realized. The
smartphone industry, for example, benefits from
having networks of firms contributing to the devel-
opment of different platforms (e.g., iOS, Android
etc.) that compete against each other (as well as, in
many cases, competing within a network).

Another important motive for cooperation is
access to complementary assets. The profitable
commercialization of technology requires timely
access to complementary assets on competitive, if
not preferential, terms. Thus, an innovating firm or
consortium that has developed the core technology
needed for a new product or process with good
prospects has taken only the first step. It must
next secure access to complementary technologies
and complementary assets on favourable terms in
order to successfully commercialize the product or
process. Apple’s reliance on Samsung for the pri-
mary microchips in its early iPhone and iPad
models, despite Samsung’s role as a competitor in
mobile electronics, provides a clear example.

In setting limits for cooperation, competition
policy must balance, at the margin, the partially
exclusive values of competition and pluralism.
A sensible balance is vital to a well-functioning
national system of innovation.
See Also

▶Co-opetition
▶ Inter-firm Cooperation
▶Research and Development (R&D) Alliances
▶ Strategic Groups
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Cooperative and Non-cooperative
Game Theory

Olivier Chatain
University of Pennsylvania, Wharton School,
Philadelphia, PA, USA
Abstract
This article outlines the differences between
cooperative and non-cooperative ▶ game the-
ory. It introduces some of the main concepts of
cooperative game theory as they apply to stra-
tegic management research.

Definition Cooperative game theory focuses on
howmuch players can appropriate given the value
each coalition of player can create, while
non-cooperative game theory focuses on which
moves players should rationally make.

Game theory comprises two branches: coopera-
tive ▶ game theory (CGT) and non-cooperative
game theory (NCGT). CGT models how agents
compete and cooperate as coalitions in unstruc-
tured interactions to create and capture ▶ value.
NCGT models the actions of agents, maximizing
their utility in a defined procedure, relying on a
detailed description of the moves and information
available to each agent. CGT abstracts from these
details and focuses on how the value-creation
abilities of each coalition of agents can bear
on the agents’ ability to capture value. CGT
can be thus called coalitional, while NCGT
is procedural. Note that ‘cooperative’ and
‘non-cooperative’ are technical terms and are
not an assessment of the degree of cooperation
among agents in the model: a cooperative game
can as much model extreme competition as a
non-cooperative game can model cooperation.

CGTanalyses situations where agents can coop-
erate to create value by joining coalitions, but also
where agents compete to capture value. Its formal-
ism comprises a set of agents and a function that
returns the value each subset of agent (i.e., each
coalition) can create on its own (the characteristic
function). The characteristic function is the input to
a solution concept, which returns the value cap-
tured by each agent (their imputation).

Because no structure is put on the bargaining
procedure, the solution concept models the out-
come of the negotiations occurring among the
agents, accounting for the value each coalition
can create. We concentrate on the solution con-
cepts of the core and the Shapley value, but a
number of others have been developed. For text-
book expositions, see, for instance, Osborne and
Rubinstein (1994) and Owen (1995).

The core is the set of imputations such that
each coalition receives at least as much as it can
create on its own. This concept formalizes a
notion of individual and coalitional self-interest.
The core is thus appropriate to model the compet-
itive nature of free-form competitive interactions.
However, the core may not exist and is not neces-
sarily unique. Non-existence of the core signals
the intrinsic instability of a particular interaction.
Non-uniqueness of the core implies that compet-
itive forces alone are not enough to determine
each agent’s value capture and that negotiating
abilities also come into play. The core is an attrac-
tive concept when building formal models for
strategic management, as it focuses on the big
picture, providing logically consistent bounds to
value capture under competition, without delving
into specific tactical moves.

An agent’s added value (or marginal contribu-
tion) is the value lost to the grand coalition (the
coalition of all agents) if the agent is not included.
The added-value principle, implied by the core,
states that under competitive free-form interaction
an agent can capture no more than her added
value. Otherwise, the other agents would be better
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off to exclude her and trade only among
themselves.

The Shapley value is the average added value
of an agent to all possible coalitions. It always
exists and is unique. It emphasizes the fairness of
the division of value among agents. It has been
used to model the allocation of costs among users
of a common facility and to measure political
power. It can also be seen as the expected outcome
of a non-cooperative negotiation procedure, for
instance to model negotiation in a supply chain
(de Fontenay and Gans 2005).

Biform games are a blend of CGT and NCGT.
They model the intuitive distinction between shap-
ing the game and playing the game. These comprise
two phases. In the first phase, modelled and solved
non-cooperatively, agents independently take
actions that determine the value they can create as
coalitions (i.e., the characteristic function). In the
second phase, modelled and solved as a coopera-
tive game using the core, agents create and capture
value. Biform games are well suited to model busi-
ness strategy where decisions are about a firm’s
ability to create value (e.g., by building capabili-
ties) and to influence the environment to improve
value capture, while deemphasizing tactical deci-
sions (e.g., price-setting).

CGT was introduced to strategic management
research by Brandenburger and Stuart (1996), who
proposed added value as a key analytical concept.
Lippman and Rumelt (2003) argued for using CGT
in strategy research. MacDonald and Ryall (2004)
characterized when an agent is assured to capture
value in the core. Brandenburger and Stuart (2007)
introduced biform games, used by Stuart (2004,
2005), Adner and Zemsky (2006), and Chatain
and Zemsky (2007, 2011) in applied theory.
Adegbesan (2009) uses CGT to analyse strategic
factor markets. Chatain (2011) applies CGT ideas
in a large sample empirical study by relating prox-
ies of added value to firm performance.
See Also
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Co-opetition

Tomi Laamanen
University of St Gallen, St Gallen, Switzerland

Definition Co-opetition can be defined as simul-
taneous competition and collaboration between
two or more organizations.

The concept of ‘co-opetition’ was first coined by
Ray Noorda, founder of Novell, and popularized
in the strategic management field by Adam
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M. Brandenburger and Barry J. Nalebuff in their
book Co-opetition (Brandenburg and Nalebuff
1996), where they used the concept to extend the
use of game theory in strategic management and to
provide an analysis tool called the ‘value net’ that
incorporated customers, complementors, competi-
tors and suppliers into an analysis of cooperative
and competitive dynamics. In strategy research, the
concept has become part of the standard vocabu-
lary and a label for situations where firms simulta-
neously cooperate with and compete against each
other. To date, the occurrence and implications of
co-opetition have been studied in multiple indus-
tries including the steel industry (Gnyawali
et al. 2006), breweries (Bengtsson and Kock
2000) and health care (Gee 2000).

Even though co-opetition commonly
involves an explicit decision or agreement by a
firm to cooperate with its competitor, mutual
forbearance can also be considered as a form of
implicit co-opetition. When mutual forbearance
equilibrium emerges, firms continue to compete
with each other, but they also implicitly collude
by restraining from engaging in competitive moves
that could attract retaliation from their competitor.
Gnyawali et al. (2006) apply this logic to coopera-
tive networks. They find that the positioning of
firms in relation to others in a network of alliance
partners affects the way firms engage in and
respond to competitive actions.

So far the strategic management research has
had a tendency to view co-opetition predomi-
nantly as a one-dimensional construct indicating
the tension or balance that ▶ cooperation and
competition engender between two or more
firms. The fact that firms are complex entities
that tend to engage in multiple activities simulta-
neously, however, makes it possible to develop
the concept further. One way to increase the gran-
ularity of the concept is to divide it into recipro-
cal, parallel and sequential co-opetition.

Reciprocal co-opetition refers to co-opetition
where a firm collaborates and competes with its
competitors in its core product market. Vertically
integrated firms that also supply their competitors
are a good example of this (e.g., Figueiredo and
Teece 1996). Another example is the global airline
alliances. In reciprocal co-opetition there is a
constant need for monitoring and adjusting how
much to invest in the alliance in order to safeguard
one’s own future. Khanna et al. (1998) model how
learning races take place in alliances. Reciprocal
co-opetition can also take place in industry con-
sortia aimed at advancing the development of a
specific technology domain (e.g., Teece 1996).
For example, Motorola, Nokia, Qualcomm and
Samsung participate in multiple patent pools
where firms cross-license some of their patents to
each other. All the consortiummembers can use the
patents in the joint pool, but they have to pay for
their use. As the consortium then divides the
money earned according to the share of ‘essential’
patents provided by each firm to the consortium,
each firm has to explicitly decide which patents to
share and which to keep proprietary. Thus, in addi-
tion to competing in the product markets and col-
laborating in the patent pool, firms also compete for
the revenues of the patent pool.

Parallel co-opetition refers to co-opetition
that takes place across two firms when they col-
laborate with each other in some business areas
or regions while competing in others. In this
case, simultaneous ▶ competition and coopera-
tion can be sustained as they are contained within
specific areas of a firm’s operations. Probably the
best-known example of this is the NUMMI alliance
of Toyota and GM to produce cars in their Califor-
nia site while engaging in vigorous competition
worldwide. There are also many examples of com-
peting firms joining forces to enter new markets,
while continuing to compete simultaneously in
other markets. A good example of this is the inter-
net TValliance of Fox and NBC.

Finally, sequential co-opetition refers to
co-opetition that takes place across two firms
when their competition and collaboration is
punctuated over time. For example, two com-
peting software firms may decide to join forces
to make an offer to a large client project for
which they both alone would be too small. Yet
they can continue to compete in any subsequent
projects or choose to cooperate depending on
the project. While these three subcategories of
co-opetition share similarities in terms of
balancing the amount of cooperation and com-
petition for the benefit of a firm’s overall
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performance, they differ in terms of their stra-
tegic and organizational implications, stability
and the safeguards needed.
See Also

▶Competition
▶Complementarities
▶Cooperation and Competition
▶Cooperative and Non-cooperative Game Theory
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Core Business

Irene M. Duhaime1 and J. L. Stimpert2
1Georgia State University, J Mack Robinson
College of Business, Atlanta, GA, USA
2Michigan State University, Eli Broad College
of Business, East Lansing, MI, USA
Definition

A “core business” is the business that is the pri-
mary focus of a company’s business operations.
That primary focus may be the business on which
the company was founded, or a business to which
the company’s business operations have evolved
over time.

Referring to the primary focus of a company’s
business operations, the concept of core business
necessarily suggests that firms will have other
businesses that are less core or central. Thus,
the concept of core business is closely associated
with several streams of strategic management
research on multibusiness or multiproduct
firms, including research on the relationship
between diversification strategy and perfor-
mance; research on firm focus, divestment, and
the performance of divested units; and research
on core competence and capabilities.
Diversification or Expansion Beyond
the Core Business

Chandler’s epic Strategy and Structure (1962)
describes the way four companies – DuPont,
General Motors, Standard Oil and Sears,
Roebuck – grew and evolved. Chandler explores
how geographical expansion, increasingly broad
product lines, diversification and organizational
complexity led to an evolution in organizational
structure, and specifically, the evolution from a
reliance on centralized, functional structures to
multidivisional structures.

Building on Chandler’s work, Rumelt (1974)
develops a typology of diversified business firms,
and then investigates how the choice of diversi-
fication strategy influences firm performance
levels. Rumelt’s typology includes four diversi-
fication strategies, including single business
firms (that have not diversified beyond their
core business), dominant strategies, related strat-
egies, and unrelated strategies. Rumelt concludes
that firms pursuing a strategy of related diversi-
fication, in which firms’ businesses are related to
their core business, enjoy higher performance
than firms pursuing other strategies. A great
deal of strategic management research replicates
and extends Rumelt’s research and findings. This
very large body of research suggests few defini-
tive conclusions about the relationship between
diversification strategy and firm performance
(Bausch and Pils 2009).
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Firm Focus, De-diversification
and Divestment

The 1970s saw a wave of merger and acquisition
activity that included many acquisitions of
unrelated businesses and the rise of conglomerate
firms. This merger wave in the 1970s was then
followed by an emphasis on firm focus and con-
siderable divestment activity. Peters and
Waterman’s (1982) bestselling book In Search of
Excellence, profiling a number of companies that
had enjoyed a long history of outstanding perfor-
mance, includes a chapter with the title “Stick to
the Knitting”. The chapter claims that diversifying
away from a core business will distract manage-
ment attention and dissipate firm resources, lead-
ing to lower firm performance. The chapter
advises managers and firms to focus on their
core business and to avoid acquiring unrelated
businesses and far-flung diversification.

The de-diversification wave of the late 1970s
and early 1980s prompted researchers to take up
the scholarly study of divestment. In early stud-
ies of divestment, Duhaime and Grant (1984) and
Montgomery and Thomas (1988) sought to
understand the factors associated with the divest-
ment of business units. These studies conclude
that low affinity or relationship to a firm’s core
business is a strong predictor of divestment, a
finding that is consistently verified in subsequent
studies examining the factors influencing
divestment decisions and by Markides’ (1995)
study of corporate refocusing. Other factors
associated with divestment include unfavorable
industry characteristics and poor business unit
performance.

Another line of divestment research examines
competing theories about the performance of
divested units. One perspective predicts that
divested units will face considerable challenges
and have unfavourable prospects for success,
while a competing view suggests that divested
units, once freed from the constraints of operat-
ing within a larger, more bureaucratic firm, will
enjoy an improvement in performance. Neither
perspective has yielded unequivocal support in
research studies examining the performance of
divested business units.
Core Competence/Core Capabilities

Closely related to the concept of core business are
the concepts of core competence (Prahalad and
Hamel 1990) and core capabilities (Leonard-
Barton 1992). Prahalad and Hamel describe core
competence as central or key capabilities that can
be employed to enhance the success of other lines
of business beyond the core business in multi-
business or multiproduct firms. Rarely based on
a single asset or resource, core competences are
instead rich combinations of collective learning
and capabilities.

Leonard-Barton’s work is important because
it demonstrates that managers and their firms can
become so wedded to existing core competences
that they can fail to see or appreciate evolutions
in consumer wants and needs and product and
process technologies that can render core com-
petences and capabilities obsolete. Thus, core
competences and capabilities that provide
advantage can become core rigidities that limit
adaptability and the development of new
competences.
See Also
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▶Resource Redeployment
▶ Strategies for Firm Growth
References

Bausch, A., and F. Pils. 2009. Product diversification
strategy and financial performance: Meta-analytic
evidence on causality and construct multi-
dimensionality. Review of Managerial Science 3:
157–190.

Chandler, A.D. 1962. Strategy and structure: Chapters in
the history of the American industrial enterprise. Cam-
bridge, MA: The MIT Press.

Duhaime, I.M., and J.H. Grant. 1984. Factors influencing
divestment decision-making: Evidence from a field
study. Strategic Management Journal 5: 301–318.

https://doi.org/10.1057/978-1-137-00772-8_470
https://doi.org/10.1057/978-1-137-00772-8_688
https://doi.org/10.1057/978-1-137-00772-8_409
https://doi.org/10.1057/978-1-137-00772-8_478
https://doi.org/10.1057/978-1-137-00772-8_671
https://doi.org/10.1057/978-1-137-00772-8_699
https://doi.org/10.1057/978-1-137-00772-8_399


350 Core Competence
Leonard-Barton, D. 1992. Core capabilities and core rigid-
ities: A paradox in managing new product develop-
ment. Strategic Management Journal 13: 111–125.

Markides, C.C. 1995. Diversification, refocusing and eco-
nomic performance. Cambridge, MA: The MIT Press.

Montgomery, C.A., and A.R. Thomas. 1988. Divestment:
Motives and gains. Strategic Management Journal 9:
93–97.

Peters, T.J., and R.H. Waterman Jr. 1982. In search of
excellence: Lessons from America’s best-run compa-
nies. New York: Harper & Row.

Prahalad, C.K., and G. Hamel. 1990. The core competence
of the corporation.Harvard Business Review 68: 79–91.

Rumelt, R.P. 1974. Strategy, structure, and economic per-
formance. Boston: Harvard Business School Press.
Core Competence

Douglas Miller1 and Chih Liu2
1University of Illinois, College of Business
Administration, Champaign, IL, USA
2University Of Illinois at Urbana-Champaign,
Urbana, USA
Definition A ‘core competence’ (or competency)
is a corporation’s learned ability to coordinate
technologies and production processes across
boundaries in the organization. As defined by
C. K. Prahalad and Gary Hamel, a bundle of capa-
bilities can be considered a core competence if it
creates value in core products, is applicable across
a wide range of markets and is not easily imitated.

As introduced by C. K. Prahalad and Gary Hamel,
the term ‘core competence’ (or competency) refers
to a corporation’s learned ability to coordinate
technologies and production processes across
boundaries in the organization. Prahalad and
Hamel’s 1990 article explains how some ▶multi-
product companies are able to sustain leadership by
creating previously unanticipated products. In their
definition, a core competence creates value in core
products, is applicable across a wide range of mar-
kets and is not easily imitated. As such, core com-
petences are the collective learning that integrates
and harmonizes multiple streams of technologies.

Prahalad and Hamel submit that, in the era of
intense global competition, price or performance
advantage can only provide a company with
short-run ▶ competitiveness. In the long run,
competitiveness comes from an ability to cost-
effectively build the core competences that
spawn unanticipated products. Consolidating
corporate-wide technologies and production skills
into competences enables individual businesses to
adapt to rapidly changing conditions. Thus, the
identification and retention of existing compe-
tences, along with facilitating the acquisition of
new competences, becomes the critical task of top
management. Unlike physical assets, which dete-
riorate over time, a core competence does not
diminish with use. Instead, competences are
enhanced as they are applied and shared, and
fade if they are not used. Thus, Prahalad and
Hamel call for managers to think of the corpora-
tion as a portfolio of competences instead of a
portfolio of businesses.

A ‘core product’ is a component that contrib-
utes to the main perceived value of multiple end
products. For instance, Honda’s main value
proposition to customers is a combination of
reliability and fuel efficiency. Honda’s engines
are core products that create this value in cars,
motorcycles and lawnmowers. Core products are
the physical embodiments of core competence;
thus, according to Prahalad and Hamel, compa-
nies should seek to maximize their world
manufacturing share in core products, not just
the market share of end products. Manufacturing
for a wide variety of customers provides feed-
back to the corporation to further enhance its
core competence.

The core competence approach to managing
the multibusiness firm is similar to the▶ resource-
based view or capabilities view of corporate diver-
sification. Traditional approaches to corporate
portfolio management emphasized the evaluation
of market opportunities, and then the accumula-
tion of skills and assets to exploit those opportu-
nities. In the 1980s, management scholars began
to put greater emphasis on internal analysis of a
firm’s tangible and intangible resources. Prahalad
and Hamel’s article was a strong statement about
how a large corporation could use all its
strengths – not just high R&D spending – to actu-
ally create new markets.
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In practice, managers and consultants may
begin a core competence analysis by identifying
core products. Then, they evaluate which technol-
ogies and production experience combine to cre-
ate those core products. An alternative approach is
to list all the capabilities of business units, assess
their strength and see how they combine. A group
of related capabilities is a core competence if it
creates value for customers, is superior to the
capabilities of competitors, is difficult to imitate
and can be applied to multiple markets.
A successful corporation will not just have one
core competence; however, a list of more than
several competences probably includes some
that are not truly core. Once core competences
are identified, top management must implement
an incentive system that treats core competences
as corporate resources. For example, career paths
should free competence-carrying employees
from the confines of individual product lines.
Building a strategy around core competences
requires communication, involvement and a
deep commitment to working across divisional
boundaries.

While the idea of core competence has
persisted, research published soon after Prahalad
and Hamel’s article clarified certain points about
corporate-level capabilities. First, Robert Grant
(1996) (and others) developed a knowledge-
based view of the firm, arguing that corporations
not only use assets they own, but also technology
and information they gather from outside. Second,
there are multiple barriers to imitation. Since core
competences are complex combinations of tech-
nology and experience, they are difficult for com-
petitors to observe and understand, let alone copy.
However, less complex resources can also be dif-
ficult to imitate, and thus a potential source of
competitive advantage, because they are acquired
under unique historical conditions, evolve over
time through many small decisions, or are embed-
ded in a social structure or corporate culture that is
itself costly to imitate (Barney 1991). Third,
Dorothy Leonard-Barton (1992) described how a
firm’s commitment to its core competences can
prevent it from recognizing and incorporating
new technologies. Thus, a ‘core capability’ can
become a ‘core rigidity’. Each of these subsequent
insights helps managers see core competences in a
more dynamic way.
See Also
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Abstract
Corporate social responsibility (CSR) research
is the subject of great debate within the man-
agement literature. At the heart of the debate is
a tension between two opposing views – the
neoclassical economies view in which man-
agers must maximize shareholder value, and
the ▶ stakeholder view in which managers
have responsibilities to society (and to other
firm stakeholders) that go beyond simply max-
imizing shareholder wealth. A large empirical
literature has arisen aimed at resolving this
tension by demonstrating that CSR can maxi-
mize shareholder wealth and therefore no
tension exists. These efforts may, ironically,
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compromise the unique contribution of CSR in
strategic management scholarship, reducing it
to simply another value-enhancing business
strategy.

Definition Corporate social responsibility is
the subset of a firm’s responsibilities that are
aimed at directly benefiting society. These firm
activities are typically voluntary or discretionary
(e.g., community involvement, philanthropy,
volunteerism).

Corporate social responsibility is the subject of
great debate both within practitioner and aca-
demic circles. The literature has struggled to
clearly define the nature and type of responsibili-
ties that society can legitimately impose on busi-
ness firms. Many have looked to Carroll’s (1979)
framework, which posited four core social respon-
sibilities: economic, legal, ethical and discretion-
ary; or to Carroll and Buchholtz (2003), who
consolidated the original framework into three
levels of social expectations: (1) required
(pertaining to economic and legal responsibili-
ties), (2) expected (pertaining to ethical responsi-
bilities) and (3) desired (pertaining to corporate
social responsibilities) for guidance in defining
corporate social responsibility. However, cur-
rently there is no clear consensus as to the defini-
tion of corporate social responsibility (Crane
et al. 2008).

The central point of tension within this debate
rests on the theory and purposes of the firm. Tra-
ditional neoclassical economic arguments point to
the responsibility managers have to maximize the
wealth of the firm’s shareholders (Friedman 1963,
1970). To the extent that corporate social respon-
sibility is inconsistent with efforts to maximize the
wealth of the firm’s shareholders, traditional eco-
nomic logic suggests that these socially responsi-
ble activities should be avoided. Business and
society arguments capture the other side of the
debate – that managers have responsibilities to
society that go above and beyond simply maxi-
mizing the wealth of the firm’s shareholders.
Utilizing a ▶ stakeholder theory of the firm
(Freeman 1984), such arguments suggest that
the traditional neoclassical economic theory of
the firm causes managers to ignore the interests
of other important stakeholders (e.g., employees,
suppliers, customers, and society at large) and
that the interests of these other stakeholders may
at times supersede the interests of a firm’s
shareholders.

Much of the academic literature on corporate
social responsibility attempts to resolve this
debate by empirically demonstrating that corpo-
rate social performance (CSP) (i.e., the actual
implementation and practice of corporate social
responsibility) is positively associated with cor-
porate financial performance (CFP) – that is, these
efforts attempt to resolve the debate by demon-
strating that there is no conflict between a firm’s
corporate social responsibility and the neoclassi-
cal theory of the firm. Bragdon and Marlin’s
(1972) early examination of the correlation
between corporate social performance and corpo-
rate financial performance launched a multi-
decade search for the so-called ‘business case’
for corporate social responsibility. Empirical
results to date have been mixed and inconsistent
(Margolis and Walsh 2003) although some meta-
analyses point to evidence suggesting a slight
positive correlation (see, especially, Orlitzky
et al. 2003). Critiques of this empirical literature
focus on the well-documented methodological
problems within this body of work (e.g., sampling
issues, reliability and validity concerns of CSP
and CFP measures, lack of casual theory linking
CSP to CFP) as well as the more general critiques
about the appropriateness of the search for a link
between CSP and CFP. To some, the entire effort
to demonstrate the business case for corporate
social responsibility is problematic because it
ignores the essential point made bymany business
and society scholars, that there are circumstances
in which the interests of the firm’s shareholders
will need to be set aside in favour of the interests
of the firm’s other stakeholders. In sum, the firm
may need to ‘do good’ even if ‘doing good’ does
not help it to ‘do well’ financially. Attempting to
resolve the debate on the merits of corporate
social responsibility purely by focusing on actions
that will maximize shareholders’ value fails to
address the central and unique theoretical ques-
tion of the corporate social responsibility
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literature (Mackey et al. 2007). Further, some note
concern that efforts to establish the business case
for corporate social responsibility merely reduce
the construct to just another form of good man-
agement or value-enhancing business strategy
(e.g., product differentiation).

While this literature has, to some, evolved into
a normative field of study with an activist agenda
aimed at increasing the supply of firms engaging
in forms of corporate social responsibility, the
prominence of this topic and the demands facing
corporations today (i.e., corporate social respon-
sibility and even broader expectations of corpora-
tive citizenship as emerging business imperatives)
cannot be ignored. Surprisingly, the lack of con-
sistency in terminology and conceptualization,
combined with the immense proliferation of termi-
nology (e.g., ▶ business ethics, corporate citizen-
ship, corporate social performance, corporate
responsibility, stakeholder theory, stakeholder man-
agement, sustainability (social and environmental)),
has not stopped theCSR literature fromgrowing into
a major area of research. It is unclear, though, as the
literature matures, whether the problems plaguing
this literature (e.g., lack of a common definition or
set of core principles, lack of consensus as to
whether or not CSR is good for business) will even-
tually lead to its downfall or whether the literature
can continue to evolve and expand despite the strug-
gles related to this concept.
See Also
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Abstract
Corporate strategy refers to the decisions of a
firm’s top management concerning the scope
of the firm, in terms of its geographic and
product markets, as well as the degree of▶ ver-
tical integration. Corporate strategy defines the
firm in terms of the extent of its international
activities, the degree of vertical integration,
and the diversity of the product markets in
which it competes. Acquisitions, divestments,
foreign direct investments and internal capital
investments all constitute decisions that are
likely to impact on the strategic scope of the
firm and thus its corporate strategy.

Definition Corporate strategy defines the firm in
terms of its strategic scope, which includes deci-
sions on the extent of its international activities,
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the degree of vertical integration, and the diversity
of the product markets in which it competes.

Corporate strategy refers to the decisions of a
firm’s top management concerning the scope of
the firm and the businesses in which the firm
competes. The concept of corporate strategy
should be distinguished from that of business
strategy, or competitive strategy, which refers to
the decisions a firm’s management makes on how
to compete in a given business (Andrews 1980).
There are several dimensions to corporate strategy
including geographic scope,▶ vertical integration
and product market scope (Chandler 1962).

Corporate strategy includes decisions regard-
ing the firm’s vertical scope, or the degree of
vertical integration. Vertical integration refers to
the degree to which the firm internally produces
or controls the steps required to bring a product
or service to market. The production of a good
can be conceptualized as a series of discrete
stages in terms of a value chain that the firm
undertakes, from raw materials to the product or
service consumed by the end user (Porter 1985).
The set of functional activities constitute the
steps in a value chain. A firm’s corporate strategy
in terms of its vertical scope includes decisions
on which steps of the value chain to participate
in. The more steps in the value chain in which the
firm operates, the greater its degree of vertical
integration. Thus, corporate strategy entails deci-
sions regarding the degree of the firm’s vertical
integration.

Corporate strategy also includes decisions
regarding the firm’s geographic scope or the
extent of the firm’s international activities.
A firm’s geographic scope, or its international
▶ diversification, includes decisions as to which
foreign markets the firm competes in as well as the
geographic location of the steps in the firm’s value
chain. A firm that operates beyond its domestic
borders is considered internationally diversified.
Geographic scope includes decisions that encom-
pass all foreign aspects of a firm, from the geo-
graphic markets where it sells its products to the
global locations where it produces its products
and/or where its capabilities reside (Wiersema
and Bowen 2011). Thus, corporate strategy entails
decisions regarding the extent of the firm’s inter-
national activities.

A firm’s corporate strategy also encompasses
decisions regarding the product market scope or
the diversity of the product markets in which the
firm competes. A firm can compete in either a
single business operating in one industry or man-
age a portfolio of businesses operating in several
industries. A firm that competes in more than one
product market is considered to be diversified, or a
multi-business firm. The extent of a firm’s product
market diversification is determined by both the
number and the relatedness of the businesses
within the firm’s portfolio. Relatedness refers to
whether the businesses in the firm’s business port-
folio share underlying resources or capabilities.
Thus, corporate strategy entails decisions regard-
ing the extent of the firm’s diversification in terms
of the product markets it competes in and the
relatedness among the firm’s businesses.

Managerial decisions that influence the verti-
cal, geographic or product market scope of the
firm are the essence of corporate strategy. Man-
agers can alter a firm’s corporate strategy by
expanding the firm’s strategic scope through inter-
nal investments, foreign direct investments, or the
acquisition of companies that add new product or
geographic markets, or expand the firm’s value
chain. For example, Kraft Foods expanded its
strategic scope in terms of both product and geo-
graphic markets when it acquired Cadbury in
2010. Similarly, managers can reduce the firm’s
strategic scope, by divesting the firm of busi-
nesses and thus reducing its product and/or geo-
graphic scope or by reducing its vertical scope
through outsourcing. For example, General Elec-
tric sold off NBC Universal to Comcast, and thus
exited the network broadcasting industry. Deci-
sions such as acquisition and divestiture have an
impact on the business portfolio of the firm and
thus its corporate strategy.

Theoretical perspectives to explain the deter-
mination of a firm’s corporate strategy include
▶ transaction cost economics (TCE) and the
▶ resource-based view of the firm (RBV). TCE
provides an understanding of the determinants of
a firm’s strategic scope by conceptualizing the
firm and the market as alternative mechanisms

https://doi.org/10.1057/978-1-137-00772-8_452
https://doi.org/10.1057/978-1-137-00772-8_409
https://doi.org/10.1057/978-1-137-00772-8_569
https://doi.org/10.1057/978-1-137-00772-8_512


Corporate Strategy 355

C

that can be used to coordinate transactions (Coase
1937; Williamson 1985). The set of activities that
a firm must undertake in order to produce an end
product/service involve a multitude of transac-
tions which can take place either internally (e.g.,
hierarchical) or externally (e.g., market). TCE
maintains that the decision as to whether to rely
on markets or hierarchy is based on ‘the underly-
ing differences in the attributes of the transac-
tions’ (Williamson 1985: 68). Transaction costs
can be defined as those of ‘planning, adapting, and
monitoring task completion under alternative
governance structures’ (Williamson 1985: 2).
For a given transaction the firm incurs either the
bureaucratic costs of internal governance or the
governance costs of markets. TCE posits that
when the bureaucratic costs of internal gover-
nance are lower than the governance costs of
markets, the tasks concerned with a given busi-
ness activity will be absorbed into a firm (Coase
1937). According to TCE, managers will organize
activities internally and thus expand the firm’s
strategic scope when the costs are less than those
incurred by relying on external markets. Alterna-
tively, managers reduce the firm’s strategic scope
when the internal bureaucratic costs are higher
than the governance costs of the market. Thus,
TCE posits that the firm’s corporate strategy is
determined by decisions that are driven by the
desire to minimize the firm’s transaction costs.

The determinants of a firm’s corporate strategy
can also be explained in terms of the resource-
based view of the firm. From the RBV perspec-
tive, the firm consists of a bundle of resources, and
the allocation of these resources determine the
strategic scope of the firm (Penrose 1959). RBV
theorizes that the firm may have excess resources
that cannot be readily sold or traded, or may be
more valuable within the firm than on the market,
because of the characteristics of the resources
(Peteraf 1993). For example, the strength and
reputation of a firm’s brand is an intangible
resource, idiosyncratic to the firm. Consequently,
a firm can realize economic benefits by leveraging
its brand into other product markets and, in doing
so, expand its product market scope. In this way a
firm’s excess resource capacity provides the deter-
mination for expansion in the strategic scope of
the firm (Penrose 1959). Thus, RBV theorizes that
the firm’s corporate strategy is determined by
decisions to profitably exploit the firm’s bundle
of resources.

The impact of corporate strategy on the finan-
cial performance of the firm has been examined
extensively. It has been theorized that the potential
economic benefits from an expansion of a firm’s
strategic scope arise from the realization of econ-
omies of scale and scope of serving more markets
and from leveraging the firm’s intangible
resources into new markets (Caves 1971; Teece
1982). In addition, experiential learning from
operating in new markets can enhance the firm’s
knowledge base and capabilities (Vermeulen and
Barkema 2001). With greater strategic scope, the
firm can also benefit from increased market power
over suppliers, distributors and customers (Kogut
1985). In terms of product market scope, firms
that have higher relatedness within their business
portfolio have been found to outperform firms
with lower levels of relatedness (Robins and
Wiersema 1995), while more global firms have
been found to outperform their domestic compet-
itors (Hitt et al. 2006). However, both highly
product-diversified and internationally diversified
firms have been found to have lower financial
performance than less diversified firms. Greater
strategic scope results in increasing complexity,
which in turn results in higher levels of organiza-
tional differentiation, necessitating greater collab-
oration and integration of the interdependencies
(Lawrence and Lorsch 1967). As a result, rising
managerial and administrative costs begin to out-
weigh the economic benefits associated with scale
and scope economies. Recent evidence indicates
that because of increased competitive pressures
and globalization, managers have pursued
increasingly focused corporate strategies
(Comment and Jarrell 1995; Bowen and
Wiersema 2005), which in turn has resulted in
significant improvements in firm performance
(Berger and Ofek 1995).

Decisions regarding the corporate scope of the
firm determine corporate strategy. Thus, corporate
strategy is defined by the extent of product diver-
sity, internationalization and the degree of vertical
integration pursued by the firm.
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Corporate Venturing

Gary Dushnitsky
London Business School, London, UK
Abstract
Firms’ survival and growth critically depend
on their ability to innovate. In addition to inter-
nal R&D, firms are increasingly pursuing
(open) ▶ innovation through engagement
with external partners. Corporate venturing
emerges as an integral part of this strategy as
firms harness innovative entrepreneurial ven-
tures. Due to the unique nature of the phenom-
enon, the corporate venturing literature is
informed by, and contributes to, the fields of
entrepreneurship, finance and strategy.We pro-
vide a definition of corporate venturing and
brief examination of its benefits, uses and
implications to scholarly work.

Definition Corporate venturing, also known as
corporate venture capital, is defined as a minority
equity investment by an established corporation in
a privately held entrepreneurial venture.

It is an external venturing strategy that many firms
undertake as part of their inter-organizational rela-
tionships (e.g., strategic alliances, licensing or
joint ventures). On the one hand, corporate ven-
turing and strategic alliance are similar: they serve
as mechanisms for two independent firms to
exchange resources. On the other hand, they differ
with respect to the nature of the relationship and
its organization (Dushnitsky and Lavie 2010).
Alliances imply mutual dependence of otherwise
independent firms that engage in interactive coor-
dination of various value chain activities such as
joint R&D and marketing initiatives. In contrast,
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CVC investment entails disparity between an
investor and the consumer of monetary funds,
and involves a unidirectional flow of financial
resources from the investor to the funded ven-
ture that independently performs its value chain
activities. Alliances have specific objectives
that are negotiated and then pursued by both
parties whereas CVC agreements pertain to the
operations of the funded venture. In contrast,
the scope of alliance operations is narrowly
defined even when involving an equity stake
position (Robinson and Stuart 2007). Moreover,
many firms manage alliances and CVC through
separate units aimed either at alliance manage-
ment (Dyer et al. 2001) or venture capital
investment (Keil 2002; Dushnitsky 2006).
This organizational divide reflects managers’
views of alliances and CVC as distinct activi-
ties, and is also manifested in distinctive
staffing practices and personnel backgrounds
(Block and Ornati 1987; Dushnitsky and
Shapira 2010).

The corporate venturing literature is related
to, yet distinct from, the corporate entrepreneur-
ship and spin-out literatures. Consider the
corporate entrepreneurship, also known as
▶ intrapreneurship, literature. This refers to a
wide array of internally oriented activities, includ-
ing investment in internal divisions, business
development funds and so on (e.g., Guth and
Ginsberg 1990; Zahra 1995; Thornhill and Amit
2001). The distinction between the concepts is
twofold: (a) a CVC unit targets external entrepre-
neurs, while corporate employees are funded by
intrapreneurship initiatives, and (b) a CVC inves-
tor and an entrepreneurial venture participate in
the market for entrepreneurial financing, along
with independent VCs and angel investors,
whereas intrapreneurship entails the parent corpo-
ration backing business and employee initiatives
that do not consider competing sources of capital.
Next, consider the spin-outs, also known as spin-
off, literature (e.g., Klepper 2001; Agarwal
et al. 2004; Gompers et al. 2004). The direction
of employee mobility differentiates the two: spin-
out describes an outflow situation whereby an
employee departs a corporation and starts his or
her own business, whereas CVC is interested with
inflows, namely, harnessing entrepreneurial
knowledge or products.
Extant Work

Corporate venturing involves a parent corporation
that launches a CVC programme, which in turn
invests in entrepreneurial ventures. Extant work
focuses on each of these entities, as well as the
nature of the interactions between them, and the
ultimate performance implications.

Why Does an Established Firm Choose
to Invest in Entrepreneurial Ventures?
The objectives, or mandate, of CVC programmes
vary. Independent – not corporate-affiliated–
venture capital funds seek financial returns. An
early survey finds that financial returns are the
main objective for most programmes, yet a large
minority emphasizes the pursuit of strategic
objectives (Siegel et al. 1988). The latter covers
such objectives as windows onto novel technolo-
gies, exposure to new products or geographical
markets, or opportunity to expand a firm’s net-
work (Siegel et al. 1988; Sykes 1990; McNally
1997). More recent surveys (e.g., Ernst and Young
2002, 2009) find that most firms explicitly balance
strategic and financial objectives, with the fraction
of solely financially orientated CVC programmes
on the decline.

Large sample analysis of actual CVC invest-
ment patterns substantiate the strategic role of
CVC activity (Dushnitsky and Lenox 2003,
2005b; Basu et al. 2010; Sahaym et al. 2010):
investing firms experience greater technological
and competitive pressures to innovate and to tar-
get ventures that are likely to possess cutting-edge
technologies, and have capabilities to absorb these
technologies or integrate them into the corporate
ecosystem.

Combined, these studies suggest that strategic
objectives can range from seeking substitutes to
sponsoring complements. On the one hand,
investment activity may be used to identify
novel products, services or technologies to replace
existing corporate offerings (i.e., targeting poten-
tial substitutes). On the other hand, CVC activities
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may complement corporate businesses by funding
ventures that increase the value of existing lines of
businesses (Brandenburger and Nalebuff 1996):
nurturing an ecosystem by seeding ventures that
offer complementary products or services
(Riyanto and Schwienbacher 2006; Gawer and
Henderson 2007).

How Is the CVC Programme Governed?
The relationship between a parent corporation and
its CVC programme incorporates the organiza-
tional structure of the CVC programme, its auton-
omy level and compensation scheme. One
observes four common CVC structures (Rind
1981; Siegel et al. 1988; Winters and Murfin
1988; Sykes 1990; McNally 1997; Birkinshaw
et al. 2002; Ernst and Young 2009): (a) the pro-
gramme is managed by a corporate business unit,
(b) it is managed by a separate, specifically
formed, subsidiary, (c) the programme
co-managed investments along with a venture
capital fund or (d) capital is allocated to venture
capital funds that invest on behalf of the
corporation.

The diversity in programmes’ governance
extends to their level of autonomy, both in terms
of capital allocation and decision autonomy (Rind
1981; Siegel et al. 1988; Winters and Murfin
1988; Sykes 1990; McNally 1997; Birkinshaw
et al. 2002; Keil 2002; Keil et al. 2008). Some
programmes are allocated a large amount of cap-
ital upfront while others receive the necessary
funds on an ad hoc basis. The discretion to make
investment (i.e., fund a particular venture) and
exit (i.e., sell a venture or take it public) decisions
is fully delegated to the CVC programme in some
corporations yet remains subject to scrutiny and
corporate approval in others. Compensation prac-
tices are equally heterogeneous (Block and Ornati
1987; Sykes 1992; Dushnitsky and Shapira 2010).
A minority of programmes award high-powered
incentives to their personnel. Flat-rate corporate
salary was the prevailing compensation scheme
among CVC personnel in the past and remains a
common practice today.

The interdependencies between the three gov-
ernance facets have received little attention in the
literature. Yet preliminary evidence suggests that
firms align these facets to support benefits capture
(Keil 2002; Keil et al. 2008), and that deviation
from ideal structure types may result in inferior
performance (Hill and Birkinshaw 2008).

Who Receives CVC Funding?
The relationship between CVC programmes and
entrepreneurial ventures goes beyond financial
investment. An important part of the relationships
unfolds prior to the funding round itself. Potential
investment targets are usually identified through
referrals from venture capitalists (Hochberg
et al. 2007; Dushnitsky and Shaver 2009; Hill
et al. 2009; Keil et al. 2010), and at times originate
from employees and business partners (Winters
and Murfin 1988; Sykes 1990; Ernst and Young
2009). A key point is that the entrepreneur plays a
proactive role in the process (Dushnitsky 2006)
such that the formation of a CVC–entrepreneur
investment is a mutual decision (Dushnitsky and
Shaver 2009). Specifically, corporations are more
likely to fund ventures with significant resource
needs or those with a high level of complemen-
tarities. Moreover, investment between those with
potentially substituting products is sensitive to
intellectual property regime and CVC organiza-
tional structure.

Once an investment is consummated, the pro-
gramme actively monitors its portfolio compa-
nies. CVC programmes communicate with
ventures frequently and many programmes hold
a board seat, or at least observer rights (Sykes
1990; Bottazzi et al. 2004; Cumming 2006,
2008; Masulis and Nahata 2011). One also
observes bidirectional flow of information, capital
and commercial assets between the corporation
and the ventures (e.g., Siegel et al. 1988; McNally
1997; Birkinshaw et al. 2002; Maula et al. 2009;
Yang et al. 2009; Bengtsson andWang 2010). The
entrepreneurs benefit from corporate advice, and
at times the ventures educate the parent corpora-
tion about new technologies or business opportu-
nities. Interestingly, there is evidence that the level
of complementarities of a CVC–entrepreneur pair
shapes the intensity of monitoring and other inter-
actions between the two.

It is noteworthy that the CVC–entrepreneur
relationships may affect other firm activities
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(Arora and Gambardella 1990; Keil et al. 2008;
Van de Vrande et al. 2009). Specifically, there is
evidence of interdependencies between corporate
venture capital and internal R&D (Chesbrough
and Tucci 2004; Dushnitsky and Lenox 2005b),
strategic alliances (e.g., McNally 1997; Colombo
et al. 2006; Phelps andWadhwa 2009; Dushnitsky
and Lavie 2010) or M&A activity (Benson and
Ziedonis 2009, 2010; Tong and Li 2011).

What Are the Performance Implications
of Corporate Venture Capital?
Because an entrepreneurial venture, or a CVC
programme, may benefit at the expense of the
parent firm (or vice versa), we discuss each entity
separately. The financial returns to the parent cor-
poration are highly skewed. Many firms experi-
ence negative returns from their CVC activity,
while a few record high positive financial perfor-
mance (Allen and Hevert 2007). The extent to
which a CVC-investing firm outperforms its
industry peers is associated with the objective of
the CVC programme: it mainly occurs for strate-
gically orientated CVC (Dushnitsky and Lenox
2006). Indeed, a CVC-investing firm exhibits
exploratory patenting behaviour (Schildt
et al. 2005) as well as greater patenting output in
comparison to industry peers (Dushnitsky and
Lenox 2005a; Wadhwa and Kotha 2006). The
magnitude of these benefits is a function of the
parent firm’s absorptive capacity as well as
industry-level factors.

The performance of the CVC programmes ech-
oes that of the parent firm. Programmes that per-
form well strategically also report favourable
financial returns (Siegel et al. 1988; McNally
1997). The degree to which firms experience
favourable performance varies across governance
structures: it is sensitive to programme autonomy
level (Gompers and Lerner 1998; Hill and
Birkinshaw 2008; Hill et al. 2009) and compen-
sation schemes (Sykes 1990; Dushnitsky and
Shapira 2010).

Finally, CVC-backed ventures exhibit, on
average, favourable performance in absolute
terms (McNally 1997; Maula et al. 2009) as well
as in comparison with VC-backed ventures
(Gompers and Lerner 1998; Maula and Murray
2001; Ivanov and Xie 2010). Evidence regarding
the mechanisms through which these benefits
accrue remain anecdotal and are attributed to:
(a) the CVCs’ competence in picking winners
and (b) ventures’ ability to leverage corporate
resources. It is also possible that a venture’s
benefits come at the expense of its corporate
investor, for instance, if the latter offered inflated
valuations.
Final Thoughts

Corporate venturing is attracting the attention of
scholars and practitioners alike. A number of
comprehensive reviews (Dushnitsky 2006;
Maula 2007) outline the substantial knowledge
accumulated on the topic and highlight opportu-
nities for future work. Some of the main future
trends include the expansion of CVC practices
and investment beyond Silicon Valley and the
need to manage CVC activity as programmes’
longevity increases. Addressing these issues
necessitates multidisciplinary effort across the
fields of entrepreneurship, finance and strategy.
See Also
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Definition Co-specialization exists when the
value generated by two or more assets used in
combination is substantially greater than the
value of each asset in its next best use.

Assets are co-specialized when the value of each
asset is a positive function of its use in conjunc-
tion with the other assets. Furthermore, the value
of each asset in alternative uses must be substan-
tially less for deep co-specialization to exist.

An asset is specialized when it cannot be put to
alternative use without a substantial loss in value.
In the classic mine-mouth coal-fired electric power
facility (Joskow 1985), once the electricity-
generating facility is built at the mine mouth,
there is a contractual hazard associated with
obtaining coal from the mine. Long-term contracts
entered into may or may not suffice to provide
adequate protection against the mine owners arbi-
trarily raising the price of coal to the dependent
generating facility. The mine owners, on the other
hand, may be able to sell coal in global markets,
which limits the loss they would incur from not
selling to the generating facility. If, however, the
coal mine cannot easily dispose of its coal else-
where (e.g., because of a lack of transport infra-
structure), then the two facilities are co-specialized.

With co-specialization, new value can be cre-
ated (and potentially appropriated) when owners
of assets are made aware of their value in
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combination with other idiosyncratic assets. The
computer, software and electronics industries are
particularly rich in co-specialization requirements
and opportunities. Cross-border settings also fre-
quently present instances of co-specialization,
which is one of the factors behind foreign direct
investment (Pitelis and Teece 2010).

Specialized assets may be undervalued in
isolation because they are difficult to sell at
full value to anyone but an owner of the
necessary complement(s). If there are few
such buyers, then prices can be low. The
lack of active markets for these assets makes
them, in turn, hard for competitors to obtain,
even when the competitor has a suitable com-
plementary asset. Thus, co-specialized assets
are a potential basis for sustainable competi-
tive advantage. Because they can yield special
value, they are sometimes said to be strategic
assets.

Protecting co-specialization benefits fre-
quently requires integrated (vertical or horizon-
tal) operations. Asset specificity is in fact a key
concept in ▶ transaction cost economics
(Williamson 1985).

An organization’s ability to identify, develop
and utilize specialized and co-specialized assets
built or bought is at the heart of the ▶ dynamic
capabilities approach (Augier and Teece 2006).
The ability of management to effectuate the coor-
dination of co-specialized assets through own
development, design or astute purchase is an
essential (dynamic) capability necessary to seize
new opportunities and manage threats.

The strategic management implications of
co-specialization and specialized assets can be
found in the pre-capabilities literature, most
notably in Teece (1986). The Porter ▶five forces
framework approach ignored these ▶ complemen-
tarities, choosing instead to highlight substitutes.

Decisions on whether to build, buy or ally
other specialized assets will depend upon many
factors. In addition to traditional transaction costs
(risk of opportunistic behaviour), Teece (1986,
2006) identifies (1) relative positioning of other
asset owners, (2) cash availability and (3) whether
the asset (and any associated operational capabil-
ities) can be built in time.
See Also
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Abstract
This entry begins by highlighting the different
concepts of cost which are discussed in the
literature. Following this short section, the
entry discusses the accounting concept of
cost, which distinguishes between fixed and
variable costs. The entry then considers eco-
nomic concepts, including opportunity costs,
marginal cost and sunk costs. The final para-
graph considers some of the economic aspects
that are more difficult to measure, such as
externalities.
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Definition ‘Cost’ is the amount of money that
must be expended to achieve specific objectives.
Although seemingly a straightforward concept,
various notions of ‘cost’ have been developed to
serve different purposes.

‘Cost’ is the amount of money that must be
expended to achieve specific objectives (in a busi-
ness context, typically the production or acquisi-
tion of goods or services). Although seemingly a
straightforward concept, various notions of ‘cost’
have been developed to serve different purposes.
Economic concepts of ‘cost’ deviate from stan-
dard accounting measures, and economic charac-
terizations can depend on the time frame of
analysis. Furthermore, economic concepts such
as ‘opportunity costs’ and ‘transaction cost’,
intended as guides for managerial decision-
making, are distinct from actual monetary expen-
ditures. These conceptual distinctions can have
important managerial and strategic implications.
Some common notions of ‘cost’ are described
briefly below and in greater detail elsewhere in
this volume.
Accounting Measures of Cost

Accounting costs capture the recorded value of
monetary expenditures made by the firm. There
are three basic categories of accounting costs:
materials costs, (direct) labour costs and overhead
costs. The latter includes subcategories such as
indirect labour (including managerial labour),
depreciation, rent, utilities and so on. Details of
cost accounting can be found in textbooks such as
Horngren and colleagues (2011).

A major purpose of cost accounting is to
develop measures of fixed and variable cost per
unit of output, to provide information for
decision-making. Unit cost calculations are often
sensitive to how overhead costs are determined
and allocated, given that overheads account for
the bulk of total costs in many companies today.
Moreover, the extent to which overheads are fixed
or variable depends on the time frame of analysis.
Thus, accounting estimates of unit cost are always
arbitrary to some degree.
Accounting measures give little or no informa-
tion about notions of cost that are not directly
linked to the firm’s transactions, such as ▶ sunk
costs, opportunity costs and transaction costs.
Such dimensions of cost often have the most
important managerial and strategic implications.
Economic Concepts of Cost

Economists have developed numerous concepts
of cost that differ from the accounting measures.
The primary economic concept is that of ‘oppor-
tunity cost’: the value of a resource in its next best
use. Opportunity cost differs from out-of-pocket
cost in that it values a resource on the basis of
its best alternative application (obtainable by
reallocating the resource within the firm, or by
selling it outside). This value may be higher or
lower than the amount of money originally
expended to acquire the resource. Although not
directly observable, opportunity cost is the notion
that economists consider most relevant for mana-
gerial decisions pertaining to resource allocation.

The classical theory of the firm described in
economic textbooks is rooted in concepts of fixed,
variable and ▶marginal cost. Fixed costs are
those that do not vary with the volume of output
over the time frame of analysis. (A typical exam-
ple is the cost of renting equipment and facilities,
which is set at the start of each time period and
thus does not depend on the volume of output
produced.) Variable costs are those that increase
with the volume of output (e.g., raw materials,
temporary workers). The firm’s total costs are
the sum of its fixed and variable costs. Marginal
cost is the change in total cost associated with one
additional unit of output or, equivalently, the var-
iable cost of producing one more unit. The classi-
cal economic theory of the firm implies that
decisions relating to output and pricing should
be based on marginal cost.

Modern perspectives emphasize the idea that
some types of fixed costs are also ‘sunk’. Sunk
costs are expenditures that cannot be recouped if
the firm exits from the business. Advertising and
R&D are important categories of sunk costs, and
expenditures on physical facilities often have
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a sunk cost component. (Note that rent is not sunk,
unless a continued stream of rental payment is
contractually required. Similarly, the purchase
cost of a building or equipment is not sunk if the
assets can be sold or used for other purposes
without loss. However, if assets take a specialized
form that reduces the value that can be obtained in
best alternative use or outside sale, the reduction
in value from the original purchase price repre-
sents a sunk cost.)

Sunk costs are important for several reasons.
Investments made by a firm can shift the firm’s
cost structure, potentially reducing the firm’s mar-
ginal cost. When these investments take the form
of sunk costs and are made ahead of competitors,
they can serve as a means for strategic commit-
ment and market pre-emption (Ghemawat 1991).
Similar logic reveals that industries with high
sunk costs tend to have high producer concentra-
tion (Sutton 1991).

Sunk costs also have important managerial
implications. Economic logic implies that sunk
costs, once incurred, should be rationally ignored
in making subsequent decisions (which should be
based solely on forward-looking marginal or
opportunity costs). Nevertheless, sunk costs are
often misperceived by managers in ways that dis-
tort decision-making. Many managers and individ-
uals treat sunk costs as if they are continuing costs
that need to be recouped in the future, a phenome-
non known as the ‘sunk cost fallacy’. One expla-
nation for such behaviour is ‘loss aversion’, a
common cognitive bias identified by psychologists
and behavioural economists (Kahneman 2011).

Transactions cost theory is based on concepts
of sunk costs that are specific to a particular busi-
ness transaction or set of partners. ‘Transactions
costs’ arise when firms make relation- or partner-
specific investments in order to pursue economic
transactions.

In many situations, the costs incurred by a firm
do not include all of the economic costs paid by
society. For example, production of a product or
service may generate air or water pollution; this
imposes costs on society that may not be fully
charged to the firm. In such cases, the ‘social costs’
of the good or service can exceed the private costs
because of external diseconomies or ‘externalities’.
See Also

▶Externality
▶Marginal Cost
▶Market Structure
▶Measurement of Social Value, the
▶ Sunk Costs
▶Transaction Cost Economics
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Abstract
Also known as cost advantage, cost leadership
is one of the generic strategies proposed by
economist Michael Porter. Cost leadership
requires aggressive pursuit of cost controls
and requires that cost minimization be central
to managerial attention and corporate culture.
The cost leader is likely to earn attractive
returns, as it can remain profitable even if
strong industry rivalry drives competitors’
margins to zero. Depending on the industry
context, the cost leader may set prices below
those of competitors and offer a more basic
product line.

Definition Cost leadership is the strategy of
attaining the position of lowest cost among com-
petitors in an industry.
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The firm with lowest ▶ cost of operation in a
given industry or market holds the position of
cost leadership. Also known as cost advantage,
cost leadership is one of the generic strategies pro-
posed by economist▶Michael Porter (1980, 1985).
Although many firms in an industry can simulta-
neously hold positions of differentiation advantage
(the othermain generic strategy proposed by Porter),
only a single firm can be the cost leader. The cost
leader is likely to earn attractive returns, as it can
remain profitable even if strong industry rivalry
drives competitors’ margins to zero.

A cost leadership strategy requires aggressive
pursuit of cost controls and requires that cost
minimization be central to managerial attention
and corporate culture. Porter (1996) argues that a
successful cost leader must align all its policies
and internal activities to complement and rein-
force each other in the direction of minimizing
costs. Firms such as WalMart, IKEA and South-
west Airlines have historically achieved such
alignment, as illustrated by Porter (1996).

Porter describes several techniques that help to
attain cost leadership.One is to exploit ‘cost drivers’
such as economies of scale, scope and accumulated
experience. By pursuing high volume, the firmmay
be able to achieve high asset turnover and move
rapidly down the learning curve. One example of
this approach is Intel, which has maintained cost
leadership in the microprocessor industry through
scale economies and aggressive cost reductions
sustained via large rates of output, compared with
its closest rival, AMD.

Another technique proposed by Porter (1985)
is to analyse costs by assessing the firm’s value
chain. By scrutinizing the entire set of cost ele-
ments internal and external to the firm, and key
linkages among those elements, management may
be able to identify opportunities for cost reduc-
tion. Moreover, innovative cost leaders such as
IKEA have succeeded by dramatically
reconfiguring the value chain, departing from
what had been standard practice in the industry.

The profit potential of a cost leadership strat-
egy may depend on industry characteristics. In
industries with relatively undifferentiated prod-
ucts, such as chemicals, metals and other raw
materials, the cost leader’s offerings are attractive
to the entire customer market, and the benefits of
cost leadership are apparent. In industries with
differentiated products, the cost leader often sells
a relatively basic product and/or a narrow product
line, at a price (and potentially, quality level)
below that of more differentiated competitors.
The success of a cost leadership strategy in such
industries depends on having a set of customers
who find the low price attractive, despite some
sacrifice of quality or variety.

While the viability of a cost leadership strategy
may appear to depend on high volume, that is not
necessarily the case. Cost leaders often thrive in
market niches or localized markets, even though
they fail to become dominant players in the
broader industry.

A cost leadership strategy has various risks.
Efforts to become the low cost producer (which
requires displacement of the existing industry
leader, unless the industry is new) may fail to
prove successful. Attempts by multiple firms to
attain the position of cost leader can lead to strong
industry rivalry and intense price competition.
Once achieved, a successful cost leadership strat-
egy requires constant vigilance to be sustained
over time. Typically, a strong culture of frugality
must be maintained, and temptations to expand
the product line or move upscale must be resisted.
The cost leader may develop a reputation for low
quality, and the segment of price-sensitive cus-
tomers may diminish.
See Also
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Abstract
Cost–benefit analysis is an analytical technique
that developed out of welfare economics and
the concept of Pareto efficiency. It is utilized
primarily in the public domain as a means of
determining which alternative to the status quo
will provide the greatest increase in social wel-
fare. By assessing both the expected benefits of
a policy or project, as well as the anticipated
costs, it permits the assignment of expected net
present values to each alternative. The largest
challenges to conducting a robust cost–benefit
analysis include predicting and monetizing
impacts, utilizing the appropriate discount
rate and accounting for uncertainty.

Definition Cost–benefit analysis is the system-
atic cataloguing and identification of impacts,
including both expected social benefits and antic-
ipated social costs, for the possible outcomes of
alternative policies or projects. Monetization of
these impacts facilitates the calculation of each
alternative’s net social benefit. Cost–benefit anal-
ysis determines the soundness of each proposal
and permits the ranking of alternatives by net
social present value.
History

Cost–benefit analysis (CBA) has a long history in
economic thought and policy formation, dating
back at least to 1844 and Jules Dupuit’s classic
work on the utility of public works (Dupuit 1995).
The utilization of CBA came into prominence in
the United States with the passage of the River
and Harbor Act of 1902, which required a board
of engineers to report on the desirability of river
and harbour projects by taking into account
the benefits accrued from additional commerce
and the related costs (Prest and Turvey 1965).
Subsequently, an increased focus on promoting
the social good led to the passage of the 1939
Flood Control Act, which included a clause spe-
cifically requiring that accrual of benefits be in
excess of the estimated costs. The practice of, and
requirement for, CBA then spread to other agen-
cies and departments.

In 1950, an inter-agency committee was tasked
with producing a set of generally accepted princi-
ples for conducting cost–benefit analyses. This
endeavour provided a formal link between gov-
ernment policy and welfare economics. This cod-
ification, along with similar work in the UK,
served as the foundation of cost–benefit tech-
niques utilized for highway and motorway invest-
ments that were occurring in both countries. Over
the last 40 years the techniques of CBA have been
further developed, to the extent that substantial
guidance now exists for almost all projects that
utilize public funds or resources.
Brief Overview of Conceptual
Foundations

Modern welfare economics and CBA are premised
on the concept of Pareto efficiency. A project or
policy improves Pareto efficiency if it is possible to
find a set of transfers that makes at least one person
better off without making anyone else worse off.
CBA is a technique for determining if the expected
benefits of a proposed project or policy outweigh
the costs, including the foregoing of other alterna-
tives. Further CBA permits the ranking of alterna-
tive projects by either a measure of net present
value (NPV) or cost–benefit ratio. Under certain
restrictive assumptions, selection of the project or
policy with the highest cost–benefit ratio should
lead to an increase in the social surplus above and
beyond the current status quo. Under optimal con-
ditions the net transfers from the formation of this
social surplus will lead to a move towards a Pareto
efficient state.

The utilization of CBA requires an understand-
ing of two important concepts: willingness to pay
and opportunity costs. Willingness to pay (WTP)
is a method for valuing the outputs of a policy, and
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opportunity costs is a method for valuing the
resources required to implement the policy or
project. WTP assesses the amount that each indi-
vidual affected by the policy would need to pay
out or receive in order to be indifferent between
the proposed policy and the status quo. The oppor-
tunity cost is the value that inputs would have if
deployed in the next best alternative use. For a
policy to have a net positive benefit it is necessary
that the aggregate benefit for all affected individ-
uals, measured by WTP, is positive and that this
amount is greater than the opportunity cost of the
required inputs. The relationship between net bene-
fits and Pareto efficiency ismaintainedwhen aCBA
values all impacts in terms ofwillingness to pay and
all costs in terms of opportunity costs. Under these
conditions a positive net benefit indicates that it is
possible to compensate those who bear the costs of
the policy to a sufficient degree that no one is made
worse off and at least one individual is made better
off (Boardman et al. 2011).

While the theoretical underpinnings of CBA
are sound, actually structuring decision rules
around Pareto efficiency is extremely difficult
owing to the informational requirements neces-
sary to conduct such analyses and the impractical-
ity of measuring individual preferences. Instead,
CBA decisions are often based on the Kaldor–
Hicks criterion that states that a policy is accept-
able if and only if those who will gain can fully
compensate those who will lose (Hicks 1939;
Kaldor 1939). This criterion is the basis for the
potential Pareto efficiency rule: adopt a policy if
and only if the net benefits are positive. The aim of
this rule is to maximize aggregate social wealth,
lead to an averaging of winners and losers across
policies, account for relevant parties other than
well-organized groups with political connections,
and foster a more equal distribution of wealth.
Process

The following is a list of steps that comprise a
generic CBA.

1. Identify and specify the alternative policies or
projects
2. Compile a list of affected parties
3. Select the means of measuring costs and ben-

efits and identify related elements
4. Predict outcome of costs and benefits over the

duration of the project
5. Monetize all costs and benefits
6. Determine appropriate discount rate
7. Calculate the NPVof alternatives
8. Conduct sensitivity analysis
9. Produce and provide recommendations
Valuation Theory and Monetizing
Impacts

A crucial task in the conducting of a CBA is the
valuation of costs and benefits, including pre-
dicting, assessing and monetizing the impacts of
the proposed project or policy. Valuations of ben-
efits and costs tend to be separated into those that
occur in primary markets and those that occur in
secondary markets. Primary markets are those
goods or services that will be directly affected by
the proposal. For example, the construction of a
new subway will have a direct effect on the supply
and demand for public transportation. Secondary
markets account for those goods and services that
will be affected by changes in the primary market.
These goods tend to be substitutes for or comple-
ments to the identified primary market. Valuation
techniques are further differentiated by the condi-
tion of the market under consideration: efficient,
distorted or non-existent (Musgrave 1969).

While valuation theory provides the basis for
monetization, the challenge of identifying, pre-
dicting and monetizing all impacts of a project
or policy can still be daunting. Predicting impacts
is focused on future outcomes, but the only source
of reference tends to be what has happened in the
past. Inferences from prior policy outcomes
inform predictions for the likely outcomes of
new proposals. Several methodologies for identi-
fying impacts have been developed, including the
prediction of incremental impacts relative to the
status quo, the use of data from ongoing policy
and projects, evaluation and comparison to a sim-
ilar policy, meta-analysis of similar policies, pre-
diction via general elastics and simulation.
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The actual monetization of impacts tends to be
accomplished either through surveys which mea-
sure stated preferences or via the observation of
market behaviours that demonstrate revealed pref-
erences. Valuing impacts from observed behaviour
is generally accomplished by experiments or quasi-
experiments, direct estimation of demand curves or
via the indirect market method. Surveys designed
to capture stated preferences are generally referred
to as contingent valuation methods, since respon-
dents are not actually engaging in a transaction.
While economists prefer to observe market behav-
iour, contingent valuations are often needed for
public goods that have no clear market proxy.
Discounting and Determining
the Discount Rate

In order to permit the comparison of alternatives,
conducting a CBA requires an adjustment of costs
and benefits to account for the time value ofmoney.
The time value of money captures the tendency of
individuals to prefer consumption in the current
period versus future periods, and to account for
the fact that resources deployed in the current
period can generate wealth. The specification of a
discount rate allows for the calculation of the
expected future value or the expected present
value of costs and benefits. Generally, CBA is
conducted with present value amounts, as this per-
mits the computation of the NPVof a policy. NPV
analysis permits the selection of policies with the
highest NPVunder the assumption that policies are
independent and mutually exclusive. In order to
compare projects with different time frames it is
often necessary to either implement the roll-over
method or equivalent annual net benefit method.
CBA can also be conducted in either nominal
values (current dollars) or in inflation-adjusted
real values. Real values account for changes in
purchasing power and price inflation. However,
utilizing real values requires the estimation of
future inflation, which is generally accomplished
either through estimating the change in the poten-
tial future value of the consumer price index (CPI),
inflation forecasts, survey measures of inflation
expectations, or taking the implied inflation yield
from treasury inflation protected securities (TIPS).
As CBA is applied to public policies and pro-
jects the appropriate discount rate to use is called
the social discount rate (Dasgupta and Pearce
1972), which aggregates individual preference
for marginal rate of time preference and marginal
rate of return on private investment. Four
approaches to determining the social discount
rate include estimating the marginal rate of return
on private investment, estimating the social mar-
ginal rate of time preference, utilizing the govern-
ment’s long-term borrowing rate, and using the
prior three sources to compute a weighted aver-
age. However, for most public projects the actual
rate to be used is determined by a central govern-
ment agency or department. In the United States
the Office of Management and Budget usually
prescribes this rate as specified in Circular
No. A-94 and subsequent revisions (OMB 1992).

One of the main points of contention over CBA
is the proper specification of the discount rate,
which is particularly influential for projects or
policies with long-term effects or long life spans.
A low discount rate tends to weigh current and
future values equally, thus future generations are
given roughly equal weight to our own. Large
discount rates penalize benefits that accrue further
into the future, and are thus more likely to favour
the current generation. Of particular debate
recently has been the appropriate discount rate to
utilize when assessing climate change interven-
tions or other environmental issues (Price 2000).
Dealing with Uncertainty

Inherent in the CBA process is the need to deal
with uncertainty, as proposed policies and projects
often have attending costs and benefits that stretch
over many years. There are two primary methods
for addressing uncertainty. The first treats uncer-
tainty as quantifiable risk. Expected value analysis
assigns probabilities to the various specified con-
tingencies, and takes a weighted expectation of
their net present values. The validity of this tech-
nique depends on taking an adequate number of
contingencies and correctly assigning probabili-
ties. Further, it requires that contingencies are
mutually exclusive and that periods are indepen-
dent of one another.
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If, on the other hand, the accrual of net benefits
or the probability of these accruals depends on
prior contingencies, then more advanced tech-
niques need to be used. One such alternative tech-
nique is decision analysis, in which a sequential,
extended tree is developed, linking each period to
the next via a decision node and probabilistic
contingencies. Using backward induction, each
potential pathway can be reverse solved to deter-
mine an expected NPV. This permits identification
of the best alternative solution for each period,
depending on what has occurred in the prior
periods. This determination of period-by-period
solutions permits the integration of the value of
information and the formation of quasi-option
valuation. This is the value gained from delaying
decisions in order to acquire new information that
will facilitate more informed decision-making.

A crucial step in CBA is the utilization of
sensitivity analysis to test the robustness of the
analysis to changes in the assumptions (Dasgupta
and Pearce 1972). Three methods for conducting
this are partial sensitivity analysis, worst-case
and best-case analysis andMonte Carlo analysis.
Partial sensitivity analysis examines how the anal-
ysis changes when a limited number of crucial
assumptions are changed, holding all other
assumptions constant. Worst-case and best-case
analysis provide two alternatives to the specified
base-case of the analysis by taking assumptions to
their logical extremes. Monte Carlo analysis
assigns a probability distribution to each of the
assumptions of import, and then, through
computer-aided resampling, generates an overall
distribution for the outcome. This method takes
account of the greatest range of information avail-
able, and also generates information about the
variance in the expected outcomes.
Public Versus Private Applications

The techniques and theory of CBA are generally
related to the public domain. Public applications
focus on the optimization of social welfare and are
tied to the social discount rate. Although CBA per
se is not often directly used in the private sector or
at the firm level, there are similar concepts in
practice. Private usage at the firm level tends to
focus on firm-value outcomes, and is often
conducted in the process of ▶ capital budgeting
or in the assessment of new firm strategies or
opportunities. In this case, the optimization target
of the analysis will most likely be the firm’s stock
price, and thus the analysis should utilize the
weighted average cost of capital for the discount
rate. Firm undertakings that are likely to involve
significant shifts in the firm’s strategy or that
require substantial firm resources require the same
types of uncertainty analysis as used in general
CBA. Further, if a project will entail new capital
it may be necessary to adjust the WACC for antic-
ipated changes in the firm’s capital structure.
Recently, there has been an increased interest in
utilizing CBA for determining how a private firm
may best address corporate social responsibility
issues (McWilliams and Siegel 2001).
Limitations

A primary critique of CBA is that the accuracy of
the analysis is highly dependent on how well costs
and benefits have been estimated, which impacts
have been considered, and which parties have been
granted standing in the analysis. Inaccurate analyses
can lead to inefficient decision-making under the
Kaldor-Hicks criteria or the potential Pareto effi-
ciency rule. In conducting a CBA there is a trade-
off between convenience and usability versus eval-
uative rigour. The primary methodologies of valua-
tion in CBA are market-centred in that they rely on
market allocation and the observation of explicit or
implied market supply and demand. Such tech-
niques may not be appropriate in assessing the
value of crucial public goods, such as the environ-
ment, or difficult to value impacts, such as lives
saved or the intrinsic value of freedom (Sen 2000).
See Also
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Abstract
Creative destruction describes the process of
how economic progress emerges from strong
competition which destroys weaker competi-
tors while Karl Marx explained how capitalism
finds this process, it was Joseph Schumpeter
who popularized the term. He described capi-
talism as driving “the perennial gale of creative
destruction” Schumpeter has been influential
in explaining how economies evolve. Eco-
nomic progress is not a simple linear growth
process, but is characterized by a non-linear
process involving the creation of novelty and
the destruction of old processes and structures.
Entrepreneurs building new companies can
shape market outcomes as can the managers
of incumbent firms.
Classification

Innovation and strategy
Definition

Creative destruction describes the revolutionalizing
process in which a new product, process, or
method replaces the old; in other words, it
describes the process of how capitalist economic
development occurs based on the destruction of
prior institutional, business, and market struc-
tures. What makes capitalism distinctive is the
decentralized and distributed capacity for intro-
ducing new patterns of behavior; whether they are
technological, organizational or social, they are
the fuel that drives economic change (Metcalfe
1998, p. 3). Entrepreneurs building new compa-
nies are often the instrument of creative destruc-
tion; incumbent firms are usually the victim.

The term “creative destruction” is often attrib-
uted to Austrian American economist, Joseph
Schumpeter, who viewed the term as “the essen-
tial fact about capitalism.” He believed that the
process of creative destruction is at the core of
economic growth. In Capitalism, Socialism, and
Democracy, Schumpeter (1942) wrote:

The opening up of new markets, foreign or domestic,
and the organizational development from the craft
shop to such concerns as U.S. Steel illustrate the
same process of industrial mutation – if I may use
that biological term – that incessantly revolutionizes
the economic structure from within, incessantly
destroying the old one, incessantly creating a new
one. This process of CreativeDestruction is the essen-
tial fact about capitalism. (Schumpeter 1942: 83)

Schumpeter’s description of capitalism as “the
perennial gale of creative destruction” has been
influential in our understanding of how economies
evolve. “The essential point to grasp is that in
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dealing with capitalism we are dealing with an
evolutionary process,” Schumpeter wrote (p. 82).
Economic progress is not a simple linear growth
process, but it is characterized by a non-linear
process in which new firms invent new products
and processes which displace older products and
processes and the firms that make them.

Schumpeter’s view of the economic world
stands in stark contrast with the static equilibrium
model prevailing in economics during
Schumpeter’s years. These neo classical
approaches contain no provision for innovation,
entrepreneurship, and technology. Schumpeter
does not assume that markets tend toward equi-
librium, but instead that entrepreneurs and tech-
nologies create disequilibrium, which leads to
new profit opportunities. Schumpeter highlights
the inability of static equilibrium analysis to cap-
ture the essential long-term features of capitalist
reality (Rosenberg 2013, p. 7).

Schumpeter also viewed innovation as the
engine of growth, and recognized that innovation
is endogenously generated by profit-seeking
firms. However, he viewed innovation in the nar-
row sense (“revolution from within the economic
system”) also providing the fuel for the creative
destruction process. That is, innovations destroy
existing industry structures and result in new
industry structures. Entrepreneurship and compe-
tition facilitate creative destruction. Schumpeter
summed it up as follows:

The fundamental impulse that sets and keeps the
capitalist engine in motion comes from the new
consumers’ goods, the new methods of production
or transportation, the newmarkets, the new forms of
industrial organization that capitalist enterprise cre-
ates. (p. 83)
Schumpeter Versus Marx

While the term ‘Creative destruction’ has often
been attributed to Joseph Schumpeter (1942), the
idea perhaps originated fromMarx as discussed in
the work of Werner Sombart. Schumpeter also
discussed Marx’s thought at length in Capital,
Socialism and Democracy (1942). Although
Marx didn’t explicitly use the term “creative
destruction,” in the Communist Manifesto by
Marx and Engels (1848), creative destruction is
implied in the processes of the accumulation and
annihilation of wealth under capitalism. Marx
further developed the idea in Grundrisse
(1857) and Das Kapital (1863). Marx and Engels
(1848) described the crisis tendencies of capitalism
in terms of “the enforced destruction of a mass of
productive forces.” As Marx expressed it in the
Communist Manifesto, the bourgeoisie “has played
a most revolutionary role in history.” Capitalism,

It cannot exist without constantly revolutionizing
the instrument of production, and thereby the rela-
tions of production, and with them the whole rela-
tions of society. The need of a constantly expanding
market for its product chases the bourgeoisie over
the whole surface of the globe. The bourgeoisie, by
the rapid improvement of all instruments of produc-
tion, by the immensely facilitated means of com-
munication, draws all nations, even the most
barbarian, into civilization. The bourgeoisie, during
its rule of scarce 100 years, has created more mas-
sive and more colossal productive forces than have
all preceding generations together. (Marx and Eng-
els 1976, pp. 487–89)

Marx and Shumpeter both share “a vision of
economic evolution as a distinct process gener-
ated by the economic system itself” (Clemence
1951: 160). Marx, no less than Schumpeter, per-
ceived capital accumulation to occur irregularly,
in bursts, with cyclical consequences (Marx 1906,
pp. 672, 693–94).

Schumpeter and Marx shared a common
vision, including the inherent instability of capi-
talism and the inevitability of “crises”, and the
eventual destruction of capitalist institutions and
the arrival of a socialist form of economic organi-
zation as a result of the working out of the internal
logic of capitalist evolution (Rosenberg 2011,
p. 1215).

Although both Schumpeter andMarx highlight
the discontinuous nature of the capitalist dynamic,
the causality is different. Schumpeter views the
individual entrepreneur’s initiative as the core
driver for economic development and technolog-
ical change (Foster 1983, p. 328). Schumpeter
describes a broader process by which capitalism,
through its “creative” success, leads on to its own
“destruction” as an economic system and prepares
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the way – technologically, institutionally, and
psychologically – for a socialist economic system
to succeed and supersede it (Elliott 1980).

However, in Marx’s view, the structure of
accumulation itself establishes the important
source of capitalist development (Foster 1983,
p. 328). To put the matter briefly, Marx creates
his model of stationary equilibrium (simple repro-
duction) by “assuming away” accumulation but
not the capitalist, while Schumpeter’s model of
the circular flow abstracts from the existence of
the entrepreneur himself (Foster 1983, p. 328).

Examples A classic example of Schumpeterian
creative destruction is the introduction of the per-
sonal computer. The emergence of the personal
computer introduced by then small firms such as
Apple, Dell and HP made many of the industry’s
leading minicomputer firms disappear. Incumbent
computer manufacturers including DEC, Data
General, Control Data, Prime Computer, and
UNIVAC lost significant amounts of their value
and employment while a new set of dominant
players gained the value that previous leaders of
their industry lost (Spencer and Kirchhoff 2006).

This pattern has happened in other industries.
Christensen (1997) observes that even in the less
technologically fast moving industries such as
power shovels, the shift from cable to hydraulics
left the industry with a new set of leaders while the
old dominant players faded away. Similar effects
are found in the typesetting (Tripas 1997) and
digital imaging (Tripas and Gavetti 2000)
industries.

The success of Netflix might be another exam-
ple of creative destruction. Netflix has been so
disruptive to existing industries that its impact is
often referred to as the “Netflix effect.” Employ-
ment in the video/disk rental industry has
decreased by 93% in a decade – from 153,000
jobs in 2005 to fewer than 11,000 in 2015 (Perry
2015).

The process of Schumpeterian can cause tem-
porary economy-wide distress, such as loss of
employment or income. Schumpeter acknowl-
edges (1942) that displaced individuals might
react with strong resentment:
Secular improvement that is taken for granted
coupled with individual insecurity that is acutely
resented is of course the best recipe for breeding
social unrest (Schumpeter 1942, p. 145). . .This
type of reaction leads to the labor movement, and
it is supported by intellectuals whose hostility
increases with every achievement of capitalist evo-
lution. (p. 154)

However, economists and policy analysts have
concluded that such distress is an inherent part of
economic growth, and that societies that allow
creative destruction grow more productive and
wealthy over time. For example, in 1900 almost
40 of every hundred Americans were farmers but
in 2000, it took just two out of every hundred
workers to feed America. Despite the decline in
the number of farmers, the US is still a major
agricultural exporter thanks largely to advances
in agricultural productivity (Cox and Alm 2008).

Related Works in Economics and
Management

Some economists and many management
scholars, following Schumpeter, have long recog-
nized the “disruptive” impact of innovation. As
two Berkeley faculty noted 25 years ago:

The development, commercialization, and diffusion
of product and process technologies have long been
the most fundamental competitive forces in
advanced industrial economies, generating eco-
nomic growth, enhancing consumer welfare, and
in the process, constantly challenging and fre-
quently overturning the established order within
and among industries. If one calibrates competition
by the intensity of rivalry among industry partici-
pants, then innovation is unquestionably the major
force driving competition. (Jorde and Teece 1993)

In the same vein, Abernathy and Clark (1985)
developed the “transilience map” a framework ana-
lyzing innovations according to their effects on
markets and competences. In their framework,
they discussed disruptive innovations that disrupt
markets and competencies. Bower and Christensen
further develop this concept and note that disruptive
technologies may not be ‘... radically new from a
technological point of view’ but have superior ‘per-
formance trajectories’ along critical dimensions that
customers value (Bower and Christensen 1995;
Christensen 1997).
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Herbert Simon (1982) had a similar view of
creative destruction by arguing that potential
threats to a firm’s survival can lead to the change
of routines. According to Simon’s model of
satisficing behavior, firms maintain their routines
as long as they can uphold satisfactory perfor-
mance. Otherwise, they destroy their old routines
and search for superior routines. Schumpeter
would have disagreed with such a view of “crea-
tion” since Schumpeter views creation as an inde-
pendent event rather than an adaptive response to
pressures. Entrepreneurs’ innovative behaviors
are individualistic and heroic actions, and it is
the introduction of innovations into the old system
that causes the destruction of old routines.

A version of the creative destruction thesis has
entered the management literature and become
immensely popular and influential in the form of
Clay Christensen’s “Disruption Innovation” thesis
(Christensen 1997). Christensen posits that
Schumpeterian creative destruction follows partic-
ular pathways. He argues that incumbents have an
advantage in serving the current customer base, but
they get blindsided and fail to recognize the needs
of new customers. New entrants arrive and disrupt
incumbents, often by entering the market with
cheaper and possibly lower performance products;
but they eventually upgrade and win share from the
incumbent. Implicitly, Christensen assumes that
incumbents can effectively transform. . . but only
if they put their mind to it. Failures are caused by
bad management focusing on the immediate road
ahead and not seeing challenges and opportunities
that exist around the corners. Clearly, disruption is
a syndrome that is common in highly competitive
innovation driven markets.

Dynamic capabilities (Teece and Pisano 1994;
Teece et al. 1997; Teece and Leih 2016) and
disruption are related ideas, with dynamic capa-
bilities being the more general framework that
readily accommodates creative destruction/dis-
ruptive innovation. However, dynamic capabili-
ties does not endeavor to predict the particular
pathways by which innovators using new technol-
ogy overturns the status quo and challenges
incumbents. There remains much to be learned
about particular contexts and strategies available
to new entrants and to incumbents alike.
Utterback notes that Christensen’s concept is
seductive due to the clarity of its examples and “its
claimed power and generality” (Utterback and
Acee 2003; Christensen et al. 2002). While rec-
ognizing the importance of the issues Christensen
is addressing, Utterback goes on to summarize the
Christensen thesis and then challenges it:

In Christensen’s theory of disruptive technology the
establishment of a new market segment acts to
channel the new product to the leading edge of the
market or the early adopters. Once the innovation
reaches the early to late majority of users it begins to
compete with the established product in its tradi-
tional market.

And juxtaposed with his own research
findings:

Here we have presented an alternative scenario in
which a higher performing and higher priced inno-
vation is introduced into leading established market
segments and later moves toward the mass market.
Diffusion for example, of fuel injection started with
the luxury and sports car segments and then
migrated into other segments. The first use of elec-
tronic calculators was in the scientific community.
Later simpler, less expensive and portable models
expanded the total market by creating new seg-
ments which later included the mass market. Coo-
per and Schendel similarly discuss the down-market
progression of the ball point pen which was origi-
nally more expensive than the fountain pen. Con-
tinued development resulted in the “throw away”
pen which opened up new market segments. (Acee
2001, p. 43)

The evidence would seem to suggest that there
are multiple pathways by which innovation dis-
rupts the status quo, as Utterback has documented.
Innovation can also strengthen the status quo of
incumbents as Tushman and Anderson (1986) has
indicated and of complementors as Teece (1986,
2006, 20171) has suggested.

Interestingly, the management literature sug-
gests that the problems of “disruption” (failure to
respond to new technologies) is as much a deci-
sion making problem as it is a lack of capabilities.
Cooper and Schendel (1976) noted half a century
ago that:
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. . .a typical sequence of events involving the tradi-
tional firm’s responses to a technological threat
begins with the origination of a technological inno-
vation outside the industry, often pioneered by a
new firm. Initially crude and expensive, it expands
through successive sub-markets, with overall
growth following an S-shaped curve. Sales of the
old technology may continue to expand for a few
years, but then usually decline, the new technology
passing the old in sales within 5 to 14 years of its
introduction.

Cooper and Schendel conclude that failure to
respond appropriately occurs because “decisions
about allocating resources to old and new technol-
ogies within the organization are loaded with
implications for the decision makers; not only
are old product lines threatened, but also old skills
and positions of influence.”

These observations drive home that responding
to innovation driven competition requires a variety
of strategies, depending on whether the innovation
is competency destroying, or competency enhanc-
ing; and when it is the former, it’s not just a matter
of upgrading capabilities. It’s also a matter of
selecting the right projects, as the dynamic capa-
bilities framework indicates.
See Also

▶Clausewitz, Carl von (1780–1831)
▶Disruptive Technology
▶ Innovation
▶ Schumpeter, Joseph (1883–1950)
▶ Systemic Innovation
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Creative Industries

Paolo Boccardelli
LUISS, Business School, Rome, Italy
Abstract
Through the exploitation of individual creativ-
ity, skill and talent, creative industries generate
a potential for wealth and job creation by the
means of the development and exploitation of
intellectual property rights. These activities
can be divided into two main components: the
creative production and the complementary
resources and activities to bring the outcome
of the creative efforts to the markets. Based on
a value chain perspective these industries are
defined in four different phases: origination,
production, distribution and consumption of
the creative outcome. While the origination
and production phases are characterized by a
limited potential for gaining economies of
scale and thus by small operators, the distribu-
tion and consumption ones can be dominated
by large firms.
Definition Creative industries are those indus-
tries which have their origin in individual creativ-
ity, skill and talent and which have a potential for
wealth and job creation through the generation
and exploitation of intellectual property in differ-
ent products and services markets.

The definition of ‘creative industries’ is far from
being clear and universally accepted. In fact, there
is considerable confusion over the precise defini-
tions of the terms creative industries, cultural
industries and the cultural sector (Stapleton 2007).

Despite this confusion the term ‘creative indus-
tries’ has received considerable attention during
recent years and it refers to suppliers of a range of
products that ‘we broadly associate with cultural,
artistic, or simply entertainment value’ (Caves
2000: vii). Although this attention is certainly
due to the emotional and symbolic value of crea-
tive and cultural products in society, since in many
countries they benefit from financial support by
the public authorities, the economic role of these
industries has recently grown. Indeed, before the
emergence of the global economic downturn in
2008, the entertainment andmedia industries were
forecast to grow from $1.3 trillion in 2005 to reach
1.8 trillion by 2010. In the 1990s, the creative
economy in the Organisation for Economic
Co-operation and Development (OECD) coun-
tries grew at an annual rate twice that of service
industries and four times that of manufacturing
(Howkins 2001).

Although in the US the definition of creative
industries is generally conservative and based on
those businesses involved in the creation or dis-
tribution of the arts (Americans for the Arts 2008),
as of January 2008 the analysis of these industries
reports that more than 612,000 businesses exist
and that they employ about three million individ-
uals in the country, with a growth rate larger than
in the rest of the US economy. Between 2007 and
2008 the growth in businesses was about 12%
(10% in the rest of the economy), while the
growth in employees was 11.6% (four times larger
than the rest of the economy at 2.4%) (Americans
for the Arts 2008 – based on the Dun and Brad-
street database). According to the 2007 OECD
report, in the US the economic contribution of
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cultural industries to gross value added (GVA) in
2002 accounted for about $340 billion (3.3%)
(OECD 2007). More recently (2008), based on
data from Datamonitor and Hoover’s, the eco-
nomic contribution of creative industries to the
GVAwas estimated at about $580 billion.

The growth of the cultural and creative sector
in the European Union from 1999 to 2003 was
12.3% higher than the growth of the overall econ-
omy (European Commission 2006), and its turn-
over in the EU contributed 2.6% of the European
Union’s GDP in 2003. The cultural sector
employed at least 5.8 million people in Europe
in 2004, which is more than the total working
population of Greece and Ireland put together
(European Commission 2006). Over the period
2000–2005, international trade in creative goods
and services experienced an average annual
growth rate of 8.7%, with a value of world exports
of $424.4 billion in 2005, representing 3.4% of
total world trade, according to UNCTAD
(UN 2008).

An even broader interpretation of creative
economies has been put forward by Richard Flor-
ida (2002, 2003, 2007), who underlined the role of
creativity in promoting the economic, social and
cultural dynamism of a country. According to
Florida (2007) almost one-third of the US work-
force can be identified with the creative class, and
the creative sector accounted for nearly half all
wage and salary income, about $1.7 trillion,
including in these data many other creative pro-
fessionals in business, finance and law. In line
with this analysis, Landry underlined the emer-
gence of ‘creative cities’, as the lociwhere cultural
activities can be viewed as an integral component
of the city’s economic and social life (Landry
2000; UN 2008). A good example of a creative
city is London, where the creative sector is the
second biggest in the city, and where it grew faster
than any other major industry except financial and
business services and accounted for between 20%
and 25% of job growth in the city over this period
(The Work Foundation 2007).

This accounting of a wider economic contribu-
tion of creative sectors may be partly due to some
emerging trends. Although the term ‘cultural
industry’ was originally coined to identify the
development, production and release of cultural
content in mass media (e.g., books, magazines,
newspapers, sound recordings, films), today the
emerging convergence between technologies,
media and industries has led scholars and practi-
tioners to apply the term to suppliers of mass
media content as well as producers of the tradi-
tional arts that do not lend themselves to mass
reproduction, such as live performances and the
creative arts. This definition, although broad
enough to encompass many operators as well as
a large part of the workforce, may be further
enriched with some other economic activities
which are focused on intellectual creation and its
exploitation in the marketplace, such as design,
fashion, crafts, architecture, sports, software and
even tourism.

This last definition has been inspired by the
British Department for Culture, Media and Sport
(DCMS), which, in the late 1990s, played an
important role in promoting the debate on cultural
industries and the way they can be harnessed as
drivers of economic development. The widely
quoted definition by the DCMS points out that
creative industries are ‘those industries which
have their origin in individual creativity, skill
and talent and which have a potential for wealth
and job creation through the generation and
exploitation of intellectual property’ (DCMS
2001: 4). It is noteworthy that the designation
‘creative industries’ that has developed since
then has broadened the scope of cultural industries
beyond the arts and has marked a shift in approach
to potential commercial activities that until
recently were regarded purely or predominantly
in non-economic terms (UN 2008).

This broad and general definition aims to
encompass all the cultural and creative activities
that can be streamlined in an industrial and com-
mercial flow of value creation and exploitation.
Accordingly, the prominent role of intellectual
property (IP) rights in their different shapes and
species (e.g., patents, copyrights) affects the
industrial organization and dynamics of the crea-
tive sectors. However, this definition of the crea-
tive sector, in its general meaning, can be
considered controversial and tortuous; indeed,
numerous attempts by economists, statisticians
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and cultural geographers have taken into consid-
eration different mechanisms and phenomena in
order to arrive at a suitable categorization of the
industry. Much of the literature thus tends to con-
vert the definition provided by the DCMS into a
list of specific industries, corresponding to sectors
clearly identified in the national and international
statistics. In such a way, the classification pro-
vided by the DCMS (2006) used the Standard
Industrial Classification (SIC), and it identified
the following 11 sectors: Advertising; Architec-
ture; Arts and Antique Markets; Crafts; Design;
Designer Fashion; Film, Video and Photography;
Music and the Visual and Performing Arts; Pub-
lishing; Software, Computer Games and Elec-
tronic Publishing; Television and Radio.
However, sectors included in the SIC codes do
not perfectly overlap with creative industries. By
comparing each cluster of activities we find that
some of them must be analysed at a four-digit
level, while some others are not codified at all.

Several other approaches have been developed
to define the creative industries (see also the Cre-
ative Economy Report 2008 of the United Nations
for a synthetic review of these approaches).
Beside the symbolic texts model, which focuses
attention instead on popular culture, the concen-
tric circles model and the World Intellectual Prop-
erty Organization (WIPO) copyright model are
worth mention (UN 2008). The former asserts
that creative ideas originate in the core creative
arts and that these ideas diffuse outwards through
a series of layers or ‘concentric circles’, with the
proportion of cultural to commercial content
decreasing as one moves farther outwards from
the centre (UN 2008). In this way, four main
layers can be defined: core creative arts (e.g.,
literature and music); other core cultural indus-
tries (e.g., films, museums and libraries); wider
cultural industries (e.g., publishing, sound
recording, television, radio, video and computer
games); related industries (e.g., architecture,
advertising, design and fashion).

The WIPO model then analyses all the activ-
ities around the development, production
and commercialization of IP rights (WIPO
2003), resulting in three main segments: core
copyright industries (e.g., advertising, film and
video); interdependent copyright industries
(e.g., consumer electronics, paper and musical
instruments); partial copyright industries (e.g.,
architecture, design and fashion).

However, a different and more productive
way of defining the creative industries is based
on the distinction between creative and artistic
activities, on the one hand, and humdrum inputs
on the other hand (Caves 2003). The former can
be considered the core part of the creative and
cultural production, while the latter identify all
the complementary resources and activities to
bring the outcome of the creative efforts to the
different markets. This distinction enables the
use of a value-chain perspective, which allows
the identification of those operators and activities
that directly contribute to the production of the
creative content and those which are needed to
support this activity.

Based on a value-chain perspective, the
creative industries are defined in four different
phases:

• Origination, which identifies the creation of
cultural and creative ideas and artefacts to
embed in a specific product (e.g., designs,
songs, stories, pictures, scripts, games, styles,
characters);

• Production, which encompasses all the activi-
ties to create commercially viable products
(e.g., motion picture production, CD record-
ing, TV production);

• Distribution, which allows the diffusion of cre-
ative and cultural products in different plat-
forms and channels (e.g., broadcasting,
publishing and sale of books, CDs, games,
live event production);

• Consumption, which represents the final stage
of the process, and endows end consumers
with the opportunities to experience cultural
and creative products in different ways (e.g.,
personal equipment like television sets, radios
or computers, in concert halls and theatres).

As in many other industries, in the creative
businesses some features rule the economic orga-
nization of the value chain. Creative businesses
are dominated by a wide range of small and in
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many cases independent originating operators,
relatively few production firms, and to some
extent a structured distribution phase. This basic
feature is largely explained by the role played by
the economies of scale in the origination phase,
which, unlike the industrial sectors, appear to be
limited. The differentiation and the almost infinite
variety of products available do not allow an easy
exploitation of scale effects (Caves 2000).
Besides this, the industry is affected by a high
rate of uncertainty in the economic returns due
to volatility on the demand side caused by the
emotional character of the products, and moral
hazard and information asymmetries on the sup-
ply side (Conant 1960; de Vany and Walls 1996,
1999; Caves 2000). The latter can easily be
observed in the vertical relationships characteriz-
ing the value chain, where the economic relations
must be carefully regulated in order to absorb and
balance uncertainty and risks between originators,
producers and distributors (Caves 2003). Thus,
consumer valuation is extremely difficult to pre-
dict: taste is acquired through consumption and is
subject to a number of factors, including culture,
fashion, self-image and lifestyle (the ‘nobody
knows’ property). Distributors usually assume
the role of promoting the products, making huge
investments that normally are well beyond the
budgets of small firms at the top of the supply
chain. The proliferation of creative products and
the need to spread the risk across many of them so
that profitable products subsidize failures are
additional features that are associated with econ-
omies of scale in distribution.

Moreover, each product is a prototype that
embodies a relevant component of creativity and
non-recurrent content and employs a wide range
of diversified competences (e.g., for film produc-
tion, see Conant 1960; Caves 2000; Lampel and
Shamsie 2000, 2003).

These characteristics strongly affect the way in
which the industry is organized. Indeed, the pro-
totypical and non-recurrent nature of creative pro-
duction is often associated with a project-based
organization of the industry and the firms. In such
a way, the common structure is project-based, and
operations are built on teams of principals that are
formed to perform a single project and then
disband. In addition, in the vast majority of the
creative industries the most valuable and strategic
component of resources is dispersed in an
industry-wide community of independent profes-
sionals (e.g., creative and artistic human capital in
the film industry), which must be appointed for
specific and not stable projects. The frequently
collective nature of creative production, and the
need to develop creative teams with diverse skills,
who often also possess diverse interests and
expectations about the final product, is another
key characteristic of these industries. On the
other hand, the artistic nature of the production
in several cases may offer some opportunities to
define contractual relationships that are economi-
cally more convenient for the producers than for
the artists, who may base their utility function on
the artistic creation itself and not on the economic
exchange (for art for art’s sake effect, see Caves
2003).

Nevertheless, the management of the human
capital within the creative businesses is a key and
a distinctive issue. As pointed out by Teece
(2010), human capital resources can be divided
into three main ‘classes’: the ‘literati’, the
‘numerati’ and the entrepreneurs. The first two
are the highly educated classes, and they represent
expert talents. Both groups have specialized
skills, but while the literati tend more to the syn-
thesis and the communication of ideas, the
numerati are more inclined to analysis. In creative
productions both types of talents are diffusively
employed: the literati are likely to be used more
specifically but not only within cultural produc-
tions, the numerati in the software, the architec-
ture and the design businesses.

Managing this type of talented human
resources requires a light touch that enhances
cooperation and creativity (Teece 2010). Indeed,
it requires decentralized and distributed manage-
rial efforts. Moreover, management must foster a
creative environment by setting the proper incen-
tives, by removing barriers and by building ‘vir-
tuoso’ teams that rely more on creativity than on
tight project management (Teece 2010).

The economic organization of the creative
industries requires at least as much knowledge-
intensive as capital-intensive resources, and it
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relies heavily on networks to mobilize crucial
resources (Lampel and Shamsie 2003). Although
it is commonly adopted in sectors like film pro-
ductions and live entertainment (see, for example,
Faulkner and Anderson 1987; Robins 1993; Jones
1996; Miller and Shamsie 1996; DeFillippi and
Arthur 1998; Mezias and Mezias 2000), this
approach is increasingly influencing other sectors
such as fashion and software design, in which the
temporary nature of organizational arrangements
and of comparative advantages is ruling the game.
Accordingly, these features of the creative busi-
nesses amplify the role of the capabilities to select
strategic resources in the relevant factor markets,
to orchestrate and to deploy them in ever-
changing projects, which are the vehicles to
reach punctuated but temporary advantages on
the product markets.

Despite the need to coordinate diverse creative
activities within a relatively short time frame, the
durability of several creative products – and par-
ticularly those based on cultural content and the
relative capacity of their producers to extract eco-
nomic rents – appears to remain long after the
period of production. This is, however, mainly
dependent on the capability to effectively manage
IP rights over the years, over different markets and
different channels.
See Also

▶Appropriability
▶Complementary Asset
▶ Small World Networks: Past, Present and
Future
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Cross-Licensing

Peter Grindley
Berkeley Research Group, London, UK
Abstract
Cross-licensing is an exchange of rights by
firms to use each other’s property. Patent
cross-licensing is used widely in complex tech-
nology industries such as ICT and pharmaceu-
ticals to provide ‘freedom to design’ without
risk of infringement, to avoid litigation and to
round out product lines. Cross-licenses typi-
cally involve balancing royalty payments
based on the net contributions of each party’s
▶ patents to the other’s products. If contribu-
tions balance, the licenses may occasionally be
royalty-free.

Definition Cross-licensing is an agreement
between two or more parties in which each party
grants rights to the others to use its intellectual
property (IP). There are many types of cross-
licenses. Most prevalent are bilateral patent
cross-licenses used in complex technology indus-
tries such as information and communications
technology (ICT) and pharmaceuticals.

Firms use cross-licensing to exchange rights to use
each other’s intellectual property (IP). Cross-
licensing may include all types of IP – ▶ patents,
copyrights, trademarks and know-how. Most prev-
alent are patent cross-licenses used in complex
technology industries to provide ‘freedom to
design’ without risk of infringement, to avoid liti-
gation or to round out product lines. Cross-licenses
typically include balancing royalty payments based
on the net contributions of each party’s patents to
the other’s products. If contributions balance they
may occasionally be royalty-free. Most often a
cross-license is a bilateral agreement tailored to
the specific needs of the parties. A patent pool, in
which several firms license their patents for a tech-
nology as a group, is also a type of cross-license.
Types of Cross-Licensing

A main use of cross-licensing is in field-of-use
patent portfolio cross-licenses (Grindley and
Teece 1997). In complex technology industries
such as ICT and pharmaceuticals many firms are
active in the same technology area. Technological
development is rapid and builds on existing tech-
nology with short life cycles. Firms generate large
numbers of patents and may infringe each other’s
patents, often unintentionally. It may be difficult
to avoid other patents, especially if they are impli-
cated in a standard. This leads to overlapping
patent ‘thickets’ from different firms (Shapiro
2001; Ziedonis 2004). Firms, therefore, often
cross-license entire portfolios of patents to ensure
‘freedom to design’ or ‘patent peace’ to develop
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technology without worrying about mutual
infringement. This avoids the costs of firms
designing around one another’s patents or of
searching for possible infringements.

Portfolio cross-licensing simplifies the task of
▶ licensing large numbers of patents. Although
cross-licenses may apply to specific patents,
more often they include all of the firm’s patents
for application in a field of use without identifying
individuals, as well as new patents granted during
the licence period. At the end of the patent period,
say 5 years, there may be capture rights for the
licensee to continue to use patents issued up to
that date, or all rights may cease. Specific patents
or fields of use may be excluded if the owner
believes they are of exceptional strategic value.

Firms also use cross-licensing to round out
their product offerings. Pharmaceutical compa-
nies might cross-license each other’s proprietary
technology, providing each other with more bal-
anced product lines. Firms might agree to cross-
license each other’s rights to use brand names.

In a typical patent cross-license no know-how
is exchanged. The firms already have the capabil-
ities to develop technology and a cross-license is
effectively an agreement not to sue each other for
infringement. Other types of cross-license may
also include knowhow and training in how to
use a firm’s technology. Know-how licences are
more complex than pure patent licences and typ-
ically have a higher royalty rate. They may be part
of a more elaborate agreement or joint venture.
Royalties

Although cross-licensing provides freedom to
design this does not mean that cross-licenses are
royalty-free. Royalties are paid based on the rela-
tive contributions of one firm’s technology to the
other’s products, with a balancing payment made
to the party with the most valuable portfolio.

Royalties are typically assessed in licensing
negotiations using a version of the ‘proud list’
procedure (Grindley and Teece 1997). This esti-
mates the likely contribution of each party’s pat-
ents to the product earnings of the other. A sample
group of each firm’s most valuable patents may be
rated on a scale of 0–1 for quality, validity and
economic contribution to the other firm’s prod-
ucts. These factors are multiplied by a reference
royalty rate to develop an effective rate for each
patent. The rates are calculated for all main pat-
ents and applied to the expected royalty base of
affected product sales to determine a royalty
amount per annum. The implied amounts for the
two firms are balanced to give a net payment to the
firm with the most valuable portfolio. From this
base the parties negotiate a final balancing royalty,
according to the firms’ bargaining powers. Final
royalties may also allow for market pressures on
royalties such as potential ‘royalty stacking’ if a
licensee expects a series of claims from other
licensors (Geradin et al. 2008; Lemley and Sha-
piro 2007). The royalty is typically expressed as a
running royalty rate applied to the licensee’s total
sales. Alternatively, the parties may prefer a lump
sum or combination.

The final royalty payment represents the bal-
ance of the two portfolios rather than their absolute
values so there may be some variation. Cross-
licensing royalties paid by a firmwithmany patents
to trade will be lower than for a firm with few
valuable patents. This makes it difficult to compare
royalties in different cross-licenses which depend
on specific product and patent combinations. Occa-
sionally, the contributions, or potential litigation
strength, of each portfolio may be roughly equal
and the parties may waive royalty payments.

Firms may strengthen their bargaining positions
and reduce their royalty payments by building up
their patent portfolios, either by research and devel-
opment (R&D) activities or by purchasing patents
from other firms, who either may have unused pat-
ents or who have now left the industry. Although
buying patents can be expensive this canmake good
business sense as it would reduce a royalty bill.
Licensing and Competition

Firms should be aware of potential competition
concerns related to cross-licensing. A cross-
license should not act to raise competitors’ costs
unfairly or be a front for collusion. However,
different royalty rates for differently situated
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firms should not in themselves indicate unfair
competition. An entrant with no technology to
trade is likely to pay higher royalties than an
established firm with an active R&D programme.
Differences in royalties may reflect the true costs
of technology needed to participate in the indus-
try, paid either in cash or in kind.
See Also

▶Licensing
▶ Patents
▶ Standards
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Cross-Subsidization

David Bardolet
Bocconi University, Milano, Italy
Definition Cross-subsidization describes the ten-
dency of multi-business firms to shift resources
(especially cash) generated in their highly
performing divisions towards their poorly
performing divisions, resulting in a distribution
of resources that does not always conform to
rationally optimal rules.

Studies of capital investment in multi-business
firms have uncovered a pattern of significant
overinvestment in poorly performing business
units, as compared with capital markets’ invest-
ment in similar stand-alone businesses, as well as
significant underinvestment in highly
performing business units. This phenomenon,
which seems to rest on the ability of corporations
to shift cash across their divisions, has been
dubbed cross-subsidization or ‘corporate
socialism’.

One of the first studies to observe cross-
subsidization in the field is Lamont (1997),
which found that oil companies cut invest-
ments across the board, including investments
in their non-oil divisions, after a decrease in
oil prices. Interestingly, some of those budget
cuts were performed on non-oil divisions that
actually benefited (i.e., generated higher cash
flows) from the oil price crisis. Other literature
has generalized these findings to other indus-
tries, despite some methodological caveats (see
Stein 2003). In general, these studies find little
correlation between a business unit’s capital
expenditures and diverse measures of that
business unit’s current performance and future
potential. This suggests the existence of ‘cor-
porate socialism’, by which corporations
spread their allocations among all their divi-
sions much further than any ‘rational’ invest-
ment rule would allow.

The fact that multi-business firms deviate from
optimal investment rules (e.g., ‘invest more capi-
tal in the project with the highest future rate of
return’) does not necessarily imply that such allo-
cations are inefficient. Some authors argue that
cross-subsidization is a tool that allows corporate
management to support worthy business units that
would not receive enough investment outside the
corporate umbrella due to uncertainty about their
prospects (Stein 2003). Other authors posit that
highly performing divisions within a company are
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usually more efficient in using their capital and
hence require relatively less of it (Maksimovic
and Phillips 2002). However, most empirical
research on cross-subsidization seems to give
greater weight to the argument that corporations
might be inefficiently subsidizing poorly
performing divisions using cash flows generated
in highly performing ones, although the size and
scope of this inefficiency remains an open
question.

A number of theoretical explanations of cross-
subsidization have been proposed. First, cross-
subsidization could be a result of divisional man-
agers acting as rent-seeking agents, allocating
effort between running their divisions, which
tends to enhance firm profit, and lobbying the
CEO, which often attracts extra resources to the
division at the expense of firm profit (Scharfstein
and Stein 2000). Moreover, the CEO herself acts
as a rent-seeking agent, using capital allocation
as a substitute for other forms of compensation
(e.g., salary, perquisites) to divisional managers.
Thus, by diverting capital from well-performing
divisions (in which managers receive a better
return for their management efforts than for
their lobbying efforts) to poorly performing divi-
sions (in which managers have a stronger incen-
tive to lobby than manage), the CEO can
conserve discretionary funds for more attractive
personal uses.

Secondly, cross-subsidization might be a
result of an incentive scheme for divisional
managers. In this account, the CEO/principal
minimizes incentives for divisional rent-
seeking by spreading capital across all divi-
sions of the firm, assuming that if there is
less competition for resources among them,
divisional managers will be more likely to
favour strategies that enhance the profits not
only of their own division but those of other
divisions (Rajan et al. 2000). In a similar fash-
ion, some authors argue that the CEO, lacking
private information on the expected value of
divisional investments and lacking resources to
carefully audit every request for funds, sets an
initial compromise allocation that is ‘generous’
for less promising divisions and ‘stingy’ for
more promising divisions. Managers who are
underfunded can then request additional capital
by subjecting their projects to a more careful
audit. These schemes allow the corporation to
strike a balance between optimal allocations
and monitoring costs.

Finally, cross-subsidization might be the result
of an innate psychological tendency of individuals
to spread out allocations over an option set
(Bardolet et al. 2011). This tendency can be driven
by the implicit use of a specific allocation heuris-
tic, such as the ‘1/n rule’, or by the consideration
of emotional and moral factors like equality and
fairness, which drive individuals to allocate ben-
efits and burdens relatively evenly among mem-
bers of a group.
See Also

▶Agency Problems
▶Bounded Rationality
▶Capital Budgeting
▶Conglomerates
▶Corporate Strategy
▶Resource Allocation Theory
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Customer Loyalty Programmes

John Roberts
University of New South Wales, Sydney, Australia
Abstract
To design and evaluate customer loyalty pro-
grammes, the firm must ensure that they create
value in the mind of the consumer relative to
their net cost. Some of that value must accrue to
the firm and some to the consumer. Value to the
firm can come from increased usage, greater
share of wallet, increased average price, longer
customer lifetimes, improved cross-selling and
access to new customers. To the customer, the
programme must offer net benefits in her/his
mind relative to the competition.

Definition Customer loyalty programmes are
reward systems that firms put in place to encour-
age consumers to increase their consumption and
tenure with the firm, as well as to make the firm
attractive to new customers.

Customer loyalty programmes are reward systems
that firms put in place to encourage consumers to
increase their consumption and tenure with the
firm, as well as to make the firm attractive to
new customers. The programmes do this by
increasing perceived switching costs for the con-
sumer and also by improving the attractiveness of
the company’s offerings (Wirtz et al. 2007). Con-
siderable controversy surrounds the cost benefits
of loyalty programmes. For example, Liu (2007)
finds limited evidence of their effectiveness and
states that the efficacy of customer loyalty pro-
grammes is not well established. In contrast,
Meyer-Waarden (2007) finds evidence that loy-
alty programmes increase consumption.
The Objective of Customer Loyalty
Programmes

To work, a loyalty programme has to make sense
from the perspective of both the firm that initiates it
and the consumers at whom it is targeted. Figure 1
clarifies those dual needs.

The objective of the firm is to create value for
the consumer, which can be measured by the
consumer’s reservation price, Rij, that is, the max-
imum that s/he is prepared to pay. It attempts to do
this at a marginal cost, Vij, which is less than the
reservation price. The price, Pj, will fall some-
where between Rij and Vij. (Rij � Pj) is the con-
sumer surplus that accrues to the customer, while
(Pj� Vij) is the contribution per unit for the firm. If
consumer i has a need for Ii units in the category,
and the market share of company j in meeting this
isMij, then the sales to i by j will be Sij = Ii

⋆ Mij.
The value of the transaction to the company

in terms of contribution is described by Cij =
(Pj�Vij)

⋆ Ii
⋆Mij. The value to the consumer of

dealing with company j, if s/he is behaving myo-
pically, is Uij = (Rij � Pij)

⋆ Ii
⋆ Mij. If the

consumer is comparing the value of company j’s
products to those of other companies, then the
value to the consumer will be the value company
j provides relative to the value from the best
alternative company, given by the expression

Uij ¼ max Pij �max
j0 � J Pij0

� �
, 0

n o�
Ii �Mij:

These loyalty programmes will make sense
only if the cost to the company in creating the
programme is more than compensated for by the
value that it creates for the consumer. However,
while necessary, that criterion is not sufficient.
The company must also be able to capture enough
of that value to meet its costs.

As Fig. 1 shows, for a programme to make
sense from the perspective of the company, the
incremental profit or contribution that it generates
must exceed its cost of implementation. Another
requirement for the programme to be effective is
that it provides net value to the target market for
which it is designed.
Evaluating Consumer Loyalty
Programmes

To evaluate a specific consumer loyalty pro-
gramme from the company’s perspective, we



Cij = (Pij –Vij) * Ii* Mij

Myopic consumer surplus, Uij

Uij = (Rij –Pij) * Ii* Mij

Competitive (relative) surplus 

Uij = max{(Pij –       Pij ’),0}* I i* Mij

Prices and costs Volumes

Reservation price Ri j

Price Pj

Marginal cost Vij

Category need 

Category sales to i, Ii

Share of wallet to j

Market share Mij

Sales to i (units) 

Sij = Ii * Mij

Value to company

Contribution, Cij

Value to customer

Consumer surplus 
per unit 

Contribution 
per unit 

max

Value delivered 

j’∈J

Customer Loyalty Programmes, Fig. 1 Loyalty programme from perspective of company j and customer
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must examine the cost of the programme relative
to the incremental benefits it brings in terms of
increased category usage, higher share of wallet,
ability to further cross-sell and increased expected
lifetime value. Unfortunately, these calculations
often become considerably more difficult because
customer loyalty programmes frequently trigger a
competitive response from other companies in the
marketplace. While Meyer-Waarden (2007) finds
positive profits accruing from customer loyalty
programmes (in packaged goods markets), he
also determines that where multiple loyalty-card
memberships of geographically close retailers
exist, they reduce the lifetime duration of the
initiative. Indeed, Dowling and Uncles (1997)
are highly critical of customer loyalty pro-
grammes, calling them ‘surprisingly ineffective’.
They believe this is the case because the pro-
grammes are often targeted at the wrong con-
sumers and simply start an escalating war by
reducing average prices.

In sum, we must examine customer loyalty
programmes from the company’s perspective by
balancing any benefits from additional cross sales,
increased share, longevity and category usage
against the cost of the programme, but this must
be done under a number of scenario analyses
depending on the reaction of other companies in
the marketplace.
From a customer’s perspective, the calculation
is simpler: we can examine the value of the pro-
gramme in terms of the degree to which it pro-
vides rewards that are salient to him/her.
Obviously, ▶market research is the best way to
determine which programmes give the greatest
‘bang for the buck’.
When to Use Loyalty Programmes

Wansink and Seed (2001) suggest that loyalty
programmes work best in categories that have
high margins, that consumers heavily invest in
over their lifetime and that are difficult to differ-
entiate. Wansink and Seed also point out that
loyalty programmes can be extremely effective
in industries in which companies can gain an
information advantage of better knowledge of
their customers. Loyalty programmes that can
provide fine-grained information allow the firm
to customize individual offerings to its customer
base. For example, in their book Scoring Points,
Humby et al. (2003) describe how the English
supermarket chain Tesco has been able to cus-
tomize its offerings based on its loyalty pro-
gramme, thereby increasing sales, improving
margins through higher utility and reducing
vulnerability.
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Principles of Good Loyalty Programmes

Dowling and Uncles (1997) suggest that many,
and indeed most, loyalty programmes are not suc-
cessful. They attribute this to the set of assump-
tions that managers make about consumers’
reactions to programmes, which are often in
error. To design a successful loyalty programme,
managers need a structured view of what they are
trying to achieve and how consumers and the
competition will respond. Figure 1 provides us
with exactly such a framework. The company’s
objective of increasing value can come from the
last column by improving performance in the
second one (growing category needs, increasing
the share of wallet that the company attracts or
gaining sales over time for a longer period).
Increased value can also come from higher prices.
While most loyalty programmes involve price
reductions rather than price increases, they can
provide the information needed to identify con-
sumers for whom the firm can add value with
higher-priced, higher-value offerings.

Loyalty programmes that succeed must work
for both parties. As Wansink and Seed (2001)
suggest, they must not appear to be self-
serving – that is, meeting only the objectives of
the company without offering the consumer
salient benefits. Interestingly, Wansink and Seed
find that programmes of only moderate value are
most effective, since the firm must get some of the
economic gains generated from them.

Programmes that have been found to work
extremely well are those that tend to reward
those consumers with higher response rates rather
than just those with high usage levels. For exam-
ple, Hilton Hotels found with their HHonors pro-
gramme that gold members were more profitable
than diamond members because the gold mem-
bers’ redemption rates were lower. Usage is not
necessarily a good indicator of areas of leverage
for increased profitability. Liu (2007) reaches a
similar conclusion: customers with initial low
patronage levels actually underwent higher
improvement in customer lifetime value than
those with moderate or high levels.

Loyalty programmes that are consistent with
the brand equity of the issuing firm are likely to be
more successful than those that are not related to
the value proposition. That is, a programme that
concentrates on savings might work well for
Wal-Mart supermarkets, while a programme that
works well on exclusive access to scarce products
might work better for Nordstrom. A programme
that focuses on donations to environmental causes
would be consistent with the position of the
Body Shop, while for Axe deodorant, a pro-
gramme that offers macho video games might
be more valuable.

Finally, loyalty programmes that have high
positive externalities are likely to be more effec-
tive than those for which such externalities do not
exist. For example, a category like carbonated
beverages is likely to expand with promotional
activities; by contrast, purchase acceleration may
well occur for laundry detergent, but it is unlikely
that programmes will increase usage levels in this
category. Other such externalities include word of
mouth that loyal users may generate and new
applications that could increase category usage.
Shugan (2005) suggests that programmes that
offer immediate benefits (such as training, which
will introduce perceived lock-in costs) are likely
to be more effective than those that offer future
benefits, such as deferred rewards. This assertion
is, however, not necessarily supported by the
research of Kivetz et al. (2006), who find that
future rewards both accelerate consumption as
the consumer moves towards them and improve
retention after the consumer has received them.
Trends in Loyalty Programmes

Loyalty programmes are an embedded way of
doing business in many industries. However,
their nature is changing due to changes in the
retailing environment. A number of these changes
that managers need to take into account include:

Increased Promiscuity
Retention rates in most industries are down,
meaning that loyalty programmes have a tougher
job of locking in customers over the long term.
This reduces the customer lifetime value of pro-
grammes and thus their net effectiveness.
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Social Networks
As social networks develop, and tribes and cliques
of members (including affinity groups) emerge in
the community, rewards can be offered not just to
individual consumers, but to groups of con-
sumers. It is quite common to see rewards being
offered to, for example, favourite charities, parent
and teacher associations, and other groups to
which consumers belong. Social networks are
particularly in evidence in terms of loyalty pro-
grammes with companies such as the Mongolian
mobile company, MobiCom, which charges its
consumers much more to call consumers out of
MobiCom’s network than to call those in it, thus
imposing an implied cost of defection.

Improved Information and Data-Mining
As firms get better at understanding consumer
reactions to different offerings and mass custom-
ization of their service levels, the benefits of loy-
alty programmes increase because they can be
cost-effectively tailored to individual groups or
small segments of customers.

Business-to-Business Value Chains
Most of the discussion so far has looked at loyalty
marketing to final consumers, but business-to-
business loyalty programmes are also extremely
important. We have witnessed a great deal of
third-party transactions where a firm may piggy-
back on the loyalty programme of a strong issuer.
For example, most airlines sell their frequent flyer
points to third parties such as florists, other retailers
and hotel chains. These loyalty points can then be
redeemedwith the airline.At one point, the value of
outstanding frequent flyer points at United Airlines
was three times the firm’s market capitalization.
Summary

Customer loyalty programmes areways of providing
tangible and psychological rewards to customers for
doing business with the firm. Their effectiveness
depends entirely on the value set of the customer
and the reactions of▶ competitors. When designing
such programmes, it is therefore essential to under-
stand the objectives of the firm and the value that the
programmes create in consumers’ minds relative to
the value that can be offered by other firms.
See Also

▶Competitors
▶Expected Utility
▶Market Research
▶ Price Discrimination
▶ Prisoner’s Dilemma
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of significant contributions to economics and
statistics, and was for many years President of
Carnegie Mellon University.

RichardMichael Cyert was born on 22 July 1921 in
Winona, Michigan. He was educated at the Univer-
sity of Minnesota and graduated in economics in
1943. After serving as officer in the US Navy for
3 years during the SecondWorldWar, Cyert entered
graduate school at Columbia University, NewYork,
in 1946. He completed his degree in 1951. He
received many rewards and honorary memberships
for his works and was, until his death, President
Emeritus and R.M. and M.S. Cyert Professor of
Economics and Management at Carnegie Mellon
University. He is well known for his contribution to
behavioural economics (in particular the
▶ behavioural theory of the firm), business admin-
istration, Bayesian economics, and for his leader-
ship of Carnegie Mellon University.

Cyert worked extensively within the fields of
behavioural economics, economics in general,
decision theory and management. Some of his
most important books are A Behavioral Theory
of the Firm written with ▶ James March
(1963) and Baysian Analysis and Uncertainty in
Economic Theorywith DeGroot (1987). Professor
Cyert went to Carnegie Mellon University (then
Carnegie Institute of Technology) in 1948 where
he later became dean of the Graduate School of
Industrial Administration (GSIA) (1962–1972)
and president (1972–1990) of the university.
Even when taking on his leadership duties as a
dean and president, he remained very active in
publishing and research. First an instructor of
economics, he went on to become assistant pro-
fessor of economics and industrial administration,
associate professor and head of the department of
industrial management, professor and dean of
GSIA and president of Carnegie Mellon Univer-
sity. During his life, he initiated, contributed to
and maintained a keen interest in behavioural
economics. In this article a general introduction
to some of Cyert’s works is presented.

Richard Cyert belonged to that small but
select group of economists/political scientists/orga-
nization theorists who helped initiate and develop
the behavioural economic and behavioural organi-
zation theory programme in America in the 1950s
and 1960s. He is well known for being one of the
three ‘founding fathers’ (along with James
G. March and Herbert Simon) of the behavioural
economics initiated at Carnegie Mellon University
in this period. Cyert’s interest in behavioural eco-
nomics started with his doctoral thesis on price-
setting in oligopolistic markets. Cyert found that
neoclassical theory gave him very little support as a
prescription for description of managerial and firm
behaviour. As a result, Cyert and his colleagues at
Carnegie Mellon University laid the research foun-
dations for a series of contributions to organiza-
tional and behavioural approaches to economics
and management (Augier and March 2002).

It was during his years as a doctoral student
that Cyert realized that for economics to go any-
where it had to begin collaborating with other
disciplines, such as organization theory, sociol-
ogy, management and psychology. This interdis-
ciplinary view was stimulated, encouraged and
developed at Carnegie Mellon University during
his interaction and collaboration with Herbert
Simon and James G. March. This is especially
clear in his work developed in order to go inside
the black box of the neoclassical theory of the firm
and understand the internal decision-making pro-
cesses of the firm, especially in his work with
James G. March. Their first co-authored paper,
‘Organizational structure and pricing behavior in
an oligopolistic market’ was published in the
American Economic Review in 1955, and, about
7 years later, they completed A Behavioral Theory
of the Firm. In this book Cyert andMarch outlined
a theory that was built around a political concep-
tion of organizational goals, a bounded rationality
conception of expectations, an adaptive concep-
tion of rules and aspirations, and a set of ideas
about how the interactions among these factors
affect decision-making in firms (Augier and
March 2002). They emphasized the idea of pro-
blemistic search: the idea that search within a firm
is stimulated mostly by problems and directed
to solving those problems, and the idea of organi-
zational learning. In A Behavioral Theory of the
Firm, organizations learn from their own experi-
ences and the experiences of others.
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When A Behavioral Theory of the Firm was
published, Cyert became the dean of the GSIA,
but he continued (as did March and Simon) work-
ing within behavioural economics.

Cyert also collaborated with Robert Trueblood
and Morris DeGroot. With Trueblood he worked
on statistical sampling methods and statistical
decision theory (Trueblood and Cyert 1957).
And in the late 1960s, Cyert began working with
Morris DeGroot, who was trained in Bayesian
statistics. They published their first paper in
1970 and their book was published in 1987
(Cyert and DeGroot 1987). Most people would
probably not be inclined to equate ‘Bayesian’
economics with ‘behavioural’ or ‘managerial’
economics or strategy. But in an important way
Cyert’s approach to Bayesian economics was both
a natural outgrowth of his work with March on
behavioural economics and a contribution to
behavioural economics itself (Day and Sunder
1996; Augier and March 2002). The argument
that Cyert’s work on Bayesian economics can be
seen as a contribution to behavioural economics is
twofold. First, in doing this kind of work, Cyert
was interested in building a theory of real eco-
nomic behaviour by taking uncertainty into
account (Cyert 1970). This move is consonant
with modern behavioural emphasis on the uncer-
tainty and behavioural aspects of economics.
Second, he built on his work by March and the
idea of organizational learning. An important
example of how learning can contribute to the
development of Bayesian economics is found in
Cyert’s work on adaptive utility. Noticing the
observable difference between the assumed
fixed utility of decision-making to the observed
choices, Cyert wanted to apply the concept of
learning to the concept of utility in such a way
that changes in utility functions over time (as a
result of learning) could be accounted for. This
intertemporal aspect of learning is clearly a
behavioural idea.
The behavioural theory of the firm has become
an important intellectual foundation for several
traditions in strategic management, such as the
▶ dynamic capabilities perspective and perspec-
tives including learning and adaptation; much of
this traces back to Cyert’s (and March’s) work.
See Also

▶Behavioural Strategy
▶March, James G. (Born 1928)
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